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Preface

This book contains a selection of papers accepted for presentation and discussion at
The 2016 World Conference on Information Systems and Technologies
(WorldCIST’16). This Conference had the support of the Federal Rural University
of Pernambuco, IEEE Systems, Man, and Cybernetics Society, AISTI (Iberian
Association for Information Systems and Technologies/Associação Ibérica de
Sistemas e Tecnologias de Informação), and GIIM (Global Institute for IT
Management). It took place at Recife, Pernambuco, Brazil, March 22–24, 2016.

The World Conference on Information Systems and Technologies (WorldCIST)
is a global forum for researchers and practitioners to present and discuss recent
results and innovations, current trends, professional experiences, and challenges of
modern Information Systems and Technologies research, technological develop-
ment and applications. One of its main aims is to strengthen the drive toward a
holistic symbiosis between academy, society, and industry. WorldCIST’16 built on
the successes of WorldCIST’13, held at Olhão, Algarve, Portugal, WorldCIST’14
held at Funchal, Madeira, Portugal, and WorldCIST’15 which took place at São
Miguel, Azores, Portugal.

The Program Committee of WorldCIST’16 was composed of a multidisciplinary
group of experts and those who are intimately concerned with Information Systems
and Technologies. They have had the responsibility for evaluating, in a ‘blind
review’ process, the papers received for each of the main themes proposed for the
Conference: (A) Information and Knowledge Management; (B) Organizational
Models and Information Systems; (C) Software and Systems Modeling;
(D) Software Systems, Architectures, Applications and Tools; (E) Multimedia
Systems and Applications; (F) Computer Networks, Mobility and Pervasive
Systems; (G) Intelligent and Decision Support Systems; (H) Big Data Analytics and
Applications; (I) Human–Computer Interaction; (J) Health Informatics;
(K) Information Technologies in Education; (L) Information Technologies in
Radiocommunications.

WorldCIST’16 also included workshop sessions taking place in parallel with the
conference ones. Workshop sessions covered themes such as (i) Communication
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and Journalism in Online Social Networks, (ii) Computer Supported Qualitative
Analysis, (iii) Emerging Trends and Challenges in Business Process Management,
(iv) Healthcare Information Systems Interoperability, Security and Efficiency,
(v) Human–Machine Interfaces in Automation, Robotics and Mechanics,
(vi) Innovation in Information Management, (vii) Intelligent Systems, (viii)
Internet, Business and Social Networks, Pervasive Information Systems,
(ix) Semantics for Humanities Resources.

WorldCIST’16 received contributions from 41 countries around the world. The
papers accepted for presentation and discussion at the Conference are published by
Springer (this book) and by AISTI (another e-book) and will be submitted for
indexing by ISI, EI-Compendex, SCOPUS, DBLP and/or Scholar Google, among
others. Extended versions of selected best papers will be published in relevant
journals, including SCI/SSCI and Scopus indexed journals.

We acknowledge all those who contributed to the staging of WorldCIST16
(authors, committees, and sponsors); their involvement and support is very much
appreciated.

Pernambuco Álvaro Rocha
March 2016 Ana Maria Correia

Hojjat Adeli
Luís Paulo Reis

Marcelo Mendonça Teixeira
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Abstract.  The relationship between organizations involved in Information and 
Communication Technology Outsourcing is a key factor for the success of the 
provision of services. When all parties involved work together, they achieve a 
high level of cooperation and create a partnership marked by mutual trust and 
intensive exchange of experiences and knowledge sharing. This work aims to 
present the results of a survey conducted in one of the greatest information and 
communication technology poles of Brazil. Several concepts related to 
contractual and relational governances in outsourcing were identified and 
allocated within two sets of constructs. Finally, Spearman’s correlation tests were 
performed to check the strength of the correlations within each set.  

Keywords: Information and Communication Technology. Outsourcing. 
Contractual Governance. Relational Governance. 

1   Introduction 

Many times, organizations opt to transfer the execution of certain activities to other 
companies receiving benefits ranging from the cost reduction to the focus on internal 
efforts in order to obtain better results in their core business. This transfer is designated 
as outsourcing, where there is an intense exchange of experiences and knowledge 
sharing among the parties involved: the outsourcer and the service provider [1]. 

It is clear that outsourcing can be considered a strategic action that organizations 
adopt to become competitive and maintain their competitiveness in a market that 
increasingly requires integration as well as represents a major opportunity for economic 
advancement and inclusion in the global economy [2, 3].  

Throughout the outsourcing process, the parties must be concerned regarding the 
contractual and relational governances. Based on these two governances, the 
outsourcing process leads to the formation of a relationship between the parties that is 
initially dictated by contractual aspects. After a few cycles of interactions, mutual trust 
begins to be established, enabling an exchange of experiences that ensures an increase 
in innovation and productivity rates in organizations [4, 5]. 

In this context, this article presents the first results of a survey conducted in a great 
Brazilian information and communication technology (ICT) pole. It also conceptually 
defines sets of constructs of contractual and relational governances, which acts in favor 
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of strengthening the relationship between the outsourcer and provider of ICT services. 
The study of correlations within the sets of constructs helped to determine the main 
contractual aspects and critical success factors respectively linked to contractual and 
relational governances along outsourcing processes. 

The rest of this article is organized as follows: Section 2 defines the research 
methodology; Section 3 presents and conceptualizes the constructs of contractual and 
relational governances used in research; Section 4 discusses the results; and, finally, 
Section 5 presents the conclusions of this work and some perspectives for future works. 

2 Methodology 

An extensive bibliographical research on the key concepts related to ICT outsourcing 
and contractual and relational governances was necessary. With the subsequent reading 
of the articles found, those with closer alignment to the thematic explored here were 
chosen. These articles supported the foundations about contractual and relational 
governance and their respective sets of constructs. Section 3 explores, along with 
Tables 1, 2 and 3, these constructs and lists the chosen works that are best aligned with 
them. 

For the survey, two questionnaires were used: one specifically for outsourcers and 
the other for provider companies. Both questionnaires had questions with scales of 
importance using five points, adopting 1 (one) for “insignificant” and 5 (five) for “very 
important.” Respondents calibrated intermediate values. 

These companies are entirely located in the metropolitan region of Recife, Brazil, 
where one of the most important ICT poles of this country is situated. Therefore, two 
distinct populations were utilized for defining the samples, of which 34 responses were 
obtained from the outsourcers and 16 from the providers in the time defined for the data 
collection. It is noteworthy that the application of the questionnaire with the outsourcers 
occurred in 2012, and it occurred with the providers in 2014. The questionnaire that 
was applied in 2014, although based on that applied in 2012, took into consideration 
the need for readjustment of some constructs to the reality of provider companies. 

The nonparametric Spearman’s correlation test was applied with the support of the 
R language to verify the strength of the correlations within each of the two sets of 
constructs, thus identifying the interrelated factors that cause a greater impact on a 
contractual perspective represented by contractual aspects and on a relational 
perspective represented by the critical success factors. It is worth mentioning that the 
tests were only done within the individual point of view of the outsourcer and provider 
and were not being performed between them in this work. 

3 Constructs of contractual and relational governances 

Both forms of governance are relevant to the outsourcing process, considering that the 
contractual governance dictates the initial moments when a legal support is necessary 
to guide the relationship between the parties always seeking to comply with contractual 
determinations concerning the details, type, duration and contract size [6–8]. With the 
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consolidation of this conduct, relational governance drives the relationship. Although 
this governance still considers the contractual aspects, it is more focused on social 
norms, exchange of experiences, knowledge sharing, trust and cooperation [6, 9]. 

The contractual governance can be conceptualized as a management tool that allows 
the implementation of a formal contract guiding the production process – where the 
development of services or products is included – such that both parties establish a 
relationship guided initially by the contractual definitions [10]. In turn, the relational 
governance can be understood as that based on the relationship between the parties 
involved in a transaction, thus improving and strengthening the relationship through the 
compliance with social norms [11]. 

The bibliographical research sought to define which constructs could be employed, 
and they are described along the tables of the subsections that follow. As mentioned in 
the methodology section, after reading the articles found, those with closer relation to 
the constructs were chosen to compose the foundations of the present work. 

3.1 Contractual Aspects 

Contractual aspects (CA) are all the constructs related to the composition and execution 
of outsourcing contracts [4]. Table 1 below determines which CA was identified and 
applied and also indicates which works are related to them. 

Table 1.  Contractual aspects identified and used for both cases of Outsourcers and Providers. 

Contractual Aspect Description Related works 
CA1 – Service Level 
Agreement 

Related to the description of the services, 
goals and objectives, and defining the roles 
and responsibilities between the parties of an 
outsourcing contract. 

[4, 6, 12] 
 

CA2 –  Detailed Contract The definition of the detailed and complete 
contract as a legal document.  

[4, 6, 13] 

CA3 – Incorporate 
Procedures to Flexibility 

The ability of all parties to adapt themselves 
to possible changes in the course of the 
outsourcing relationship. 

[4, 6, 12, 14, 15] 

CA4 – Definition of 
penalties for low 
performance and 
information violations 

Determining punishments for all parties if 
they do not comply with contractual 
determinations for the service delivery. 

[4, 6, 16, 17] 

CA5 – Duration of 
Contract 

Determining how long the contract will last 
and setting deadlines for its beginning and 
end. 

[4, 6, 16, 18] 
 

CA6 – Costs Determining the costs involved for the 
service development and delivery. 

[4, 6, 15, 19, 20] 

3.2 Critical Success Factors 

The Critical Success Factors (CSF) are all the approaches, activities and practices that 
should be considered to ensure effective management and maintenance between the 
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parties involved in a relationship in favor of the success of a project [21]. We highlight 
that the CSF set, initially adopted for the outsourcers, was smaller than the one adopted 
for the providers, and this is justified by the restructuring of the questionnaire applied 
to the perspective of providers. To distinguish each specific set, the following acronyms 
were adopted: O.CSF for the case of outsourcers and P.CSF for the case of providers. 
Table 2 presents the CSF adopted for the outsourcers’ point of view. 

Table 2.  Critical Success Factors identified and used in the research for the case of outsourcers. 

Critical Success Factor Description Related works 
O.CSF1 – Selection of the 
Correct Provider 

Aims to evaluate the ITC provider’s skills 
in order to ensure effectiveness in the 
activities that will be performed. 

[22–24] 

O.CSF2 – Alignment of 
outsourcers’ and 
providers’ objectives 

Refers to analyzing the strategic alignment 
between outsourcers and providers. 

[25] 

O.CSF3 – Clear vision of 
outsourcer’s objectives 

Refers to understanding outsourcers’ 
objectives for the services provided. 

[26–30]  

O.CSF4 – Clear and well-
structured outsourcing 
contract 

The accomplishment of a set of 
contractual aspects defined previously. 

Derived from 
CA set. 

O.CSF5 – Outsourcer-
provider relationship 

Characterized by the adequacy and 
cooperation between outsourcer and 
provider. 

[31–33] 

 
Table 3 below presents the CSF adopted for the providers’ point of view. 

Table 3.  Critical Success Factors identified and used in the research for the case of providers. 

Critical Success Factor Description Related works 
P.CSF1 – Commitment by 
managers of outsourcer 
company 

Commitment by managers of outsourcer 
company to warrant that contractual 
determinations will be accomplished. 

[4, 6, 17, 34] 

P.CSF2 – Well-structured 
planning for services to be 
provided 

Development of planning with a complete 
and detailed description of the services that 
will be provided, with participation of both 
outsourcer and provider. 

[4, 17, 35, 36] 

P.CSF3 –  Flexibility of staff 
to develop activities related 
to services 

Capacity of the staff to adapt to any kind of 
activity related to the services that the 
provider will develop. 

[4, 6, 37, 38] 

P.CSF4 – Adaptability to 
possible changes of the 
services 

Capacity of the providers’ staff to adapt to 
changes on the activities definition for the 
development of the services. 

[34, 38] 

P.CSF5 – Providers’ staff 
training 

Level of training/education of the 
providers’ staff related to the services that 
will be provided. 

[4, 39, 40] 

P.CSF6 – Documentation of 
all activities performed and 
services provided 
(Organizational Memory) 

Register of all elements and procedures 
performed to obtain the service, composing 
a set of operational reports and increasing 
Organizational Memory. 

[4, 41, 42] 
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P.CSF7 – Customer 
Relationship Management 
(CRM) 

Use of CRM strategies by provider 
companies to create a portfolio of clients, 
keeping them closer and ensuring their 
loyalty. 

[4, 17, 43, 44] and 
related to 
O.CSF5 in Table 
2. 

P.CSF8 – Use of the 
information system for 
Customer Relationship 
Management 

Use of CRM Information Systems, 
supporting P.CSF7 strategies. 

Derived from 
P.CSF7 

P.CSF9 – Evaluation of 
Customer Satisfaction 

It is necessary to evaluate the customers’ 
satisfaction to maintain the relationship 
with them.  

Derived from 
P.CSF7 

P.CSF10 – Supplier 
Relationship Management 
(SRM) 

Use of SRM strategies by outsourcers to 
create a portfolio of suppliers/providers, 
keeping them closer.  

Derived from 
P.CSF7 

P.CSF11 – Use of the 
information system for 
Supplier Relationship 
Management 

Use of SRM Information Systems, 
supporting P.CSF10 strategies. 

Derived from 
P.CSF7 

P.CSF12 – Provide 
adequate services and 
structured contract 

The accomplishment of a set of contractual 
aspects defined previously (Similar to 
O.CSF4 in Table 2). 

Derived from CA 
set and O.CSF4 
in Table 2. 

P.CSF13 – Advertising 
Strategies 

Strategies related to the advertising by both 
companies in order to build their image in 
the market. 

[45] 

P.CSF14 – Maintaining the 
companies’ image in the 
market 

After constructing their image, both 
companies must keep it using maintenance 
strategies. 

[46] 
 

P.CSF15 – Sharing 
knowledge and experiences 

Creation of an inter-organizational 
environment conducive to knowledge and 
experience sharing.  

[4, 6, 16, 34, 39] 

P.CSF16 – Internal 
communication between the 
parties involved 

Creation of inter-organizational 
communication channels to ensure 
information, knowledge and experience 
sharing. 

[4, 6, 17, 44] 

P.CSF17 – Conducting self-
assessment of performance 
in service delivery 

Self-assessment in order to obtain measures 
about companies’ own performance and 
knowledge acquisition in service delivery. 

 
[47] 

 
In Table 3, the conceptual relations between P.CSF7 and P.CSFs 8, 9, 10 and 11 may 

be seen. In addition, there is a conceptual relation between P.CSF12 and all the CA; 
however, these relations will not be tested once the focus here is the tests inside each 
set of constructs and not between them. The next section will proceed with the 
correlation test results and discussions. 

4 Results and Discussion 

For the application of Spearman’s correlation test on the set of data collected through 
the survey applied on Recife’s ICT pole, a significance level of α = 0,05 was defined. 
For the discussion, only strong (rho coefficient between 0.6 and 0.8) or very strong (rho 
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coefficient between 0.8 and 1) correlations between the constructs of each set will be 
considered. Figure 1 below presents the correlograms for the case of outsourcers. 
 

 

Fig. 1. Correlograms with Spearman’s test results. Color scale indicates the strengths of the 
correlations in the outsourcers’ point of view: left, the CA pairs; right, the O.CSF pairs. 

From the results shown in the correlograms of CA and CSF in the outsourcers’ case, 
it is clear that all values for the coefficients are positive. This indicates that for a specific 
increase in a construct of the compared pair, the other construct will have a proportional 
increase. We may infer that all constructs inside each set work together so that the 
contractual and relational governances fulfill their goals in ICT outsourcing processes, 
according to the outsourcers’ opinions captured by the questionnaires.   

Remarkably, the pairs CA1-CA2 and CA2-CA5 are the only ones that have strong 
correlations. For CA2 – Detailed Contract, the CA1 – Service Level Agreement is a 
fundamental element that also allows the definition of other elements such as contract 
duration, costs, penalties etc. Therefore, it is notable that CA5 – Duration of Contract 
has a strong correlation with CA2 once the duration is well-defined in a detailed 
contract. 

By the correlogram of O.CSF, three pairs are highlighted as having strong 
correlations: O.CSF2-O.CSF3, O.CSF1-O.CSF2 and O.CSF3-O.CSF4. The O.CSF2 – 
Alignment of outsourcers’ and providers’ objectives and the O.CSF3 – Clear vision of 
outsourcer’s objectives address the issue of understanding the outsourcer’s objective 
by providers, which is critical to the strategic alignment between them, thus ensuring 
the success of the outsourcing process and even the relationship and, consequently, the 
knowledge sharing. 

The relation between O.CSF1 – Selection of the Correct Provider and O.CSF2 refers 
to the fact that the providing company, when properly chosen, has the ability to 
understand its contractor and meet the goals established by it, thus aligning the 
outsourcing process with the expectations of both parties. 

Finishing the point of view of the outsourcers, we have O.CSF3 and O.CSF4 – Clear 
and well-structured outsourcing contract. These two factors define a relation that refers 
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to the fact that the provider must clearly understand the outsourcer’s objectives that are 
explicit in the contract in order to answer any questions that might cause problems in 
the execution of defined activities. 

Figure 2 below presents the correlograms for the case of providers. 
 

 

Fig. 2. Correlograms with Spearman’s test results. Color scale indicates the strengths of the 
correlations in the providers’ point of view: left, the CA pairs; right, the P.CSF pairs. 

The same remark made earlier about the positive correlations is valid for the point 
of view of providers. In this case, the correlogram of CA presents six strong 
correlations: CA1-CA2, CA1-CA6, CA2-CA3, CA2-CA6, CA3-CA4 and CA3-CA6. 
The same considerations about the pairs CA1-CA2 made for the case of outsourcers are 
valid for the providers. 

The strong relationship of CA1 – Service Level Agreement with CA6 – Costs is 
justified by the fact that the agreement containing the details of the services provides 
the basis for the detailing of service costs, thus culminating in the total cost of 
outsourcing. The understanding of the relationship between CA2 – Detailed Contract 
and CA3 – Incorporate Procedures to Flexibility and CA6 – Costs is direct and does 
not deserve much explanation, apart from the fact that the detailed contract should 
incorporate these two topics. Lastly, we have the relation between CA3 and CA6 that 
refers to the fact that bequeathing greater flexibility in the provision of services may 
result in some additional costs at first but can ensure that human resources have fewer 
difficulties in performing their roles in the future, which could generate cost savings 
later in this context. 

Regarding P.CSF, two pairs were prominently figured to obtain coefficients above 
0.9, which indicates very strong correlations: P.CSF3-P.CSF6 and P.CSF3-P.CSF14. 
We have the relation between P.CSF3 – Flexibility of staff to develop activities related 
to services and P.CSF6 – Documentation of all activities performed and services 
provided (Organizational Memory), which seems to be quite logical since flexibility is 
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made possible by a good understanding of what will be developed by the work teams. 
This is quite favored by an organizational memory containing descriptions of elements 
related to this work and showing how to resolve possible problems. The same P.CSF3 
also has a very strong relationship with P.CSF14 – Maintaining the companies’ image 
in the market, which can be explained by the need that both parties (but principally the 
providers) have in maintaining their good image to attract versatile professionals to 
work in them, thus ensuring the existence of flexible teams. 

5 Conclusions 

We consider that this work has two groups of important results. The first was the 
definition of the constructs’ sets of CA and CFS supported by the literature. The second 
refers to the results of the application of correlation tests on the judgements of 
importance of the outsourcers and service providers based on data collected with the 
survey applied on Recife’s ICT pole. It is very important to clarify this because the first 
group of results enabled the second, thus allowing visualization of the correlations 
within the CA and CSF sets and corroborating the logical links that were theoretically 
supposed. 

Both results highlight the idea that, with the increase of maturity in the relationship, 
the contractual aspects cease to be the only concern between the two parties. If at first 
there was concern focused solely on the provision of ICT services established in the 
contract, with the maturing of the outsourcer-provider relationship, gains can arise 
beyond the service execution through the exchange of experiences and knowledge 
sharing between the parties. 

Various relationships, especially among CSF pairs and from the perspective of 
providers, obtained coefficients that show strong correlations, especially some related 
to knowledge management, organizational memory, communication channels between 
the parties and the conducting of self-assessments. This emphasizes the idea that a 
mature relationship between the parties also brings the need for improved management 
models. 

For future work, we propose to carry out tests between sets of constructs, thus adding 
a new set with risk factors for the outsourcing relationship. Two other interesting 
proposals to extend the results obtained with the research are: 1) the creation of an 
internal ranking for each set of constructs worked, providing a view of which constructs 
are more important in the outsourcing of ICT services and 2) test the strength of 
correlations by crossing the outsourcers and providers point of views. 
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Abstract. Several database systems have implemented temporal data support, 
partly according to the model specified in the last SQL standard and partly 
according to other, older temporal models. In this article we use the most 
important temporal concepts to investigate their implementations in enterprise 
database systems. Also, we discuss strengths and weaknesses of these 
implementations and give suggestions for future extensions. 
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1   Introduction 

Research of temporal data in relation to database systems has a very long history. For 
this reason, many temporal data models have been introduced. The current versions of 
enterprise database systems support either the temporal model of the SQL:2011 
standard [3] or have implemented concepts according to other temporal models. 
Hence, we will evaluate these systems in relation to the following general concepts: 

- Time dimensions 
- Temporal key constraints 
- Coalescing 
- PERIOD data type 
- Implicit vs. explicit timestamps 

1.1   Time Dimensions 

There are three different forms of time dimensions: user-defined time, valid time, 
and transaction time. User-defined time is a time representation designed to meet 
specific needs of users. Valid time concerns the time when an event is true in the real 
world.  For this reason, an event is independent of time when it is stored and can 
concern past, present and future snapshots of it. 

Transaction time concerns the time when an event was present in the database as 
stored data. Therefore, transaction time of an event presents the correct database 
image of the modelled world. Timestamps of transaction time are defined according 
to the schedule adopted by the operating system. According to this, we can build the 
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history of all such timestamps in relation to the past and current time, but not in 
relation to future. Furthermore, only current values may be updated, and these updates 
cannot be retroactive, as in case of valid time. 

A data model that supports only valid time is called valid-time model and one that 
supports only transaction time is called transaction-time model. If a data model 
supports both of them, it is called bitemporal. 

1.2   Temporal Key Constraints 

There are two temporal key constraints: one in relation to primary key (PK) and the 
other in relation to referential integrity (RI). The requirements concerning temporal 
primary key depend whether the table captures valid or transaction time. In the case of 
valid time, the convenient primary key of relational tables is not sufficient and the 
primary key has to include time-variant attributes, because each value of the relational 
PK must be unique at any given point in valid time. On the other hand, tables 
capturing transaction time always include only one tuple concerning current time, and 
(possibly) several history rows, which cannot be modified. For this reason, in case of 
transaction time, relational PK is also the temporal PK of the corresponding table. 

In the case of temporal referential integrity, each value of the relational foreign key 
in the child table must correspond to some value of the relational primary key in the 
parent table at any given point in time. Therefore, it must be possible to forbid a tuple 
in a child table whose valid time is not contained in the valid time period of the 
corresponding tuple in the parent table [15]. 

1.3   Coalescing 

A tuple is coalesced, if overlapped or consecutive value-equivalent tuples are 
disallowed. When timestamps of tuples have temporal elements as values, the 
requirement of coalescing is identical to the requirement that there will be no value-
equivalent tuples. The goal of coalescing is that the “merge” operation of the 
corresponding tuples should be done by the system and not by users applications. 

The need for coalescing happens when a projection or union operation is 
performed during retrieval of data or INSERT i.e. UPDATE statements are executed. 
The general approach for implementation of coalescing is similar to the problem of 
computation of the transitive closure of a graph, with the subsequent deletion of non-
maximal paths [2].  

1.4   PERIOD Data Type 

The PERIOD data type is specified as a time interval which comprises the set of 
subsequent units. These units use a closed-open concept, meaning that the starting 
granule of the time period is included, while the end granule is excluded. The main 
advantage of the PERIOD data type is that it can be used to represent time intervals in 
natural way [7].  
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The use of the PERIOD data type requires specification and implementation of 
corresponding functions i.e. methods. A temporal constructor with the same name as 
the data type is implicitly defined, when a time-variant column of that type is 
specified.  A database system supporting this data type usually implements several 
temporal functions. The following are examples of such functions: CONTAINS, 
EQUALS and OVERLAPS. A proposal, how this type can be specified is given in 
[14]. The functions of the data type are based upon so called Allen’s operators [1].  

1.5   Implicit vs. Explicit Timestamps 

The association of time with facts is different for existing temporal data models. 
Some of them specify that this association is explicit, meaning that temporal facts are 
handled in the same way as all other table’s columns. Other models treat time-variant 
columns as special columns. This issue has also consequences in relation to update 
languages in the following way: While transaction times of facts are supplied by the 
system itself, update operations in transaction time models treat the temporal aspect of 
facts implicitly. On the other hand, the user must supply valid times of facts. 
Therefore, updating facts in valid time and bitemporal data models must treat time 
explicitly and are forced to represent, how valid times of facts should be specified. 

 
Roadmap. The rest of the paper is organized as follows. Section 2 describes the 

implementation of temporal concepts in the IBM DB2 database system, while Section 
3 explains how these concepts are implemented in Teradata. The next section 
discusses which concepts are supported in Oracle. The structure of this section is 
identical to the structure of the previous two. Section 6 describes temporal concepts in 
the future version of MS SQL Server. The last section summarizes the results and 
shows our conclusions.  

2   IBM DB2 

IBM DB2 supports temporal data since Version 10 [9]. The syntax and 
semantics of the underlying model is, besides a couple of insignificant differences, 
identical to the temporal model specified in the SQL:2011 standard.  

2.1   IBM DB2: Time Dimensions 

DB2 supports valid time as well as transaction time. The union of valid and 
transaction time is supported, ie. bitemporal tables are supported by DB2. 
 

Support of Valid Time. Tables with valid time contain two time-variant 
columns, one for the start and the other for the end of valid time. The CREATE 
(ALTER) TABLE statement is extended with the PERIOD clause, which specifies 
the time interval. Example 1 shows the creation of a table with valid time. 
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Example 1 
CREATE TABLE V_Emp(ENo INTEGER NOT NULL, EDept INTEGER, 
    EStart DATE NOT NULL, EEnd DATE NOT NULL, 
    PERIOD BUSINESS_TIME (EStart, EEnd),  
    PRIMARY KEY (ENo, BUSINESS_TIME WITHOUT OVERLAPS)); 
Temporal columns EStart and EEnd are explicitly specified and used in the 

PERIOD clause. Additionally, the clause defines implicitly that startdate < 
enddate. In contrast to the SQL:2011 specification, the name for the PERIOD 
clause is given and cannot be specified by the user. 

The insertion of tuples in a table with valid time corresponds to the convenient 
insertion of rows in a relational table. In other words, the syntax of INSERT has 
not been changed. Besides the convenient syntax for the UPDATE statement, DB2 
supports the FOR PORTION clause, which specifies an additional temporal 
condition (see Example 2). 

 
Example 2 
UPDATE V_Emp  
     FOR PORTION OF BUSINESS_TIME FROM '01.07.2013' TO '01.07.2014' 
        SET EDept = 4   WHERE Eno = 12345; 
 

ENO   EDEPT ESTART   EEND 
----- ----  ------- ----- 

12345 3 2013-01-01 2014-01-01 
12345 4 2014-01-01 9999-12-31 

(The content of table before 
UPDATE has been executed.) 
 

 
ENO   EDEPT ESTART     EEND 

 ----- ----- ---------- ---------- 
12345     4 2013-07-01 2014-01-01 
12345     4 2014-01-01 2014-07-01 
12345     3 2013-01-01 2013-07-01 
12345     4 2014-07-01 9999-12-31

The tuples in Example 2 are modified in the following way: the column with the 
value Edept=4 will be divided in two columns, one with the time period (1.1.2014, 
1.7.2014) and the other with the time period (1.7.2014, 31.12.9999).    
The FOR PORTION clause can be used in the similar ways with DELETE. 

 
IBM DB2 uses the convenient syntax to query a table with valid time. 

Additionally, there are three options that are part of the FROM clause: 
a) FOR BUSINESS_TIME AS OF … 
b) FOR BUSINESS_TIME BETWEEN … AND … 
c) FOR BUSINESS_TIME FROM … TO … 
The first form of this clause displays all tuples with a time interval that contains the 

specified time granule. In contrast to the first form, the second and the third form 
specify time periods. The BETWEEN … AND … form specifies a closed time 
interval, while the FROM … TO … form defines a closed-open one. In both cases, all 
tuples with time periods, which overlaps the specified one, are selected. 

 
Support of Transaction Time. IBM DB2 supports transaction time. Similarly to 

valid time, these tables include two columns, one for the start and the other for the 
end of transaction time (see Example 3). The data type of these columns has to be 
TIMESTAMP. 
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Example 3 

CREATE TABLE T_Emp(ENo INT PRIMARY KEY NOT NULL,EDept INT 
  ,sys_start TIMESTAMP(12) GENERATED ALWAYS AS ROW BEGIN,  

   sys_end TIMESTAMP(12) GENERATED ALWAYS AS ROW END,  
   trans_start TIMESTAMP(12) GENERATED ALWAYS AS 
       TRANSACTION START ID, PERIOD SYSTEM_TIME (sys_start, sys_end)); 
The specification of time-variant attributes contains additional clauses. The 

GENERATED ALWAYS AS ROW BEGIN and GENERATED ALWAYS AS ROW 
END clauses specify the columns for the start and end time, respectively. The 
GENERATED ALWAYS AS TRANSACTION START clause specifies the 
transaction start time.  

The definition of transaction time involves altogether two tables: The first one (see 
Example 4) stores only tuples with current time, while the second one, called history 
table, stores old versions of current tuples.  Therefore, there are three steps in creation 
of tables with transaction time: 

a) Create a base table 
b) Create a history table 
c) Alter the base table to enable versioning and name the history table  
 
Example 4 

  CREATE TABLE H_Emp LIKE T_Emp; 
  ALTER TABLE T_Emp ADD VERSIONING USE HISTORY TABLE H_Emp; 
    The INSERT statement has the same syntax as convenient INSERT. Note that 
only values of time-invariant columns have to be explicitly specified, while the 
system implicitly inserts all time-variant values. 

After execution of an UPDATE statement, the non-current part of each tuple is 
moved from the current to the corresponding history table. (The same is true for the 
DELETE statement.) 

The syntax and semantics of convenient SELECT statements remain unchanged in 
relation to transaction time. To query old versions of tuples, DB2 supports three 
options in the FROM clause of the SELECT statement, which are identical to the 
same options for the valid time. (The only difference is that instead of phrase 
“BUSINESS_TIME”, “SYSTEM_TIME” is used. 

 
Bitemporal Tables. A bitemporal table is a union of tables with valid and 

transaction time (see Example 5).   
Example 5 

CREATE TABLE BI_Emp(ENo INTEGER NOT NULL, EDept INT, 
 EStart DATE NOT NULL, EEnd DATE NOT NULL, 

sys_start TIMESTAMP(12) GENERATED ALWAYS AS ROW BEGIN NOT NULL,  
sys_end TIMESTAMP(12) GENERATED ALWAYS AS ROW END NOT NULL,  

  t_start TIMESTAMP(12) GENERATED ALWAYS AS TRANSACTION START ID  
IMPLICITLY HIDDEN, PERIOD SYSTEM_TIME (sys_start,  

   sys_end),   PERIOD BUSINESS_TIME (EStart, EEnd), 
     PRIMARY KEY (ENo, BUSINESS_TIME WITHOUT OVERLAPS)); 
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2.2   IBM DB2: Temporal Key Constraints and Coalescing 

IBM DB2 supports the WITHOUT OVERLAPS clause in the PRIMARY KEY 
option of the CREATE (ALTER) TABLE statement  [4]. This clause ensures that 
each value of the relational primary key is unique at any given point in valid time (see 
Example 1). The system does not support coalescing.  

2.3   IBM DB2: Implicit vs Explicit Timestaps and PERIOD Type 

IBM DB2 supports explicit as well as implicit timestamps. Explicit timestamps are 
supported by default, while implicit timestamps can be specified using the 
IMPLICITLY HIDDEN option. In that case, “SELECT * FROM table_name” does 
not display values of time-variant columns. These values must be explicitly named in 
to be displayed (see Example 14). DB2 does not support the PERIOD type. 

3   Teradata 

Teradata supports temporal data since Version 10. Teradata’s temporal model is 
based upon the TSQL2 model [13] and contains three general features: time 
dimensions, the PERIOD data type and temporal qualifiers. 

3.1   Teradata: Time Dimensions  

Support of Valid Time. Time-variant attributes in Teradata’s valid time tables are 
specified using the PERIOD data type. An attribute of the PERIOD type can be 
DATE or TIMESTAMP (see Example 6). 
 
Example 6 
CREATE MULTISET TABLE Emp( ENo INTEGER NOT NULL, EDept INTEGER NOT NULL, 

   Emp_period PERIOD(DATE) NOT NULL AS VALIDTIME)  PRIMARY INDEX (ENo); 
The Emp table contains the time-variant attribute Emp_Period, of the PERIOD 

data type. The VALIDTIME option specifies the attribute as valid time period. 
 
All Teradata’s DML statements can contain one of four temporal qualifiers, which 

are used for specification of conditions in relation to time-variant columns: 
a) CURRENT 
b) AS OF 
c) SEQUENCED 
d) NONSEQUENCED 

All qualifiers can be specified with the VALIDTIME keyword, and with the 
TRANSACTION keyword. The CURRENT qualifier selects only the current tuples, 
i.e. tuples with valid time values related to the current time The SEQUENCED 
qualifier selects the tuples with the time interval that is contained in the time period 
specified with the qualifier. The NONSEQUENCED qualifier specifies that the time 
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dimension will be ignored and the involved table is considered as a non-temporal 
table. A query with AS OF expression retrieves tuples where the time period overlaps 
the time period of the specified expression. The Teradata’s AS OF qualifier in relation 
to queries corresponds logically to the DB2 option with the same name. Also, the 
SEQUENCED qualifier corresponds to the BUSINESS_TIME FROM … TO … 
option in DB2. NONSEQUENCED does not have any logical equivalent in DB2.  

 
Example 7 
SEQUENCED VALIDTIME 
INSERT INTO Emp (Eno, EDept, Emp_period) 
        VALUES(12345, 4, PERIOD(DATE '2014-01-01', UNTIL_CHANGED)); 
The INSERT statement in Example 7 contains values of the DATE type, which 

define the start and end of valid time. For this reason each INSERT statement must be 
prefixed with the SEQUENCED VALIDTIME clause. Teradata supports the special 
value „UNTIL_CHANGED“ for the „forever“ value. The UPDATE statement in 
Example 8 is semantically equivalent to UPDATE in Example 2. The DELETE 
statement can be specified in the same way. 

 
Example 8 
SEQUENCED VALIDTIME PERIOD (DATE ‘2013-07-01’, DATE ‘2014-07-01’) 
    UPDATE Emp SET Edept = 4 WHERE Eno = 12345; 
 
Support of Transaction Time. The TRANSACTIONTIME clause defines a 

time period as transaction time (see Example 9). The transaction time-variant 
column must be of the TIMESTAMP WITH TIME ZONE type. 

 
Example  9 

CREATE MULTISET TABLE T_Emp( ENo INTEGER NOT NULL, EDept INT NOT NULL, 
 T_Emp_period PERIOD(TIMESTAMP(6) WITH TIME ZONE) NOT NULL 
                               AS TRANSACTIONTIME)     PRIMARY INDEX (ENo); 
Teradata also supports temporal qualifiers for transaction time. All qualifiers 
described earlier can be used for transaction time (with TRANSACTION keyword). 
The syntax of INSERT and UPDATE statements in Teradata is identical to the syntax 
of the same statements in IBM DB2. Teradata supports temporal extensions for 
SELECT, semantically similar to those extensions defined in IBM DB2: 

a) CURRENT TRANSACTIONTIME 
b) TRANSACTIONTIME AS OF TIMESTAMP  
The first option selects only the current tuples, which fulfill the specified condition. 

Therefore, this option corresponds semantically to the FOR SYSTEM_TIME AS OF 
CURRENT_DATE clause in DB2. The semantics of the second option above is 
identical to the semantics of the DB2’s FOR SYSTEM_TIME AS OF clause (see 
Example 10). 

 
Example 10 
TRANSACTIONTIME AS OF TIMESTAMP '2010-01-01 23:59:59' 
SELECT Eno, EDept FROM T_Emp; 
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Note that Teradata does not support the SEQUENCED TRANSACTIONTIME 
clause. This clause would semantically correspond to the DB2’s FOR 
SYSTEM_TIME FROM … TO … clause. SEQUENCED TRANSACTIONTIME 
can be implemented using the NONSEQUENCED TRANSACTIONTIME clause and 
the OVERLAPS operator [12]. Teradata supports bitemporal tables, too.  

3.2   Teradata: Temporal Key Constraints and Coalescing 

Teradata supports three qualifiers in relation to temporal primary key constraint: 
a) CURRENT VALIDTIME PRIMARY KEY 
b) SEQUENCED VALIDTIME PRIMARY KEY 
c) NONSEQUENCED VALIDTIME PRIMARY KEY 

The first constraint ensures that the value for the constrained column in a tuple is 
unique for all instances of time from current time through the future. The second 
constraint ensures that the value for the constrained column in a tuple is unique for all 
instances of time, including past, current, and future. The semantics of this constraint 
is identical to the semantics of the DB2’s WITH OVERLAPS clause. The third 
constraint treats a time-variant column as a non-temporal column. Teradata does not 
support referential constraints on tables with valid time [10]. 
Teradata does not support actually coalescing of data. The only way to coalesce data 
is using the P_NORMALIZE function, but it works only for the output. The 
implementation of coalescing is under way and is based upon the paper [16].   

3.3   Teradata: PERIOD Data Type and Implicit Timestamps 

Teradata is the only DBMS which supports the PERIOD data type. The system 
supports temporal operators, such as CONTAINS, OVERLAPS and MEETS [11]. 

Teradata supports implicit timestamps. This means that values of temporal 
attributes will not be displayed with queries, such as the following one: 
 “SELECT * FROM table_name”. The only way how values of temporal columns can 
be displayed is naming them explicitly in the projection of a query (see Example 14). 

4   Oracle 
Oracle supports temporal data since Version 12c. The characteristic of Oracle’s 

support for temporal data is that there are two independent components: valid time is 
based upon the component called “Temporal Validity”, while “Flashback Data 
Archive” supports transaction time.  

4.1   Oracle: Time Dimensions 

Support of Valid Time. The PERIOD clause in the CREATE TABLE statement is 
used to specify valid time intervals (see Example 11). Whether time-variant attributes 
are implicitly or explicitly defined depends on the PERIOD clause [5]. 
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Example 11 

     CREATE TABLE Emp(ENo INTEGER, EStart DATE,EEnd DATE, EDept INT,  
                              PERIOD FOR EPeriod (EStart, EEnd));  

CREATE TABLE Emp_1(ENo INTEGER,  EDept INTEGER); 
ALTER TABLE Emp_1 ADD PERIOD FOR valid_time; 
The first statement in example above specifies explicitly the names of the two in 

the PERIOD clause. The second statement creates a table with implicitly defined 
time-variant attributes. The names of these attributes, valid_time_start and 
valid_time_end, are derived from the name of the PERIOD clause. 
 

Support of Transaction Time. The creation of a table with transaction time 
requires that an archive is created first [6]. 

 
Example 12 

  CREATE TABLE TEmp(Eno INT PRIMARY KEY NOT NULL,Edept INT) 
   FLASHBACK ARCHIVE dusan; 
The insertion of tuples in a table with transaction time is identical to the same 

activity with IBM DB2. The same is true for the UPDATE statement (see Example 2). 
Concerning the SELECT statement. Oracle supports additionally two different 

forms of the TIMESTAMP option to select current as well as old versions of tuples. 
To specify a time granule, the AS OF TIMESTAMP clause is used. The second query 
shows how to retrieve a time interval. 
       
   Example 13 
      SELECT * FROM T_Emp AS OF TIMESTAMP CURRENT_TIMESTAMP; 

SELECT * FROM T_Emp AS OF TIMESTAMP TO_TIMESTAMP 
                 ('12-05-2014 11:20', 'dd-mm-yyyy hh24:mi');  
    SELECT eno ,versions_startscn,versions_endscn FROM T_emp 
VERSIONS BETWEEN TIMESTAMP TO_TIMESTAMP ('12-05-2014 11:20', 'dd-mm-yyyy 
hh24:mi') AND TO_TIMESTAMP('12-05-2014 11:30','dd-mm-yyyy hh24:mi'); 

A bitemporal table in Oracle is formed through union of a valid time table and a 
corresponding transaction time table. 

4.2   Oracle: Temporal Constraints and Coalescing 

Oracle does not support temporal key constraints. The user has to define time- 
variant columns for valid as well as transaction time. The system does not support any 
form of coalescing. 

4.3   Oracle: Implicit vs. Explicit Timestamps and PERIOD Type 
Oracle supports implicit as well as explicit timestamps. To specify explicit 

timestamps, the temporal columns have to be defined and the PERIOD clause must 
contain their names. If the PERIOD clause does not contain the specification of 
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temporal columns their names are derived from the name of this clause. (The 
PERIOD data type is not supported by Oracle.) 

 
Example 14 
SELECT * FROM Emp_1; 
SELECT e.*, valid_time_start, valid_time_end FROM Emp_1 e; 

The queries above display different results. The first one displays only values of time-
invariant columns, while the second one displays values of all columns. 

5   Microsoft SQL Server 
Microsoft will support temporal data with SQL Server 2016. The characteristic of 
Microsoft’s support is that there are just a few concepts which the system supports. 
For this reason, the structure of this section will be different than the structure of the 
other sections. (The detailed discussion of the future support of temporal data for SQL 
Server can be found in [8].) 

 
From all concepts listed in the introductory part of this paper, SQL Server 2016 

supports only transaction time. (Microsoft refers to the tables that implement 
transaction time as “temporal tables”.) 

 
Example 15 
CREATE TABLE dept_temp(dept_no CHAR(4) NOT NULL PRIMARY KEY CLUSTERED, 
 dept_name CHAR(25) NOT NULL,  location CHAR(30) NULL, 

s_date DATETIME2 GENERATED ALWAYS AS ROW START NOT NULL, 
e_date   DATETIME2 GENERATED ALWAYS AS ROW END NOT NULL,  

   PERIOD FOR SYSTEM_TIME (start_date, end_date)) 
WITH (SYSTEM_VERSIONING= ON(HISTORY_TABLE = dbo.Hist));   

 

Microsoft’s implementation of transaction time corresponds to specification of the 
SQL:2011 standard. The WITH SYSTEM_VERSIONING option is used to enable 
the creation of the corresponding history table.  

The only temporal extensions are in relation to the SELECT statement. These are:  

- AS OF <date_time> 
- FROM <start_date_time> TO <end_date_time> 
- BETWEEN <start_date_time> AND <end_date_time>  
- CONTAINED IN (<start_date_time> , <end_date_time>) 

The first three clauses correspond to the clauses specified in the SQL standard, while 
the last one returns a result with the values of all old versions that were opened and 
closed within the specified time range defined by the two parameters in 
CONTAINED. (The syntax of UPDATE and DELETE has not been extended with 
any temporal clauses.) 
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6  Summary 

The most important attitude of temporal extensions in DB2 is that they are 
implemented according to the specification in the SQL:2011 standard. The only 
significant difference is that IBM DB2 uses two tables to store transaction time data, 
one for current tuples and the other for old versions of them. In contrast to IBM DB2, 
the temporal model of Teradata corresponds to the TSQL2 model. Concerning 
implicit and explicit timestamping, Teradata supports only the first one. As a direct 
consequence of this fact, the basic data object in Teradata is not a relation, and the 
temporal model supported by this database system is certainly not relational. Oracle’s 
current implementation of temporal data seems rudimentary, because many temporal 
concepts are not implemented.   

From our point of view, the two most important temporal concepts are the support 
of the PERIOD data type and coalescing. Teradata has already implemented the first 
concept and will implement the second one in the future.  IBM DB2, and its 
underlying temporal model specified in the SQL:2011 standard lack these concepts. 
We can hope that the implementation of these concepts will happen soon. 
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Abstract: This article aims to assess the context of Private Brazilian Higher Education 
Institutions comparing their supply and demand conditions. It adopts an inductive and 
exploratory methodological approach through the longitudinal analysis of data provided by the 
Census of Higher Education, between the years of 2008 and 2013, and the Demographic Census 
of 2010, in order to map its scenario. Its contribution shall enable higher education institutions 
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1. Introduction 

The educational system of a country is, as a rule, consistent with the governmental system of that 
country. Normally the future welfare and the national purpose and public policies are dependent 
upon the universities and other kinds of higher education institutions (HEIs) [1]. 

However, in the last decades, around the globe, higher education (HE) has been subject to 
profound changes [2]. The pressures for higher education grew up, and the profit-making 
educational establishments expanded, creating a fierce competition and an imbalance marketing 
condition, which hampered the and responsiveness and 
had threatened their financial and economic sustainability [3]. 

As some previous research has amid demands for universities ‘to do more with less’, 
national education policy makers are designing and embracing new models of governance and 
frequently transforming HE institutions, the role of the state, as well as the socio-economic role 
and function of HE”[2]. 

The higher education institutions are exposed to marketplace pressures in a similar way to 
other businesses [3]. Mainly as private providers, they depend on adequate enrollment growth, 
quality, cost-effectiveness and equitable access to a remarkable extent. Add to this, a more 

role adopted by the state, which puts pressure on HEIs outputs [4]. 
This new scenery has modified, as in many different countries, the forms and mechanisms of 

management and governance[3]. 
Many authors have been approaching the higher education changes from various perspectives 
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This article proposes to analyze and to compare the data from two Brazilian surveys like Censo 
da Educação Superior4, an annual survey, conducted by the National Institute of Educational Studies 
Anísio Teixeira (INEP), an autarchy linked to the Ministry of Education, from the period of 2008 to 
2013; and the Demographic Census (2010), a statistical study, conducted typically in ten years. It 
intends to compare some variables, specially: the total number of HEIs, places offered, candidates, 
entrants, students enrolled and undergraduate students and the percentage of young people (aged 18 
to 24) proportionally to the total resident population. 

It adopts an inductive process as a research strategy and an exploratory and longitudinal 
methodological approach. It uses descriptive statistics analysis of dynamics in the time series 
datasets that have been summarized at the Panel Dataset and graphically presented. 

The remainder is organized as follows. The next section presents the Literature Review on 
supply and demand conditions of the private higher education institutions in Brazil in the last 
decades. Discussions and practical implications are provided in section three. The final section 
points out some recommendations for future research. 

2. Supply and Demand for Higher Education Institutions 

 

The terms supply and demand come from the Offer and Demand Law, used to identify the 
relationship between the demand for a product and the amount that it is offered and, also, to describe 

certain times, in function of its 
amount and price [5]. 

It provides that, in periods when the supply of a particular product far exceeds demand, its price 
tends to fall. When demand begins to outstrip supply, the trend is the increase in price. The 
stabilization of the relationship between supply and demand would, in the first instance, lead to a 
stabilization of the price and a situation of "balance." 

Competition could disrupt these relationships, causing price changes. Other factors, besides 
prices, participate in the conditions of variation between supply and demand. The value of a product 
can be a positive or negative incentive for consumers to buy goods or services they need, but not the 
only one. Thus, other factors have been identified as participants in the variation between supply 
and demand, such as consumer wants and needs; purchasing power; availability of services; and 
offering capacity of institutions [5]. 

One can also add to this discussion, dimensions related to the offering, for example, of products 
and/or services focused on generating knowledge, involving not only discussion of their economic 
value, but also its relationship and impact on its social value [31]. 

Over the past decades, numerous authors have studied the relationship between supply and 
demand in higher education institutions in an attempt to identify the demand of students entering 
and quantify it appropriately (e.g. [9, 10, 24, 25]). 

  
2.1. Historical Context of Higher Education Institutions in Brazil  
 
Until the 60s, the Higher Education in Brazil was marked by a limited supply. There were a 
significant number of "surplus" students for places offered which translated into "candidates who 
obtained the average rate in college entrance exams, but could not enroll in higher-level schools 
because the number of approved extrapolated the number of places available" [37]. There was, 
therefore, a point of "bottleneck". This condition was due to a significant number of students who 
concluded high school due to promotion policies to higher levels and financing of studies [37]. 

At the end of the 60s, this situation begins to revert to the idea of "expanding with restraint", 

The Census of Higher Education 

including supply and demand [5-29] and management and governance [1-4, 30-36] around the world 
to comprehend its context. Their discussion contributes to this research as the higher education 
institutions in Brazil will not be free to this environmental flux and will need to adapt themselves, 
considering its nuances and peculiarities. Also, the HEIs will need to align their management 
practices to a prominent market-oriented form of governance. 
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unemployment [38]. 
From the end of the 90s, a significant increase in a number of places occurred broadening people's 

access to higher education. From 1994, private higher education institutions were encouraged to 
increase the number of places offered and, after 2002, also the number of places provided by public 
higher education institutions increased. This is the so-called democratization period [38] or 
universalization of higher education [32, 41]. 

With the Brazilian expansion policy of higher education in the two recent decades, higher 
education institutions face a bigger competitiveness in search of students, resources, quality and 
price, in addition to offering other modalities, such as technologists training courses or those offered 
in online mode, reflecting directly in their forms of governance. 

2.2. The Supply and Demand Conditions in Brazil  
 
It can be observed from data provided by the Census of Higher Education, the increase in the number 
of higher educational institutions, throughout the 1980-2013 period, from 882 (eight hundred and 
eighty-two) IES in 1980 to 2391 (two thousand, three hundred and ninety-one) in 2013, representing 
a growth of 271% in number of higher education institutions. If we consider the period under study, 
this percentage is around 106% between 2008 and 2013. 

 
 Fig. 1. Higher Education Institutions-1980-2013, Brazil. Source: MEC/INEP. 

  

In 2013, private HEIs accounted for about 87.41% of all universities in Brazil, while public 
higher education institutions accounted for some 12.59% of the total. Note that from 2012 to 2013 
there was a decrease in the number of HEIs of the two categories in the order of 1.03%. There is a 
predominance of the number of private higher education institutions on the public. 

Although the change in the total number of higher education institutions, between the years 2008 
and 2013, has minor modifications (increases or decreases), their distribution throughout the 
country and the degree of participation of the five regions in the market proved to be quite different. 
In a longitudinal analysis, there has been a change in the selectivity of the regions to meet 
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supported by an incipient funding policy to public and religious institutions to partially fill this 
existing demand [37-39]. 

In the 70s the first expansion of higher education occurred, led by the private sector, to increase 
the number of educational institutions, courses, places and enrolled students [40]. 

The late 80s and early 90s were marked by periods of growth interspersed with stagnation due 
to the economic crisis experienced by the country, evidenced by high rates of inflation and 
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The number of places offered, which has been growing since 2008, is superior to the number of 
candidates  places, which sets up a market instability condition with supply greater than demand. In 
the data analyzed (Table 1), while in 2008 this condition was already present, the number of 
vacancies expanded in subsequent years by higher education institutions. In contrast, it is observed 
that the number of candidates, places, and enrolled increases, but in very different proportions. 
Except the number of undergraduate students does not follow the same proportion of students 
enrolled. 

Table 1. Number of places, candidates, entrants, enrolled and undergraduate - 2008 a 2013 

2013 2012 2011 2010 2009 2008 
Places offered 3.429.715 3.324.407 3.228.671 3.120.192 3.164.679 2.985.137 

Candidates 11.945.079 10.927.775 9.166.587 6.698.902 6.223.430 5.534.689 

Entrants 1.951.696 1.970.392 1.686.854 1.590.212 1.511.388 1.505.819 

Enrolled 6.152.405 5.923.838 5.746.762 5.449.120 5.115.896 5.080.056 

Undergraduate 800.318 826.928 829.286 865.161 876.091 829.938 
Source: MEC/ INEP. 

When it comes to the number of undergraduate courses offered, there is an increase in the number 
of courses offered, contrary to what happened with the number of higher education institutions 

the number of places offered; and demand, "translated" by the number of candidates, places, 
enrollments,     and undergraduates. 

over the same period, reaching about 24.56% and 14 89% respectively. This means an increase of 
6,072 courses and 444 578 vacancies during this time. 

Concerning the evolution of the number of vacancies, candidates, places, enrolled and 
undergraduate, data from the period show the imbalance between supply conditions, represented by 

Fig. 2.  Public and private number of HEI in Brazil - 2008-2013. Source: MEC/ INEP. 

Midwest what corroborates with the literature when it mentions the process of expansion of higher 
education and its internalization to other regions of the country [34, 39]. 

On the one hand, there was no significant change in the total number of higher education 
institutions in Brazil over the period studied, as explained (around 1.03%). On the other, the number 
of undergraduate courses offered and the consequent number of vacancies has grown substantially 

potential demands. Earlier, the Southeast region was the most "attractive", due to its high market 
share. From the data analyzed, the focus of the last two years is in the South, Northeast,  and 
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2010 28.577 
2011 29.376 
2012 30.718 
2013 30.791 
Source: MEC/ INEP.  

 
 

Fig. 3. Number of Undergraduate Courses in Brazil - 2008-2013. Source: MEC/ INEP. 

From the demand perspective, the expansion of higher education occurred, predominantly, with 
the number of vacancies (unfilled places) followed by the substantial increase in the number of 
educational institutions [42]. Despite the growing demand for higher education in Brazil be related 
to the expansion of the completion of basic education rate, this demand was only partially met, given 
the predominantly private character of the offered places  [42], which requires financial means to 
match fees charged. Part of the supply of places in private higher education institutions has been 
accompanied by an increase in the proportion of unfilled places. 

Another reason that contributes to the considerable number of vacant or unfilled places on the 
higher education institutions is due to the priority and the rapid expansion of the network of 
universities, not followed by corresponding growth in the lower levels of education, mainly high 
school, blocking the advance to higher education [43]. Just a few entered the beginning of schooling 
and many stranded midway, due to high failure rates and evasion in this level of education, reflecting 
in the potential demand for higher education [42, 44]. 

Other factors influence the demand, for example, the large portion of the population that do not 
have access to higher education in the age group considered "ideal," as well as livelihood 
opportunities and the needs of the labor market [6]. Therefore, there is a contingent of people over 
24 years to be attended, called "late entry" population [42]. 

The offering of courses is predominantly concentrated in the Southeast, followed by the South, 
Northeast, Midwest and North regions, respectively. Small variations are observed over the period, 
as well as a trend change in the scenario, and a supply shift to other regions, such as Northeast, 
South, and Midwest. The market remains in unstable condition with supply greater than demand; 
and the increased offering courses and places by the higher education institutions. 

Table 2. Number of Courses 2008-2013 

Year Courses 
2008 24.719 
2009 27.827 

(HEIs). This indicates that HEIs are providing a larger list of options (wider range of courses) since 
there is no change in the absolute number of HEIs. Although the number of undergraduate courses 
increased, its distribution among the regions of Brazil is also quite distinct. 

Governance of Higher Education Institutions in Brazil … 29



will remain stagnant for another 20 (2003-2022), and then, in the twenty years following, twitching 
in rhythm with which expanded (the size of the youth will contract by 12.5 million between 2023 
and 2042), as shown in Figure 5. 

Associated with this condition is the fact that Brazil lives a moment of transition in which there 
is an increase in life expectancy and lower birth rates, reflecting thus reducing the average number 
of children per woman. As a result, in addition to reducing the number of children, there is a slowing 
of population growth, with a significant impact on youth contingent [46, 49, 50]. 

It is true that the population of young people will continue to exist, but with a smaller number of 
people, which will reflect in a fiercer competition for that audience. Added to this context the 
variable employment, given the need for subsistence or joining the large contingent of the population 
in the labor market, which prevents the continuation of studies [6]. 

It follows on from the above, that the expansion of higher education policy has given signs of 
exhaustion, with idleness on the number of vacancies offered; plus, although market saturation in 
various professions, by bad debts and the inability to commit significant part of the income from the 
monthly payment [6, 43, 46]. 

Brazil had in 2010 a resident population of 190,755,799 people (Census 2010). Of these, 
3,367,172 between the ages of 18 years hypothetically entitled to enter higher education. However, 
this entire contingent did not arrive at higher education, since the data provided by the Census of 
Higher Education show that the number of entrants was 1,590,212 and 5,449,120 were registered; 
being less than the number of places offered 3,120,192 in 2010. 

Fig. 4. Evolution of young people aged between 18 and 24 years old. Source: IBGE. 

Theoretically, the number of young people old enough to enter higher education (18 years) is 
3,367,172 to 3,120,192 places offered. However, as evidenced by the data of the Census of Higher 
Education, in practice, the number of entrants was 1,590,212, which represents only 47% of all 
young people in the age range considered ideal for pursuing it. Even smaller is the number of 
undergraduate students. It forecasts that the number of youth will suffer a drastic reduction from 
2020, confirming that this "potential demand" will be reduced further.

range of 18 and 24, representing the incoming quota for higher education, is not presented in 
ascending order. Over and, according to the outlook, this young cohort grew until 2008, when it 
reached its peak and, from there, according to the Department of Strategic Affairs (SAE) [45] of the 
Presidency of Brazil (2013), declined (Fig. 4). 

According to its estimates[45], the youth has expanded sharply in 20 years (1983 to 2002) and 

2.3. The Demographic Perspective 

From the demographic point of view, it is assumed that this market instability is getting worse, since 
the evolution of the size of the Brazilian youth, over these last decades, especially the one in the 
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Fig. 5.  Projection of young people aged between 18 and 24 years old, 2015-2042. Source: IBGE.  
 

This instability of supply and demand conditions directly affects sustainability and governance 
of Private HEIs. That is the reason they need consistent demand estimation models as well studies 
involving educational distribution, especially in a country like Brazil, of vast territorial dimensions 
[47], associated with the review and proposal of public policies conducive to its actual scenario. 

  
Table 3. Total percentage of young people aged 18 to 24 in the total population 

Total number of 
places offered 

Total percentage of young people aged 18 to 24 in the total population 

18 years old 1,77% 3.367.172 

19 years old 1,71% 3.265.826 
20 years old 1,78% 3.389.729 

3.120.192 21 years old 1,79% 3.421.736 

22 years old 1,84% 3.510.497 
23 years old 1,79% 3.420.254 
24 years old 1,84% 3.502.976 
Total resident 
population 

190.755.799 

Sources: IBGE (Demographic Census, 2010). MEC/INEP.  
 
 
 

2.4. Governance and Management 

Governance and Management have different implications. The ISO 38502:2014 [35]  which 
provides guidance on the nature and mechanisms of governance and management together with the 
relationships between them, in the context of Information Technology (IT) within an organization  

governance  management exercise 
of control and supervision wi  

Despite the fact that these definitions are related to the Information Technology (IT) 
environment, it could also be transposed to the Higher Education Sector, as they did not differ in 
concept to what other authors [2, 3, 33] propose, as stated below.   

2.4.1. Governance and Management in Higher Education Institutions 
 

As the Private Higher Education Institutions have been faced to the presented scenery, this will 
require them new forms and mechanisms of management and governance to grant its 
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Concerning the Higher Education, Governance focuses on the rules and mechanisms by which 
various stakeholders influence decisions, how they are held accountable, and to whom. It englobes 
organizational and managerial structures, state regulation, inter-institutional competition and the 
policies that arrive from this agenda [33]. It refers to the formal and informal exercise of authority 
under laws, policies, and rules that articulate the rights and responsibilities of various actors, 
including the rules by which they interact” [3]. 

the framework in which an institution pursues its goals, objectives 
and policies in a coherent and coordinated manner [3]. In other words, it is the analysis of how 
higher education is governed, including a legislative framework, the characteristics of the institutions 
and how they relate to the whole system, as well as less formal structures and relationships, which 
steer and influence behavior. 

Dobbins, Knill and Vögtle [2] proposed three ideal-type models of governance for higher 
education institutions, which comprises patterns of control, coordination, and the autonomy 
allocation among State, professoriate and university management. They are the state-centered model, 
where the state directly coordinates all or most aspects of higher education The university as a 

self-governing community of scholars, also called the Humboldt model, or Republic of Science or 
Ivory Towers based on a state-university partnership, governed by principles of corporatism and 
collective agreements." Moreover, the market-oriented model which contend that universities 
function more effectively when operating as economic enterprises within and for regional or global 
markets". The latter defines its policy to increase quality and variety of services offered, 
strengthening  choice. 

In the market-oriented model, HEIs are seen as a commodity, investment, and strategic resource 
and may offer governments an array of instruments to enhance competition such as regulations on 
subsidies and instruments affecting pricing structure and enrollment [2]. 

Management, on the other hand, refers to the implementation of a set of objectives pursued by a 
higher education institution based on 

ciency, effectiveness and quality of services provided for 
internal and external stakeholders [3]. 

Management is part of the governance process and a final stage of a more complex activity 
because it refers to the process of implementation of the decisions, the day-to-day activities to ensure 
the achievement of the strategies and goals [3]. 

3. Discussion 

Whereas the aim of this paper was to evaluate the context of Brazilian Higher Education Institutions 
in order to provide subsidies to generate strategic information, it concludes that offer conditions are 
diverse, and that demand is increasingly limited for the population considered ideal for 
undergraduate courses. 

As in Brazil, the Higher Education is mainly provided by the private sector (Fig. 1), the HEIs 
compete for students and financial resources, increasing its quality and variety of services offered, 
competitive forces are guided by adaptation to new constraints and opportunities. 

From 2008 to 2013, the number of Higher Education Institutions varied slightly. If considered 
the 2008 year as a reference, the total number has increased from 2.252 to 2.391 (Table 1 from 
ANNEXE 1 – Panel Dataset). 

The number of courses increased (Table 2 from ANNEXE 1 – Panel Dataset) during 2008-2013, 
but not reflected in the number of the enrolled students (Table 6 from ANNEXE 1 – Panel Dataset) 
when compared to the demographic, young population data. If, in the 60s, there were many students 
concurring to a place in the HEIs [37], nowadays, the situation inverted. There is a high number of 
vacant or unfilled places for each potential student. As an example, from 2008 to 2013, the number 
of places offered for undergraduate courses almost duplicate, from 1.715.994 to 3.429.715 (Table 3 

sustainability to long term. So, it is necessary to distinguish between both terms and their 
implications. 
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from ANNEXE 1  Panel Dataset), calling the attention to the fact that despite all the efforts of the 
expansion and internalization of the HEIs, it has little effect in practice, since the undergraduate do 
not occur effectively. 

Besides that, the information generated from the analysis of microdata of the Census of Higher 
Education, associated with the Demographic Census data (2010), points to a drastic reduction in the 
population of young people aged 18-24 years, which is going to be scarce in a short period. Today 
Brazil has the largest number of young people in its history [45]. However, as studies indicate [42], 
from 2025 this figure will be reduced drastically.  

Both conditions  reduced number of enrolled and undergraduate students added to the reduction 
of the youth population considered ideal for undergraduate courses  will impact in the private higher 

offered than the number of enrolled students.  
On the one hand, this map of the scenery calls attention to the practical implications of this study 

like the necessity to retain the enrolled students, avoiding evasion and promoting permanence in the 
HEIs as a way of improving the number of enrolled and undergraduate students. Besides that, the 
countries' education level has a great impact on its development. So, it would be of great interest and 
relevance improving the number of undergraduate people. As a result, the HEIs will need to enhance 
the discussion of forms and mechanisms of governance models as the above conditions, plus the fierce 
competitiveness, impact on their future maintenance.  

By the other hand, at the same time, they will need to identify new target groups as potential 
entrants, as they are faced with the falling birth rate and the increasing of aging population. 
Concerning this subject, based on the literature review and in the data analyzed, this study punctuates 
potential target entrants, despite the one considered ideal for undergraduate courses which are the so-

late entry [42]; the stranded midway younger students [43] academic 
second-training professional" already undergraduate which would like to embrace a new profession. 
The HEIs will need yet to estimate correctly these groups and to evaluate its impact on their offer 
conditions  and proper ways of implementation. 

Complementary, price concurrence varies in a high range in the country, depending on knowledge 
area, country regions, HEIs price and discount policies and government subsidies. Important to state 
that Public Education for undergraduate courses is free of charge. Even though, the number of unfilled 
places continues for the vast majority of undergraduate courses.  
As a gap, it points the 2014's year Census of Higher Education disclosure of results that has not 
occurred till this moment. Also, the period between the data collection and its availability incurs in 
a lack of time which could impact the decision-making process of the HEIs. So, it is highly 
recommended that HEIs be attentive to the data, as they point tendencies; but also monitor their 
economic, political, educational and technological environment. 

  
4.  Future Research 

Further study will be required to evaluate the impacts of the new potential target groups of entrants 
in the HEIs and to enhance the discussion about its forms and mechanisms of governance, especially 
in a country like Brazil, where education moved from a privilege to a right or a necessity for 
successful life and employment. This research continues in order to be updated with the Census of 
Higher Education new data.  

For the same period, the number of entrants has grown up from 1.505.819 to 3.429.715 (Table 5 
from ANNEXE 1  Panel Dataset).  

There was an internalization of education in the period studied, but most of the places offered, 
enrolled students and candidates were concentrated in the Southeast, Northeast and South regions. 
The number of undergraduate students is lowermost if compared to the enrolled students (Table 7 

from ANNEXE 1  Panel Dataset). Also the number of candidates improved from 5.534.689 to 
11.945.079 (Table 4 from ANNEXE 1  Panel Dataset), but, as already said, was not converted in 
enrolled students as the same candidate can enroll for more than one selective process in different 
HEIs.  
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Abstract. Social media has changed the interactive mode between business and 
customer, which are important factors contributing to marketing 3.0. This study 
is to understand how to use social media as a marketing tool to build brand for 
social media users, considering the influence of friends. This study used online 
questionnaires to collect data, and to verify the impact of these factors on brand 
trust, brand loyalty and brand equity. The study found the information, 
experience, and participation could influence brand equity through brand trust 
and brand loyalty.   

Keywords: Brand equity, social media, information, experience, participation 

1   Introduction 

In recent years, social media has been raised much popularity and became an 
important channel of information transmission. Social media can connect with each 
other easily all over the world. People no longer just a recipient of information, but 
also the creator of information, which let the information recipient are not only a 
customer, but also a producer (Kotler, Kartajaya, & Setiawan, 2010). 

For marketing, social media is a fast spreading tool with low cost, which can 
interact directly with targeted users. Especially for the small brand, social media 
offers very low cost to enter, to promote on social media is very easy and cheap, 
compare to the use of television commercial, magazine, and so on. Besides, it can act 
as an information filter for users to follow the information they are interested in. 
Consumers have no longer just a lonely individual in a passive position, but link up 
with each other to provide the practical advices in an initiative position (Kotler et al., 
2010). The new form of marketing called marketing 3.0 appeared recently. It focus on 
communicate to people and collaborate with people. Social media can do both easily. 

No matter it is online or offline, marketers face the challenges of how to 
continually stick customers. Without geographic limitation, Internet can connect with 
users across the world. Many research indicated that the cost for attracting new 
customers is much more than to retaining current ones. When people started building 
brands from real life to Internet, the strategies would change, because on the Internet, 
only the websites could be used as the transmission channel to connect to customers.  

Previous studies found many factors to consider when building brands online. 
However, due to the restriction of websites, the impact of friends, which is the major 
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characteristic of social media, did not exist in the online environment in the past. 
Social media build the network via the friendship. This study applied the factors of 
brand building in the past to social media, and confirms whether these factors are still 
effective on social media. Besides, the influence of friends on social media is also 
considered. In this way, the research questions of this study could be identified as: 
Whether the factors which have impact on brands in the E-commerce environments 
are still effective on social commerce? Furthermore, compare the difference between 
two different types of social media platforms. 

This paper is organized as follows: Section 2 discusses theoretical background. We 
present research model in Section 3. In Section 4, we proposed the research 
framework and conclude the analysis of this study. 

2   Theoretical Background 

The Internet has created a new environment for marketing by providing much more 
functions and tools than the physical world. And social media also makes the distance 
more closely with customers (Palmer & Griffith, 1998). This study observed some 
factors of building brand in the past that happened on social media. All the data about 
products, service, events, or ideas of business that have been arranged to present for 
customers can be viewed as information. Information is regarded as an important 
prerequisite to trust. Effective information can lead to improve awareness and brand 
perception. And Bakos (1997) and Kania (2001) also addressed that the main reason 
for people using Internet is to search and collect information.  

It is important to show the right information to the customers. According to 
Janiszewski (2002), irrelevant information can make customers become less certain 
about the product’s ability. Xu and Koronios (2004) argued that there are four 
dimensions to measure quality of information: accuracy, timelines, completeness, and 
consistency. On the social media, there are some restrictions for showing information. 
Business can decide the content of information, but cannot totally decide the format 
of display. But social media give a special function that other media can’t replace. 
That is reposting any message to friends. Users can see many messages on social 
media that are shared by friends but the original message was posted by vendors, even 
if users do not follow the brand on social media. The following hypotheses were 
tested:  

H1a. Quality of information is positively related to brand trust. 
H1b Quality of information is positively related to brand loyalty. 
 
Experience, a mix of excitement, touch, and adventures, has been defined as 

displaying a relatively high degree of familiarity with a certain subject area 
(Braunsberger & Munch, 1998). Customers usually expect vendors give them not 
only the information, but also good and positive experience. The more satisfied the 
customers feel, the more durable are the relationship. Relationship depends on 
customers’ experience that plays an important role in building long-term successful 
brand. Experience makes customer deeper impressions and be more memorable, that 
can give customer trust the brand. Kania (2001) suggested that experience, which 

40 B.-H Jin and Y-.M. Li



provides games, chat, and other events, let customers enjoys various meaningful 
experiences and can increase brand trust.  

Experience that is enjoyed through brand page is perceived to have high brand trust. 
Ha (2004)indicated that good online experience significantly influence brand trust. 
Experienced customers can help to generate positive WOM, brand trust, and finally, 
brand loyalty. Brand that give customers pleasant experiences will have higher brand 
loyalty (Jin, 2009) This leads to the following hypotheses: 

H2a. Perceived experience is positively related to brand trust. 
H2b Perceived experience is positively related to brand loyalty. 
 
Social media offer the function that can help consumers connect to vendors or 

other consumers very quickly. When one consumer posts a question, not only vendor 
but also all consumers can see it. All the consumers can give suggestions to the 
original poster; also can know how vendors deal with the questions. It is fast, public 
and multi-way. 

Participation is one of the most important factors for developing the virtual 
communities. It can ensure the survival of community in the long term. Members can 
share information related to the mutual interest. Participations can help share 
knowledge, spread idea, and provide some support to other members. Hagel and 
Armstrong (1997) indicated that sharing information is the basic and necessary for 
participation. Ridings (2002) addressed that perceived responsiveness is the key point 
to participation. In other words, if someone posts a message but no one gives some 
response, motivation to participation will decrease.  

To build a brand page on social media, just like to develop a brand community, 
participation of users is important that related to the survival of brand page. Arrange 
above words, this study defines participation as sharing information or knowledge on 
brand page on social media. Not only has that but also given some response to other 
members’ message. The influence of participation to brand trust had been rarely 
mentioned before, but Casaló (2007) proposed that the participation have a positive 
and significant effect on brand trust. According to the previous study, participation in 
a brand community may encourage consumer loyalty to the brand (Algesheimer, 
Dholakia, & Herrmann, 2005; Benyoussef, Hoffmann, Roehrich, & Valette-Florece, 
2006). Thus: 

H3a. Perceived participation is positively related to brand trust. 
H3b Perceived participation is positively related to brand loyalty. 
 
In recent years, brand has become powerful weapon in marketing to differentiate 

among competitors and to maintain customers. Branding is the process of building 
brand. A good brand can help business to establish the sustainable competitive 
advantage (Aaker, 1991; De Chernatony, 2001; K.L. Keller & Lewi, 2008). De and 
MeDonald(1992) said a successful brand is dependent on customer perception; 
perception is influenced by the added-value characteristics of the product; the added 
value characteristics need to be sustainable.  

Branding is an important tool in building customer familiarity and confidence 
(Rowley, 2004). Page and Lepkowske (2002) indicated that successful brand can offer 
additional value. Some previous researches have recognized that brand is a kind of 
active relationship with customers (Page & Lepkowska-White, 2002). Ellonen (2010) 
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indicated that there are two types of online interactions for developing the relationship 
between brand and customer: visiting the brand website and participating to the 
virtual community of brand. 

Trust is a critical factor in the online environment (Ha, 2004). Brand trust is 
important for customers to increase brand loyalty on the Web (Ha, 2004). The main 
goal of brand trust is to maintain the sustainable competitive advantage between 
competitors and gain the business performance.Past research also addressed that 
brand trust lead to brand loyalty because trust creates exchange relationships that are 
highly value (Morgan & Hunt, 1994).  

There are some researches about brand trust. Ha (2004) studied brand trust that be 
influenced by six factors: security, privacy, brand name, word-of-mouth, experience, 
and information. And Ha (2004) found that brand trust is built by the interrelationship 
between factors, not one or two factors. Ha (2004) indicated that brand trust is 
extremely important in increasing brand loyalty on the Web. It is an underlying 
dimension of brand loyalty. The related hypothesis is: 

H4. Brand trust is positively related to the brand loyalty. 
Research presented that although brand trust did not directly influence brand equity, 

but this factor strongly influence brand loyalty, which is the most important factor to 
create brand equity (Rios & Riquelme, 2008). Thus, trust is important in a computer-
mediated environment (Rios & Riquelme, 2008). The related hypothesis is: 

H5. Brand trust is positively related to the brand equity. 
According to previous studies, loyalty contains behavioral and attitudinal measures 

(Jang, Ko, & Koh, 2007; Kevin Lane Keller, 1993; Rios & Riquelme, 2008). The 
behavioral brand loyalty refers to revisit and repurchase; and the attitudinal brand 
loyalty mention to the active word-of-mouth to the brand (Clarke, 2001; Oliver, 1999). 
Thus can be seen as the favorable attitude about brand and in addition repurchases the 
product of the brand. In our research, brand loyalty refers to a customers’ intention to 
revisit the brand page, or to continuously follow the page now and in the future. 

Brand loyalty can be the fundamental of brand equity. Aaker (1991)indicated that 
brand loyalty is the major component of brand equity and at the heart of brand equity; 
as well brand loyalty can measure the customers’ attachment of brand. Also, Rios, 
and Riquelme (2008) indicated that brand loyalty is the most important factor for 
brand equity online because it directly influences the brand equity and play the 
mediating role in creating brand equity. To make short of the matter, loyalty can be as 
the foundation of brand equity Clarke (2001). Thus the final hypothesis of this study 
is: 

H6. Brand loyalty is positively related to the brand equity.  
 
Brand equity provides competitive advantage, efficiency and effectiveness of 

marketing programs, brand extensions (Yoo & Donthu, 2001). Rios, and Riquelme 
(2008) indicated that 4 antecedents of brand equity for online companies, they were 
awareness, value, trust, and loyalty. Jin (2009)presented 5 dimensions that useful for 
measuring website brand value, namely brand loyalty, perceived quality, brand 
relationship, brand experience, and brand attraction. 

From many past studies, there are many factors which affect brand equity. 
According to the observation, when the research consider the online environment, 
brand trust and brand loyalty are indispensable antecedent factors for brand equity. 
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However overmuch factors may cause overlapping, that mean lack of distinct causal 
relationship. Therefore, this study use brand trust and brand loyalty as the antecedent 
of brand equity. 

3   Research Model  

3.1 Research Model 

The above points verified the influence of brand trust and brand loyalty in the 
previous researches. However, they only considered the direct connection from 
vendors to consumers. But the most important is that they did not consider the indirect 
connection from vendors to consumers by friends. This research considers the 
relationship between people.  

According to the above part, six hypotheses which were explored to examine the 
relationship between behavior of social media and brand equity via brand trust and 
brand loyalty to the following table. 

Table 3.1. Hypotheses of proposed framework 

Hypotheses  Content 
H1a  
H1b  

Perceived information is positively related to brand trust. 
Perceived information is positively related to brand loyalty. 

H2a Perceived experience is positively related to brand trust. 
H2b Perceived experience is positively related to brand loyalty. 
H3a Perceived participation is positively related to brand trust. 
H3b Perceived participation is positively related to brand loyalty. 
H4a The higher the brand trust, the higher the brand loyalty. 
H4b The higher the brand trust, the higher the brand equity. 

The integrated model was developed and showed in Figure 2.1. 
 

Information

Experience

Participation

Brand   
Trust

Brand 
Loyalty

Brand 
Equity

H1a

H1b

H2a

H2b

H3a

H3b

H5
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Fig 3.1 Conceptual framework 
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4  Conclusion 

The purpose of this study is to understand how to effectively use social media as a 
marketing tool to build brand for social media user, consider the influence of friends’ 
behavior. We expect the empirical results from the survey indicate that the 
information, experience, and participation could influence brand equity through brand 
trust and brand loyalty. The results provide suggestions for practitioners to develop 
strategies building brands on social media. 
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Abstract. Social media have become an increasingly frequent research topic in 
management studies, whether in marketing for product promotion, in public 
relations for customer relationships, or even as a hiring tool in the area of 
human resources. However, the vast majority of studies are concerned with 
analyzing how information may be disclosed in social media, with few 
management studies dealing with the employment of User-Generated Content 
(UGC) in these media. In this study, we sought to make a systematic review of 
studies that addressed this issue with the purpose of using UGC for the 
improvement of organizational processes. As a result of this systematic review, 
we noted the paucity of studies related to this, although we found some 
interesting results for public organizations and those that generate content.  

Keywords: Social Media; User-Generated Content; Improved Business 
Processes; Systematic Review. 

1   Introduction 

Internet access has become easier in recent years due to improvements in the 
infrastructure of telecommunications. The Internet, previously used only for military 
purposes, grew in its technical capabilities and its penetration into different territories 
once it was released to the general public [1]. 

As this developed and spread, innumerable applications, such as blogs, sharing 
platforms and social media, were developed [2]. Thus, according to Kaufman [3], the 
development of social media is perhaps one of the greatest events in recent years, as it 
represents a new way of organization of contemporary society. Fialho and Lütz [4] 
emphasize that these kinds of networks are becoming increasingly widespread and 
play a highly important role among the options for communication and information 
on the Internet. 

Meanwhile, Cross and Thomas [5] and Kirkpatrick [6] report that users are 
creating new ways to use social media, affecting both personal relationships as well as 
relationships with businesses and governments. This is the case of social media that 
has gained an important place over the years, as, for example, Facebook®, 
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LinkedIn®, and Twitter ®, which permit organizations to have their pages and 
applications related to them. 

Following the growth of popularity of social media, many studies were mounted on 
its potential for disseminating information, whether information of public interest, 
advertisements or even rumors. However, apparently very little has been researched 
about the information generated by users of the social media for the improvement of 
processes within organizations. 

This article fits in at this point. Indeed, starting from  a synopsis of the few 
references to articles, exploiting the theme of user-generated content in social media, 
a systematic literature review was conducted, aiming to point out the research 
opportunities in this regard, more specifically, how organizations have been using 
content generated in the social media for feedback that can produce improvement in 
their processes. 

In a systematic review, according to Kitchenham and Charters [7], the first step is 
to formulate a research question. Following this recommendation, the issue guiding 
this study is: how can social media contribute to the improvement of business 
processes, according to research published in international journals from 1975 to 
2012. 

To this end, in addition to this introductory section, this paper is organized into five 
sections. The second section explains what a systematic review of the literature is. 
The third deals with the procedures adopted in this study. The fourth and fifth present 
quantitative and qualitative analysis of the articles selected. Finally, the sixth presents 
final remarks on the study. 

2   Systematic Review 

According to Kitchenham and Charters [7], a systematic review is a mean of 
identifying, evaluating and interpreting the available research relevant to a research 
question, a topic or a phenomenon of interest. According to this author, conducting a 
systematic review allegedly presents an impartial assessment on a research topic, as it 
uses a methodology of rigorous review, reliable and able to be repeated by other 
interested researchers.  

There are several ways to conduct a literature survey, ranging from the traditional 
bibliographical review, known as the narrative review or a discursive review, 
including mechanisms used by researchers in the fields of health, social sciences and 
education to describe the state of the art on a topic, as is the case of a systematic 
literature review. In the area of organizational studies, a more robust methodology for 
the systematic review allows researchers to approach the problem that interests them, 
seeing its evolution over time and pointing out research opportunities [8]. 

According to Sousa and Ribeiro [9], a systematic review of literature is a rigorous 
research strategy, serving to identify and evaluate research on a specific topic, with 
more reliable results in exploratory studies. This strategy, according to these authors, 
establishes a formal process for conducting the investigation, giving greater 
credibility to the ongoing study. 
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While it is possible to do a literature review unsystematically, i.e. through a 
narrative/discursive review, systematization is preferable, since the use of a 
reproducible methodology prevents unnecessary duplication of effort, can be quickly 
updated, and defines what further studies are needed on the topic, as can be seen in 
Table 1. On the other hand, the systematic review presents some disadvantages 
compared to the narrative/discursive review, namely [10]: 

• The large amount of time it requires;  
• The great amount of intellectual work in analyzing and cataloging 

publications it requires and;  
• Its limitation in only being able to point to studies and the fact that it 

usually requires the involvement of more than one researcher. 
 

Table 1. Differences between narrative and systematic reviews. 
Items Narrative / discursive review Systematic review 
Issue Broad Specific 

Source Often not specified, 
potentially biased 

Selection based on criteria 
applied uniformly 

Selection Variable Thorough and reproducible 
assessment 

Evaluation Variable Thorough and reproducible 
Synthesis Qualitative Quantitative 

 
 

To Dyba and Dingsoyr [11], if a review of the literature of any type is not 
conducted reliably, the study results will have little scientific value as personal 
interests can guide them, or even a repetition of other works, as the problem under 
study may have been resolved elsewhere. Thus, systematic literature can be 
understood as a summary of the state of the art in the literature. 

Kitchenham and Charters [7] portray related that a systematic review of the 
literature follows three phases: planning of the review, execution and analysis, and 
dissemination of the results. In the first stage above, the research question is 
formulated, the search strategy of the study is determined, and the inclusion and 
exclusion criteria are set. In the implementation phase, data collection is carried out. 
In the analysis phase, a synthesis and an interpretation of the data is made. 

 In advanced research, where novelty and originality on the subject under study are 
required, the literature review plays a crucial role. It is important to conduct it in a 
systematic and rigorous manner, thus contributing to the development of a solid 
knowledge base, identifying areas where there are opportunities for further research 
[8]. 

However, due to a large amount of material available, the process of finding and 
identifying these studies becomes complex and exhaustive. Kitchenham and Charters 
[7] adds further that there are specific reasons that help a review to be systematic, 
namely: 

• Consolidation of evidence and results obtained in previous studies on the 
topic of interest; 
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• Identification of gaps in theory and recent research as a basis for the 
improvement of research; 

• Provision of background and theoretical models to position properly new 
topics and research opportunities, or even refute or validate hypotheses, or 
create new hypotheses on a particular research topic. 

 
Thus, systematic review helps the researcher to make decisions about a study given 

a huge volume of content, allowing information to be visualized that would not be 
apparent in individual studies [12, 7]. The following section describes the procedures 
adopted in this study.  

3   Systematic Review Procedures 

The procedures for carrying out the systematic review were started with the creation 
of a protocol that enabled the identification of studies addressing the issue of the use 
of social media by organizations. Subsequently, a template for cataloging the work 
was created to refine further the studies that would compose the final catalog. 

The Academic Search Premier® from Ebsco® was chosen to create the database in 
order to cover a very wide area of academic fields with indexed content from more 
than 8,500 journals from 1975 to the present. This database is designed specifically 
for academic institutions and is recommended for multidisciplinary research studies 
such as ours. It allows articles from other fields of study to be searched, thus enabling 
a comprehensive systematic review of the academic community [13]. It is worth 
mentioning that Academic Search Premier® searches articles from Emerald®, the 
Sage®, Blackwell® and Science Direct®, thus demonstrating its scope and potential 
for a systematic review. 

This study adopted 1975-2012 as the search period to have a broad understanding 
of how the issue was being addressed by 2012, 15 years after the first social media 
had been launched. The strings adopted were words in English since this is the 
primary language for research, and the selected studies from academic journals were 
those that exhibited the complete work. 

We decided to limit the study to items that addressed the use of social media for 
improving processes in organizations, provided they were related to the use of 
information obtained from social media, that is, to content generated by users. Thus, 
articles were excluded that dealt with the social media for personal use only, research 
that focused on the behavior of users or studies that saw social media just as 
dissemination mechanisms for the publication and spread of organizational 
information. Were also excluded articles focused exclusively to the use of social 
media for crisis management in public relations and articles that addressed technical 
and computational aspects. 

The strings selected, which can be seen in Table 2, were related to two central 
points of the research question. The words chosen were fine-tuned to the CAPES® 
Periodicals repository in order to exclude or include similar terms, as in the case of 
the composition of the words "social media", which was also found as "social 
network site", "social networking site" and "online social network". Thus, we used the 
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boolean operator "*" to guarantee the inclusion of some terms could also be found 
with suffixes, for example in their plural forms. 

Table 2.  Search strings. 
"social network* site*" AND 

process* 
"social media*" AND 

process* 
"online social network*" 

AND process* 
"social network* site*" AND 

manag* 
"social media*" AND 

manag* 
"online social network*" 

AND manag* 
"social network* site*" AND 

compan* 
"social media*" AND 

compan* 
"online social network*" 

AND compan* 
"social network* site*" AND 

organization* 
"social media*" AND 

organization* 
"online social network*" 

AND organization* 
 
The research protocol defined the work selection process in three stages. In each 

step, the texts would be evaluated for adherence to the concept "use of social media to 
improve business processes", having also decided that whenever it was not clear 
enough whether the article was out of scope, the text  would be kept for re-evaluation 
in the next step. 

In the first stage, all selected items, starting with research conducted with search 
strings (Table 2) had their titles, keywords and abstracts read to check whether the 
selected articles were related to the research. After this first stage, 169 articles were 
selected from 1,100. Continuing the process, in the second stage, after reading the 
introduction and conclusion of the 169 texts, only 24 articles were selected. Finally, in 
the third step, all 24 selected articles were read completely. Figure 1 shows the 
filtering process of article selection. 

After the selection, there was a quantitative analysis of 24 articles to identify the 
evolution and concentration of works by journals, periods and authors. Later, there 
was a qualitative analysis aimed at observing how the academic community had 
addressed the topic. 

 
Fig. 1. Process of Article Selection. 
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4   Quantitative Analysis 

The survey, which selected articles published between 1975 and 2012, initially found 
1,100 articles from scientific peer-evaluated journals. Of these, as already mentioned, 
only 169 (15.36%) were selected after the first filtering and 24 (14.2% articles from 
the previous stage and 2.18% of all items indicated by the database) after the second 
step. 

After the third refinement, which maintained 24 of the articles, data from articles 
were quantitatively analyzed. Twenty-one journals in the areas of communication, 
politics, computer science, health, and marketing were represented, but with a 
predominance of periodicals from the computing area. In addition, 55 different 
authors from various countries such as Singapore, Belgium, Netherlands, Greece, 
Portugal and France were represented. However, it is noteworthy that most of the 
articles were from the United Kingdom and the United States. Table 3 shows the two 
authors and the three journals with the most occurrences among those selected, with 
two events each. 

Table 3. Journals and Authors mentioned most. 
Journals Authors 

Communications of the ACM 
Media, Culture & Society 

Social Marketing and Health Communication 

Brad L. Neiger 
Rosemary Thackeray 

 
Following this, the articles were also separated by their occurrences over the years. 

However, it is noteworthy that only in 2007 did the first publication on the topic 
appear and after the next year, the topic began to take off, as can be seen in Figure 2. 

 

 

Fig. 2. Numbers of articles, by year. 

When analyzing the references to the 24 selected articles, 746 distinct citations 
were found, with some cited more than once, highlighting the study by O’Reilly [2] 
was by 25% of the articles cited, as shown in Table 4. 
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Table 4. Most cited references among the selected articles. 
Title References 

Twitter Adoption and Use in Mass Convergence and 
Emergency Events HUGHES; PALEN, 2009 

Twitter Power: Tweets as Electronic Word of Mouth JANSEN; ZHANG; SOBEL; 
CHOWDURY, 2009 

Users of the World, Unite! The Challenges and 
Opportunities of Social Media KAPLAN; HAENLEIN, 2009 

A Few Chirps About Twitter KRISHNAMURTHY; GILL; 
ARLITT, 2008 

Social Network Sites: Definition, History, and 
Scholarship

BOYD; ELLISON, 2007 

How Businesses are Using Web 2.0 BUGHIN; MANYIKA, 2007 
Why we Twitter: understanding Microblogging Usage 
and Communities 

JAVA; SONG; FININ; TSENG, 
2007 

Understanding Web 2.0. MURUGESAN, 2007 
Introducing Web 2.0: Social networking and social 
bookmarking for health librarians. 

BARSKY; PURDON, 2006 

Enterprise 2.0: The dawn of emergent Collaboration MCAFEE, 2006 
Social bookmarking tools (II): a case study—connote LUND; HAMMOND; FLACK; 

HANNAY, 2005 
What is Web 2.0? Design Patterns and Business 
Models for the Next Generation of Software 

O’REILLY, 2005 

‘The Challenge of Changing Audiences’ LIVINGSTONE, 2004 
The Wisdom of Crowds SUROWIECKI, 2004 
Smart Mobs: the Next Social Revolution RHEINGOLD, 2002 
Communities of practice social learning Systems WENGER, 2000 
 

Later we looked for the keywords most frequently cited by the authors in the 
articles, which resulted in the following expressions: "social media", "social network 
site" and "blog". However, many of the articles did not have keywords provided by 
the authors. Thus to get a similar notion of keywords that would address all of the 
selected articles, a table was generated with the words most frequently found in the 
texts of the twenty-four articles, as can be seen in Table 5. 

Table 5.  Key Word Frequency in Selected Articles. 
Word Number Word Number 
Social 1336 Participate 695 
Web 1014 Media 680 
Use 980 New 636 
User 913 Network 622 
Blog 832 Technology 554 

Inform 740 Content 477 

5   Qualitative Analysis 

When starting the research on the topic, we noticed that there were many articles 
dealing with social media in some way since 1,100 articles were found in the first 
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phase of the search. There were, however, few articles with the approach that is of 
interest to this study. 

Among the items observed in the first phase of the search, there was a lack of 
studies addressing the topic of user-generated content in social media to improve 
processes of organizations. It is also worth noting that many of the items returned at 
this stage of the search dealt with technical issues of virtual social networks such as 
folksonomy. 

When applying the first filter, it was realized that social media were used in actual 
business processes in 169 articles. Nevertheless, most of these articles focussed on the 
publication of information be it advertisements, scientific research, government action 
or  everyday personal. 

When the third selection filter was applied, resulting in only 24 articles, we could 
observe that although social media were still the subject of a number of scientific 
studies related to management and processes, only after 2007 was it possible to 
identify studies dealing with these as a mechanism enabling a search for improvement 
in business practice [14]. 

Of these 24 studies were selected, a chronological overview shows how the first 
studies dealt with the issue and how the approaches evolved over time. 

In the first study on the timeline, it is noted that Boulous [14] focussed on how 
social media can be used to produce knowledge, to influence the collective 
intelligence of an organization and to build social capital. At this point, it is 
interesting to notice that although the areas of computing, information science and 
communication are those with more studies on social media, it was in the field of 
healthcare that social media for process improvement was initially observed in this 
study. 

In the following year, 2008, is possible to see the first articles dealing with the use 
of social media to improve processes in the business area [15, 16, 17]. Huberman [15] 
reports that social media plays a central role in the generation, dissemination and 
validation of ideas. This also occurs in studies of Thackeray et al. [16] and Warr [17] 
in which is highlighted where they note the ability to directly engage consumers in the 
creative process since this when the consumer acquires the power to create, organize 
and share information. In this respect, Warr [17] cites the IdeaStorm®, platform 
created by Dell®, where consumers can submit product ideas and suggestions from 
for existing product enhancements. 

Already in 2009, this discussion was taken up by [18, 19, 20] that demonstrate how 
social media can change the consumer relationship to producer, and how even non-
professional users can bring relevant information relevant for organizations through 
social media, which makes the user-generated content begins to have high value for 
organizations. 

Andriole [21] continues to address this issue, but other aspects begin to emerge in 
2010, with the highlight a feature of use for public administration in the United States, 
reporting noting the application of social media to better the process of engagement of 
citizens and, consequently, the government processes. Twitter® was highlighted as 
notable for this purpose due to its great adherence to the political studies [22, 23]. 
Already Rebillard and Touboul [24] as well as Brennan, Monroy-Hernandez and 
Resnick [25] highlight the importance of this type of use in the areas of content 
creation and journalism, highlighting the amount of content created by users. Besides 
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that, Stafford et al. [26] and Piotrowski [27] demonstrate how content collected in 
social media has helped the field of research that requires information from over a 
large area, making it less costly the research process less expensive, although it can be 
as rich as the traditional process of data collection. 

In 2011, there are three reports associated with public organizations [28, 29]. Here 
it is noteworthy worthy of note that while in the selected studies, for 2010 the use of 
social media by public organizations were was focused only in the United States [22, 
23], from this year 2011 on, note up studies related to also related to European 
contexts. Also in 2011, we can see a new approach in which [30] depict how social 
media can better the e-learning process. 

Finally, in 2012, we found studies focused on the integration of the generated 
content in the social media to improve business processes, especially marketing. In 
these studies, it is noted that such tools only are seen as output channels, makes given 
businesses ignore ignoring all communication that occurs between users, and 
therefore not failing to seize the opportunities to improve its processes [31, 32, 33]. 

On the other hand, in 2012, [34, 35] emphasized again the importance of using the 
media to improve the processes of public organizations. But with the prominence alert 
that the social media do not work as well for creating interest among citizens about 
politics, but rather to stimulate and organize those who already have any concerns 
about specific topics. A summary of the main issues observed over the years can be 
seen in Table 6. 

 

Table 6.  Major Topics observed during the period of the study. 

Year Themes observed 
2007 Social media for process improvement in healthcare; 
2008 Social media for generation, validation and dissemination of 

business ideas; 
2009 Social media for generation, validation and dissemination of 

business ideas; 
2010 Citizens engagement for improvement of the processes of public 

organizations; 
Engagement readers for process improvement in content creation 
of journalism organizations; 

2011 Citizens engagement for improvement of the processes of public 
organizations; 
Engagement of students and teachers to improve the e-learning 
process; 

2012 Citizens engagement for improvement of the processes of public 
organizations; 
Social media to improve business processes in organizations. 
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6   Conclusion 

The purpose of this article was to see how studies on social media had been viewed as 
mechanisms to improve business processes in organizations. 

From the initial research, we noted that the theme of social media associated to 
processes and management has been widely studied, given they were returned of 
1,100 articles at the beginning. Most of these studies, however, were concerned only 
with information dissemination given the vast potential for sharing. 

It was observed, that the studies focused on obtaining information from social 
media were few and far, without any research group specifically focused on this them 
or any region where that stood out. 

In the articles studied, we noted that among the objectives of the purposes, that 
stand what stood out are those for improvement of business processes focused on 
innovation, improving content creation processes for journalism and process 
improvement in government institutions. 

As whether as a creative consumer, either or as information provider, that is, or as 
engaged citizens, users of social media can create or change content in a way that is 
useful and profitable for organizations, and these are the scenarios that research 
studies in this theme had paid attention to. 

In this sense, we can see a gap to improve such studies, particularly through more 
detailed research in organizations, in order to understand the dynamics carried out on 
the subject. 

It is concluded that application of the detailed criteria, 1076 jobs works that were 
initially selected for by the search words had to be discarded as they join were outside 
the context of this study, with only leaving only 24 studies from 1975 to 2012. The 
few studies that focus on organizations do with user-generated content is shown as a 
potential research agenda that can address the following approaches: 

• Comparative studies on how citizen participation can help improve processes 
in government institutions; 

• Research on the impact of consumer participation in social media when it 
comes to developing new products and services; 

• Analysis of the dynamics of social media users as information providers to 
journalism organizations; 

• Impact assessment of user-generated content in social media in contexts not 
observed in this systematic review, as, for example, in non-governmental 
organizations; 

• Research on how the user-generated content can help companies improve 
everyday processes, not directly related to innovation. 
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Abstract. Aiming to emphasize the effect of knowledge management practices 
during software development projects, this research paper presents a first 
approach to cope with knowledge management and engineering practices across 
software development projects. The main goal is to define a roadmap for 
representative software development life cycle tasks during a typical software 
project development. The research introduces an ongoing architectural case 
study using software maintenance tasks as a means to enhance the knowledge 
flows within the organization. Software maintainers validate, correct and update 
knowledge from previous phases of software development life cycle through 
the application of back flushing technique at the software data warehouse. 
Further research developments will present a detailed guidance model for both 
research areas: knowledge management for software engineering combining 
insights across corporate software projects as a means of evaluating the effects 
on people and organization, technology, workflows and processes. 

Keywords: Software Engineering; Knowledge Management; Knowledge Life 
Cycle; Software Maintenance; Software Development Life Cycle; KM 
Processes. 

1   Introduction 

In an organization individuals create documents, deal with software legacy 
applications, emails and many other tools where their everyday work is documented. 
Additionally, there’s an informal or formal exchange of ideas with their peers to 
clarify doubts or discuss certain topics. All of these are contents for the three levels of 
refinement to knowledge, which are: data; information; and knowledge [1], [2]. 
Organizational knowledge resides in individuals or in a group, it can be explicit or 
tacit, regarding if it is documented or in the minds of individuals and having as scope 
the way it is applied, who accesses it and what activities it supports. Explicit 
knowledge can easily be shared, accessed and used. On the other hand, tacit 
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knowledge cannot, and it is acquired along the years by individuals, leaving the 
organization at the end of the day.  
Knowledge Management (KM) aims at the individuals, their knowledge and the flows 
between them. Knowledge life cycle, defines the phases of organizational knowledge 
[2]. These phases are: (1) Creation, the origin of the cycle, occurs by informal or 
formal exchange of ideas and information either from internal or external sources; (2) 
Capturing, follows creation, it is the moment when it becomes explicit/documented; 
and (3) Transforming knowledge, which means organizing, mapping and converting it 
into an interpreted form. After it has been documented and organized, it can be 
deployed, meaning it can be accessed. Accessibility does not mean it reaches 
individuals, therefore sharing is when knowledge is used. The last phase is the goal of 
KM, which is the usage, allowing individuals to create more knowledge and therefore 
closing the cycle. 
 
Although every project is unique and each model for software development has its 
specific methodology, all of them bare in common a complex set of tasks to achieve 
the final goal. According to the SWEBOK1, Software Engineering (SE) is “the 
application of a systematic, disciplined, quantifiable approach to the development, 
operation, and maintenance of software”. The aim of SE is the improvement 
organization productivity and quality by applying technologies and project 
management practices in activities related to the software development. Individuals 
that work in software development projects, also known as “knowledge workers” [1] 
must be able to interpret the sponsor’s needs and transform them into coded language, 
thus SE is a discipline where one has to master both social and technical skills [4]. 
 
There are several models like cascade, agile, v-model, spiral, etc. for the Software 
Development Life Cycle (SDLC), these are approaches that determine the tasks and 
deliverables for software creation. In general, they are composed by six phases, 
allowing knowledge workers to specify and change software requirements into the 
final product or deliverable [5]. Requirements specification and Analysis, to interpret 
and explicit the client’s needs; design, to transform requirements (business 
knowledge) into a plan (technical knowledge); coding, where the plan is 
implemented; testing, a proof of concept that the software meets the requirements; 
software deployment, when it is shared and implemented and finally maintenance, to 
support the software usage. Sponsors, who have the business know-how, interact with 
the knowledge workers to whom they transfer the aforesaid business knowledge, so 
that they can design models to transfer it into technical knowledge, meaning models 
that describe the software [6]. Combining distinct approaches, such as KM and SE, 
the key challenge of our research is to answer the following question:  “What kind of 
KM framework is needed to help Software Maintenance knowledge workers?”. In 
section 2, we present an overview of KM for SE, identifying the challenges 
organizations face to apply knowledge management practices. With the aim of 
answering our research question, in section 3, the MIMIR Framework is presented, 
namely: (A) The MIMIR Model Overview; and (B) The MIMIR Methodology. 

                                                         
1 Software Engineering Body Of Knowledge 
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Finally, in section 4, we present our preliminary conclusion regarding our research’s 
key challenge. 

2 Knowledge Management for Software Engineering 

Dependency on technology grows each day, increasing the costs for developing 
software, making it a larger piece of the “companies cake” called budget as well as 
boosting the amount and diversity of information that organizations must deal with 
[2], [7]. The ability to become leaner without losing efficiency and quality are 
challenges that these knowledge intensive companies must overcome and the trigger 
for a KM approach to the SDLC. Some of the challenges that organizations must deal 
with are presented next, as well as a KM approach regarding the SDLC phases. 
Knowledge is not a recipe, it is a set of procedures for dealing with a concrete 
situation, a routine. Knowledge should allow organizations to cope with different 
situations, anticipate implications and assess its effects [3]. 

2.1 Organizational Challenges 

There is a significant amount of documents and artifacts produced during the phases 
of the SDLC, recording knowledge gathered along each sprint or project. Dealing 
with their usage is a challenge for the organizations. How to access it, along with 
ways to research what is really needed in a particular context, makes all this 
documentation unusable and difficult to share. Moreover these knowledge so 
dispersed that makes it hard to update [2], [7]. While some knowledge is recorded, 
some still remains in the individuals’ mind [7], meaning that at the end of the day 
knowledge leaves the organization. Heuristics that individuals attain over several 
years cannot be transmitted within months to others and when they leave the company 
a knowledge gap is create, sometimes with complex and serious consequences for the 
organization. To manage knowledge and it is flows is of the utmost relevance. 
However, KM is not a product that the company can acquire, KM must be 
implemented in time [6] and involves processes, technology but above all individuals 
and organizations to enable a sharing culture, where the first ones must participate 
and the second ones must encourage, KM = People + Process + Technology [8].   

2.2 KM/SE Approach 

The SDLC is a knowledge-intensive environment where KM processes fit like a 
glove. It can function as a complement to support individuals during the SDLC phases 
to enhance productivity and quality [7]. The map we present in fig. 1 evidences the 
proximity between the Knowledge Life Cycle processes and SDLC activities. SDLC 
activities transform tacit knowledge into explicit [9], and when properly documented, 
they are organizational knowledge reification activities. 
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Fig. 1. Mapping KLC processes versus SDLC activities. 

Knowledge in software development projects is diverse and growing in proportions. 
Organizations have problems identifying the contents, location and the best way to 
make use of it [2]. An important step towards a knowledge management project is the 
characterization of the knowledge assets. The domain knowledge includes business 
processes, decision-making, entrepreneurial, declarative and procedural knowledge, 
heuristics and informal knowledge [10]. For this paper, the activities of SDLC were 
segmented in three major process areas derived from fig. 1, regarding their outputs 
combined with their needs. They are Requirements Definition (RD), Software 
Development (SD) and Software Maintenance (SM), as seen in fig. 2. With this it is 
possible to identify all the documents created during the SDLC and determine within 
each one the more significant information.   

 
Fig. 2. SDLC segmentation accordingly to their outputs and needs 

Our main focus is the SM area, since in general KM processes have been less 
explored [2], [4], [5], [7], [10], [11]. It turns out that the documents produced in 
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previous phases of SDLC are rarely used to aid in solving maintenance problems. 
Maintainers end up mainly resorting to read the legacy software code or to an 
informal exchange of ideas with their peers; 40% to 60% of the effort made in SM is 
spent understanding the software that is being maintained [12]. SM deals with real 
problems and its activity can be used to evaluate knowledge documented in the 
previous phases. 

2.3 Research Methodology 

Methodology is the study of methods, the set of techniques and processes used for 
research and development of a scientific work. Due to the nature of this research, of 
the various existing methodologies, the choice fell on the Design Science Research 
(DSR). 
This is fundamentally a methodology for problem solving in order to create 
innovations that define the ideas, practices, technical capabilities or products that can 
be made more effective and efficient through analysis, design, implementation, 
management and the use of information technologies [16].  
 
As well as the SDLC activities, which are widely discussed in this paper, so the DSR 
has its cycle of research, making it for this reason a methodology course used in 
conducting research related to information systems. There are seven guidelines in 
DSR aimed to assist researchers, reviewers, editors and readers to understand the 
requirements, namely:  Design as an Artifact, Problem Relevance, Design Evaluation, 
Research Contributions, Research Rigor, Design as a Search Process and 
Communication of Research [16].  
 
Design as an artifact aims at problem solving and problem knowledge, their 
understanding and resolution are solved with the creation and implementation of an 
artifact, hence our model overview in fig.3 and fig. 4. For an activity that is intended 
to be efficient and objective, as is the case of SM, it is a subject of relevant 
importance to the organization that up 60% of the time spent in maintenance is trying 
to understand the software itself. DSR is inherently iterative [16] therefore our Design 
as Search Process is based on literature revision, for reference to our work and with 
which we have a comparison table on section 3.3, but also provided from personal 
experience on a large software development organization. 
 
DSR is essentially a search process to discover an effective solution to a problem 
[16], future work will continue to be developed for this research using the guidelines 
and the research life cycle from DSR. 
 

3   MIMIR Framework 

SM is a demanding and complex activity. Software maintainers need to master 
programming languages, the system architecture, understand data models, have 
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procedural knowledge, software updates and their impacts and often this is done for 
several applications. Experienced individuals are chosen for these tasks, seniority and 
heuristics makes them the manager’s top choice, thus highlighting that these are tasks 
that require a high level of organizational knowledge, sensibility and experience, due 
to their criticality and urgency. The MIMIR Model presented next, named after the 
Norse mythology god who guards the "Well of the Highest Wisdom", is an approach 
to a framework mapping information based on documents created in the SDLC phases 
to retrieve from them the utmost relevant knowledge for SM. 

3.1 MIMIR Model Overview 

This model was driven by the fact that maintainers deal with problems, therefore 
accessing relevant knowledge to aid them in the research is extremely important. 
Additionally, they can validate, correct or update the accessed knowledge, for which 
back flushing is applied, a technique used to correct data in the origin during the 
Extract, Transform and Load (ETL) process in Data Warehousing. 

 
Fig. 3. MIMIR Model Overview 

MIMIR Model performs a preliminary approach to the SDLC phases in organizations 
based in three segmentation areas as shown in fig. 2. Thus, as shown in fig. 3, several 
roles were defined as Unified Modeling Language (UML) stereotypes for participants, 
namely: Sponsor, Analyst, Development Team and Maintainer. Sponsor role is to 
define the needs for project and validator for the requirements quality, they can be 
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external or internal to the organization. Analyst is the expert for the model, providing 
the requirements elicitation, application analysis and main source of knowledge in the 
project area. Development Team involves the individuals that participate in the 
project mainly in the coding phase. In smaller projects the Analyst can participate in 
the development team. Maintainer is the individual that provides support for the usage 
of the system, if the analyst has exclusive business knowledge he does not play the 
maintainer role, on other hand, if he is an Application Analyst he will surely be a 
Maintainer. RD Knowledge will retain all significant information regarding 
requirements elicitation. SD Knowledge will gather information from development 
phases of the project like technical plans or software design specification. SM 
Knowledge gathers maintainers’ most frequently problem solutions, batch processing 
sequences, or application navigational sequences. Quality Control Knowledge is 
where the corrections and updates to previous knowledge remain until approval from 
experts like analysts to initiate the back flushing process. 

 

3.2 MIMIR Requirements Capture Model 

MIMIR is centered in the extraction of knowledge created in documents produced by 
the knowledge workers throughout the SDLC phases using the CMMI-DEV2 model 
base. In this paper, in fig. 4 we only present the main concepts of the RD Knowledge 
Base feed in the requirements phase.  
The elicitation of Sponsor needs from the Analyst will first produce the Business 
Requirements Specifications (BRS) document, a high-level business needs document 
and kick-off for the SDLC phases. The project ID goals and scope are important 
information that the MIMIR-Extractor module will acquire from the document. These 
will permit to create the project in the MIMIR RD Database as well as the first tags 
will be added to help in the search queries and the knowledge flow for the individuals, 
specially maintainers.  
Also produced by the Analyst is the Project Requirements Specifications (PRS), in 
which the requisites for the development team will be described, each one with a 
specific ID, type and description and all referring to a functional area of the 
application or system. This information will be added to the RD Database project 
created previously. The requirement description will provide important knowledge in 
a natural language, easy and quick to interpret by the individuals specially 
Maintainers. Using the requirement ID as a key, MIMIR will map these descriptions 
to the list of artifacts that are affected in the project, registered later in the SD 
Knowledge Database. 
The Project Requirements Specifications Check-List (PRS-CK) will close the 
requirements phase and consolidate the RD Database information from this document, 
and MIMIR-Extractor will retrieve information regarding the Analyst involved in the 
requirements elicitation, for previous expertise referral. The last step of the 

                                                         
2 Capability Maturity Model Integration for Development – A model that provides guidance for 

improving organization's capability to develop quality products and services that meet the 
needs of customers and end users. 
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requirements phase is determined by requirements acceptance from the Sponsor, 
which will provide the trigger for the Requirements Close and Dissemination module 
(MIMIR-RCD) to make the knowledge from the MIMIR RD Database visible and 
distribute it to individuals in the Development Team.   

 

 
Fig. 4. MIMIR Requirements Capture Model 

3.3 A Comparison with Related Work 

We review other authors researches in KM for SE and especially through the SM 
approach as means of reference and guidance to our work, in which we have resumed 
in fig. 5 each one regarding their focus in the KM, SDLC and Quality dimensions.  
For the P1 [13] the main focus is essentially on knowledge capture in the software 
requirements phase, enhancing the corporate memory as the main area of intervention, 
and it has left out the SM phase and the related problems. P2 [14] and P3 [15] have 
the main focus on the SM phase and its problems for the SDLC dimension, and for 
the KM dimension emphasize the knowledge share and the reuse of lessons learned. 
The previous phases of SDLC were left aside.  
P4 [12] is the most in-depth research paper in this area, however, has no focus on 
quality control and knowledge correction. Although the primary focus is the SM 
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phase, it does not neglect the previous phases in the SDLC framework. Knowledge 
sharing has a minor attention and knowledge capture has a mild focus. 
P4 is definitely a reference and guidance for the future of our research work because it 
has a well-defined ontology based on the maintenance problems to support other 
dimensions. On the other hand, P4 has reached the perception that the application of 
KM in SM phase promotes the creation of knowledge management culture (and 
approach) within the organization. 

 

P1 P2 P3 P4 MIMIR 

Knowledge Capture ��� � � �� ��

Knowledge Sharing � ��� ��� � ��

Knowledge Usage � ��� ��� ��� ���

Quality
Knowledge Quality 

Control & Correction
� � � � ���

Requirements 
Definitions

��� � � �� ���

Software 
Development

� � � �� ���

Software 
Maintenance

� ��� ��� ��� ���

Legend: � No Focus
� Little Focus
�� Mild Focus
��� Large Focus

Knowledge 
Management

Software 
Development 

Life Cycle

Projects
Dimensions

 

Fig. 5. Analogous Projects Review 

4 Conclusion  

Software development projects are knowledge-intensive and SDLC activities are the 
reification of the organizational knowledge. A lot of knowledge is documented but a 
lot still remains in the individuals’ mind, therefore creating a potential 
(organisational) knowledge gap.  
How to use documented knowledge and how to document the one that is not, are 
challenges for the organizations. SDLC proximity to KM can work as a facilitator to 
implement a KM project. However KM approaches to SE are mainly connected to the 
early phases of SDLC and especially in the requirements specification, leaving the 
software maintenance activities to a second plan. Up to 60% of the time spent in 
maintenance activities is re-acquiring knowledge and this is the main driver for our 
KM approach to SDLC, along with the fact that accessing knowledge maintainers can 
became validators for information created previously.  
MIMIR approach applies documents provided from previous software engineering 
phases to capture knowledge from each software project and has a particular concern 
to use the maintainers as a means to validate and adjust the knowledge gradually 
inferred. The result is a KM software project charter combining a set of knowledge 
acquisition tasks across the SDLC framework. 
As future work, regarding our research question, our aim is to present a detailed 
MIMIR model, methodology and tool, based on software development organization, 
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combining insights across corporate software projects as a means of evaluating effects 
on people and organization, technology, workflows and processes. 
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Abstract. New interfaces brought facility of access to communication by the 

increase of storage capacity of news and by the processing speed of information 

in real time. In this sense, the present paper reports a mobile platform for the 

monitoring of structural problems in academic institutions, which at the same 

time works as a technological resource to support teachers. From theory to 

practice, we demonstrate this prototype developed for a state institution of 

higher education, from here after addressed as SIHE. Was used a qualitative 

study design of a descriptive, empirical nature, supported by the Development 

Methodology of a Prototype. This study took place between February 2014 and 

February 2015. 

Keywords: Mobile Platform, IHC, Digital Citizenship, Online Campus. 

1   Introduction 

Our new lifestyles are permeated by a global culture that enhances our ways of 

socializing in the world, often through digital technologies - and particularly mobile 

technologies [6]. In other words, we are experiencing a cultural virtualization of 

human reality, mediated by information and communication technologies (ICTs) that 

are regulated by its own codes, symbols, and social relationships. Furthermore, these 

technologies offer real-time communication and interaction means, as well as instant 

access to information, which we do not simply repeat, but rather produce, reproduce, 

collaborate, and distribute [8]. With the fast advances in means of communication – 

which we now call “net media” – innovation becomes a resource for the development 

of group communication, propelled by a contemporary mobility movement (seen in 

tablets, smartphones, and portable computers, among others, which are important 

aspects of our new reality). This movement is reflected in the intense connectivity of 

generation Y [9]. In these times of change that we have experienced since the middle 

of the 20th century, the internet has revolutionized the way in which individuals 

exchange information, relate to each other, learn, collaborate, work, and study, 

immersed in a web of hyperlinks and hypermedia of the online universe - the “fluid 
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languages of the mobile era”, in the words of Santaella [1]. Following this trend, new 

technological platforms have been evolving as a way to meet market demands and 

provide satisfaction to their users; users who are migrating from desktop platforms to 

mobile platforms because the latter are more versatile, faster, and more objective, 

aimed at providing the comfort and the practicality of carrying one’s equipment in 

their own pockets [7]. In the ICT context, a new opportunity emerges to address 

issues found at the heart of academic institutions, supporting a kind of academic 

management that is efficient and that benefits the learning and teaching processes. 

Therefore, we would like to present a mobile platform for the monitoring of structural 

problems in academic institutions, which at the same time works as a technological 

resource to support teachers. From theory to practice, we demonstrate this prototype 

developed for a state institution of higher education, from here after addressed as 

SIHE. 

2   Mobility and Digital Citizenship 

Technologies, equipment, and the languages that circulate through them allow for a 

new cultural logic, as well as a more personalized, individualized consumption of 

messages – as opposed to mass consumption [1]. These processes that constitute 

media culture; “this culture constitutes of a new period of passage, of transition, 

functioning as a bridge between mass culture and cyber-culture” (ibidem, p. 125). 

Nicolau [3] reminds us that it is the conceptions corroborated by Henry Jenkins, from 

his idea of a “culture of convergence” fixated on the influx of content through 

multiple cooperating media supports, associated to the migratory behavior of the 

target audiences of the traditional communication means, who are capable of chasing 

the information they need almost anywhere. We live in a consumerist society; we 

legitimate a culture of convergence for common sense, incessantly seeking 

individuality, autonomy, social recognition, nationality, sexuality, and social 

interaction, all of which were previously limited by the depersonalization and single 

dimensionality of traditional means of communication media offer is mobility” [4, 

p.163]. At the reach of the fingertips of homo communicants is a new world of 

information that comes from places that are far away and, per tradition, closed – like 

large archives that allow you to be in different places without physically moving [5]. 

In this way, the multidimensionality of communication merges with the ubiquity of 

the individual (ibidem). The contemporaneous view of Bento Silva is reflected in the 

contemporary society, what we call the mobile culture [2]. Since the emergence of 

mass culture, moving from one cultural cycle to another has happened so much faster 

that the expression of the mobile culture is today placing its previous, most recent 

expression – the cyber-culture – on a second plane (ibidem). Even though the mobile 

culture results from the digital revolution and, therefore, is located in the same 

paradigm as cyber-culture, unlike cyber-culture, the mobile culture mixes “cyber” 

with the physical space, in a new, interstitial space. These “cultures” can help 

promote sociocultural transformations that are necessary to change our present reality, 

as they constitute a global common culture that produces, distributes, receives, 

redistributes, and appropriates contents which are generated through our collective 

interactions. Therefore, once immersed in the mass culture, media culture, 
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convergence culture, mobile culture, and cyber-culture, human beings need to learn to 

discern and criticize the information received from the new and older communication 

means, therefore avoiding sociocultural manipulation. In a more broad perspective, 

discussed by McQuail [10], the public is pushed to be more conscious and selective 

regarding communication enterprises related to the production of mass media, given 

that at the same time that they represent freedom of speech, they also alienate the 

masses for their own benefit, complements Tomei [14]. 

When considering of citizen’s participation through the mobile interface, we must 

understand that the process of digital inclusion is not present in Brazil [6]. The share 

of the population with access to the internet and those that use it exclusively for the 

purposes of entertainment and communication reflects the lack of knowledge and 

conscience to make their rights respected. This is why Mike Rible, cited in Teixeira e 

Lima Júnior [7], defends that in order to be productive as citizens we must have a 

compromise to equality in digital access. That is, the equal participation of all citizens 

is of crucial importance in the process of investigating, suggesting, and evaluating the 

issues found in academic institutions, from infrastructure to the educational 

environment of the classrooms. The virtual universe has allowed citizens to directly 

participate in a flexible, effective communication interaction with the public power, 

which is akin to digital citizenship, as demonstrated in Figure 1 [ibidem]: 
 

Figure 1. Digital citizenship model. 
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Society and political figures normally have to address several issues in the public 

arena, from potholes to the lack of street lights, crumbling streets that lack street 

signals, visible trash and open sewers, accessibility, and many others. Similar issues 

are faced in academic institutions, which gave rise to the present development project. 

3   Methodology 

As Waslawick describes, computer science research frequently contemplates the 

creation of a new system, algorithm, or model, in which novelty is fundamental [12]. 

From this standpoint, the present study aims to develop a prototype for a collaborative 

system that involves the students and management professionals of one specific SIHE 

seeking faster, more effective solutions for the issues detected in the institution’s 

infrastructure. 

Following Waslawick’s propositions [12], the present study has an applied nature, 

as it seeks to solve real problems. Regarding its objectives, this study is descriptive 

because it describes the characteristics of the object being studied. The approach we 

followed is qualitative, given the dynamic relationship between the object of study 

and the researcher, as well as its inductive character [11]. 

The software Our SIHE is a mobile platform (application) that addresses the 

process of the academic management of issues identified by the academic community, 

within the campus and surrounding areas, therefore becoming an important resource 

for decision-making by the ombudsman and the higher management officials. The 

prototype’s contribution transverse both the conception and availability of the 

software and the submission of public interest information (including accessibility 

resources), delivering here a concrete proposal for its implementation in other social 

contexts beyond academia.  

The present study is justified because, generally speaking, in terms of SIHE 

management, most Brazilian states observe: a) lack of follow-up tools to solve 

problems and provide feedback to society; b) information systems that are fragmented 

and not standardized; c) difficulty in diagnosing issues; d) absence of plans of action 

to address the present issues, among others. Therefore, we asked the following 

questions from five managers at the SIHE that we studied, in its main campus: 

 

1. Currently, is it possible to identify infrastructure and service issues in this 

institution, in a continuous manner, through the academic community? 

2. When an issue is identified, is it possible to inform the time-frame for its 

solution to the claimant, in an informative manner? 

3. Do you have a guiding map of the present issues by sector, center, or 

department, highlighting priority areas for administrative action? 

4. When did the academic management professionals learned about the current 

issues? 

5. What measure was adopted to address the issue? 

6. Was the issue addressed and solved? 

7. Did the issue cause stagnation in any areas? Why? For how long? 

8. Since the solution was implemented, has anyone checked to see if the 

problem was effectively corrected? 

72 J.A. de Lima Júnior et al.



9. Has the user received feedback on the solution adopted? 

10. What was the solution adopted for a recurring problem? Are there a best 

practices guideline for problem-solving? 

 

All the responses (students and professors of Federal Rural University of 

Pernambuco), converged to the need for a system that standardizes solutions for these 

(and other) questions in an effective manner and in short time period. Usually, these 

demands are received or forwarded through an institutional ombudsman. In direct 

relation to the process of teaching and learning, the lack of books in the library, lack 

of didactic materials (white-board markers, board erasers, projector, etc.), the lack of 

a teacher for a specific field of knowledge, assigning teachers to areas that are not 

their expertise, are just some of the most common problems faced by academic 

institutions. It arises, then, a technological model for monitoring the problems 

previously mentioned. Yet, how would the process work, from the moment a problem 

is identified to the final response to the claimant? 

 

 

Figure 2. Submitting the claim for the issue. 

 

As shown on figure 2, the user must submit the issue through his or her smartphone 

or tablet, and will then receive immediate feedback on the claim. 

After the data is sent, the user sees a screen with all the claims made from his or 

her mobile equipment, followed by information on the chosen category, a summary of 

the issue, and the status of each of the claims (akin to notifications). Claims go 

through three different statuses: New, In Progress, and Concluded. These statuses 

express the current stage of each claim and are visually represented using colors, as 

described in Table 1. How will these claims help with problem solving? Claims 

reported by the academic community get analyzed and, from there, it is possible to 

visualize the situation in several different areas of the campus and to identify the 

problems that have made the lives of the community hard. The map used to visualize 

these problems from a “macro” perspective is Google Maps (described below).  

Our Sihe: e-Collaboration in Academic Management 73



Table 1.  Font sizes of headings. Table captions should always be positioned above the tables.  

Status Color Description 

New Red This status indicates that the claim was submitted and 

no action has yet been taken regarding this claim. 

In Progress Blue This status indicates that the claim has been 

identified by the manager and that studies/analyses 

are being conducted along with other involved organs 

to solve or contain the issue. 

Completed Green This status informs the user that the claim has been 

successfully solved. 

   

 

Using these data, management professionals can make decisions to contain or solve 

issues in a fast, effective manner, using the application’s data to identify the location 

of these problems. 

 

 

Figure 3. Classifying the issue 

 

The system allows for using categories that facilitate the selection of related issues. 

This classification will allow management professionals to generate statistics on the 

main issues, allowing them to develop plans of action that address a specific set of 

problems in a location. 

Working offline – the system works even when not connected to the internet. It 

will be possible to register every problem that is identified, and once connected, the 

application will transmit all previously filed claims.  

In the act of submitting a claim, the application captures the exact latitude and 

longitude of the issue using the GPS capabilities of the mobile equipment, registering 

and storing the location using the database of the equipment. One of the biggest 

problems for using this kind of application is access to a reliable internet network, 

given that in Brazil the cellphone networks with 3G capability have not yet achieved 

74 J.A. de Lima Júnior et al.

�



the expected connectivity and that 4G is still undergoing implementation. Therefore, 

considering this barrier, the proposed system will register claims offline (activating 

only the GPS), allowing the user to take advantage of the application without 

necessarily being connected to the web, and making it possible to submit claims in 

areas that do not yet possess an internet signal (such as rural areas). 

How does the claim process work? As soon as the user connects to the internet 

using wifi, 3G, or 4G, the application will identify connectivity, will inform the user 

that claims were made while offline, and that these claims need to be submitted. In 

order for these claims to be validated, the user must submit them to the server. The 

application will then display to the user a screen with the number of claims that were 

made and a button that reads “Submit Claims.” When this button is pressed, the 

application will send the data that was entered offline to the server, as shown on 

figure 4. 

 

 

Figure 4. Following the claims. 

 

Monitoring the status of the issues’ solutions can be done through the same 

equipment that submitted the claim. The user will easily follow the evolution of the 

issue and its solution through a color-coded system that refreshes automatically, 

allowing the user to quickly verify what is new, what is in progress, and what has 

been concluded. From these data, the ombudsman or the academic higher 

management (provost, dean, etc.) will take action to contain/solve the problem in a 

fast and effective manner, using the application’s data to support and recognize the 

location of the issue. In practice, the tools shown on figures 5 and 6 will be made 

available. 

In figures 5 through 6, the management professional determines the priorities to be 

addressed in each area, sector, department, and teaching center; priorities can also be 

determined using the urgency of the claims. It is possible to visualize the data 
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submitted by students, teachers, technicians, managers, and all other members of the 

local academic community, as well as to generate statistical graphs and the status of 

each registered claim. After the issues are solved by the responsible parties, the 

management professional will be in charge of modifying the status of the claim to 

“concluded”. This way, he or she can relay in a simple and objective manner which 

procedures were necessary to solve the issue. 

Figure 5. Map of geolocated claims. 

 

Figure 6. Categories of issues. 

76 J.A. de Lima Júnior et al.

�

�



Finally, through the capabilities of “e-mail” and “alerts” from the mobile 

equipment’s, the claimant will receive several notifications on the progress of his or 

her claim, which department is responsible for addressing it, what is the protocol for 

the solution, and other information in regards to his or her claim. Feedback to the 

academic community is an essential part of this process because offering information 

represents a guarantee of compromise and social responsibility on the part of the 

public administration toward the community. 

The feedback process is of main importance to society and to the communicative 

process; with the Web 2.0, several mechanisms have adapted to these new models of 

communication, which intervene by modifying the passive-receptive state into an 

active-communicating state, establish a dual-direction communication system [13], 

[15]. The feedback mechanism is considered an important aspect of the informational 

system, and it is bilateral because it happens in both directions; that is, in addition to 

sending out the original message, the information returns to the sender decoded by the 

receiver, so that the former can know the result of his or her original message [8]. 

From the interviews made with the five academic management professionals that 

oversaw the development of the prototype here presented, we identified the following 

achievements that came from the implementation of this system:  

 

a) Increased easiness in identifying and locating issues reported by the 

academic community through the efficient use of the management system;  

b) The possibility of promoting integrated actions to solve issues in all locations 

(departments, academic units, teaching centers, etc.); 

c) Complete registry of all the issues existent in the teaching institution, not 

only in regards to infrastructure, but making it possible to strategically follow 

actions on the part of the management professionals and their team;  

d) Increased involvement and participation in the academic community through 

using the mobile application, relating it to problems of interest to the 

community;  

e) Finally, the feedback of actions in the public arena not only to the user that 

submitted the claim, but also to society, allowing the management professionals 

to be recognized for their capacity to solve problems.  

4   Conclusion 

The emergence of new means of socializing in the contemporary world opened 

space for new directions in technological advances, changing and creating unexpected 

relationships between people, information, and communication technologies. 

Following this premise, the software Our SIHE offers a more effective avenue for 

communication between the academic community and the academic management 

professionals, beyond a simple system of digital ombudsman. Through scientific 

research and the development of this prototype, we observed the submission of claims 

involving different kinds of issues. These issues were identified within an institution 

of higher education and could be managed through mobile technology platforms. The 

platforms aided to the process of identification of such issues, reduced their resolution 

time by directing them to the specific departments responsible for solving them, and 
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minimized the financial cost that would result from hiring third-party materials and 

staff. 

In summary, the proposed application – a first of its kind in Latin America and 

heavily praised during the 3rd Forum of Ombudsman of Higher Education Institutions 

in Pernambuco (which took place in July and August of 2014) – recognizes the 

importance of public opinion. In addition, the community feels represented and 

satisfied because its demands are heard and, when not immediately solved, they are 

offered an explanation on what prevented its resolution as well as a time estimate for 

future solutions. That is, the application improved communication, consolidated 

popular participation, satisfied public opinion, supported the decision-making of 

management professionals, reduced the time and expenses of addressing issues, and 

directly contributed to the quality of education. 
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Abstract. This article presents a model to register and to accredit higher  
education institutions in engineering  based on the new advances that they have 
carried out using the  CMMI model (Capability Maturity Model Integration - 
Software Development) and the knowledge management. The proposed model 
looks to improve the capacity of engineers and engineering students, as well as 
the processes in engineering institutions. What is pursued with this feedback is 
the multilevel refinement of engineering programs as an instrument that assures 
the mobility  of programs to regions that  are still deficient in accreditation 
systems.  

Keywords: Accreditation, engineering, CMMI, maturity, capacity, knowledge 
management. 

1   Introduction 

Today is known that higher education institutions are in the effort to produce a global 
engineering; this is partly due for the need to create an International Registration for 
Engineers, need that has increased dramatically with the socio-economic and culture 
changes. The importance of international recognition of engineering degrees is 
possible thanks to the accreditation process. In many countries and in all regions of 
the world, efforts are made to adopt a system of accreditation for engineering 
programs, but these efforts have met with excessive costs and prohibitive time to 
adopt them as in the case of the systems ABET (Accreditation Board for Engineering 
and Technology) it is a recognized organization in the EEUU, which accredits 
engineering programs, technology, computing and applied science institutes of higher 
education and universities or CEAB (Canadian Engineering Accreditation Board) 
which are essentially equivalent but accredits undergraduate engineering programs in 
Canada [1]. 

At the last International Conference LACCEI (Latin American and Caribbean 
Consortium of Engineering Institutions), which are founding members among other 
universities, the FAU (the Florida Atlantic University) and the “Francisco José de 
Caldas” District University of Bogotá, Colombia, it was proposed to develop an 
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institutional accreditation model based on assessment levels, depending on the 
capabilities of institutions, also in the future it can become a methodology to facilitate 
and to obtain accreditation, first of all to partner institutions of the LACCEI and 
secondly to facilitate accreditation processes of other higher education institutions, 
especially in Latin America and the Caribbean. 

It was then proposed the development of an accreditation model from that 
proposed in the Capability Maturity Model Integrated and used in software 
engineering and by making adjustments to it, could be applied to accreditation 
processes. Improvement processes based on models, as its name says implies the use 
of an emulator to address the processes to improve the organization, independent of 
its nature and it aims to increase the work processes capacity. Must understand the 
process capability is an inherent possibility of a process to produce planned results. 

2  Base Model 

The concept to support the development of this research is based on the international 
recognition of related and successful models that have facilitated the guideline 
approach for a new proposal in the process of audit, validation and consolidation in 
Latin America. Hence, the CMMI model is considered as a fundamental basis for this 
research. 

2.1  The CMMI Model 

In 1986, the SEI (Software Engineering Institute) of Carnegie Mellon University with 
the Mitre Corporation began to develop a multilevel model based on process models 
of process improvement, this was called Capability Maturity Model or CMM [2], 
which was based on the early work of the Quality Management Deming [3], Crosby 
[4], and Juran [5]. The model measures the ability of an organization process, which 
is more than the ability of the process of obtaining planned results. As process 
capability increases, the result becomes predictable and measurable and most causes 
of declining quality and productivity are controlled or eliminated. 

The original model was the Model CMM - Capability Maturity Model for 
Software (SW-CMM) used to highlight the software development capabilities of an 
organization to deliver applications on time, within budgeted costs and meeting the 
customer expectations and requirements. Their proven success led to the CMM-based 
models to improve engineering processes, which in 1998 were quickly adopted by the 
U.S. government and the SEI to get the project of a Maturity Model Integrated 
Capacity (CMMI) in a single structure designed to improve multi-disciplinary 
processes of an organization. 

In 2002, CMMI Version 1.1 was released, then followed by the August 2006 
version 1.2 and finally just released the November 1, 2010 version 1.3. The objective 
of the CMMI project is to improve the usability of maturity models by integrating 
several different models in one framework. His success and enthusiasm have quickly 
set to be considered as a potential good approach for process improvement in 
engineering education. 
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Now a brief description of the CMMI and purposes based on that model to ensure 
the quality of engineering and technology programs, which as mentioned has been 
called CMMEE - Capability Maturity Model Education Engineering, which was first 
proposed by the LACCEI in 2004 [6]. 

In the CMMI model there are two representations: staged and continuous, which 
are not equivalents and each organization may choose which one that suit and adapt 
better to their own characteristics and priorities for improvement. If there is an 
equivalent, which tells that a maturity level is like having a set of areas of process 
establishing a certain Level of Capacity. 
- Model staggered or centered on the maturity of the organization is a model for 

software (CMM-SW) which provides 5 levels of maturity to classify organizations 
in terms of which areas achieve their goals and processes, managed with 
engineering principles. This vision will define the organization staged in a whole 
giving  level of maturity of 1 to 5 as shown in the figure below: 

 

Fig. 1: The five levels of Capability Model Maturity Integrated. Source: Adapted Medina [7]. 

The Fig. 1 shows the progression of levels. Each level provides the basis to reach 
the next level; it is counterproductive jumping from one level to another without a 
sufficient degree of maturity. An organization can adopt a specific improvement 
process at any time, however it is understood that a process will fail without proper 
basis. Following the structure of CMMI tends to produce an improved stability in the 
process whenever the required conditions have been successfully institutionalized. 
- The continuous model is a model for Systems Engineering (SE-CMM) that 

provides 6 possible levels of capacity for the 22 process areas involved in systems 
engineering. It does not group the processes into 5 sections to define the maturity 
level of the organization, but directly analyze the capacity of each process 
separately. The continuous vision of an organization will show the capability level 
representation from each of the areas of process model. 
The 6 levels defined in CMMI to measure the ability of processes in the 
continuous model are: 
0- Incomplete: The process is not performed, or not achieved its objectives. 
1- Executed: The process is executed and achieved its goal. 
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2- Managed: In addition to running, the process is planned, reviewed and 
evaluated to verify if it accomplish the requirements. 

3- Defined: In addition of being a managed process according to the policy of 
processes that exist at the organization, it is aligned with the company policies. 

4- Quantitatively Managed: Besides being a defined process is monitored using 
quantitative techniques.  

5- Optimization: Besides being a quantitatively managed process of systematically 
reviewing and adjust or change to suit your business objectives. Continuous 
improvement. 

The objective of using this model is to facilitate continuous improvement and to 
gather required documentation to obtain higher levels of accreditation for engineering 
programs from national and regional accrediting organizations. The documentation 
required for ABET accreditation has been located at each level of the maturity process 
and then it guides to facilitate the evaluation process. 

Organizations can not be certified under the CMMI. By contrast, an organization is 
assessed (e.g., using an evaluation method as SCAMPI - Standard CMMI Appraisal 
Method for Process Improvement)) and receives a score of 1-5 level by following the 
maturity levels (although it starts with level 2). If the organization wants, it can take 
process areas rather than maturity levels therefore can get the capacity levels in each 
process, obtaining the "Profile of capacity" of the organization. 

The SCAMPI - Standard CMMI Appraisal Method for Process Improvement is the 
official method SEI to provide benchmarks of rating systems in relation to the CMMI 
models. SCAMPI is used to identify strengths and weaknesses of processes, risks 
revealing development/acquisition and determining levels of ability and maturity. It is 
used either as part of a process or program improvement, or for the qualification of 
potential suppliers. The method defines the evaluation process consisting of 
preparation, the field activities, remarks, findings and assessments, reporting and 
monitoring activities [8]. 

The development of the CMMI SEI has announced that from version 1.3 will be 
combined into a single document the continuous and staged versions and the 
SCAMPI assessment model will also change. The current is valid until 2010. The next 
expiration incorporates as if it were not, but certification assessment [9]. 

3  Proposed Model for Accreditation 

Based on the experiences and success of the CMMI model applied to software 
development, the following model is proposed to support the accreditation process, 
particularly those programs and institutions in the field of engineering: 

 3.1 CMMEE Model 

The model is summarized in the following Fig. 2: 
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Fig. 2. Model accreditation for learning in engineering based on knowledge management 
and CMMI. Source: Authors 

The purpose of the accreditation proposed model of this type, called Maturity 
Model for Learning Ability in Engineering (CMMEE), is a model based on the 
Capability Model Maturity Integrated (CMMI), aims to facilitate the certification 
process through continuous improvement of engineering institutions that are part of 
LACCEI and will lead to a system of mutual recognition and eventually transferred to 
a Professional Registration process for the region. Then briefly explaining each one of 
the maturity levels, the ability to record every level and incorporate new processes of 
the university community who are impacted on the dynamics that proceeds from 
certification: 

Level 1 - Initial, starts with the minimum requirements to be met by an academic 
program (Institution) to provide training services. This level determines the ability to 
meet the minimum to do in the program and it is basically the transmission of 
knowledge and providing the basic training process. At this level can be included 
cycles 1 and 2 of training, i.e. technicians and technologists and those emerging 
programs of Level 3 or professional training. 

Level 2 - Managed, this involves an academic program (institution) that meet the 
minimum quality standards and is determined on the pursuit of higher quality 
standards and that is visible in the administration. To determine this, it is necessary to 
listen and engage in dialogue with users/ beneficiaries to respond what society 
demands. At this level in addition to covering the factor of training, the program 
absorbs the field of extension, i.e. to meet other players and services at the University.  

Level 3 - Defined, here the program (institution) to be located at this level not only 
acts in accordance with the formation and extension process, but their level of 
maturity and quality allows to make generation and appropriation of new knowledge 
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through research processes. In the case of programs and / or engineering institutions, 
this new knowledge must be applied by providing a value to the society. 

Level 4 - Quantitatively managed, at this level, the program (Institution) has 
generally achieved its mission and at this stage is now concerned to the management 
process to raise significant quality standards. And to do it, must evolve in a systematic 
process based on data management, scope development to achieve knowledge 
management, enabling better interaction with multiple stakeholders. 

Level 5 - In optimization, to achieve this level the program (Institution) has fully 
completed the mission for which it was created and now its framework is based on 
achieving a goal called teleological vision and that is none other than continuous 
improvement. To make better the training process, the community service, research, 
management and leads him to be a leader in its field of discipline. 

To the extent that progress in the maturity model levels, achieved greater 
compliance of what society demands from educational institutions, or in a 
comprehensive way, from the faculties or in a particular case from the programs or 
careers. This means that at least society demands adequate and relevant training then 
graduates can fulfill their task in professional performances, but of course, society 
demands better welfare standards through the social appropriation of knowledge that 
originates from research, through the community expectations considering they are 
calling for the extension that makes the university. 

3.2  Relation of proccess areas in two models 

As mentioned, the possibility that the proposed accreditation model is based on the 
guidelines of CMMI, focus on the relationships that exist between one and other, to 
contrast this a work with the 22 areas involved in the software projects development 
process was executed and compared with what is generated in the accreditation 
process, see Table 1. It is denoted that in this area of process the level of capacity that 
is counted in the organization. To illustrate the isomorphism between an accreditation 
system and the CMM are these areas of development and accreditation systems. 

Table 1. Comparison of CMMI at Software Engineering Process and Accreditation. Source: 
Authors 

Maturity 
Level 

SOFTWARE ENGINEERING PROCESS ACCREDITATION PROCESS 
PROCESS AREA RESPONSIBLE PROCESS AREA RESPONSIBLE 

2 
Project monitoring 

and control 
Project Manager Follow the accreditation 

program 
Program direction 

2 
Project planning Project Manager Accreditation program Program direction 

2 
Supplier 

management 
Project Manager Facilities 

management 
Program direction 

2 
Requirements 

management 
Engineering Content management Teachers 

2 
Configuration 

management 
Support Staff 

 
System management 

documentary evidence 
Support Staff 

 

2 
Measurement and 

analysis 
Support Staff Assurance and 

feedback 
Support Staff 
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2 
Quality assurance 

process and product 
Support Staff 

 
Ensuring student 

training 
Support Staff 

3 
Organizational 

process definition 
Process Manager Curriculum Design Accreditation 

Team 

3 
Organizational 
process focus 

Process Manager Curriculum Design Accreditation 
Team 

3 
Organizational 

Training 
Process Manager Professional 

Development 
Accreditation 

Team 

3 
Risk management 

 
Project Manager 

 
Retention management 

and student abandon 
Program 
direction 

3 
Product integration 

 
Engineering 

 
Student cognitive 

skills 
Teachers 

 

3 
Requirements 
Deployments 

Engineering 
 

Mapping of competencies 
and training objectives

Teachers 

3 
Technical solution 

 
Engineering 

 
Effectiveness of teaching

learning process 
Teachers 

3 
Validation Engineering 

 
Evaluation system 

peer- friend 
Teachers 

3 
Verification Engineering 

 
Evaluation system 
accrediting agency 

Teachers 

3 
Decision analysis and 

resolution of difficulties 
Support Staff 

 
Self-assessment 

peer- friends 
Support Staff 

3 
Integrated project 

management 
Project Manager n/a n/a 

4 
Organizational 

performance process 
Process Manager Peer Comparison Accreditation 

Team 

4 
Quantitative Project 

Management 
Project Manager 

 
Assurance and 

improvement plan 
Program 
direction 

5 
Organizational innovation 

and deployment 
Process Manager 

 
Curriculum 
innovation 

Accreditation 
Team 

5 
Causal analysis and 

resolution of difficulties 
Support Staff 

 
Continuous review and 
refinement of program 

Support Staff 
 

3.3  Description of the stages in CMMEE Model 

For the development of this model it is assumed that there is an initial state in which it 
is guaranteed that the institution can provide some quality engineering programs, it 
means that the user can meet a set of quality attributes to guarantee at least a service 
offered with a minimum of education standards. After, the features and quality 
variables that must be met at each level of accreditation will be given. 

The objective of using this model is to facilitate continuous improvement and 
gather required documentation to obtain higher levels of accreditation of engineering 
programs from national and regional accrediting organizations. The documentation 
required for ABET accreditation has been located at each level of process maturity, 
then guides to facilitate the evaluation process. Table 2 lists the states at each stage of 
maturity. 

Table 2. Steps in the Accreditation Model based on Capability Maturity. Source: Authors 

Level DESCRIPTION POTENTIALITY 

1 Initiated 

- It is capable of providing higher education courses but not to ensure quality 
- There is uncontrolled variability and graduate courses 
- Have the skills to be developed but have not come across the curriculum 
- It's time to start developing a certification process
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2 Managed 

- It is planned standardized training process according to the educational 
objectives 

- Variability has been defined and defines a control system 
- Have defined the accreditation process is to take 
- It has the infrastructure to support management accreditation 

3 Defined 

- It has entered the educational process aimed at meeting the training object. 
- Measure the variability of the educational process 
- There is evidence of the strengths and weaknesses of the academic program 
- There is a team responsible for the accreditation process  

4 
Quantitatively 

managed 

- It has entered the educational process aimed at meeting the training object. 
- Measures the educational process variability and creates mechanisms for its 
   standardization  

 

5 Optimization 
- There are mechanisms for review and updating  improvements 
- Have an organizational culture willing to permanent change  

 
The Engineering program should first make a diagnosis of its actual condition to 

determine at which level is at and how is going to continue on this path of maturity 
towards accreditation in a state of permanent optimization or improvement 

3.4 Actions to be taken in the CMMEE model 

Then in Table 3 presents the implementation of measures to move from one level to 
its immediate successor, that is to say how is the maturity of the accreditation process. 

Table 3. Actions to be taken in the Model Accreditation based on Capability Maturity.  Authors 

Start Level Arrival Level Conditions to be met 

Initial Managed 

- Institutional Mission 

- Mission Department / Faculty 

- Quest Program 

- The requirements of society, employers, communities 

- The educational objectives 

- Monitoring system courses 

- System selection of teachers 

- Model curriculum changes follow a 

- A curriculum according to the educational objectives 

- System selection process stakeholders: Teachers, students and 
support staff 

- Responsible for the process 

Managed Defined 

- The syllabus of subjects for educational purposes 

- Define the competencies per course 

- Define performance criteria 

- Define the educational tools used and to ensure achievement of 
educational objectives 

- Process training to teachers and support staff to improve their perfor. 

- Have a system for monitoring the quality of courses 

- Flexible curriculum 

Defined 
Quantita-

tively 
managed 

- Extracurricular activities that promote the skills and educational goal 

- Strategies and systems for collection and measurement tests 

- Process performance evaluation of teachers and support staff 

- Plans of correction 
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Quantita-
tively 

managed 
Optimization 

- There are mechanisms for review and update continuous improvement 

- Processes are performed for comparison or benchmarking 

- Have an organizational culture ready to permanent change  

 
From all of this, it is expected that institutions apply the Model Accreditation Self-

designed for this purpose, this model is a set of questions that are being processed in 
accordance to the responses that are entering and it allows that the program  define the 
state that is within the Capability Maturity Model proposed in Table 1.  

Once implemented the model described above and assisted with the developed 
application, it is time to continue with the model and move permanently to each of the 
stages and it should be analyzed together as proposed in Table 1 and Table 2. 

4  Prototype 

A prototype was implemented to support the accreditation process simulation (Fig. 3), 
which through a series of surveys of different quality factors (Figure 4) such as: 
Institutional, Educational, Academic, Infrastructure, Graduates and Welfare, allows a 
valuation percentage that reflects the different levels of the proposed model (Fig. 5).  

 

Fig. 3. Accreditation prototype model (process simulation menu). Source:Authors 

 

Fig. 4. Accreditation prototype model (surveys). Source: Authors. 
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Fig. 5. Accreditation prototype model (valuation percentage). Source: Authors. 

 5  Conclusions 

The field of high quality accreditation is an issue that is in growing confrontation with 
the different systems of accreditation of the university, which could lead to re-
evaluate, differentiate, and efficiently improve these models, we can conclude that: 
•  The CMMI model provides a basis for defining the scalability of the process of 

improving the higher education institutions, but it requires strategic redefinition 
since its origin is for software projects. 

•  Any organizational process is likely to mature over time and requires a mechanism 
that lets view your progress. 

•  This is a first approximation of the accreditation process to be carried out by 
higher education institutions and it is based on the CMMI course but that requires 
more maturation. 
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Abstract. In this paper we analyze the information propagated through three 
social networks. Previous research has shown that most of the messages posted 
on Twitter are truthful, but the service is also used to spread misinformation and 
false rumors. In this paper we focus on the search for automatic methods for 
assessing the relevance of a given set of posts. We first retrieved from social 
networks, posts related to trending topics. Then, we categorize them as being 
news or as being conversational messages, and assessed their credibility. From 
the gained insights we used features to automatically assess whether a post is 
news or chat, and to level its credibility. Based on these two experiments we 
built an automatic classifier. The results from assessing our classifier, which 
categorizes posts as being relevant or not, lead to a high balanced accuracy, 
with the potential to be further enhanced.  

Keywords: Automatic, Relevance Detection, Social Networks. 

1 Introduction  

Social Networks have an inherent capacity to spread information at a much higher 
pace than traditional media. They allow users to post and exchange messages almost 
instantaneously all over the world. This constitutes an ideal environment for the 
dissemination of news and of important information directly from their sources, or 
from the location of the events.  

We have seen many cases of emergency situations [1] where some users 
disseminate information either by providing personal observations, or by sharing 
received messages from external sources, in their posts. From this pool of 
information, users generally combine and synthesize what they read, and then 
elaborate to produce their own interpretations, in a continuous cycle.  

While this process can gather, filter, and propagate information very rapidly, it is 
not able to separate relevant information from simple false rumors. In 2010 we 
observed that immediately after a reported earthquake, many posts in Twitter did 
spread rumors which contributed to an increase of insecurity in the population [2]. 
Interestingly, we also observed that the spread of this information which turned out to 
be false was much more questioned than information which ended up being true. 
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Nevertheless, we also know that information disseminated from official and reputable 
sources is often considered more valuable, more shared/propagated, and generically 
understood as having a positive degree of relevance. 

1.1 Research Focus and Outline of the Methodology  

This introduction serves to focus our research which is to understand the spread of 
news information and its credibility over social media networks. In this paper we 
consider as “news” the information that is relevant to a large audience, as opposed to 
information which may be important, but only to a reduced set of people. We also use 
“credibility” in the sense of believability. 

Our approach is based on a supervised learning methodology. We first identified a 
set of four relevant discussion topics. Then, each post on the topic was labeled by 
humans according to whether it corresponds to newsworthy information or to an 
informal conversation. After the data set is created, each item of the former class is 
assessed on its level of credibility by human judgement. 

Our objective is to determine if we can automatically distinguish news from 
informal chat and, in the former case, to assess the level of credibility of content 
posted in social networks. 

In the following section we focus on related work, namely why social networks are 
important sources for news and the way credibility relates with them. In a second 
stage, we extract some relevant features from each labeled topic and use them to build 
an automatic classifier that attempts to automatically determine if a social network 
message corresponds to newsworthy information. As a second step we try to, also, 
automatically assess its level of credibility (section 4). The base and rational of our 
automatic classifiers is described in section 5. Finally, in section 6 we present our 
conclusions and point out directions for future work.  

2 Related Work 

The literature regarding automatic assessment of newsworthy information has been 
increasing in the last couple of years and, regarding information credibility, it is even 
more extensive. Therefore, in this section our coverage is by no means complete nor 
extensive. Instead, we try to provide an outline of the research that is most closely 
related to the one used in this paper.  

2.1 Social Networks as News Media 

While most messages on social networks are conversational, people also use them to 
share relevant information and to report news [3,4,5]. Indeed, according to a 2010 
study on the Twitter social network, the majority of trending topics can even be 
considered “headline news” [6]. For example, Twitter spreads news stories from 
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traditional media like in the case of recent epidemics [7], it detects news events [8], 
also geolocating such events [9]. Another important feature is that it can find 
emergent and controversial topics [10]. Recently, it was described [11] an online 
monitoring system to perform trend detection over the twitter stream (although, many 
other systems currently exist).  In the same line, we must also recall “Google Trends” 
as a similar system based on the user performed queries. Social networks have also 
been used during several emergency situations to share information [1,12]. 

2.2 Credibility  

The perception of users with respect to the credibility of online news can be seen 
generically, as positive. In fact, apart from newspapers, people trust the Internet as a 
news source as much as other media [13]. A study conducted by Flanagin and 
Metzger [14] showed that in an absence of external information, the perceptions of 
online credibility is strongly influenced by style-related attributes, including the visual 
design, which is not directly related to the content itself. However, another study [15] 
showed that users may change their perception of credibility depending on the 
(supposed) gender of the author.  

Meanwhile, we witness some search engines starting to display search results from 
social networks, particularly for trending topics. As a consequence, “spammers” are 
attracted to this mean of communication, which then leads the readers to a sense of 
distrust. The same reaction happens with some web pages that are heavily populated 
with offers of products or services [16].  

Recently, researchers from Indiana University created the “Truthy” service, which 
has started to collect, analyze and visualize the spread of tweets belonging to 
“trending topics”. The system uses features that are present in the tweets collected in 
order to compute a truthiness score for a set of tweets [17]. 

3 Data Retrieval 

This section describes how we collected a set of messages related to pre-defined 
topics, from social networks  

The topics, or criteria (using the social networks API terminology), were chosen 
according to what has populated, during the last weeks, the standard media headlines. 
Our intention was to have, as much as possible, topics that would lead to discussions, 
to the addition of extra/complementary information, to critics, as well as, eventually, 
to “passionate” arguments. All in all, we picked topics that supposedly would lead to 
a burst of information in the networks. The topics were:  

� Refugees  
� Migrants  
� Donald Trump  
� Windows 10  
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We collected the posts, the replies, the tweets, and the retweets (for the sake of 
simplicity we will call all these messages simply as ‘posts’), during almost 72 hours. 
We then labeled each post according to the topic used for the respective query to the 
social network. In the end of the collection period we had 15980 posts taken from the 
three social networks, respectively a shown in Table I: 

Table 1.  Number of collected post per social network. 

Social Network Number of  collected posts 
Google+ 157 
YouTube 8000 
Twitter 7823 

3.2 The News Assessment Procedure 

Our first labeling round was intended to separate posts which spread information 
about “news” from cases concerning personal opinions, or out of topic posts, or even 
simple “chat”. To help us in this task we employed the Amazon Mechanical Turk 
service (MT), which uses workers to perform typically small and intelligent tasks 
(Human Intelligent Tasks – HITs). We presented to the evaluators the collected posts, 
each one labeled with the corresponding topic assigned during its retrieval. Then, we 
asked if the presented post was spreading news about a specific event, or if it was just 
conversation. The former case was labelled as ‘NEWS’ and the latest as ‘CHAT’. 

The final set of posts was reduced due to incompatibilities between our initial set 
and the Amazon MT system. We discarded posts that had special characters not 
recognized by the MT system (mainly due to different encodings), and some other 
because they were too short (less than eight words), or even some other that were 
composed only by URLs.  From this new data set, we randomly we selected 481 posts 
to present to evaluators. Each of these 481 posts was presented as a HIT to 5 different 
evaluators.  We, then, assessed the panorama of agreement between evaluators: 
majority of three; of four; and, unanimity, concerning the number of labeled posts, as 
illustrated in Fig.  1. 

 

Fig.  1. Number of labeled messages according to majority levels. 
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We observed that unanimity for ‘NEWS’ was only possible in 5 posts (only 1% of 
the set), while at that scenario a large majority of posts (78%) was considered 
unclassified. For this reason, we decided to relax our level of agreement and to 
consider instead as an agreement, a majority of 3 evaluators.  Therefore, a class label 
for each post was assigned if 3 out of 5 evaluators agreed on the label. In the other 
case, we label the posts as ‘Unclassified’. Using this procedure 0% of the posts were 
left unclassified, being the whole sample distributed among two classes: 84% (403 
cases) as ‘CHAT’, and 16% (78 cases) as ‘NEWS’.  

3.3 Credibility Assessment  

After having a set of posts considered as NEWS, we focused on determining the 
credibility assessment of each post. We ran again a set of HITs over the collection of 
481categorized posts. Using this collection of instances, we asked MT evaluators to 
indicate the credibility level for each message. We also provided the topic of the 
message in order to help them better understand the context. 

In this evaluation we considered three levels of credibility: (i) “likely to be true”, 
(ii) “likely to be false”, and (iii) “I can’t decide”. As in the first round, we asked for 5 
different assessments of each HIT. Labels for each topic were decided my majority, 
requiring an agreement of at least 3 evaluators. We illustrate the resulting panorama 
in figure 3. This result led us to pick a majority of three evaluators. 

 
Fig.  2. Assessing credibility by majority. 

In this round of evaluation, we also tried to distinguish the credibility of the 
messages according to the social network used. In the scenario of labeling messages 
by a majority of 3 we got that Google+ had 90% of “likely to be true” messages (and 
10% of “likely to be false” messages), and YouTube had 73% of “likely to be true” 
messages (and 27% of “likely to be false” messages). Therefore, in this scenario there 
were no messages unclassified. This result is expressed in Table 2. 

Table 2. Distribution of trustiness in the collected sample. 

Social Network Likely to be true Likely to be false Can’t decide/Unclassified 
Google+ 90% 10% 0% 
YouTube 73% 27% 0% 

 

An Approach to Relevancy Detection: Contributions to the Automatic … 93



4 Creating an Automatic Analysis 

4.1 Social Media Credibility  

Our main hypothesis in this article is that the level of credibility of information 
disseminated through social media networks can be estimated automatically, up to a 
certain degree. We believe that there are several factors that can be observed in the 
social media platform itself and, in the message in particular, that are useful to assess 
the information credibility. However, we do also know that MT evaluators tend to 
fulfil every HIT as fast as they can, which usually leads to a reduced care when 
categorizing texts. We are aware that, as we get thousands of different evaluators, this 
behavior becomes common for some sub-set of the evaluators. Nevertheless, it should 
be taken into consideration and mitigated in future analyses.  

From this experience, using our dataset, we propose, as hypothesis, that a reduced 
set of features take exclusively from the posts are sufficient to perform the automatic 
analysis with a satisfying degree of accuracy:  

� The length of a post  
� A set of words typically used in credible posts  
� The number of occurrences of certain words 
� The use of excessive punctuation 
� The abundant use of  smileys/emoticons  

4.2 Automatically Detecting News  

Consistently, the number of words in posts labeled as NEWS is bigger than those in 
posts labeled as CHAT. On the other hand, the use of pronouns is consistently bigger 
in CHAT posts. As a consequence, we created a “bag of words” that are more prone 
to appear in NEWS and that do not appear in CHAT posts. This set (117 words) was 
created using a traditional term frequency times the inverse document frequency 
metric (ie, the standard tf-idf). We also set thresholds for the length of a post 
according to the social network, and for a scoring function. This function scores when 
finding in a post, a word that is present in the bag, as well as the number of its 
occurrences. Finally, we fine-tuned the number of “symbols” for each social network 
setting thresholds for punctuation and smileys/emoticons. 

4.3 Automatically Assessing Credibility  

Similarly to the news detecting methodology, for assessing the credibility we took an 
approach based on the intrinsic characteristics of the post.  

However, in this case it is not easy to use the bag of words because many of the 
words taken from the two categories, “Likely to Be True” (LBT), and “Likely to Be 
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False” (LBF), expressed using the tf-idf frequency are quite the same. I.e., there is 
much overlapping between the two sets. This situation is illustrated using word clouds 
(Fig.  3). Therefore, credibility cannot be assessed using only this type of criteria. 

  
Fig.  3. Word clouds: “Likely to Be True” (left) and “Likely to Be False” (right). 

 
Hence, we discarded the bag of words and created a function to promote/demote 

the resulting value according to: the post length, to the corresponding social network 
where the post was take from and, we set thresholds for the number of punctuation 
signs and smileys found. In the end of the automatic analysis, each post got a final 
score which was then used to categorize it. 

5 Automatically Detecting News and Assessing Relevance 

Using our crawlers, we retrieved a new set of posts to be categorized by our automatic 
classifier and by the human evaluators at Mechanical Turk in order to compare the 
two categorizations. Our goal was to compare the precision of our system, tuned 
according to the two past experiments, against the human classification, and also to 
perform an assessment and analysis at the feature level. We retrieved 100 posts from 
the same social networks and according to the same criteria as in the previous study. 

5.1 The MT Assessment  

For this task we submitted to MT the whole set, such that each post was presented to 
5 evaluators. Therefore, we had a total of 500 posts to be categorized.  
This time instead of asking the workers to distinguish between ‘news’ and ‘chat’, we 
asked something slightly different: we asked them to classify the posts as “relevant” 
or “irrelevant” according to instructions described in Table 1. 

Table 3. MT instructions for selection criteria. 

Categories Includes Excludes 
Relevant Facts or data relevant for a journalist to write news ----- 
Irrelevant Facts or data only relevant to a reduced set of 

people. Information for which you can’t derive the 
context. 

Information that could be 
incorporated in news. 
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Evaluators were also asked to not pay attention to: (1) misspelled words; (2) bad 
grammatical constructions; (3) verbs in the 1st person. Our rationale for these 
rules/instructions if that when people are asked to identify news, they are expecting to 
find a certain style of writing, which is characteristic from traditional media like 
television and radio. In our case, we don’t want to be able to find a particular style; 
instead, we want to identify social network messages which may contain relevant 
information. Therefore, we ask the evaluators to check if, in the message, there is 
information capable of being adapted to be part of a news. Despite our intention to 
have 5 evaluators per post, we had some posts classified by the same person, which 
we immediately discarded form the resulting set to analyze, in the end we got 81% 
classified posts by majority and only 19, which we couldn’t resolve, were left as 
unclassified, as illustrated in Fig.  4 (left chart). 

 
Fig.  4. Results from MT classification on the 100 posts. 

We can also see (right chart of Fig.  4) that, regarding the classified posts (81 posts) 
more than 50 were classified in unanimity; 24 posts by majority of two-thirds (0.66) 
and only one by majority of three-quarters (0.75). 

5.2 The Automatic Assessment  

Our developed classifier took into account the features described in section 4.1 and in 
4.2 of this article. In particular, we used the length of a post as a normalization 
process. Another important feature is the number of pronouns (‘mine’, ‘ours’, etc.) 
that are present in the post, usually together with sentences which include ‘I’, ‘me’ or 
‘you’. For example, from our results posts with more than 5 occurrences of pronouns 
tend to be categorized as non-relevant, or chat. We used thresholds for the amount of 
‘!’ and of smileys. The threshold is computed independently for each sentence in a 
post. Finally, we took into account the use of “bad language” or swear-words. In cases 
where these kind of words are used, the score of the relevancy for that post reduces in 
a percentage of the length of the post. 
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5.3 Assessment of the Results 

Our methodology to assess our system’s performance was to compare the predicted 
label computed for each post, against the label assigned to the post by the MT 
evaluator’s. We recall that we tried to use up to 5 evaluators for each post (although in 
the end we had to discard some, as discussed in section 5.1). Therefore, in some cases 
we used the majority of the evaluator’s opinions. 

The metrics used for the evaluation were the ‘precision’, the ‘accuracy’ (or ‘rand 
index’), and the ‘F1’, which are standard metrics for binary classifications. To 
compute these metrics we used the number of true positives (TP), true negatives (TN), 
false positives (FP) and false negatives (FN). In this context, we define TP as 
reporting a success in predicting some post to be relevant; a TN as reporting a success 
in predicting some post to be irrelevant; and, FP and FN as reporting errors predicting 
for each of the two cases, respectively. 

Table 4. Computed metrics for the assessment. 

Metric Value  Metric Value 
TP 24  Precision 0,38709 
TN 35  Accuracy 0,59 
FP 38  F1 0,68417 
FN 3  Balanced Accuracy 0,68417 

  
Although the ‘precision’ is low, it corresponds to the “closeness of agreement 

among a set of results” (ISO 5725 definition), which is not particularly important in 
this cases. On the other hand, ‘accuracy’ corresponds to “the closeness of a 
measurement to the true value” (ISO 5725), which is certainly important. The ‘F1’ 
metric, which combines the precision and the sensitivity, is also at a good level. We 
also computed the balanced accuracy, in order to avoid the effects derived from the 
unbalanced dataset (i.e., the unbalanced number of relevant vs. irrelevant posts). It is 
defined as: 

 

 
Which, in the case of this experiment, results in a value of more than 68%. 

6 Conclusions 

Online users have at their disposal a constantly growing number of tools to spread 
their opinions or share information gathered from other sources. However, more than 
often the information is not relevant to most readers. Therefore, it is important to 
design systems that can help a reader to detect on his behalf what may be relevant 
information, in the sense of a set of data/facts that might interest to a broad audience.  

In this article we presented an approach to create a system that is able to 
automatically detect relevant information in messages posted on most common social 
networks.  During our research, despite believing that the categorization made by 
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evaluators from Mechanical Turk may be not as accurate as a specialist would do (a 
journalist, for example), we found that a system based on very simple characteristics 
retrieved from the posts is able to achieve an accuracy of almost 70%. This result 
leads us to believe it is possible to achieve even higher accuracy using just the 
inherent characteristics of the posts. 
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Abstract. The role of referees and the decisions they take have, in many cases, 
a decisive and direct influence on the course of a game. Unfortunately these 
decisions are not always correct. In a large amount of times, the mistakes are 
due to referee’s bad positioning on the field. So it is fundamental to develop a 
model that may determine the correct position for a soccer referee. For this 
research work, data with all the game participants’ positions in the field during 
the match has been used as its basis. The data included, players, ball and 
referees positions gathered by an automatic system. Referees with large 
experience in international competitions were used to obtain correct position 
knowledge. The achieved results, using a data mining approach, are very 
positive, both for predicting the assistant referee position, regardless of the team 
he is accompanying or the match with 77% of success, as to predict the referee 
position with 82% of success, in controlled game situations. In short, despite 
the limitations, the models are conclusive and can efficiently estimate the 
correct positioning of the referee in a soccer match.  

Keywords: data mining, position, modelling, data preparation, refereeing, 
soccer 

1 Introduction 

This research work is an innovative approach to determine the correct position of the 
referee’s team in a soccer game in appropriate game situations. There are some papers 
and research work that focus on the assistant referees position to have the best 
condition to analyse the off-side, and some work that evaluate the referee ideal 
distance to the ball. However, there is not any research work available that points the 
position, nor the angle, that best suits the referee to call the right decision.  

In this research, all conclusions from previous works are taken into account. Still, 
as pointed out, this work is innovative and there isn’t any research in the field with the 
same approach to achieve the goal of predicting the optimal position of the referee 
team on the pitch. 
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Some limitations were faced though the development of this model. The limitations 
of data mining itself, since it needs historical data to learn, to obtain knowledge. So 
this data needs to be a good example of how a referee should move on the pitch 
according to the game situation (direction of the ball, number of players and how they 
move). And consequently the lack of data, there is only one game (Italy vs France in 
the 2006 World Cup Final). 

During the development of this research work, there were taken some assumptions. 
With the exception of the plays in which the referee made the wrong decision, this 
plays were analysed by an expert and hence corrected for the position that would have 
made the right call, it was assumed that the referee’s position was correct. 

The aim of this research work is to build a model that can, using data mining to 
obtain knowledge from past games with quality referee’s teams, determine the correct 
position of the referee’s team in any game situation, reducing the amount of judging 
errors during soccer games. Thus, we achieved two models, one for predicting the 
position of the assistant referee, in which it was obtained a rate of 77% success rate, 
and other to the referee with a percentage of 82% success rate. 

2 Related Work 

This section presents previous work that had some influence in this research work. 
Concerning the soccer referee’s, their main duty is to supervise the application of the 
Laws of the Game. Thus, being in the right place at the right time is important in 
order to get a better view of the play and a correct evaluation of it [1]. According to 
[2] the position of the referee on the pitch it’s recommended as follows: - The play 
should be between the referee and the lead assistant referee; The lead assistant referee 
should be within the referee’s field of vision. The referee should use a wide diagonal 
system; Staying towards the outside of the play makes it easier to keep play and the 
lead assistant referee within the referee’s field of vision; The referee should be close 
enough to see play without interfering with play. 

In what concerns the assistant referees, as the [2] points out, the assistant referee’s 
help the referee to enforce the Laws of the Game. Two assistant referees may be 
appointed whose duties, subject to the decision of the referee, are to indicate: When 
the whole of the ball leaves the field of play; Which team is entitled to a corner kick, 
goal kick or throw-in; When a player may be penalised for being in an offside 
position; When a substitution is requested; When misconduct or any other incident 
occurs out of the view of the referee; When offences have been committed whenever 
the assistant referees have a better view that the referee; Whether, at penalty kicks, the 
goalkeeper moves off the goal line before the ball is kicked and if the ball crosses the 
line. Of all this duties, the most important of all for an assistant referee is the offside. 
With that in mind, they are instructed to constantly be in line with the second last 
defender of a team, or the last two, or the ball if it’s nearer the goal line in order to be 
the best conditions to analyse. Fig. 1 illustrates the zones of action of each member of 
the referee’s team. The referee must move in a diagonal system due to the assistant 
referee’s zones.  
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Fig. 1. Referee and assistant referee's zones of action 

3 Data Mining and Methodology 

Data Mining is the study of collecting, cleaning, processing, analysing and gaining 
useful insights from data [3]. A wide variation exists in terms of the problem domain, 
applications, formulations, and data representations that are encountered in real 
applications. Therefore, data mining is a broad umbrella term that is used to describe 
these different aspects of data processing [4]. 

Data immensity is the direct result of advantages in technology and 
computerization of all aspects of modern life. It’s therefore natural to analyse whether 
it’s possible to extract concise ideas and possibly knowledge of the available data for 
specific purposes applications. It’s in these situations that data mining is required 
[5][6]. The original data can be arbitrary, unstructured or until a format that’s not 
suitable for automatic processing. For example, manual data collection may originate 
from multiple sources and in different formats. To solve this problem it’s necessary to 
develop a process in which data are collected, processed and cleaned in a single 
format. This process causes the majority of work is related to the preparation of data 
[7]. The data mining process can be described by Fig. 2 as [4] explains. This process 
meets the various stages of CRISP-DM. 

 
Fig. 2 Data Mining process (Source: [4]) 

Data collection – this phase is very specific to the application used and extremely 
important as correct choices at this stage can have a significant impact on the data 
mining process. After collection, the data is usually stored in databases or data 
warehouses. 
Feature extraction and cleaning – the data collected is often at little proper format 
for processing. For example, the data can be encoded in complex logs or free writing 
papers (a text box is a good example because people can write anything and various 
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type of data can be arbitrarily mixed). To make the data ready for processing is 
essential to turn these in a friendly format for data mining algorithms. It’s crucial to 
extract relevant characteristics for the data mining process. The characteristics 
extraction stage is usually done in parallel with the data cleaning because the missing 
or incorrect values are corrected or eliminated. 
Analytical processing – the final part of the data mining process is the design of 
effective analytical methods based on the processed data. In many cases it may not be 
possible to directly use a standard data mining problem, such as patterns of 
association, clustering, classification and outlier detection. However, these problems 
have such a wide coverage that many applications can be broken up into components 
that use these different building blocks. 

The most typical problems of data mining can be divided into two categories: 
prediction and description. The prediction is characterized by problems with specific 
goals, with datasets of the past as a basis for what you want to predict. The 
description on the other hand, has the purpose of detecting information on a complex 
database to increase the knowledge to be extracted [8]. 

Data mining has been use in sports since a long time now, and an important 
contribution is the ability to predict when a player may be having physical breaks 
through injuries prognosis. AC Milan monitors the training of their athletes [9]. The 
software compares the performance of an athlete’s performance training and any sub-
yield sign may indicate that the player is injured.  

According to the work of [10] using log records of various RoboCup Soccer games 
it can identify what’s the best tactical formation that a team should adopt when facing 
another team. To get this knowledge, several tests and classification algorithms to 
these records games were used. 

In short, the data mining in sports is used in order to create a competitive 
advantage over the opponent to facilitate the challenge [11]. Currently in the scientific 
community there are no studies on the prediction of the location of athletes in the 
pitch. However, it’s possible to draw some conclusions from existing work in location 
prediction area, such as: people use common paths and they follow the crowd. So it’s 
easy to see that a player in a certain position of the respective tactical formation will 
use repeated movements throughout the game so it’s possible to determine what will 
be their behaviour to a given situation [12]. The same principle can be applied to the 
referee’s teams. That’s the work it’ll be developed in this research. Thus, in the 
existence of sufficient data to model behaviours of top referee teams, you can 
determine the ideal position of the referee team in a given moment.  

The Cross-Industry Standard Process for Data Mining (CRISP-DM) methodology 
is a model of hierarchical processes, comprising four levels of abstraction (in 
descending order): phases, generic tasks, specific tasks and process instances (see Fig. 
3 left side). According to the described by [13] at the top level, the data mining 
process is organized into number of stages, each of which consists of several generic 
tasks (so called because they cover all possible situations of data mining). The third 
level, the level of specific tasks, is the place to describe how actions in the generic 
tasks must be performed in specific situations. Finally, the level of process instances 
is a registration actions, decisions, and results of a real data mining application. A 
process instance is organized according to the tasks set at the previous levels but 
represents what actually happened in a specific job, rather than what happens in 
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general. The description of phases and tasks as discrete steps performed in a specific 
order represents an idealized sequence of events (see Fig. 3 right side). In practice, 
many of the tasks can be performed in a different order and will often be necessary to 
go back to previous tasks and repeat certain actions. 

 
Fig. 3 Four levels of CRISP-DM for Data Mining (source: [13] and phases of CRISP-DM 

Process Model for Data mining (source: [14])  

4 Prediction of Referee Team Position 

The research followed the typical phase of CRISP-DM:  
Business Understanding: This initial phase focus on understanding the project 
objectives and requirements. The objective of this study is to identify the ideal 
position for the referee team in relation to the position and direction of the ball, the 
offensive and defensive players. 
Data Understanding: The data was provided by an international organization 
(confidential although may be used for academic purposes). In order to be able to 
predict the ideal position of all the referee’s in the pitch during a game, using data 
mining techniques in a dataset with the Cartesian positions of all intervenient of the 
game (ball, players and referees), it’s needed, in a first approach to the problem, 
understand the data available. The data understanding phase begins with the 
familiarization of data to identify data quality problems, discover the first perceptions 
of the data or detect interesting subsets to form hypotheses for hidden information. 
The data represents all x and y positions of all the players and referees and the x, y and 
z of the ball. 24 records for second of all the 120 minutes of game denotes all the data 
available. The game was played in the Olympic Stadium “Olympiastadion”, in Berlin. 
The field has 105x68m of dimension. The data quality is very good with the biggest 
margin of error less than 1 meter. This conclusion was get after comparing the dataset 
records with a video image. 
Data Preparation: The next phase of this data mining was the data preparation. 
According to [13] this stage encompasses all activities that lead to the construction of 
the final dataset (the data that will feed the modelling tools from the initial data). The 
data preparation was made according to the knowledge that is sought to obtain at each 
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time. Thus, the data were prepared in two main points.  First, to prepare the prediction 
model of the ideal location of the assistant referees and, second, to prepare the 
prediction model of the ideal position of the referee. For the first problem have been 
removed all the values for the y-coordinate as this has no influence on the assistant 
referee position, since his position is influenced by the second last position (or second 
biggest according to which side he is). For the second problem, the ideal location of 
the prediction of the referee, changes to data were bigger. After analysing the game, it 
were pointed out all the bad decisions of the referee during the game due to bad 
position on the pitch. The position of the referee was edited in the data according to 
what the asked expert said - Assistant Referee of Portuguese First Soccer League – 
Liga NOS (see Table 1). Because not all soccer fields have the same dimensions, the 
data was normalized. The normalization mean adjusting the values measured on 
different scales for a subjectively common scale [15]. This way, the range of values is 
always the same regardless of where the game was held. 

 

Table 1 Edited data according to the expert feedback in plays that the referee missed 

Id Time Play description Real 
Location 

Correct 
Location 

1 05:09 Malouda suffers a slight hint. The referee, although 
poorly positioned, made the right call 

(27.5,13.84) (17.5,12) 

2 31:53 Perrota is stepped on. The referee is well positioned. 
This bad decision isn’t due to his position 

(58,22.85) (58,22.85) 

3 52:41 Penalty to France. Referee poorly positioned Out of scene (15.5,14.84) 

4 65:55 Iaquinta receives the ball with his hand. The referee is 
far and with athletes in front of him 

(43,18.7) (37.5,13.84) 

5 71:37 The misplaced referee is in a pass line of Italy. He’s 
surprised with the ball and touch’s it. 

(66.25,21.85) (71.75,20.85) 

6 79:14 Cannavaro jumps negligently on Zidane. Nothing is 
indicated 

(72,54.16) (74.75,54.16) 

 
Data Modelling: At the stage of data modelling, various modelling techniques are 
selected and applied and their parameters calibrated to optimal values [16]. Typically 
there are several techniques for the same type of data mining problem and some of 
these techniques require specific data formats [17]. To obtain the most accurate 
possible model, various experiments were made. These experiences for the assistant 
referee consisted of: Use of subsets of data from one third, two thirds and all data; 
Restriction to the x coordinate; Restriction to the team that he was accompanying; 
With the data normalized and not normalized; Use of 90 minutes for training and 30 
minutes for test; Change the order of the data (random). Also, for the referee: Use of 
subsets of data from one third, two thirds and all data; Restriction on the coordinated 
x, y and both; With the data normalized and not normalized; Use of 90 minutes for 
training and 30 minutes for test; Data from just one team and both; Use of the first 15 
minutes of the first half for training and the first 15 minutes of the second half for test; 
Use of controlled game situations – just corner kicks; Change the order of the data 
(random). These experiments were designed in order to select the most suitable 
regression algorithm to predict the ideal position of the referee’s team relative to the 
position of the ball and players. Throughout this document, the best results will be 
presented. 
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Evaluation: Evaluation is the key point to have effective progress in data mining. 
There are several different methods to get data knowledge, but not all are specified. 
According to [18] the issue of predicting performance based on limited dataset is 
interesting and controversial. Despite the existence of various techniques, the cross-
validation distinguished from the others and is, at the moment, the evaluation method 
of choice in situations with little data. On the other hand, when the dataset is large, the 
best method is to divide a large dataset for training and other large dataset for testing. 
However, despite the large amount of data, quality thereof is, in some cases, scarce. 
For example, using a dataset for training in which there is only one corner kick 
situation and then, is used for testing a dataset in which there are ten play situations of 
a corner kick. The values shown by the model will not indicate anything. The cross-
validation method reserves a certain number of records for testing and uses the 
remaining for training. As this process is done randomly, the sample for training may 
not be representative – an extreme situation would be none of the instances in the test 
has been used for training. As such, it must ensure that the random sample is made so 
that all situations are properly represented in both, the training and the test. This 
procedure is called stratification [18]. For the first problem, the best mathematic 
model to predict the ideal position of the referee on the pitch got a success rate of 
76.03% using for this the first 45 minutes of the game for training and the second 45 
minutes for testing. Although, using the cross-validation method for the same quantity 
of data, the results are much better with the algorithm K-nearest neighbour with more 
than 99% of success. As the cross-validation uses all data as training, this result can 
be a proof that, using enough data from a very large amount of games, it’s possible to 
predict effectively the ideal position of an assistant referee on the pitch. For the 
second problem, the position of the referee, the analysis was performed in order to 
evaluate the model for a case of specific game situations. The selected game play was 
a corner kick (because it is simple to detect this situation on the data). Four situations 
of corner kick were used for training and one for test. This is the most clear model 
evaluation since it’s a controlled condition and the training data is very useful for 
analysis. 

Table 2 Model evaluation to predict the referee position in a corner kick situation 

 
Table 2 displays the two best mathematical models for the described scenario. The 
most close to 1 the correlation coefficient is, the better. So, both algorithms can detect 
an almost perfect positive correlation between the target variable and the attributes 
(this means that as the target variable increases, the attributes increase as well, and 
vice-versa). The rest of the indicators show the errors, and this ones the lowest they 
are, the better. The mean absolute error (MAE) is a quantity used to measure how 

 IBK KStar 
Correlation Coe. 0.9883 0.9727 

MAE 0.0662 0.0898 

RMSE 0.0778 0.1133 

RAE 18.2653% 24.7615% 

RRSE 19.0358% 27.706 % 
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close forecasts or predictions are to the eventual outcomes. The mean squared error 
(MSE) and the root mean squared error (RMSE) of an estimator measures the 
average of the squares of the "errors", that is, the difference between the estimator and 
what is estimated. The relative absolute error (RAE) is the total of the absolute error 
with the same type of normalization as the RSE. The root relative squared error 
(RRSE) is calculated in relation to what would be a simple mathematical model 
would have been used. The algorithm in question is just the average of the actual 
amounts of training data. Thus, RSE assumes the error and normalize it by dividing 
by the total squared error of the standard mathematical error. After analysing the chart 
it can be concluded that IBK is a model with a very positive success rate (as lower 
error rates for every indicator). With this result, it’s clear that K-Nearest Neighbour 
(IBK) algorithm, with more training data (more situations of corner kicks), can 
predict whit a even higher percentage of success the ideal position of the referee. 
Some other experiences resulted in worst results because it exists lots of data but this 
doesn’t fit to any situation. For instance, we can use a uncontrolled game situation, for 
example, all of the first half of the regular time for training and test that data on the 
second half of the regular time. The mathematical model will not perform well 
because there are lots of situations that the model is trying to predict based on the 
training data that doesn’t occur in the test data. That is, if in the first half there are not 
any corner kick situation, or the game is full of counter-attacks and in the second half 
there are ten corner kicks and it’s everytime the same team that has the possession of 
the ball, the mathematical model will perform poorly. 

 
Fig. 4 Model evaluation to predict the referee position in a corner kick situation. 

Deployment: For the faced challenge and the after the achievement of a model to 
determine the correct position of the referee team is required to implement it. This 
phase, to this problem consists in fulfilling a repeatable data mining process. To carry 
out this process is necessary to obtain data from various international competitions 
with experienced referee teams. After this step it’s needed an expert advice to observe 
the referee’s position and correct it if necessary. Thus is created a broad set of data to 
serve as training for the particular models. Thus, the model become increasingly more 
efficient at predicting the optimal position for soccer referees in various game 
situations. This is a model with great value, for example, referee academies. Figure 5 
is intended to illustrate the required process to get this model. 
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Fig. 5 Workflow for implementing the model 

5 Results and Discussion  

After proceed to the modelling and evaluation of various mathematical models, it’s 
possible to see the results of the various exercises developed throughout the work. 

The models related to the assistant referee’s problem were achieved with a small 
error rates and very satisfactory results for the available data. The result of 77% of 
success for the experience of using the first part for training and the second for test, 
validates the objective of this research work. That is, using a dataset of training with 
the assistant referee follow one team (France), and the dataset for testing when he’s 
accompanying another team (Italy) confirms that this model can be applied to any 
situation. That way, with a sufficient volumetric data for training, it’s possible to 
predict the position of the assistant referee in any game with any team. The model 
obtained for the assistant referee position on the pitch showed results has expected 
and it’s conclusive that this mathematic model can be applied to different games. That 
is, the model can learn from a dataset and can be successfully applied to predict the 
position in other games, regardless of the team. The use of cross-validation evaluation 
method with such high success rates can indicate that with a large amount of data for 
training, it’s possible to predict very effectively the position of the referees on the 
pitch.  

As expected, the models obtained for the referee, present a higher error rates that 
that achieved for the assistant referee. If a similar analysis to the one developed for 
the assistant referee is made – use of a large dataset for training such as the first 45 
minutes and another large dataset for test, for example the last 45 minutes of the 
regular time – the results achieved have been of less than 50% of success percentage. 
However, when an analysis was made to a specific game situation, such as a corner 
kick, the results achieved have a percentage of success of 82%. 

Due to the lack of studies related to this theme, and being this topic completely 
new, with no previous work, it can predict, with success, where does the referee 
should be placed in the pitch for some soccer situations such as, corner kicks. We 
believe that with this example, it’s possible to predict, as well, for other similar game 
situations like goal kicks, direct and indirect free kicks in front of the goal or near the 
edge of the penalty box and penalty kicks. In a future release, with sufficient data for 
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training, this model should be able to predict the location of the referee and the 
movement of him, in some more complex situations, such as counter-attacks with 
numerical superiority of one team and react to various situations of the game 
depending the player’ behaviour. With these results it is possible to predict the ideal 
position successfully for a specific situation of the game. 

6 Conclusions and Future Work 

This research was aimed at building a formal model to determine the best placement 
of the referee team on the pitch in accordance to the position of the ball, the players 
and even the remaining team members. To accomplish this, various data mining 
algorithms were studied. For this model data from a major professional soccer game 
was used: final of the 2006 World Cup, containing information of the Cartesian 
positions (x,y) of players, referees and ball. 

The objectives were achieved and were built two mathematical models that 
determine what the ideal position of the referees is. It was concluded that for the 
assistant referee model developed can be determined with an accuracy of 77% 
regardless of the team. For this model it was used the 90 minutes for training and the 
30 minutes of extra time for test in a situation, and the first 45 minutes for training 
and the second 45 minutes of regular time for test in other situation. To determine the 
referee’s model, specific game situations were used as corner kicks, to predict the 
correct position of this with a success of 82%. 

This study adds a further knowledge in the area in which there was nothing similar. 
The results obtained of the prediction models for the referee team can add tremendous 
knowledge to new and even experienced soccer referees. These models can, and 
should, be used in refereeing academies so that it can improve their students.  

It should, however, be noted that the results obtained for these models have been 
achieved from a dataset related to a single game. A larger dataset would have help to 
achieve better results. However, the obtained results open the doors to new research in 
this area, still unexplored, and also encourage greater investment in the area of 
detection of the players for not intrusive systems. 

In conclusion, the results from these models will contribute to a reduction of errors 
in soccer games due to the poor position of the referee team on the pitch.  
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Abstract. Query expansion (QE) has long been suggested as an effec-
tive way to improve the retrieval effectiveness and overcome the short-
comings of search engines. Notwithstanding its performance, QE still
suffers from limitations that have limited its deployment as a standard
component in search systems. Its major drawback is the retrieval effi-
ciency, especially for large-scale data sources. To overcome this issue,
we first put forward a new modeling of query expansion with a new
and original metaheuristic namely, Bat-Inspired Approach to improve
the computational cost. Then, this approach is used to retrieve both
the best expansion keywords and the best relevant documents simulta-
neously unlike the previous works where these two tasks are performed
sequentially.

Keywords: Information retrieval, query expansion, metaheuristics, bat algo-
rithm, MEDLINE

1 Introduction

The immense data and knowledge present on the Web is growing at a mind-
blowing rate and even estimates are proven wrong every second. This revolution,
that the Web is witnessing, has led to the following results:

- New words are introduced in the World Wide Web. According to Williams
and Zobel [8], there is one new word in every two hundred words.

- Users employ these new words in their queries search. Chen et al. [2] indicated
that more than 17% of query keywords are out of vocabulary.

Undoubtedly, the difficulty of exploring the meanings of these new ambiguous
will certainly result in a failure of the Web search enginesn. One of the most
natural and successful method to overcome this limitation is query expansion.
Currently, QE is considered an extremely promising technique to improve the re-
trieval effectiveness. Despite its high effectiveness, it still suffers from drawbacks
that have limited its deployment as a standard component in search systems.
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2 Bat Algorithm for Efficient Query Expansion

Its major weakness is the computational cost, especially for large-scale data
sources, since it involves additional computations steps as compared to the stan-
dard search engines [1]. One way to bypass this drawback is to consider the
problem of selecting the best expansion keywords as a combinatorial optimiza-
tion problem. A combinatorial optimization problem is a problem of picking the
best solutions from a finite set of solutions. Due to the practical importance of
combinatorial optimization problems, many algorithms to tackle them have been
developed. These algorithms can be classified as either complete or approximate
algorithms. In the last two decades, a new class of approximate methods has
emerged. These methods are often surprisingly efficient in practice in solving
difficult optimization problems. They are called Metaheuristics algorithms, and
are often nature-inspired, mimicking some successful characteristics in nature
[10]. One of the new metaheuristics algorithms which has great potential is Bat
Algorithm (BA) proposed by Yang in 2010 [11]. BA is a metaheuristic algorithm
based on echolocation characteristic of bats and developed by mimics of bats’
foraging behavior.

In this paper, a new approach based on bat algorithm is proposed for the
first time to reduce the computational cost of query expansion process. The bat
algorithm aims to extract the best expansion keywords, in one hand and to select
the best relevant documents to the expanded query on other hand. In addition,
one of its major advantages is to allow handling both treatments in parallel. We
evaluate our approach using MEDLINE dataset and we use the two well-known
Pseudo-Relevance Feedback (PRF): Rocchio’s method, and Robertson/Sparck
Jones’ term-ranking function as the baseline for comparison.

2 Related works

2.1 Pseudo-relevance feedback for query expansion

One well-known query expansion technique is pseudo-relevance feedback. It uses
the pseudo-relevant documents, i.e. the first documents retrieved in response to
the initial query, to select the most important words to be used as expansion
keywords [1]. Figure 1 illustrates the integration of the PRF technique in a classic
retrieval system.

In its simplest version, the pseudo-relevance feedback starts by: (i) performing
an initial search on the original query. For each query term, the inverted index
is invoked to specify which documents that particular term occurs in. For each
document in the list, a score is calculated and added to the ranked list of scores.
This score is calculated using a document-scoring function. One widely popular
and effective document-scoring function is introduced within the Probabilistic
Relevance Framework: Okapi BM25. The top ranked documents are considered
as pseudo-relevant documents. (ii) Then, extracting the expansion keywords from
the pseudo-relevant documents and ranking them using a term-scoring function.
One of the best term-scoring functions are Robertson/Sparck Jones term-ranking
function (RSJ) and Rocchio. (iii) Finally, expanding the original query by adding
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Fig. 1. Standard system vs. system using a PRF technique

the top ranked keywords and retrieving the relevant documents to the expanded
query using a document-scoring function.

2.2 Probabilistic relevance framework: Okapi BM25

The probabilistic relevance framework is a formal framework for document re-
trieval which led to the development of one of the most successful text-retrieval
algorithms, Okapi BM25 [4]. The classic version of Okapi BM25 term-weighting
function, in which the weight wBM25

i is attributed to a given term ti in a docu-
ment d, is obtained using Formula 1:

wBM25
i =

tf

k1((1− b) + b
dl

avdl
) + tf

wRSJ
i (1)

Where:
tf , is the frequency of the term ti in a document d; k1, is a constant; b, is

a constant; dl, is the document length; avdl, is the average of document length;
wRSJ

i , is the well-know Robertson/Sparck Jones weight [5]. It is calculated using
Equation 2:
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4 Bat Algorithm for Efficient Query Expansion

wRSJ
i = log

(ri + 0.5)(N −R− ni + ri + 0.5)

(ni − ri + 0.5)(R− ri + 0.5)
(2)

Where:
N , is the number of documents in the whole collection; ni, is the number of

documents in the collection containing ti; R, is the number of documents judged
relevant; ri, is the number of judged relevant documents containing ti.

The RSJ weight can be used with or without relevance information. In the
absence of relevance information (the more usual scenario), the weight is reduced
to a form of classical idf shown in Formula 3:

wIDF
i = log

N − ni + 0.5

ni + 0.5
(3)

The final BM25 term-weighting function is therefore computed using Equation
(4):

wBM25
i =

tf

k1((1− b) + b
dl

avdl
) + tf

log
N − ni + 0.5

ni + 0.5
(4)

Regarding the internal parameters, published versions of Okapi BM25 are
based on specific values assigned to k1 and b: k1 = 2, b = 0.5. The similarity
score between the document d and a query q is then computed using a document-
scoring function, as shown in Equation 5:

ScoreBM25(d, q) =
∑
ti∈q

wBM25
i (5)

During the interrogation process, the relevant documents are selected and ranked
using this similarity score.

2.3 Term-scoring functions for retrieval feedback

One of the best-known functions for term-scoring is the Robertson/Sparck Jones
term-ranking function, defined by Formula 2. Another well-known function used
for term-scoring is the Rocchio weight [6] shown in Equation 6:

wRocchio
i =

∑
d∈R

wBM25
i (6)

Where:
R, is a set of pseudo-relevant documents.

2.4 Inefficiency of query expansion

Even though it has made a big leap forward by inventing more effective tech-
niques that overcome the difficulty of providing a more precise description of
user request, QE still suffers from limitations that restricted its deployment as a
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standard component in search systems. The most important factor that needs to
be improved is the computational efficiency. This shortcoming has begun to be
addressed in recent research. For instance, the latest papers presented at ACM
SIGIR, the top conference in information retrieval, tackled this issue [7][9].
The novelty of our approach compared to the prior efforts, lies in handling the
two sequential query expansion steps: (ii) and (iii) in parallel while improving
the computational efficiency.

3 Bat Algorithm

Metaheuristic algorithms are now becoming powerful methods for solving many
tough optimization problems [3]. The vast majority of heuristic and metaheuris-
tic methods have been derived from the behavior of biological systems in nature.
One of the new metaheuristic which has great potential in solving optimization
problems, is Bat Algorithm proposed by Yang in 2010 [11].

3.1 Standard bat algorithm

The echolocation behavior of Microbats can be formulated in such a way it can
be associated with the objective function, and this makes it possible to formulate
new optimization algorithms. The standard bat algorithm was developed with
the following three rules:

- All bats use echolocation to sense distance, and they also perceive the dif-
ference between food/prey and background barriers in some magical way.

- Bats fly randomly with velocity vi at position xi with a frequency fmin,
varying wavelength λ and loudness A0 to search for prey. They can adjust
the wavelength (or frequency) of their emitted pulses and adjust the rate of
pulse emission r ∈ [0, 1], depending on the proximity of their target.

- Although the loudness can vary in many ways, we assume that the loudness
varies from a large (positive) A0 to a minimum constant value Amin.

3.2 Bat Motion

Each bat is associated with a velocity vti and a location xt
i, at iteration it, in

a d-dimensional search or solution space. Among all the bats, there exists a
current best solution x∗. Therefore, the above three rules can be translated into
the updating equations 7, 8 and 9 for xt

i and velocities vti :

fi = fmin + (fmax − fmin)β (7)

v
(it)
i = v

(it−1)
i + (x

(it−1)
i − x∗)fi (8)

x
(it)
i = x

(it−1)
i + v

(it)
i (9)

Where β ∈ [0, 1], is a random vector drawn from a uniform distribution.
The loudness and pulse emission rates essentially provide a mechanism for

automatic control and auto zooming into the region with promising solutions.
In order to simplify the bat algorithm, we can set A and r as constants [11].
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4 Bat Algorithm for efficient Query Expansion

The main goal of our proposed approach is to reduce the computational cost of
QE process. This proposed approach uses the bat algorithm to quickly extract
the best expansion keywords (Step ii) and select the best relevant documents
(Step iii). Moreover, it handles those two steps in parallel.

4.1 Bat algorithm for retrieving/ranking the relevant documents

Following the habitual process of query expansion, we first retrieve the pseudo-
relevant documents. In our proposed approach, we consider all the documents
retrieved in response to the initial query as pseudo-relevant documents. This
list of returned documents represents our solution space where each document
d represents a solution (bat).
Representation of solution and initialization of Bat population. Ac-
tually, the inverted index is created on the basis of the document-index which
describes each document dj , as follows:

dj =< wBM25
1j , wBM25

2j , ..., wBM25
|V |j > (10)

Where:
|V |, is the size of dictionary (vocabulary).

Based on this, each document (solution) is represented by a vector containing
the weights of each term qi of the original query and each current best expansion
keyword q̀i, as shown in 11:

dj =< wBM25
q1j , wBM25

q2j , ..., wBM25
q|q|j , wBM25

q̀1j , wBM25
q̀2j , ..., wBM25

q̀|q|j > (11)

Where:
wBM25

q1j
, is the weight of current expansion keyword tq1 in document dj ;

wBM25
q̀1j

, is the weight of current expansion keyword tq̀1 in document dj ; |q|,
is the number of initial query keywords; |q̀|, is the number of expansion terms.

The population of solutions corresponds to the current relevant documents.
Regarding the initial population, it is selected randomly from the solution space.
Initialization of velocity. The velocity vj is interpreted as a set of documents
from which the future new solution will be selected. Initially, vj = ∅.
Initialization of pulse rates, loudness and frequencies. Following the work
of Yang [12], the rate r and the loudness A were both set to 0.5 and the frequen-
cies fmin and fmax were set to 0 and 2.
Objective function. The quality of solution is assessed by the document-
scoring function presented in section 2 (Formula 5). It is considered as an objec-
tive function to be maximized and computed using Formula 12:

ScoreBM25(dj) =
∑
ti∈q

wBM25
ij +

∑
ti∈q̀

wBM25
ij (12)
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Update velocity and location. Based on Formulas 8 and 9, the update of
velocity and location is performed, as follows:

x
(it−1)
j − x∗ :

We first compute the difference between the current best solution d∗ and each

given current relevant document d
(it−1)
j . This difference is measured between

their vectors of weights. The result is a vector of weights which contains the best

weights between the vectors d∗ and d
(it−1)
j . It is given by Equation 13:

d
(it−1)
j − d∗ =< wBM25

Q1b , wBM25
Q2b , ..., wBM25

Q|Q|b > (13)

Where:
Q, is the current expanded query and |Q| = |q|+ |q̀|;

wBM25
Qib

=

{
wBM25

Qij
, if wBM25

Qij
> wBM25

Qi∗
wBM25

Qi∗ , if wBM25
Qij

≤ wBM25
Qi∗

(x
(it−1)
j − x∗)fj :

At this stage, we pick out the set of documents from which the new solution
will be designated. This is performed by selecting for each term tQi

of the cur-
rent expanded query Q the documents where their weights wBM25

Qij
are equal (or

close) to wBM25
Qib

. The selection is done directly from the inverted index and the
frequency fj is employed at this stage to determine the exact set of documents.

v
(it)
j = v

(it−1)
j + (x

(it−1)
j − x∗)fj :

The new velocity v
(it)
j corresponds to the union of documents obtained by

(d
(it−1)
j − d∗)fj and the set of documents that belong to v

(it−1)
j and which con-

tain the same keywords of the current expanded query that d
(it−1)
j contains.

x
(it)
j = x

(it−1)
j + v

(it)
j :

The new solution d
(it)
j must maintains almost the same weights contained in the

vector d
(it−1)
j and which are considered as the best weights in d

(it−1)
j −d∗. Thus,

the document that belongs to v
(it)
j and its weights are close to the ones of d

(it−1)
j

is selected as a new solution.

4.2 Bat algorithm for extracting the expansion keywords

For this second algorithm, we describe all the components: the solution repre-
sentation, the search space, the fitness function and the parameters setting.

Representation of solution and initialization of Bat population. A so-
lution for our problem is an expanded query constituted by two parts; the first
includes the terms of the initial query and the second is formed by other terms
belonging to D, the set of the pseudo-relevant documents retrieved with the
initial query. It is represented by a vector, as shown in 14.

q̀ =< q1, q2, ..., q|q|, q̀1, q̀2, ..., q̀q̀, > (14)
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Where:

q̀, is the expanded query; qi, is a term of the initial query i = 1..|q|; q̀i, is a
term different from all the other terms of q̀ and belonging to V̀ , the set of terms
of all pseudo-relevant documents; |q|, is the number of initial query keywords; |q̀|,
is the number of expansion keywords, which is an empirical parameter; V̀ ⊂ V ,
V being the vocabulary (dictionary) of the total collection |C|.

The search space includes all possible constructions of expanded queries using

representation 14. The size of the search space is equal to
(|q̀|
|V̀ |

)
, where

(|q̀|
|V̀ |

)
is the number of combinations of `|q| terms among the total `|V | terms, which

is equal to |V̀ |!
|q̀!∗(|V̀ |−|q̀|) . This huge number expresses the numerous possibilities

to build a query expansion. Each candidate solution is encapsulated in a virtual
bat, the search space is then considered as a hearth of bats. Regarding the initial
swarm population of bats, it is selected randomly from the search space.

Fitness Function. The objective function has the aim to evaluate the quality
of the solution. As a solution is an expanded query involving terms, the obvious
way to assess its performance is to take into consideration the quality of each of
its elements and sum them. Formula 6 allows to measure the performance of one
term. Therefore for the whole query q̀, we use Formula 15 to measure its fitness.

f(q̀) =
∑
ti∈q̀

wRocchio
i (15)

The searched solution changes all along the bat process in an increasing order
of its fitness function. The current best solution of all the previous iterations is
denoted q∗. At each iteration, the algorithm computes the best solution of the
iteration, which becomes the global best one if it is better than q∗. At iteration
it, a query q̀ has a position q̀(it) and a velocity v(it). To update the velocity and
location, the same mechanism as the Bat algorithm for retrieving/ranking the
relevant documents has been adopted.

5 Experiments

5.1 Dataset

Extensive experiments were performed on a set of 348 566 references from MED-
LINE, the on-line medical information database, consisting of titles and/or ab-
stracts from 270 medical journals over a five-year period (1987-1991). The avail-
able fields are title, abstract, MeSH indexing terms, author, source, and pub-
lication type. In addition, this set of references contains a set of queries, and
relevance judgments (a list of which documents are relevant to each query).
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5.2 Software, efficiency, effectiveness measures

The proposed approach has been implemented in Python. All the experiments
have been performed on a Sony-Vaio workstation having an Intel i3-2330M/2.20GHz
processor, 4GB RAM. The CPU time and Precision metric have been used to
evaluate the efficiency and effectiveness, respectively.

5.3 Results

Before proceeding to compare the quality of the suggested approach with the
standard pseudo-relevance feedback methods, we fixed the different parameters
linked to the Bat algorithm. For both Bat algorithms used to extract the best
expansion keywords and the top relevant documents, the size of populations was
set to 10, which is a typical choice [1]. The number of iteration was tuned to 300,
500 and 1000. In the first phase of testing, we computed the CPU time to eval-
uate the retrieval efficiency of the proposed approach and the pseudo-relevance
feedback methods. Table 1 presents the time spent by the proposed approach
and the pseudo-relevance feedback methods. Through Table 1, we can obviously
see that Bat algorithm produces the lowest CPU time and achieves highly sig-
nificant improvement over RSJ and Rocchio. In the second set of experiments,

Table 1. Efficiency comparison in terms of CPU time.

Bat algorithm (using RSJ)
RSJ Rocchio

Number of it 300 500 1000
CPU time 0.22 sec 0.36 sec 0.61 sec 1.73 sec 2.51 sec

Bat algorithm (using Rocchio)
RSJ Rocchio

Number of it 300 500 1000
CPU time 0.39sec 0.51 sec 0.72 sec 1.73 sec 2.51 sec

we evaluated and compared the results of the suggested approach with those
of RSJ and Rocchio where we computed the precision values after retrieving 5
(P@5) and 10 (P@10) documents. Table 2 shows the precision values for the
Bat algorithm, the RSJ and the Rocchio techniques. Although the performance
of RSJ and Rocchio is better than the proposed approach, the quality of results
returned by the Bat algorithm is very acceptable.

Table 2. Effectiveness comparison in terms of Precision.

Bat algorithm (using RSJ)
RSJ Rocchio

Number of it 300 500 1000
P@5 0.1886 0.2052 0.2208 0.2376 0.2297
P@10 0.1693 0.1754 0.1899 0.2069 0.1970

Bat algorithm (using Rocchio)
RSJ Rocchio

Number of it 300 500 1000
P@5 0.1837 0.2028 0.2190 0.2297 0.2376
P@10 0.1666 0.1714 0.1863 0.1970 0.2069
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6 Conclusion

In this paper, we propose a new approach based on bat algorithm to reduce the
computational cost of query expansion process and increase solutions effective-
ness. This new approach uses the bat algorithm to extract the best expansion
keywords, in one hand and to select the best relevant documents to the expanded
query on other hand. In addition, it allows handling them in parallel.
We thoroughly tested our approach using the MEDLINE database. The ex-
perimental results show that the proposed approach succeeded to improve the
retrieval efficiency and yielded a substantial enhancement compared to the state-
of-the-art.
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Abstract. Automated answering of frequent email inquiries is a text 
categorization task with narrow text categories, where all messages in one text 
category have the same answer. Such email categorization is optimized for high 
precision and at least acceptable recall. We tested matching of surface text 
patterns to nearly ten thousand email messages and achieved around 90% 
precision; the corresponding recall figures were 45-75% in different text 
categories. In order to achieve this performance level, the text patterns are 
designed to identify both the context of an email inquiry and the actual need 
that has created the inquiry – a question, request, or complaint. Our error 
analysis has pinpointed 12 reasons why text pattern matching may fail. 

Keywords: Email answering, email categorization, text-pattern matching. 

1   Introduction 

Text pattern matching has been used in Information Extraction [1], automated 
question [2] and email [3] answering. Any text recognition task that involves regular 
expressions means matching surface text patterns.  

In this paper, we explore matching of manually crafted text patterns to e-mail 
messages in order to assign standard answers, i.e., in order to put a message into a 
specific text category. In a series of tests we have investigated: 
• How good email categorization-by-answer can we achieve by matching 

manually crafted text patterns that specify a user request and the context of the 
request? Assuming that such text patterns are of the highest quality, our 
performance figures may hint at the upper performance limits of text-pattern 
matching. 

• How does the performance of the system change when we iteratively test and 
then modify the text patterns, i.e., iteratively “re-train” the system? 

• When text-pattern matching fails, what is the cause of the failure? We believe 
the mistakes made by our system are of general nature for email answering by 
text pattern matching, not specific to the particular text patterns. 
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The paper is organized as follows. The next section introduces two vital elements of 
an email inquiry – context description and user request that triggers the response – 
which together determine the answer. Sections 3 and 4 introduce our experiment data, 
the email answering techniques, and the test cases. Section 5 discusses the experiment 
results. Section 6 does error analysis. Section 7 concludes the paper. 

2   Context Description and Response Trigger in Email Inquiry 

We have been working with email sent to contact centers for quite some time. 
Through observations of tens of thousands of email messages we have discovered that 
the initial inquiry consists of two parts – (i) a description of the subject or context of 
the inquiry and (ii) a response trigger. The response trigger can be a question waiting 
to be answered, a request to carry out an activity and report the results, or a statement 
that requires a response (e.g., a complaint). For automated email answering, requests 
for information and requests to complete a task are of interest – the system can deliver 
information or redirect the user to a self-service application. 

In a simple question, explicit or implicit, both the context and the response trigger 
are placed in one sentence, both contain meaningful keywords. Example: “I wonder 
whether I get any payment in April because I haven’t received any notification yet.” 
“Get” and “payment” are the keywords that define the subject of the inquiry. 
“Wonder” raises the question to be answered. The second “I” disambiguates the 
question. “In April” specifies a detail of the inquiry pinpointed by the subject. The 
entire question is a response trigger. 

Sometimes relevant keywords describe the context while the response trigger does 
not contain any keywords. Example: “I sent you an application for parental benefits 
more than a week ago, how is my case progressing?” “How is my case progressing” is 
the response trigger which does not contain any subject-specific keywords and 
acquires meaning only in the presence of a particular context. 

Often the context and the response trigger come in separate sentences, which 
makes it more difficult to identify the inquiry. Let us consider the sentence “I applied 
for housing allowance on January 13.” The statement introduces a story, yet alone it 
does not ask for any response. The person continues the story by telling that she has 
got half of the amount she expected and would like to know “When will the rest of 
my money come?” This is the question to be answered, the response trigger that 
makes sense only together with its context. The context and the response trigger are in 
separate sentences in a random sequence, possibly having a few other sentences in 
between. It may happen that the response trigger does not contain any subject-specific 
keywords even in a separate sentence. 

A context description provides keywords that are useful for topic-related text 
clustering and categorization. In order to answer a message correctly, the system must 
take the next step and identify the request, the need, why the message was sent in the 
first place. So far we have found only one reference to a clear separation of context 
description and response trigger in automated email answering [4]: “Determining the 
factual content of an e-mail is not sufficient to answer it correctly – its purpose is also 
very important. […] In the e-mails we are analyzing, the same set of data can be 

124 E. Sneiders et al.



extracted from e-mails that have different purposes. The answer to be generated for 
these emails must therefore be different.” 

Resolving the purpose of an email message is not a new research problem. There 
exists research that applies speech-act theory in order to categorize workplace email 
messages according to the purpose of the message, not the topic. The purpose can be a 
request for action, information, permission, a proposal to meet, a promise or a 
commitment [5-6]. Requests and commitments may be conditional or unconditional, 
explicit or implicit [7]. Locus ambiguity may be a challenge: while human annotators 
of training data tend to agree that the message contains a request or commitment, they 
may not agree on exactly which utterances contain them [8]. Goldstein and Sabin [9] 
took a broader look at email tasks and defined 12 email genres according to their task, 
including also expression of feelings, document forwarding, advertising, spam, etc. 

In an email message sent to a contact center, the response trigger is a task-related 
speech act. It may be explicit or implicit. It may be ambiguous and vague. Context is 
important in interpreting the request. (See Section 6 for related discussion.) 

3   Experiment Data 

Our test data is 9663 email messages sent by citizens to the Swedish Social Insurance 
Agency. We extracted the message body; if there was a dialogue thread, we took the 
chronologically last message. No meta-data was used. We identified the most 
common types of inquiries, i.e. text categories, and selected five text categories for 
automated answering: (Cat1) “Please send me a fill-in-form!”, (Cat2) “When will you 
decide my housing allowance?”, (Cat3) “How many days of parental benefits do 
remain for my child?”, (Cat4) “How much will I get in my future pension?”, (Cat5) 
“When do I get my money?”. These categories had a clear information need and could 
be answered by a standard answer. We manually labeled each message according to 
its text category. Preparation of the messages is covered in [10]. 

The messages came in four batches, called collections A, B, C, and D. Table 1 
shows the distribution of the messages across these collections and the text categories. 
The sum of all messages across categories in one collection is larger than the number 
of messages in the collection because some messages belong to two categories. In 
collection A there are 6 messages that belong to two categories, in B – 9 messages, in 
C – 6 messages, and in D – 8 messages. The size of the messages varies. The 
minimum, maximum, average, and median number of words per message are 4, 321, 
45.5, and 35. The minimum, maximum, average, and median number of sentences are 
1, 45, 5.2, and 4. 

Table 1. Number of messages by collection and by text category. 

 Collection Cat 1 Cat 2 Cat 3 Cat 4 Cat 5 Rest Sum 
Collection A 2437 94 76 51 29 362 1831 2443 
Collection B 1967 76 62 49 30 269 1490 1976 
Collection C 2473 109 105 53 22 387 1803 2479 
Collection D 2786 148 79 45 78 393 2051 2794 
Total 9663 427 322 198 159 1411 7175 9692 
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Table 2. Format of context description and response trigger, and the number of corresponding 
inquiries across a sample of email messages. 

Format of the inquiry Num Share % 
Simple question (explicit or implicit) 159 52 
Simple question; response trigger without representative keywords 8 3 
Simple question; vaguely written message 3 1 
Context description and response trigger come in separate sentences 87 28 
Context description and response trigger come in separate sentences;
response trigger without representative keywords 33 11 

Context description and response trigger come in separate sentences;
vaguely written message 14 5 

Total 304 100 
 
In order to discover the format of the context descriptions and response triggers in our 
data, we examined 300 random messages in Cat1 through Cat5 in collection C. Four 
messages belong to two text categories, therefore we have 304 message-category 
pairs and the corresponding number of inquiries (Table 2). 

4   Text Matching Techniques and the Test Cases 

Our text-pattern matching system operates 154 manually crafted text patterns. The 
syntax of the text patterns resembles regular expressions. In a text pattern, we can 
define a number of synonyms that designate a concept; we can define the order of the 
words and the distance between the words. The system has spelling correction, word 
stems, and compound splitting built into the pattern matching process. Each text 
pattern is designed to match a context description and a response trigger. The text 
patterns are optimized for precision – if the message is answered, it must be answered 
correctly. Closely following precision comes recall. A complete description of the 
text-pattern matching technique is available in [11]; relevant statistical characteristics 
and lexical classes of matching text patterns are discussed in [12]. This paper 
complements the previous publications, it discusses the accuracy of email answering 
and the errors. 

Table 3. Evaluation cases with “training” and test data sets. 

Test name “Training” collections Test collection 
A-B A B 

AB-C A+B C 
ABC-D A+B+C D 
AB-D A+B D 

 
Initially we had only collection A for “training” and collection B for testing. We write 
“training” in quotes because manual development of text patterns is not training as in 
machine learning. Over some period of time collections C and D arrived, which made 
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it possible to measure stepwise improvement of the text patterns: we could add the 
test collection to the “training” data and take a new test collection. We wanted to find 
out how much “retraining” of the text patterns with new messages could improve the 
system’s performance. 

Different test collections, however, do not allow seeing the true effect of stepwise 
improvement. We fixed this in the tests AB-D and ABC-D. Unfortunately, we could 
not use D in order to test patterns “trained” solely on A because by the time D arrived 
the old A-trained text patterns were already lost. 

In order to compare the pattern-matching system with a standard machine learning 
method we used the WEKA framework. In the previous tests with Support Vector 
Machine (SVM) and Naïve Bayes, and the collections A+B, SVM slightly 
outperformed Naïve Bayes [10]. A survey of email classification tasks [13] has also 
concluded that SVM and Naïve Bayes yield similar performance. 

We chose SVM as the baseline. The only machine learning features were 
individual terms. The text pre-processing were spelling correction, lemmatization, and 
compound splitting. We tested them in various combinations and reached text 
categorization accuracy between 0.860 and 0.869; it was ten-fold cross validation on 
data collections A+B+C+D. We did not use advanced features such as semantic 
distance between terms because tools such as WordNet do not exist for Swedish. The 
SVM parameters were set to the WEKA default parameters. We used vectors of 
dimension 10 000; smaller vectors gave worse classification accuracy and longer 
vectors made the computer run out of memory. 

SVM is a proven technique for topic-related text categorization. In our tests, 
identifying the response trigger is likely to be a challenge, especially because 20% of 
the messages are vaguely written or the response trigger does not contain 
representative keywords (see Table 2). 

5   Experiment Results 

We measured correctness of email categorization by applying the very traditional in 
Information Retrieval precision, recall, and F-score. The values in Table 4 and Table 
5 are arranged to emphasize the trends through the consecutive tests. Figure 1 
illustrates these trends. 

The total precision for text-pattern matching was calculated as the number of 
correctly placed messages divided by the sum of correctly and incorrectly placed 
messages across all the categories in the test collection. The total recall was calculated 
as the number of correctly placed messages divided by the number of message-
category pairs across all the categories in the test collection. The number of messages 
is slightly lower than the number of message-category pairs because a few messages 
belong to two categories. For SVM, “Avg” is weighted average; WEKA calculated 
the average value across all the text categories considering the number of messages in 
each category. 
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Table 4. Precision, recall, and F-score for the tests A-B, AB-C, and ABC-D. 

 Precision Recall F-score 
Test A-B AB-C ABC-D A-B AB-C ABC-D A-B AB-C ABC-D 
 Text-pattern matching 
Cat1 0.91 0.92 0.93 0.54 0.63 0.59 0.68 0.75 0.72 
Cat2 0.97 1.00 0.91 0.53 0.56 0.65 0.69 0.72 0.76 
Cat3 0.96 0.92 0.92 0.55 0.85 0.76 0.70 0.88 0.83 
Cat4 0.88 1.00 0.89 0.50 0.45 0.44 0.63 0.63 0.59 
Cat5 0.84 0.91 0.88 0.41 0.63 0.59 0.55 0.75 0.71 
Rest 0.86 0.88 0.87 0.99 0.99 0.98 0.92 0.93 0.92 
Total 0.86 0.89 0.88 0.86 0.89 0.87 0.86 0.89 0.88 
 Support Vector Machine 
Cat1 0.60 0.69 0.69 0.49 0.54 0.69 0.54 0.61 0.69 
Cat2 0.73 0.85 0.69 0.60 0.77 0.86 0.66 0.81 0.76 
Cat3 0.89 0.82 0.73 0.82 0.85 0.89 0.85 0.83 0.80 
Cat4 0.77 0.85 0.70 0.43 0.50 0.58 0.55 0.63 0.63 
Cat5 0.67 0.73 0.63 0.65 0.71 0.80 0.66 0.72 0.70 
Rest 0.89 0.90 0.93 0.92 0.92 0.87 0.90 0.91 0.90 
Avg 0.84 0.86 0.85 0.85 0.86 0.84 0.84 0.86 0.85 

Table 5. Precision, recall, and F-score for the tests AB-D and ABC-D. 

 Precision Recall F-score 
Test AB-D ABC-D AB-D ABC-D AB-D ABC-D 
 Text-pattern matching 
Cat1 0.89 0.93 0.55 0.59 0.68 0.72 
Cat2 0.92 0.91 0.62 0.65 0.74 0.76 
Cat3 0.90 0.92 0.82 0.76 0.86 0.83 
Cat4 0.91 0.89 0.40 0.44 0.55 0.59 
Cat5 0.84 0.88 0.55 0.59 0.67 0.71 
Rest 0.86 0.87 0.97 0.98 0.91 0.92 
Total 0.86 0.88 0.86 0.87 0.86 0.88 
 Support Vector Machine 
Cat1 0.75 0.69 0.55 0.69 0.64 0.69 
Cat2 0.81 0.69 0.77 0.86 0.79 0.76 
Cat3 0.76 0.73 0.76 0.89 0.76 0.80 
Cat4 0.78 0.70 0.37 0.58 0.50 0.63 
Cat5 0.73 0.63 0.72 0.80 0.73 0.70 
Rest 0.89 0.93 0.93 0.87 0.91 0.90 
Avg 0.85 0.85 0.86 0.84 0.85 0.85 
 
Text-pattern matching. As expected, precision and recall mostly improve from A-B 
to AB-C. The test ABC-D, however, somewhat surprisingly shows a decrease in both 
precision and recall, despite the text patterns being presumably improved. One 
possible explanation of the performance drop could be over-fitting (over-training) of 
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the text patterns. An increased number of “training” messages leads to an increased 
number of text patterns and an increased level of details in each pattern, which makes 
the set of text patterns more complex and eventually messy, which may lead to a 
performance drop. Another explanation could be the use of a different test collection 
for each test; some test data sets may be harder or easier to categorize than other test 
data sets. 
 

 
Fig. 1. Precision and recall trends for Cat1 through Cat5 between the tests A-B, AB-C, ABC-D 
(two left columns), and between the tests AB-D, ABC-D (two right columns). For text-pattern 
matching in the tests AB-D and ABC-D, the recall values in Cat1 and Cat5 are identical, 
therefore the lines overlap. 

The tests AB-D and ABC-D use the same test collection D and demonstrate a cleaner 
effect of stepwise improvement between the “training” collections. The performance 
trends look more cheerful than those between AB-C and ABC-D. Still, precision 
drops for Cat2 and Cat4 while their recall rises; recall drops for Cat3 while the 
precision rises. These three categories are small, however, and the performance 
figures are influenced by only a few misplaced messages. For the entire test collection 
D, there is a small increase of both precision and recall between AB-D and ABC-D. 
McNemar’s test [14] for the results of AB-D and ABC-D showed that the 
performance increase was statistically significant on the 5% level. 
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SVM. The tests AB-D and ABC-D demonstrate that more training data increase recall 
and decrease precision. Because Cat1 through Cat5 are relatively small text categories 
(e.g., Cat4 has only 59 training messages in AB-D, 81 in ABC-D), SVM gets more 
aggressive about classifying emails into these categories. This means more true-
positive category placements – higher recall. And because the amount of the training 
data is still small, also more false positive category placements – lower precision. 

A review of automated email answering methods [15] puts our results into context. 

6   Error Analysis of Text-Pattern Matching 

We manually inspected the reasons for incorrect category placements after the test 
AB-C. Collection C has 2479 messages. 428 messages in Cat1 through Cat5 where 
correctly placed, 248 were incorrectly placed into Rest. 34 messages were incorrectly 
placed into one of the categories Cat1 through Cat5. 

Missing answer, unanswered message means that the message was incorrectly 
placed into Rest. We established 9 error classes for that. Table 6 summarizes the 
distribution of unanswered messages per error class and text category. 

Err1: Unique wording. The wording in these messages does not resemble any text 
pattern in the system’s database. There is little we can do to answer these messages. If 
the number of training messages rises and some of the unique messages start 
exhibiting common wordings, then we can create new text patterns to cover them. 

Err2: Similar text pattern available. This error class is similar to Err1, except there 
are one or more text patterns relevant to the unanswered message. These text patterns 
include concepts that appear in the message, but wording of the details around these 
concepts is not covered by the text patterns. It is unclear how much we would benefit 
from modifying an existing text pattern in order to answer this particular message. If, 
however, the number of training messages rises, some of the unanswered messages 
may become useful for improving existing text patterns. 

Err3: Missing synonym or word order. There exists an almost matching text 
pattern in the system’s database, but this text pattern did not match the message 
because of one concept. In the text pattern, the concept was represented by a number 
of synonyms, whereas the message used different one. A synonym may be a word or 
an expression, e.g., “understand” vs. “make out”. In some cases, the unanswered 
message used a generalization of a particular concept. If we want a text pattern to 
include more general synonyms, we need to redesign the text pattern and include 
expressions that specify the context in which these more general synonyms are used. 
Not specifying the context will lower precision. 

In very few cases, the text pattern did not match because it stipulated the opposite 
sequence of two matching words. 

It should not be difficult to automatically discover contextual synonyms for 
existing text patterns. 

Err4: Missing disambiguation in the query message. This error class is similar to 
Err3. There exists a nearly matching text pattern in the system’s database. Much of 
the text pattern, usually a general key phrase, did match the message. Still, the text 
pattern also contained a number of disambiguating expressions that specified the 
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context of the general key phrase, and none of these expressions matched the query 
message. For example, the statement “I’d like to have my money” can be placed in 
different contexts and mean different things. For a complete match we require that a 
disambiguating expression such as “for March-April” matches. Then we can assume 
that the writer is asking about a payment of social benefit for the given period because 
the message is sent to an authority whose main business is paying social benefits. 

Err5: Missing subject or action word in the message. This error class is similar to 
Err4. There exists a nearly matching text pattern in the system’s database. Still, the 
nearly matching piece of text in the message did not contain the subject or action 
word required by the text pattern for a match. Taking the subject or action word out of 
the text pattern would require adding disambiguating context expressions. For 
example, the unanswered message says “I don’t have my allowance”, while a 
matching text pattern requires something like “I don’t have my allowance paid”. 

Err6: Too nuanced message. This error class is similar to Err2. The message is rich 
in specific details that describe the context of the message. Nonetheless, it is difficult 
to match this wealth of details to recurring text patterns. 

Err7: Vague message. The message may be understood by a human who knows the 
overall context and can reason, but the information need or the purpose of the 
message is not clearly expressed, i.e., the response trigger is not clear or missing. 

Err8: Untreated misspelling. Although the system does correct spelling mistakes, 
some misspellings may be left untreated and relevant text patterns may fail to match. 
Some misspellings may be correctly spelled different words, such as “maid” instead 
of “made”. Non-standard abbreviations can be considered misspellings here. 

There is little we can do with text patterns in order to treat spelling mistakes 
missed by a spellchecker, though we can treat non-standard abbreviations as missing 
synonyms in Err3. 

Err9: Ill-structured message. The message lacks proper sentences, or a sentence 
resembles a collection of words. 

Table 6. Distribution of unanswered messages per error class and text category. 

 Err1 Err2 Err3 Err4 Err5 Err6 Err7 Err8 Err9 Total 
Cat1 19 7 7 1 2 1 1 2  40 
Cat2 20 18 3 1   1 3  46 
Cat3  1 5 1   1   8 
Cat4 6 2 1   1 1  1 12 
Cat5 41 23 27 4 9 18 10 5 5 142 
Total 86 51 43 7 11 20 14 10 6 248 
Share % 34.7 20.6 17.3 2.8 4.5 8.1 5.6 4.0 2.4 100 
 
Wrong answer means that the message was incorrectly placed into one of the 
categories Cat1, Cat3, or Cat5; Cat2 and Cat4 did not have any wrong answers.  We 
established 3 error classes. Table 7 summarizes the distribution of incorrectly 
answered messages per error class and text category. 
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Err10: Related context. The system has found a matching piece of text in the 
message, but the meaning of the text pattern there is different because of different 
overall context in the message, which invalidates the standard answer. 

Err11: Context changes in a subordinate clause. The system has found a matching 
sentence, but a subordinate clause of this sentence changes the context of the text 
pattern and invalidates the standard answer. 

Err12: Meaning changes because of a word. The system has found a matching 
sentence, but there is a word or a phrase in the sentence that invalidates the expected 
meaning of the text pattern and the standard answer. 

Table 7. Distribution of incorrectly answered messages per error class and text category. 

 Err10 Err11 Err12 Total 
Cat1 4  2 6 
Cat3  4  4 
Cat5 12 1 11 24 
Total 16 5 13 34 
Share % 47.1 14.7 38.2 100 

7   Conclusions 

In automated email answering, the system’s ability to identify the context and the 
request (we call it response trigger) stated in a query message is crucial. In about 52% 
of our email messages, the context and the response trigger is one question (see Table 
2). For these messages, standard question-answering and text categorization 
techniques may work well. Some other 20% of the messages are challenging: the 
message is vague or the response trigger does not contain representative keywords. 
Having this in mind, we tested a text-pattern matching technique where each text 
pattern was designed to match a context description and a response trigger. 

The system achieved good precision – about 90% of the messages were correctly 
assigned a standard answer. The recall varied, mostly lying in its 50-ies and 60-ies. 
The baseline system, SVM, achieved similar or slightly better recall while having 
considerably lower precision (see Table 4, Table 5, Figure 1). Assuming that 
manually crafted text patterns yield the highest quality of text-pattern matching, we 
believe that our performance figures illustrate the upper performance limits of text-
pattern matching, or perhaps statistical (without semantic processing) text matching 
for a large and diverse email collection where precision holds priority. 

We have observed that more “training” data, which allows improving the text 
patterns, does not always increase both precision and recall simultaneously for small 
(around 100 messages) text categories. With different test collections (e.g., 
continuous email flow) the precision and recall change is even more unpredictable. 

We have discovered 12 reasons why text-pattern matching may fail. 9 reasons 
cause a “missing answer”, i.e., the system fails to place a message into the category 
where it belongs. About 35% of the “missing answers” could be relieved by more 
“training” data (see Section 6 and Table 6). 3 reasons cause a wrong answer. 
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Abstract. There were 108.7 billion business emails sent daily in 2014, many of 
them to contact centers. A number of automated email answering techniques 
have been explored in order to ease the burden of manual handling of the 
messages. Most techniques stem from three text retrieval approaches – text 
categorization by machine learning, statistical text similarity calculation, 
matching of text patterns and templates. The paper discusses the previous 
research in automated email answering and compares the techniques. 
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1   Introduction 

Despite losing its popularity to social media, email remains the most pervasive form 
of communication in the business world with 108.7 billion daily messages in 2014 
[1]. For companies and governmental organizations, email and web-based messaging 
services are a vital communication channel with customers and citizens, along with 
telephone. And is this channel cheap? A contact center in Sweden may have a cost as 
much as 12 EUR per message [2]. 

Automated email answering is not a common practice in business settings. One 
reason why companies may be reluctant to send automatically generated answers is 
fear of losing contact with their customers, as well as fear of lost sales opportunities, 
according to our private communication with a few contact centers in Sweden. On the 
other hand, a system that retrieves draft answers for contact center agents is a 
welcomed alternative. Automated text message answering has a future also without 
the traditional inbox. For example, an interactive system that handles problem reports 
(e.g., “trouble tickets”) can benefit from an immediate feedback or solution. A similar 
feature can be useful in community question answering (web forums). 

Tang et al. [3] offer a comprehensive overview of the main email tasks – spam 
detection, email categorization, contact analysis, email network property analysis, 
email visualization – and the corresponding techniques. This paper discusses the 
previous research in automated email answering, which is not as popular as automated 
question answering [4], yet still has a number of publications, many dated by the pre-
social-media era. The method of obtaining the publications was our own years-long 
research and Google Scholar. We submitted a number of queries to Google Scholar 
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and explored the top 100 links. Also, we checked the reference section of the selected 
publications. A significant criterion for selecting a publication for the review was 
presence of an experimental evaluation of the technique. 

2   Machine Learning for Email Categorization 

If all messages in one text category have the same standard answer, automated email 
answering becomes a text categorization task. 

Busemann et al. [5] tested a number of machine learning techniques – k-NN, Naïve 
Bayes, RIPPER, SVM. The data was 4490 email messages, sent to a technical support 
helpdesk, in 47 categories with at least 30 messages in each category. Optional input 
for machine learning was presence or absence of linguistic constructions frequent in 
questions and problem descriptions: negation at the sentence or phrase level, yes/no 
and who-when-what-why-where-which-questions, a declarative immediately 
preceding the question. All experiments were carried out using ten-fold cross 
validation. The best performing system was SVM, with accuracy (the share of 
correctly suggested standard answers) of 56% for a single answer, and for 78% of the 
email messages the correct answer was among the top 5 suggested answers. 

Tobias Scheffer [6] explored SVM and Naïve Bayes for email answering in the 
settings of Internet-mediated education. Roughly 72% of all incoming messages could 
be answered by 9 standard answers; the most popular inquiry alone covered 42%. The 
performance of text categorization was assessed by receiver operating characteristic 
(ROC) curves that showed the relationship between true positive and false positive 
category placements as the discriminating threshold varied. A large area under the 
curve shows a large probability of true positive over false positive category 
placements. 7-to-20-fold cross validations were performed and their results averaged. 
SVM demonstrated superior performance, 80-95% area under the curve, even with as 
few as seven labeled positive training examples. SVM significantly outperformed 
Naïve Bayes in 8 of 9 text categories. 

The same team did a parallel study [7] with email of a large online shop. A set of 
805 messages was manually divided into 19 partitions with at least 10 messages in a 
partition where all messages in the partition had semantically equivalent answers. 10-
fold cross validation with SVM reached categorization accuracy (precision equals 
recall) 42%. One problem was that different partitions contained similar query 
messages while their answers were different; determining the difference required 
additional information from the shop’s order database. After merging the similar 
partitions, a number of precision-recall measurements showed 10-20% precision 
improvement over the same recall values. 

Mercure was a 4 years long study with the goal to explore the automation 
opportunities in processing email sent to a contact center [8]. Two approaches were 
investigated: one did message categorization with machine learning, the other one 
pursued the paradigm of text retrieval. Text categorization was tested by k-NN, Naïve 
Bayes, and RIPPER . The data was 1568 inquiry-reply pairs in the domain of investor 
relations at a telecommunications company. Categorization accuracy was about 50%. 
The main cause of errors was the fact that some messages dealt with more than one 
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subject or were a part of a multi-message conversation. Similar tests with single-
subject emails yielded 90% accuracy for 5 categories, 80% for 10 categories, and 67% 
accuracy for 22 categories. 

Yang and Kwok [9] compared the K-means++, k-NN, and Naïve Bayes 
algorithms. The data was 3015 emails in 200 text categories, each having 5-13 
messages, in the domain of computer technical support. 10 experiments were 
conducted, each time 1000 training messages used. In average, K-means++ correctly 
classified 96.2% of the messages, Naïve Bayes – 89.5%, k-NN – 75.5%. 

Hewlett and Freed [10] helped employees of a contact center compose email 
replies. Given the query email, the system retrieved the answers of the 8 most similar 
archived messages, using cosine similarity as the text similarity measure. The 
archived messages had their term vectors stored and readily available. The employee 
selected an appropriate answer, thus creating an opportunity for machine learning: the 
message of the selected archived answer is most similar to the query email, the 
messages higher in the top-8 list are not. The system used a version of the Margin 
Infused Relaxed Algorithm to update the stored term vectors of the selected message 
and the messages above it in the top-8 list. 

The performance evaluation data was email sent to the Hewlett Packard helpdesk. 
8604 archived message-answer pairs were selected. Of them, 475 were grouped into 
36 text categories, where all messages in one category had identical bag-of-words 
answers. The system matched each of the 475 messages to the 8604 messages using 
cosine similarity. In 231 cases of 475 a relevant answer appeared in the top-8 list, 
which is 49% of the cases. After adding the machine learning component to the test, 
this share increased to 60%. 

Matching an email message to a list of FAQs on a website is another way of 
answering. Itakura et al. [11] uses SVM in a less traditional way. The central concept 
is a feature vector with similarities between one message and the FAQs. Let’s say 
there are n FAQs in a list. An n-dimensional feature vector contains n modified 
Jaccard coefficients that quantify the similarity between each FAQ and the message. 
The modified Jaccard coefficient is calculated by adding weight to domain keywords 
considering their inverted document frequency. SVM is then trained with such feature 
vectors, one vector per message, not document vectors based on words in the message 
or FAQ texts. 

The performance evaluation used 4 FAQs and 1845 email messages, 545 of which 
corresponded to the FAQs. The language was Japanese. 22 domain keywords and 
their synonyms were used in calculating the modified Jaccard coefficient. The 
resulting precision/recall figures were roughly 98/90, 85/70, 95/85, and 60/95 percent 
for the 4 text categories defined by the 4 FAQs. 

The previous email categorization tasks (not automated answering) have used more 
features for machine learning than just message text. Alberts and Forest [12] have 
tested two sets of features – lexical features, i.e. message text, and non-lexical 
features, such as use of bold and capital letters, number of recipients of the message, 
presence of a mailing list, the sender being in the same social network as the receiver, 
presence of “RE:” and “FW:” in the subject line, message signed by an official 
signature or only by the first name, etc. A test with k-NN and 1700 messages in 
French from two workplace inboxes showed that categorization accuracy with non-
lexical features is considerably lower than that with lexical features. The most 
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discriminative non-lexical features were: the sender in the same social network as the 
recipient, message to or from a mailing list, the number of carbon-copy recipients, use 
of bold letters, bilingual message. 

3   Statistical Text Similarity without Machine Learning 

Locating one or several inquiries in a messages and selecting one or several standard 
answers is a more challenging task than document categorization. Malik et al. [13] 
work with sentence matching. The system maintains a large number of standard 
answers and a variety of tag-questions, like FAQ questions, attached to each standard 
answer. When a query email arrives, the system matches sentences in the query to the 
tag-questions. When the system matches two sentences, it considers the distance 
between concepts in the sentences, which is obtained from WordNet. If one of the two 
words does not exist in the dictionary, then edit distance between the words is 
calculated. 

During the preparation phase, a “training” system examined a large number of 
archived email message-reply pairs and assigned the tag-questions to the standard 
answers. To spot a piece of a standard answer in the reply text was easy; more 
difficult was to map a question in the inquiry message to that piece of a standard 
answer. In order to identify a question and the answer in a message-reply pair, the 
system had a list of domain-specific uni-, bi-, and trigrams; questions and answers had 
to contain these domain-specific n-grams. Further, the system calculated word overlap 
between the question and the answer, adjusted with respect to inverted document 
frequency of different words. 

The experiment data was 1320 message-reply pairs and 570 standard answers in 
the domain of mobile phone services. On average, there were about 2 questions per 
customer inquiry. The email answering system was “trained” by 920 message-reply 
pairs: the tag-questions were assigned to the standard answers. Tested with 400 
message-reply pairs, the system generated the same reply as the humans did in 61% of 
all cases. In 73.4% of the cases the system generated partially correct replies. 

Mercure [8], whose machine learning and text categorization module was 
introduced in the previous section, tested retrieval of archived message-answer pairs 
in order to reuse old answers. The system compared query messages with archived 
email messages applying cosine similarity; term weights were made of term 
frequency and inverted document frequency. Precision of the retrieval reached 57.9%. 
A difficulty of email text matching is the lexical gap - a large variety of wordings 
used by different people to express the same thing. The vocabulary of the answers 
written by the employees of the contact center, on the contrary, is more uniform. It 
would be good if instead of comparing inquiry messages (dispersed vocabulary) we 
could compare their answers (uniform vocabulary). The idea was implemented 
through query expansion. During the preparation phase, the system measured co-
occurrence of words between archived messages and their answers. When a query 
message arrived, the system used this co-occurrence to find “synonyms” for the query 
expansion. The precision improved to 62%. In one text category, where the reply was 
a generic redirection to a web page, the improvement was from 51% to 80.1%. 
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Alfalahi et al. [14] reused the Mercure’s idea and introduced the concept of shadow 
answer. A shadow answer is a query message re-written in the terms of its likely 
answer. The term translation is done according to message-answer term co-occurrence 
between archived messages and their answers. The shadow answer becomes a new 
query in the database of previous answers. A test with archived emails as queries was 
conducted; the researchers were looking for the position of the original answer in the 
result list. Messages were bags-of-words – unigrams and/or bigrams. The best 
performance was achieved with bigrams only, the result was mediocre: the average 
position of the original answer of an archived email submitted as a query was 28. 

While most text categorization applications in email answering assume that each 
message in one text category has the same standard answer, for Weng and Liu [15] 
message categorization is only a half way to the answer. Deployment of the system 
begins with selecting at least 10 domain concepts attached to a number of text 
categories; one concept may be attached to several categories. The concepts contain 
weighted domain terms, where the weights are calculated considering “inverted 
concept frequency” (a term may appear in several concepts) and term frequency in the 
training data. When a query message arrives, its term weights are multiplied with the 
concept term weights, and the “heaviest” concepts lead to a category placement. The 
category placement and the “heaviest” concepts together determine one or two 
standard answers. 

The evaluation used 612 FAQs and their answers in the domain of Windows 
NT/2000. 191 simulated user emails and downloaded forum posts were used as 
queries. Precision and recall were around 80%, with the recall being slightly lower 
than the precision. 

4   Answer Generation 

Answer generation is a minority approach in automated email answering. It is not a 
technique. Rather, it is the outcome of the application of the techniques. Still, the 
outcome is so different from the usual standard answer selection that it deserves a 
separate section. We have identified three studies. Two studies involve information 
extraction and filling answer templates; the third study is answer generation by 
collating sentences from previous answers. 

Kosseim et al. [16] use information extraction templates in order to (i) identify the 
query message – the purpose, the sender, etc., (ii) extract names entities from the 
query message, (iii) extract relations between the main concepts, and (iv) capture 
domain-specific relations. The next step is semantic validation – the system verifies 
whether the extracted data and the respective templates all together make any sense as 
an answer. The third step is analysis of the obtained information and querying some 
external sources for new data to complete the answer. Finally, the system fills the 
answer template with the data and generates the answer text. 

The prototype was tested with 191 email messages about printer-related problems. 
122 messages were used for analysis, 69 messages for the test. 27.7% of the test 
messages were answered correctly, 13.3% were answered incorrectly. 38.7% of the 

Review of the Main Approaches to Automated Email Answering 139



test messages were correctly redirected for manual processing, 20.3% were redirected 
incorrectly. In total, 66.4% of the responses were correct. 

Probability that a word appears in a certain context is central for Al-Alwani [17]. 
The system answers emails that belong to a few text categories; each text category has 
one standard answer template that needs to be filled with details before the answer is 
sent to the user. The system has two dictionaries that are populated during the training 
phase. One dictionary contains words and the probability that a word appears in a 
message of a certain text category; it is used for message classification. The second 
dictionary is used for information extraction from query messages. It contains words 
and the probability that a word appears next to an item to be extracted from a query 
message, e.g., a product name, a meeting place and date. 

Pre-processing of the messages starts with part-of-speech tagging and 
lemmatization. Negations are merged with their target words. For example, “didn’t 
receive” becomes “not-receive”, a new terms different from “receive”. Considering 
negated words as new terms is not a common practice in automated email answering. 
After that prepositions, pronouns, interjections, and conjunctions are removed. The 
message becomes a bag-of-words. Synonymy of the remaining words is resolved. The 
query message is categorized using the first dictionary. When the system knows 
which answer template is to be filled and what items need to be extracted from the 
query message, the second dictionary is applied in order to locate the items in the 
query text. There is no external source of additional information for the answer. 
Information extraction and filling the answer template serves only the purpose of a 
more personalized answer. 

Three text categories with 400, 200, and 400 messages were selected for the 
performance evaluation. Dividing the data into the training and test collections is not 
discussed. The precision/recall values were 80/69, 72/60, and 76/65 percent. 

Yuval Marom and Ingrid Zukerman have worked with email answer generation 
where the answers are collated by reusing sentences from the previous human-written 
answers to similar messages. One of their earlier works [18] explains the foundation 
of the approach. Answers to recurring email inquiries to a contact center consist of 
two parts – generic information common for a number of similar inquiries and details 
specific to the particular inquiry. Marom and Zukerman applied multi-document 
summarization techniques in order to create the generic portion of the email answer. 

The process is following. Similar archived responses are clustered so that one 
model response can be generated. The model response is built by collating the most 
representative sentences from the cluster responses. The quality of the model response 
depends on the semantic compactness of the cluster. The more similar the cluster 
responses are, the more accurate and representative the model response is. 

The domain of the email corpus was helpdesk at Hewlett Packard. The corpus was 
8000 message-response pairs clustered into topic-related datasets with 300-1500 pairs 
in each dataset. The quality of a model response was assessed by comparing it with 
each original response in the cluster. Precision and recall were measured for each 
comparison, then the average was calculated. Precision gave the proportion of the 
words in the model response that matched those in the original response; recall gave 
the proportion of the words in the actual response that were included in the model 
response. Generally, the achieved precision was above 50%, recall below 50%. 
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5   Text-Pattern Matching for FAQ Retrieval 

Text-pattern matching is another minority approach. Sneiders [19] has developed a 
technique that operates a set of manually crafted text patterns assigned to FAQs. A 
text pattern resembles a regular expression. It contains stems of words and their 
synonyms. It can match phrases and stand-alone words, also compound words. Each 
FAQ has one or several required text patterns (they have to match a query) and one or 
several forbidden text patterns (they must not match the query). Experiments in two 
languages (Swedish and Latvian) and two domains (insurance and telecom) showed 
consistent results: if the system did retrieve an answer, the answer was correct in 
about 90% of the cases. The recall values were 68% and 76% in the respective 
language and domain. 

A test of the same technique with almost 10 thousand emails in the domain of 
Swedish social welfare [20] showed comparable results. Five FAQs formed five text 
categories with 2517 messages. Email categorization with text-pattern matching 
reached precision around 90% and recall values 59, 65, 76, 44, and 59 percent per 
category. The baseline SVM and single-term bag-of-words reached precision/recall 
values 69/69, 69/86, 73/89, 70/58, and 63/80 for the same five text categories. 

6   Task Related Email Categorization 

Sneiders at al. [20] argue that a good email answering technique has to identify the 
context of the inquiry and the request stated in the inquiry; topical text similarity is 
not enough. The request designates the purpose of the inquiry. Although resolving the 
purpose of an email message is not automated email answering, it is a closely related 
research area. 

There exists research that applies speech-act theory in order to categorize 
workplace email messages according to the purpose of the message, not the topic. 
Khosravi and Wilks [21] analyzed 1000 email messages and developed a text-pattern 
matching system that tagged sentences in messages with 10 nuanced request labels, 
where requests for action, information, and permission were expressed directly or 
implicitly in statements and questions. Corston-Oliver et al. [22] had an ambition to 
create a system that would analyze an email message and add action items to the 
receiver’s to-do-list. Sentences in a message were labeled “salutation”, “social chit-
chat”, “task”, “proposal to meet”, “promise”, “farewell”, and various components of 
email signature. Best candidates for action items were “task”, “proposal to meet”, and 
“promise”. 

Cohen et al. [23] tagged entire messages, not individual sentences, according to the 
intent of the sender. The intent was identified with help of a small ontology of email 
acts, where the main actions were “request”, “propose”, “amend”, “commit”, 
“deliver”, and the subjects of these actions were “information”, “meeting”, “data”, 
etc. Goldstein and Sabin [24] took a broader look at email tasks and defined 12 email 
genres by task, including not only the familiar directives, commitments, requests for 
information, but also expression of feelings, document forwarding, ads and spam, etc. 

Review of the Main Approaches to Automated Email Answering 141



Lampert et al. [25] added details to the analysis of requests and commitments in 
workplace email. Requests and commitments may be conditional or unconditional, 
explicit or implicit. An example of implicit request is “Can you send me the curves 
and trades for Jan 18?” Although the request appears as a yes/no question, the 
receiver is expected to act upon it, not to answer it. Neither do we answer rhetorical 
questions or pleasantries – polite social utterances like “How are you?” Requests and 
commitments may be made on behalf of the writer or a third person. Clarifying these 
details proved crucial for improving agreement between human annotators who 
labeled utterances containing requests and commitments. Lampert et al. [26] pinpoints 
the difficulties in identifying requests and commitments, where the most prominent 
one is locus ambiguity: while human annotators tend to agree that the message 
contains a request or commitment, they may not agree on exactly which utterances 
contain them. 

7   Highlights of the Approaches 

We have selected a few features of email answering, features that we find important, 
in order to highlight the strengths and weaknesses of the automated email answering 
approaches. Table 1 shows the features and how well they are served by each 
automated email answering approach. Answer generation is included as the feature 
“correctness of custom answers”. 

Table 1.  Features of the email answering approaches. 

 Machine learning 
text categorization 

Statistical text 
similarity 

Text patterns, 
templates 

Correctness of fixed answers Medium Medium Good 
Correctness of custom answers N/A Medium Medium 
Database data in the answer No No Yes 
Nuances in the query text Poor Poor Good 
Diversity of answers Large Unlimited Small 
Domain dependency Medium Little Significant 
Same domain, new language Easy to medium Easy Difficult 
 
When people send an email they expect first of all a correct answer. Unfortunately, 
most email answering techniques, except text-pattern matching, reach the level of 
answer correctness suitable mostly for internal use by contact center agents. 

Ability to deliver custom answers is limited. Only a few systems have been 
developed, their performance is mediocre, or the tests are not convincing. 

Inclusion of database data into the answers is very limited – only Kosseim et al. 
[16] have customized the answers by data from a knowledge base. The line of 
development by Sneiders [27] [19] may have a potential: templates for question 
answering from a structured database could be applied in email answering, but it has 
not been tested. 

The bag-of-words document representation, which is typical for statistical text 
similarity calculations with and without machine learning, has a limited ability to 
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distinguish nuances in the query text. Text patterns are better for matching nuanced 
pieces of text. 

With a sufficient amount of training data we can train the system to categorize 
email into any number of text categories linked to a large variety of answers. The 
difficulty is manual labelling of the training data, unless this data is readily available. 
Statistical text similarity can be calculated for any two pieces of text. Text patterns 
and templates can cope with only a small number of answers, therefore they are best 
used for retrieval of the most popular FAQs. 

Statistical text similarity calculations with and without machine learning have 
limited domain dependency, unless domain specific ontological and linguistic 
knowledge is developed to enhance the system’s performance. For machine learning, 
new training data has to be labeled. As for text patterns and templates – they have to 
be developed from scratch. 

This applies also to language dependency. 
Most researchers in automated email answering calculate topic-related text 

similarity based on presence of individual domain specific words in both texts. This 
most often yields mediocre precision. Sneiders et al. [20] argue that good automated 
email answering requires a combination of topic- and task-related email 
categorizations (see Section 6) which considers also the purpose of the message. 
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Abstract. Information Fusion is the integration of synergic information to 
support high-level decision-making. Emergency management systems are 
applications that may take advantage of such integration by supporting system’s 
operators on developing situation awareness (SAW) and dealing with the 
critical and dynamic nature of real emergency scenarios. Semantic models help 
to describe and to determine synergy among entities that may be useful for 
fusion and situation assessment routines (SA). In this context, the awareness of 
information quality issues can enrich even more the knowledge that humans 
and system hold about situations. The objective of this paper is to present 
advances towards a new semantic fusion approach supported by information 
quality inferences and semantic web concepts to improve the assessments about 
emergency situations and hence supporting situation awareness. A previous 
fusion approach based on a syntactic integration with quality indexes is used to 
illustrate the improvements on information fusion results with the semantic 
models.  

Keywords: Semantic Fusion, Information Fusion, Situation Awareness, 
Situation Assessment, Emergency Management Systems, Information Quality. 

1   Introduction 

Emergency events require building effective operational responses. Frequently, 
unexpected incidents arise and demand time-critical decisions from a specialist of the 
state police, security managers or governmental members. Such decisions involve the 
deployment of new tactics and the allocation of human resources and equipment.  

The assessment systems of emergency events are highly complex due the need of 
comprehension by specialists about what is going on at the event location. Such 
comprehension is supported by Data Fusion systems, fed by multiple sources (hard 
sensors, social networks, databases, etc.) offer a more precise notion more consistent 
about what is happening in an environment [1].  

Devices and innovative fusion algorithms are being used for better supporting the 
assessment process for situation awareness for decision-making. Such assessment 
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systems may have to be used even under informational adverse conditions of low 
quality information, leading to humans uncertainty and poor decisions. Information 
quality, data mining and classification algorithms are aspects of extreme relevance in 
this process and present several challenges regarding the determination of synergic 
information and the definition of fusion criteria [1, 2] and consequently new relations 
among information.  

In the literature, different solutions have been proposed and implemented, resulting 
in data and information with several quality issues. As a result of this technological 
development. e.g., proliferation of diverse algorithms and platforms, such as Nearest 
Neighbors, Probabilistic Data Association, Kalman Filter and Semantic Methods 
extends systems abilities to develop a more precise, complete, consistent and timely 
information in a minor dimensionality. In a wider view, information fusion aims to 
provide a richer knowledge to promote the acquisition, maintenance and resumption 
of situation awareness of specialists in a variety of contexts [3]. 

However, as far as the authors investigated, there are few studies that deal more 
specifically with semantic information as input and the construction of an incremental 
knowledge for the identification of new entities and relations among them. 

Intelligent systems to support specialists in critical situations (that could 
compromise lives and patrimony) can benefit from the diversity of available criteria 
(including quality) for exhaustive fusion to improve the evaluation of critical 
situations, reducing imperfections of information and present a reliable selection of 
integrated possibilities. 

To overcome some of these challenges, the contributions of this paper are: The 
specification and application of a multi-criteria fusion algorithm, which includes 
information quality indexes for its parameterization. Also, semantic elements are 
systematically included in such information fusion approach, also aware of 
information quality, indicate the first steps to reveal new objects, attributes and 
relations among them by meaning, through ontology properties, which will be able to 
define the context and link the various elements contained in the fusion process. Then, 
such approaches are submitted through a case study and the results are analyzed by 
the optics of syntactic and semantics means. 

The paper is organized as follows: Section 2 describes the applicability of Situation 
Awareness in the Emergency Management Domain and Section 3 presents the 
Process for Semantic Fusion with Information Quality Awareness, followed by a Case 
Study and Conclusions. 

2   Situation Awareness in the Emergency Management Domain 

SAW is the ability of understanding and project a real monitored environment, in this 
case by an operator of the emergency system, who based on the SAW developed 
during the observation of the support system, will make a decision.  

According to Kokar and Endsley, SAW is being aware of what is happening 
around you and understanding what that information means to you now and in the 
future [1]. In the emergency field, on a particular situation, SAW is developed by 
means of an enormous range of information collected from various sources, and for 
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the most part, in real time. With this huge amount of information to be observed by 
the operator, the development of SAW is difficult and complex. 

SAW-oriented systems, such as applications of Emergency Management, also rely 
on information quality to provide specialists an insightful view of a scenario for 
making quality decisions [4]. A suitable SAW-oriented fusion should determine 
which information can be synergically integrated into the situation at hand, perform 
an accurately search for the input information and also be committed to deliver an 
information that is conformable with the specialist’s SAW needs and expectations [5].  

Data fusion systems are able to deliver the needed processing to provide 
information for SAW purpose, however, they still require human interpretation of the 
results to give meaning and relevance for information. Supported by a semantic 
approach, opportunities referring to the improvement of fusion criteria became 
imminent given the need for knowledge about data and produced information, 
strengthening possibilities of effective contributions to the data fusion process [6]. 
However, such systems can propagate imperfection due to data acquisition failure, 
processing or even in the representation of the produced information, making user 
uncertain about what s/he perceives and understands.  

To overcome such an issue, innovative fusion techniques must be present in the 
assessment system to provide a truly knowledge representation about situations. Also, 
quality issues must be always known in order to build a better SAW [7]. In a decision 
making complex environment, commanders need a clear, concise and accurate 
assessment of the current situation, what may be degraded by an uncertainty about 
where the assets are located, what their capabilities are, the nature of their intentions 
and if there is any kind of risk to people or patrimony. One technology that may help 
to support the new requirements of data and information integration is the Semantic 
Web. 
Thus, the present paper proposes a multi-criteria fusion process, which supports both 
approaches (syntactic and semantic), as part of an emergency assessment system. In 
such a process, the reader can identify, besides data integration, information 
acquisition, quality assessment and knowledge representation modules, able to merge 
and link information previously considered unrelated or irrelevant to the situation. 

3   The Process for Semantic Fusion with Information Quality 
Awareness 

In order to fulfill the objectives proposed in this paper, it is proposed a process that 
specifies the information management for the assessment and acquisition of SAW, 
guided by the requirements and needs of decision-makers of São Paulo State Police 
(PMESP), in managing criminal situations. 

This process can be abstracted into four main sub-processes. The fusion one 
(highlighted in Light Gray in Fig. 1) is composed by: Information Integration 
Requirements for determining the rules and needs for information integration, Multi-
Criteria Data Fusion responsible for associating the synergic information and the 
Synergic Information Mining, which is responsible for performing the search for 
synergic information and bring this to the current process. 
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Fig. 1. Process for Semantic Fusion with Information Quality Awareness. 

The first step of the fusion process described here is the capture of a natural 
speech, in this case a crime report made to emergency answering services. 

The report is then transcribed into words that is analyzed to find elements defined 
as important by the requirements elucidation. Then, the identified objects are 
encapsulated in a JSON object.  

This JSON characterizes the main objects, their attributes and basic relationships 
between them, such as which attributes belong to each object, then these objects are 
subjected to quality calculations to assess their initial quality scores. 

The quality indexes are applied in a local and global contexts and recalculated 
every time an information is transformed (updated) or inferred by assessment 
routines, such as the information fusion [8]. The product of this phase is then a 
collection of objects that may or may not be related in some dimension. 
Such collection of objects corresponds information of Level L1 of fusion, according 
to the JDL (Joint Directors of Laboratories) and other taxonomies [2], along with 
quality scores assigned to each object and attribute, according to the methodology for 
information quality assessment [8].  

3.1   Performing the First steps of a Semantic Information Fusion using Quality 
Assessments  

From the identified objects and attributes included in a the JSON object, a preliminary 
ontology is instantiated with the classes of victim, criminal, robbed object and the 
location/place, considered the fundamental objects to define a robbery situation, each 
with their respective attributes and relationship properties, representing the initial 
semantic meanings of the information, as shown in Fig. 2. 
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Fig. 2. Ontology of an Emergency Situation. 

With the instantiated ontology, the information set is once more transformed into a 
JSON object, now with the semantic meaning between objects and attributes. This 
semantic information is related by means of their present properties. 

This JSON object is now the input of the fusion process. In addition, there will be 
other input parameters and criteria sets provided by the human operator, defined at 
runtime at the user interface, such as: which objects to specifically associate, which 
external sources to use, which properties must exist and a new threshold of minimum 
quality of the information, for example: “criminal: {“completeness”: 45, 
“clothes”:{“red shirt”, “black pants”}}”. 

Once the fusion process is started, there is the synergy search among classes 
already present in the ontology, taking into account the objects, attributes, data 
properties, quality scores and their properties set into the semantic model.  

After the synergy search among the information already stored in the ontology, a 
search on other sources of data is started in order to obtain new information about the 
associated objects, aiming to validate and build greater consistency to the already set 
information. Considering that the input of this process is isolated information or 
information already associated among objects, the output of this process is a L2 
fusion information, ie information with a certain level of relationship. 

This process will be carried out by an algorithm based on data mining techniques, 
using the Apriori technique, which infers the frequency of certain information when 
analyzed in relation to the rest of an environment (information of the situation and 
requested sources). This inference is made from a proposed calculation of the 
information support, according to Fig. 3, as follows: 

 

 

 

Fig. 3. Part of the core of data mining algorithm. 
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For the process herein proposed, it is used the principles of data mining in 
databases, but some changes will be made in order to analyze the frequency of such 
information by a single ontology knot or a proposed parameter, that is, it searches for 
the covariance between the data.  

The result of this process is obtained through the initial information plus the new 
information with their respective attributes, quality scores, properties and the 
relationship score among such information.  

This result is validated in the next step (multi-criteria association), which deals 
with the association between the information submitted to the fusion process and the 
synergistic information found. This association meets certain pre-defined criteria such 
as quality scores and pre-defined properties as satisfactory for each association or 
type of information. The following process inserts the new information found within 
the context of the original information submitted to the process, in order to achieve 
and meet the multi-criteria defined in the previous process.  

Multi-criteria fusion generally obeys two requirement sources: an input of a human 
expert entry/interaction during system operation or based on well-defined criteria 
established during requirement elucidation conducted during project phase. 

As a result, every initial information submitted to the fusion process is generated, 
however, with new attributes, properties and even new objects found during the 
fusion process, thus making results explicitly L2 level (Situation Assessment). 

This result can be submitted again to the previous process of synergy search, 
increasing its capability to find new information and consolidate the information 
already available. In this manner, information increasingly specializes in the current 
situation, or in a single part of the situation, depending on the input. This cycle is 
performed when the result of the Multi-criteria Association, objects, attributes, 
indexes of quality and properties are not within the parameters required, defined by 
human input or delimited by the system. 

If this second process is not carried out, the resulting information will be submitted 
to the quality assessment process, now scoring the new information found and 
reconsidering the general scores of information. After this process, the information re-
evaluated by the quality assessment is re-instantiated in the ontology and represented 
in the system, according to the request of the operator.  

In the primary fusion phase, in the automated process performed immediately after 
the acquisition and evaluation of the quality of information, it is made the most 
associations possible between objects, their attributes, properties and their rates of 
pre-determined quality and quality thresholds, considering the existence of two or 
more data sets available from the same source or from different sources. 

 The primary fusion meets informational requirements that are, the criteria of 
priorities defined the analysis of requirements, such as minimum levels of quality and 
main properties between information, which is useful to define what should be built 
first and consequently shown to the human expert. These informational requirements 
are based on an analysis questionnaire applied to several police officers of different 
positions, functions, and career time, thus ensuring a heterogeneous view of the 
subject, and also managing to validate the most important criteria to a given situation. 

In the case of the fusion on the demand of the operator, the algorithm is activated 
once again, but the criteria for integration are entirely selected by the operator via 
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interface, instead of all possible combinations of automatic objects, attributes and 
properties identified in the acquisition phase.  

This association process, now manual, is operated via interface by the expert, and 
besides being based on objects and attributes, these associations is strongly supported 
in related quality scores, and suggest hypotheses about information relating to 
previously identified objects with other objects identified by other sources related to 
the real environment. 

Since this input process is performed by the operator via interface, the criteria for 
the data fusion process can be chosen and changed by the same operator, who is able 
to add new features, as well as removing criteria pre-defined by the requirement 
analysis. This capability demonstrates the flexibility of the framework to receive and 
process different criteria for a given situation, and allows the agents to better interact 
with the system based on their experiences and knowledge, thus ensuring a process of 
construction and development of SAW very close to the real environment. 

4   Case Study 

To analyze the processing of the algorithms described in the previous section, 
semantic fusion techniques were adopted and a simulation was performed with an 
actual case using reports transcribed of the same crime, reported service 911 to 
PMESP. Such reports were submitted to the process of Fig. 1 and the results were 
compared with and without the use of the semantic approach. 

With the first report no information fusion occurs, considering that its information 
is unique and there are no parameters for an integration. Hence, objects and classes 
are just listed, found on the possible occurrence and created as the first Situation. 

Report 1: "a crime has just happened here on domingos setti. A driver was 
threatened and ordered to leave the vehicle without taking anything. The robber fled 
toward the subway klabin"; 

As there is no other occurrence or report in the database, only the objects present in 
the report, marked in bold, were identified, such as time, place, criminal, data about 
how the escape occurred and the new calculated quality scores. This process will have 
the same result, regardless of fusion as it is done through the process of acquisition 
and classification of incoming information, best explained in section 3 of this paper. 

At the following moment, a fusion between the Situation 1 and a new report 
occurs, considering the moment a second report reaches the system. Such report goes 
through the process of acquisition and classification of the information normally. By 
this moment, the differences between the syntactically fused information and the 
semantic information fusion arise. 

Report 2: "a guy was robbed in front of me by someone armed. It happened so 
fast and was in domingos setti near the restaurant don paladino. The thief had a 
gun was tall and had tattoos on his arms. He hit the man and he looks very hurt” 

In the second report, we have more information on the occurrence, such as: the 
victim, the place and the criminal. 

Again without the use of semantics, a fusion of the situation already instantiated in 
the system, with the new report 2, occurs, generating the Situation 1: 
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Situation 1: "just happened a crime here on domingos setti a driver was 
threatened and ordered him to leave the vehicle without taking anything the robber 
fled toward the subway klabin"; 

In this situation already instantiated, we find the following objects: time, place, 
stolen object and criminal. The fusion examines the objects that are already 
instantiated in the situation and their quality scores, places of each object and the 
overall situation. Thus, there is a Boolean and syntactic analysis and parsing operation 
between objects of Situation 1, with data from the new report, validating which are 
present and if the information has some level of similarity, considering minor 
syntactic variations, also with the quality indexes, validating if both are sufficient and 
will contribute to better quality of general information.  

Depending on the result, new possible situations are generated, filled with the 
information present in both previous objects. The quality indexes are not yet updated, 
but only kept together with the information for future usage as calculation parameter. 
In this example, the only objects with some similarity are those regarding the location 
information, “domingos setti", this result is obtained by a syntactic analysis. As the 
result from this information, we have the update of the criminal information, the 
update of the location information and the addition of a victim object. The result is 
shown in Fig. 4. 

 

Fig. 4. Objects after syntactic fusion with quality score. 

After this fusions process, the quality indexes are not updated. This resulting 
situation is resubmitted to the quality assessment process, which will re-evaluate the 
quality scores considering the new information presented. 

This was the syntactic fusion process information using quality indices which 
presents the information and the situation as a general and generic context. 

The fusion between the first situation, as instantiated in the system, with the new 
report received, which has passed through the process of acquisition, classification 
and evaluation of information quality, will again be performed using ontologies 
techniques to improve the results of the process, making the semantic fusion of 
information. 

At this point the synergistic search process and association between the 
information not only occurs in a Boolean form, evaluating the presence information, 
and syntax, considering word constructs, with minor variations and quality scores 
assigned to information and the complete situation. The semantic process considers 
the meaning of the word that regards an information and not only its structure. 
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Considering the synergistic search algorithm and applying the techniques of 
semantic proposals, it is possible to have a wider search and more possibility of 
synergy points between the existing situation and new reports obtained. 

At this stage, using semantics we may obtain a bigger and better synergistic 
amount of information between the situation and the new objects. 

This synergy, in this case, also gives the location because it matches the exact 
description of it ("domingos setti") but looking at the two reports, it is clear that they 
refer to the criminal as "the robber" while other treats they as "a thief" and "someone 
armed". 

In the conventional synergistic search process, these data were not related. They 
have a very distinct syntax, however, the terms have the same meaning, which is the 
criminal of this situation. The synergistic information is highlighted. 

Report 1: "a crime has just happened here on domingos setti. A driver was 
threatened and ordered to leave the vehicle without taking anything. The robber fled 
toward the subway klabin";  

Report 2: "a guy was robbed in front of me by someone armed. It happened so 
fast and was in domingos setti near the restaurant don paladino. The thief had a gun 
was tall and had tattoos on his arms. He hit the man and he looks very hurt ". 

This process is possible because the ontology proposal already has a basic 
knowledge, listing the main and most common terms, such as thief, bandit, criminal 
and other variations of these words, which express the same meaning when fusing the 
analyzes, generating a situation with much more complete and accurate information 
(Fig. 5). 

 

Fig. 5. Objects after semantic fusion with quality score. 

 
In Fig. 5, the information highlighted was considered synergistic semantic 

information during the fusing process. This demonstrates the algorithm's ability to 
interpret contexts and situations, which expands the search and integration of data 
using semantics. Current inferred information feeds the knowledge about situations 
(aka situational knowledge) represented by the ontology, which is updated every 
cycle and reused to perform new inferences. 

Before this resulting information is presented to the operator, it can be once more 
submitted to the fusing process in case they are not within the related criteria or 
submitted to the quality assessment, which will re-evaluate the quality scores based 
on new information found. After the quality re-assessment, this information will be 
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set in a new ontology that represents the current situational knowledge and then it will 
be presented to the operator via interface. 

5   Conclusions 

This paper presented an approach for including semantics into the fusion process by 
feeding the inference routines with the awareness of information quality and using 
their indexes as part of the multi-criteria fusion algorithms. Such approach was 
presented initial steps of a new solution that process may be coupled into situation 
assessment systems for specialists to reason about information of lower 
dimensionality and better quality. 

For such, this work also presented methods for information fusion, natural 
language processing, information quality assessment and knowledge representation to 
be employed in such process. 

The application of the process and associated methods generated valid results 
regarding the obtaining of expected information useful for developing SAW, 
according to the requirements defined by the domain specialists. Such information 
was successful incrementally built using syntactical and semantical input. The use of 
multi-criteria information fusion empowered the assessment of situations by 
generating several integration possibilities of synergic information for the analysis of 
a specialist. Also, the specialist has the possibility to define the criteria (through user 
interfaces) and the information quality threshold for the parameterization of the fusion 
algorithm.  

Subsequently, the comparisons made between the simple data fusion with the 
semantic information fusion show that new components, such as Semantic Web 
technologies, can bring improvements to the processes, making more efficient the 
discovery of information. This comparison makes explicit the need to insert 
mechanisms that bring greater intelligence to processes dealing with fusion and SAW. 

Finally, with the establishment of new relations empowered by semantics and 
information quality, authors stated that the situation awareness of decision-makers 
may be improved once uncertainty about situations and their assets can be mitigated.  

As future work, the authors intend to expand and optimize the techniques of 
acquisition and natural speech processing, as well as methods that make fusion 
engine, expanding the ability to search and synergistic association data. Also, study 
and improve the data-mining algorithm from semantic data, as well as the power of its 
association of multiple criteria, increasing the power to process different inputs, given 
the multitude of criteria, linguistic or quantitative.  
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Abstract. The antiphospholipid syndrome is an acquired autoimmune disorder 
produced by high titers of antiphospholipid antibodies that cause both arterial 
and veins thrombosis as well as pregnancy-related complications and morbidity, 
as clinical manifestations. This autoimmune hypercoagulable state, often asso-
ciated with coronary artery disease and recurrent Acute Myocardium Infraction, 
has severe consequences for the patients, being one of the main causes of 
thrombotic disorders and death. Therefore, it is extremely important to be pre-
ventive; being aware of how probable is to have that kind of syndrome. Despite 
the updated of the APS classification published as Sydney criteria, diagnosis of 
this syndrome remains challenging. Further research on clinically relevant anti-
bodies and standardization of their quantification are required to improve clini-
cal risk assessment in APS. This work will focus on the development of a diag-
nosis support system to antiphospholipid syndrome, built under a formal 
framework based on Logic Programming, in terms of its knowledge representa-
tion and reasoning procedures, complemented with an approach to computing 
grounded on Artificial Neural Networks. 
The proposed model allowed to improve the diagnosis, classifying properly the 
patients that really presented this pathology (sensitivity about 92%) as well as 
classifying the absence of APS (specificity ranging from 89% to 94%). 

Keywords: Antiphospholipid Syndrome · Logic Programming · Artificial Neu-
ral Networks · Knowledge Representation and Reasoning. 
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1 Introduction 

The AntiPhospholipid Syndrome (APS) is an acquired autoimmune disorder defined 
by the presence of persistently increased titers of antiPhosphoLipid antibodies (aPL), 
such as antiCardioLipin antibodies (aCL), Lupus Anticoagulant (LA) and anti- 2 
GlycoProtein I (a 2GPI) in the presence of one of clinical criteria, such as thrombo-
embolic complications and pregnancy morbidity [1]. The most frequent venous occlu-
sions comprise deep vein thrombosis affecting the veins of the lower members [2], 
but small vessels might also be involved causing sporadically superficial thrombo-
phlebitis [3]. Strokes, often preceded by transient ischemic attacks, are the most fre-
quent arterial events in these patients [2]. Pregnancy morbidity in the APS includes 
recurrent fetal losses and premature births, frequently associated with thrombosis of 
the placental vessels and subsequent infarction resulting in placental insufficiency, 
fetal growth retardation, and ultimately fetal loss [2, 4]. Many diverse clinical mani-
festations due to vascular occlusions in the central nervous system, heart, lungs, liver, 
adrenal glands, kidneys, skin or eyes, may to be associated with the presence of 
antiphospholipid antibodies [5, 6]. Furthermore, this syndrome is often associated 
with incidence of coronary artery disease and recurrent Myocardium Infraction [5, 7]. 

According to the revised Sidney criteria, the classification of APS syndrome re-
quires the combination of at least one clinical and one laboratory criteria (persistent 
LA, aCL or a 2GPI) [5, 8]. In this classification, the risk stratification of APS patients 
was divided into four categories: I, more than one laboratory criteria present (any 
combination); while patients with a single positive test were classified in category II 
(IIa, if LA is a single positive test; IIb if aCL antibody is a single positive test or IIc, if 
anti- 2 glycoprotein-I antibody is present alone) [1, 7]. Patients carrying both 
aCL/anti- 2GPI antibody isotypes display a higher risk of developing clinical events, 
strongly associated with venous and arterial thrombosis [5, 7]. Triple positivity, de-
fined by the presence of LA and medium/high titers of aCL and anti- 2GPI antibodies 
is the most predictive profile for the APS Syndrome [6, 7, 10]. An association of aCL 
and a 2GPI antibodies in coronary artery disease and recurrent Myocardial Infarction 
has been reported in several studies [11]. 

Therefore, the early diagnosis of APS syndrome is crucial due to its high preva-
lence as an acquired thrombophilia, as well as to the high morbidity and mortality 
associated to these thrombotic events. This work reports the founding of a computa-
tional framework that uses knowledge representation and reasoning techniques to set 
the structure of the information and the associate inference mechanisms. We will 
centre on a Logic Programming (LP) based approach to knowledge representation and 
reasoning [12, 13], complemented with a computational framework based on Artifi-
cial Neural Networks (ANNs) [14, 15]. 

ANNs are computational tools which attempt to simulate the architecture and 
internal operational features of the human brain and nervous system. ANNs can be 
defined as a connected structure of basic computation units, called artificial neurons 
or nodes, with learning capabilities. Multilayered feed-forward neural network 
architecture is one of the most popular ANNs structure often used for prediction as 
well as for classification. This architecture is molded on three or more layers of 
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artificial neurons, including an input layer, an output layer and a number of hidden 
layers with a certain number of active neurons connected by modifiable weights. In 
addition, there is also a bias, which is only connected to neurons in the hidden and 
output layers. The number of nodes in the input layer sets the number of independent 
variables, and the number of nodes in output layer denotes the number of dependent 
variables [16]. Several studies have shown how ANNs could be successfully used to 
model data and capture complex relationships between inputs and outputs 
[15, 17, 18]. 

Solving problems related to APS requires a proactive strategy. However, the stated 
above shows that the APS assessment should be correlated with many variables and 
require a multidisciplinary approach. With this paper we make a start on the devel-
opment of an APS risk assessment system using LP complemented with ANNs. 

This paper is organized into five sections. In the former one an introduction to the 
problem presented is made. Then the proposed approach to knowledge representation 
and reasoning is introduced. In the third and fourth sections is introduced a case study 
and presented a solution to the problem. Finally, in the last section the most relevant 
conclusions are described and the possible directions for future work are outlined. 

2 Knowledge Representation and Reasoning 

Many approaches to knowledge representation and reasoning have been proposed 
using the Logic Programming (LP) epitome, namely in the area of Model Theory 
[22, 23], and Proof Theory [15, 16]. In present work it is followed the proof theoreti-
cal approach in terms of an extension to the LP language. An Extended Logic Pro-
gram is a finite set of clauses, given in the form: 

…

where “?” is a domain atom denoting falsity, the pi, qj, and p are classical ground 
literals, i.e., either positive atoms or atoms preceded by the classical negation sign ¬ 
[11]. Under this formalism, every program is associated with a set of abducibles 
[19, 20], given here in the form of exceptions to the extensions of the predicates that 
make the program. The term scoringvalue stands for the relative weight of the extension 
of a specific predicate with respect to the extensions of the peers ones that make the 
inclusive or global program. 

In order to evaluate the knowledge that stems from a logic program, an assessment 
of the Quality-of-Information (QoI), given by a truth-value in the interval [0, 1], that 
stems from the extensions of the predicates that make a program, inclusive in dynam-
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ic environments, aiming at decision-making purposes, was set [21, 22]. Indeed, the 
objective is to build a quantification process of QoI and measure one’s confidence 
(here represented as DoC, that stands for Degree of Confidence) that the argument 
values of a given predicate with relation to their domains fit into a given interval [23]. 

Therefore, the universe of discourse is engendered according to the information 
presented in the extensions of a given set of predicates, according to productions of 
the type: 

 (1) 

where  and m stand, respectively, for set union and the cardinality of the extension 
of predicatei [23]. 

3 A Case Study 

As a case study consider the knowledge base given in terms of the extensions of the 
relations depicted in Fig. 1, which stand for a situation where one has to manage in-
formation about AntiPhospholipid Syndrome (APS). The knowledge base includes 
features obtained by both objective and subjective methods, i.e., the physicians may 
populate some issues while executing the health check. Others may be perceived by 
laboratorial tests (e.g., this happens with the issues of the Sydney Laboratory Criteria 
table). Under this scenario some incomplete and/or unknown data is also present. For 
instance, for patient 1 the parameters regarding the Sydney Laboratory Criteria (SCC) 
are unknown while the Clinical Manifestations ranges in the interval [2, 5]. 

The Sydney Clinical Criteria, Clinical Manifestations and Risk Factors tables are 
filled with 0 (zero) or 1 (one) denoting, respectively, absence or presence. The first 
two columns of the Sydney Laboratory Criteria (SLC) table are populated with 0 (ze-
ro), 1 (one) or two (2) denoting, respectively, absence, medium-titer or high-titer of 
aCL or Anti- 2GPI antibody. The LA column, in turns, is populated with 0 (zero) or 
one (1) denoting, respectively, absence or presence of lupus anticoagulants. The val-
ues presented in the SCC, SLC, Clinical Manifestations and Risk Factors columns of 
APS Diagnosis table are the sum of the attributes values of the correspondent tables, 
ranging between [0, 2], [0, 5], [0, 10] and [0, 2] respectively. The domain of Body 
Mass Index (BMI) column is in the range [0, 2], wherein 0 (zero) denotes BMI < 25; 1 
(one) stands for a BMI ranging in interval [25, 30[; and 2 (two) denotes a BMI  30. 
The BMI is evaluated using the equation  [24]. In the 
Gender column 0 (zero) and 1 (one) stand, respectively, for female (F) and male (M). 
In Clinical Manifestations table (Fig. 1) SLE, Neural, Heart, HG, Lungs, Kidney, 
Skin, OOM, Retina and OCA stand for Systemic Lupus Erythmatosus, neurologic, 
cardiovascular, hepatic and gastrointestinal, pulmonary, renal, skin, and other organ 
manifestations, retinal and other coagulation abnormalities, respectively. 
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Fig. 1. A fragment of the knowledge base for AntiPhospholipid Syndrome Risk Evaluation. 

Applying the rewritten algorithm presented in [23], to all the fields that make the 
knowledge base for APS diagnosis (Fig. 1) and looking to the DoCs values obtained in 
this manner, it is possible to set the arguments of the predicate referred to below, that 
also denotes the objective function with respect to the problem under analyze. 

 

 

where 0 (zero) and 1 (one) denote, respectively, the truth values false and true. 
Exemplifying the application of the rewritten algorithm presented in [23], to a term 

(patient) that presents feature vector (Age = 69, Gender = 1, BMI = 1, SCC = 1, 
SLC = [2, 4], CM = [3, 5], RF = ), and applying the procedure referred to above, one 
may get: 
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Begin, 

The predicate’s extension that map the Universe-of-Discourse for the term under 
observation is set ← 

The attribute’s values ranges are rewritten ← 

The attribute’s boundaries are set to the interval [0, 1] ← 
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The DoC’s values are evaluated ← 

 

 

 

End. 

4 Artificial Neural Networks 

One’s model for APS diagnosis set above displays how the information comes to-
gether to shape a diagnosis. In this section, a data mining approach to deal with this 
information is considered. It was set a hybrid computing approach to model the uni-
verse of discourse, based on Artificial Neural Networks (ANNs) [15, 17, 18]. As an 
example, let us consider the case given above, where one may have a situation in 
which an APS diagnosis is paramount. In Fig. 2 it is shown how the normalized val-
ues of the interval boundaries and their DoC and QoI values work as inputs to the 
ANN. The output depicts the APS diagnosis, plus the confidence that one has on such 
a happening. 

In this study 349 patients were considered, with an age average of 48 years, rang-
ing from 2 to 90 years old. The gender distribution was 68% and 32% for female and 
male, respectively. The APS was diagnosed in 38 cases, i.e., 10.9% of the population. 

To ensure statistical significance of the attained results, 30 (thirty) experiments 
were applied in all tests. In each simulation, the available data was randomly divided 
into two mutually exclusive partitions, i.e., the training set with 67% of the available 
data, used during the modeling phase, and the test set with the remaining 33% of the 
cases, used after training in order to evaluate the model performance and to validate 
it. The back propagation algorithm was used in the learning process of the ANN. As 
the output function in the pre-processing layer it was used the identity one. In the 
other layers we used the sigmoid function. 

A common tool to evaluate the results presented by the classification models is the 
coincidence matrix, a matrix of size L × L, where L denotes the number of possible 
classes. This matrix is created by matching the predicted and target values. L was set 
to 2 (two) in the present case. Table 1 presents the coincidence matrix (the values 
denote the average of the 30 experiments). 

Antiphospholipid Syndrome Risk Evaluation 163



 
Fig. 2. The artificial neural network topology. 

Table 1 shows that the model accuracy was 93.6% for the training set (219 correctly 
classified in 234) and 89.6% for test set (103 correctly classified in 115). Thus, the 
predictions made by the ANN model are satisfactory, attaining accuracies close to 
90%. Based on coincidence matrix it is possible to compute sensitivity, specificity, 
Positive Predictive Value (PPV) and Negative Predictive Value (NPV) of the classifi-
er. Briefly, sensitivity and specificity are measures of the performance of a binary 
classifier. Sensitivity evaluates the proportion of true positives that are correctly iden-
tified as such, while specificity translates the proportion of true negatives that are 
correctly identified. Moreover, it is necessary to know the probability of the classifier 
that give the correct diagnosis. Thus, it is also calculated both PPV and NPV, while 
PPV stands for the proportion of cases with positive results which are correctly diag-
nosed, NPV is the proportion of cases with negative results which are successfully 
labeled. The sensitivity ranges from 92.0% to 92.3%, while the specificity ranges 
from 89.2% to 93.8%. PPV ranges from 52.2% to 63.9%, while NPV ranges from 
98.9% to 99.0%. 

Moreover, the Receiver Operating Characteristic (ROC) curves for the training and 
test sets are shown in Fig. 3. The areas under ROC curves are higher than 0.9 for both 
cases, denoting that the model exhibits a good performance in the diagnosis of APS. 

Table 1. The coincidence matrix for ANN model. 

Target 
Predictive 

Training set Test set 
True (1) False (0) True (1) False (0) 

True (1) 23 2 12 1 
False (0) 13 196 11 91 
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Fig. 3. The ROC curves for training set ( ) and for test set (  ). 

The present model allows to integrate the results of the Sydney Clinical Criteria 
(SCC) and Sydney Laboratory Criteria (SLC) for the diagnosis of the APS with other 
factors such as, family story of patients of antiphospholipid syndrome and risk factors 
associated and integrate them with the main associated clinical manifestations, allow-
ing to be assertive in the diagnosis of the APS. This model showed a high sensibility, 
enabling the diagnosis of APS comparing with the patients that really presented this 
pathology as well as classifying properly the absence of this autoimmune 
hypercoagulable state (i.e., specificity). Therefore it can be a major contribution to the 
early recognition and prevention of APS. Thus, it is our claim that the proposed mod-
el is able to diagnose the APS properly. The inclusion of the associated risk factors 
and associated clinical manifestations, such as systemic lupus erythmatosus, neuro-
logic, cardiovascular, hepatic and gastrointestinal, pulmonary, renal, skin, and other 
organ manifestations, retinal and other coagulation, may be responsible for the good 
performance exhibited by the presented model. 

5 Conclusions 

Diagnosing antiphospholipid syndrome has shown to be a hard task, as the parameters 
that cause the disorder are not fully represented by objective data. The classification 
of APS syndrome and the risk stratification of this disease require the combination of 
at least one clinical and one laboratory criteria (persistent LA, IgG/IgM aCL or 
a 2GPI). Thus, it is difficult to assess to the APS diagnosis since it needs to consider 
different conditions with intricate relations among them, where the available data may 
be incomplete, contradictory, and even unknown. In this work the founding of a com-
putational framework was presented. It uses powerful knowledge representation and 
reasoning techniques to set the structure of the information and the associate inference 
mechanisms (ANNs based). The ANNs were selected due to their proper dynamics, 
like adaptability, robustness, and flexibility. This approach not only allows to obtain 
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the diagnosis of APS but it also permits the estimation of the Degree of Confidence 
(DoC) associated with the diagnosis. In fact, this is one of the added values of this 
approach that arises from the complementarily between Logic Programming (for 
knowledge representation and reasoning) and the computing process based on ANNs. 

Future work may recommend that the same problem must be approached using 
others computational formalisms, namely Case Based Reasoning [25], Genetic Pro-
gramming [13], or Particle Swarm [26], just to name a few. 

Acknowledgments. This work has been supported by FCT – Fundação para a Ciência 
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Using Bayesian Networks for Knowledge Representation and
Evaluation in Intelligent Tutoring Systems
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Abstract. Assessing knowledge acquisition by the student is a main task of an Intelligent
Tutoring System. Assessment is needed in order to adapt learning materials and activities to
students capacities. To evaluate knowledge acquisition, different techniques can be used, such
as probabilistic inference. In this paper we present a proposal based on Bayesian Networks to
infer the level of knowledge possessed by the student. We implemented a kind of test to know
what student knows. During the test, the software system chooses the new questions based
on the responses to the previous ones, that is, the software system makes an adaption in real
time. To get the inferences, we use a network of concepts, which contains the relationships
between those concepts. This work is focused on the design of the Bayesian Network and the
algorithm to do inferences about students knowledge.
Keywords: Knowledge representation, Bayesian Network, Evaluation, Intelligent Tutoring
System.

1 Introduction

Learning can be defined as internal processes of change, as the result of learners personal experience.
Also, it can be defined as the acquisition or adding of something new, which involves any variation
or modification previously acquired [17].

Teachers guide students during the learning and must perceive the students needs in order
to improve the teaching. However, in group tutoring environments, one-on-one time dedicated by
professors to each student decreases considerably. For that reason, some authors propose the use
of a software system [1][2][7][20] to satisfy that needs. Furthermore, the software system should be
adapted to the students needs.

Adaptability to students needs is a challenge for software engineering [10]. Adaptability is defined
as the software adaptation to individual user characteristics according to user aims [14].Different
types of software adaptations are defined [14][16], but this research focuses on the content adap-
tation; that is, what information is shown to the user according to the software interaction and
user characteristics. This adaptation of the learning environment can be achieved with artificial
intelligence strategies [16], carrying out intelligence for deducing user needs.

A special type of software that meets the characteristics mentioned above is called the Intelligent
Tutoring System (ITS). This can be defined as a software system that uses artificial intelligence
techniques to interact with students and teach them [7][20] in the same way as a teacher does to
his students [2]. Carbonell [1][2] proposed a generalized architecture for ITS, which considers three
basic modules [2][20]:which are the tutoring model, domains model, students model, further of users
interface.

An important problem in ITS development is the assessment of student knowledge [4]. ITS must
be able to determine accurately and quickly the student cognitive level to decide what is important
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to teach them. Probability theory has been proposed by some authors for handling the uncertainty
in diagnosing student knowledge [7][20][4]. The Bayesian Network (BN) theory is proposed, within a
framework of probability and artificial intelligence, for modeling the way how an intelligence system
should infer causality [21]. Besides, this theory has a representation and behavior similar to peoples
mind [17].

Our research project considers the causal relationships to refer to nodes that represent con-
cepts, and they are related to other nodes to obtain the domain knowledge representation [12].
This paper proposes a knowledge evaluation module for ITS, to diagnose the student learning
needs efficiently, in order to reinforce topics. This research is supported in the BN theory consid-
ering uncertainty handling, knowledge representation, and the wide use in diagnostic and pattern
recognition [20][8][9][13].

We selected BN to this study over Fuzzy Cognitives Maps (a similar technique) because they have
important attributes as [3]: (1) Forward and backward chaining, (2) efficient evidence propagation
mechanism, (3) enough implementation and support tools, (4) mathematical theorems derivable
from well-defined basic axiom, and (5) correctness of the inference mechanism is provable.

This paper is organized in six sections. Section 2 defines some related work. Section 3 explains
our proposal for knowledges assessment. Also, it shown how the BN is implemented for knowledge
representation and its assessment; moreover, it presents a question-based evaluation design that
we used for student evaluation. Also this section explains the algorithms employed in the module.
Section 4 defines the methodology for experimentation that we employed. Section 5 shows the
experiment results and discussions. Lastly, Section 6 presents the conclusions and future work.

2 Related works

In this section we present the related work, emphasizing the use of BN for improve learning and
education. Taking into acount that BN are used to assess the knowledge.

Liu et al. [9]proposed a student modeling method built with BN. To assess the students perfor-
mance, they adopted a logistic model with three parameters to calculate the conditional probability
distribution of the testing item. They were focused on course of Data Structures, especially on Bi-
nary Trees. This work just was a proposal, but they did not implementation of the model.

Goguadze et al. [6] presented the design and evaluation of a Bayesian approach for modeling
student misconceptions in the domain of decimals. The results showed that the models predictions
reach a high level of precision, especially in predicting the presence of student misconceptions. They
did not explain precisely how the BN was built.

Torabi et al. [22] worked on predicting the student courses score based on the students educa-
tional history. They proposed a BN model for the inference process. The results show that applying
their proposed method has primary effects on the quality of the students learning and can be used
as a helpful tool for them.

Millan et al. [12] developed, integrated and evaluated a Bayesian student model. This work is
focused on the mathematics area, specifically on first-degree equations. They used twelve concepts
to assess the knowledge. Each concept is evaluated in batches of four questions or exercises, this
mean you need answer four questions as one.

The main model used is similar to the Millan et al. [11]. But, some differences are considered
with the previous work. Our model evaluates the fundamentals of algorithms as learning topic. We
did a complete analisis of domain knowledge for represent it. Also, to adapt the questions according
Student’s knowledge level, Bloom’s taxonomy [5] was implemented organizing the questions into
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five levels of complexity. Finally, we used own algorithms to switch-on the levels and to select the
appropriated question to the student.

3 Implementing a module for knowledge representation

3.1 Setting the diagnostic of the student using Bayesian Networks

BN help us determine the students cognitive degree; this means we can assess areas of superior
knowledge and areas in development. Firstly, we define essential elements for using BN to diagnose
students problems. The elements are variables, links between variables and parameters. This work
is based on the method used by Millan [12], where they consider the following aspects:

– Variables formeasuring students attained knowledge: we use three levels of granularity. The con-
cepts are found in the lower level. These represent the smallest unit to dividing the knowledge.
The topics are the next level, these are clusters of concepts. Finally, the las level is represented
by units that involve topics.

– Variables for gathering evidence: These are multiple choice questions and can be right or wrong.
– Links between variables to measure the knowledge: Dominating knowledge has causal influence

on knowing preceding, immediate levels in the related granularity hierarchy. Regarding links
between the nodes and the questions, we consider that knowledge has a causal influence on
correctly answering the questions [12].

– The word parameters signify dependence on probability values of the child nodes given their
parents

3.2 Building the Bayesian Network

We use a building process divided into six phases [15]: (1) Defining a knowledge domain: selecting
the work area. (2) Developing a hierarchical scale of knowledge: classification of the knowledge in
different levels. (3) Building the Bayesian Network: creating nodes and establishing dependence rela-
tions between them. (4) Designing the conditional probability tables (CPT): assigning probabilities
to nodes, according to relationships with parents. (5) Designing questions to evaluate knowledge:
creating a bank of questions and assigning relations with the concepts contained in nodes. (6)
Creating the CPT for the questions: assign probabilities to the question nodes according to their
parents.

The phases 1, 2, 3, and 5 are used for creating the network structure, and the phases 4 and 6
to calculate the estimated probability values for each node. The phases 4 and 6 could be combined
in a single step, but they were divided into two phases allowing us better organization and clarity.

For our experiment we considered the course Algorithms and Computer Logic, which is part of
the curriculum for the Software Engineering undergraduate program in the Autonomous Univer-
sity of Sinaloa, Mexico. This course has a set of programming topics. Following the methodology
presented above, we created the BN, which contains the course structure ordered hierarchically as
concepts, themes and the unit name.

We considered the first unit that contains introductory topics, such as: program, programmer,
data, algorithm concepts, variables (concept, assignment, and types), constant, algorithms charac-
teristics, algorithms types (qualitative and quantitative), and algorithm classification (sequential,
conditional, and repetitive).
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3.3 Creating questions

We generated a total of 73 questions divided into levels. The questions are similar to the next
example: Which kind of algorithms make decisions based on a given condition? This question is
related to the topic of algorithms and their types. The answers are known (multiple choice) and
their values are expressed in percentages (Algorithm concept 10%, Sequential algorithms 30%,
Conditional algorithms 30%, Repetitive algorithms 30%). The value of the first response (algorithm
concept 10%) means that the question is 10% related to the concept of Algorithms. That is, if the
student knows the concept of Algorithm, then he has a 10% probability of answering the question
correctly. The other three answers are the same, but with different values.

As we indicated earlier, values are assigned based on the expert proposal when s/he creates the
exam. There is the possibility that experts will assign different values to questions and answers,
depending on who creates the questions and responses. In order to prove the correct formulation
of the questions and their answers we apply a survey with professors of the Software Engineering
curricular block, who gave feedback on the formulation as: readiness, clarity, and so on.

Particularly, professors who teach the Algorithms and Computer Logic course collaborated on
the survey. The feedback suggested us to improve the following aspects: (1) some concepts were
not covered in the classroom. (2) Some questions and answers were ambiguous. (3) Some questions
were located in a wrong category.

Attending to this feedback, we improved the set of questions and answers to increase reliability.
Questions were organized based on Blooms Taxonomy [5]. We only work with the first five levels.
Table 1 illustrates the organization.

Table 1. Levels of complexity

Bloom’s taxonomy Name of level Number of question
Knowledge Basic (B) 11

Comprenhension IntermediareA (IA) 21
Application IntermediateB (IB) 17
Analysis AdvancedA (AA) 18
Synthesis AdvancedB (AB) 6

Total 73

According to Table 1, the questions (knowledge) of basic level recognize and retrieve relevant
information from long-termmemory to use in the short-termmemory. The questions of intermediate
level (comprehension) are questions that require building significance from educational material [5]
[18].

The intermediate level (application) contains questions where a learning process is applied.
The advanced level (analysis) divides the knowledge in parts and reasoning is required. Finally
the advanced level (synthesis), this level joins elements to form a whole. Students reasoning are
deepened; questions are slightly more complicated than the advanced level. The module aims for
students to achieve their maximum potential to use at this level [5][18].

3.4 Knowledge Evaluation System

The software module is based on two algorithms, in order to adapt to the student. The first is based
on level selection, and the second on question selection. Below each one is detailed.
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Level selection algorithm Each question is randomly selected, starting from the basic level.
The student can move through the levels, according to the knowledge of the course concepts. The
algorithm 1 moves the student through the levels of questions. We use a data structure to save
answered questions and their answer (right or wrong) by each level. Thus, we have a record of
questions (QuestionsRecord). A loop is kept until the software decides to finish the exam. The
exam may finish for four reasons: 1) low knowledge, 2) high knowledge, 3) do not approve a level,
and 4) excess of questions. The last one limits the exam duration to 25 questions and avoids showing
all 73 questions.

The ShowQuestion() procedure in algorithm 1 is not defined until this section, because it
belongs to the questions selection and needs another algorithm; therefore, the section below is
dedicated to that. The EvaluateQuestion() procedure defines if the question is right or wrong. The
AddtoQuestionsRecord() procedure permits saving questions, answers, and level within the defined
structure (QuestionsRecord()).

The GoDownLevel() and GoNextLevel() procedures allow movement through levels, either up
or down, as the case may be. The FinishTest() procedure is used to finish the exam for one of
the aforementioned reasons. The ReachLevel() procedure determines if a student should return to
a previous level, and makes decisions based on question number. The DiscontinuousQuestions()
procedure refers to question evaluation when a student cannot answer two or more questions in
row, either right or wrong. The algorithm considers a level passed if most questions are correct.

Finally, the ExtraQuestion() procedure handles levels with five evaluated questions, when,
according the software rules, an extra question is needed to decide if the student should go up or
down a level, or finish the exam. Thus, the software controls the students movements through levels,
deciding if the student goes down a level, proceeds to the next level, or ends the exam.

Algorithm 1 Algorithm for the levels
1: QuestionsRecord=Structure for control the questions by level
2: while not FinishTest() do
3: ReachLevel();
4: ShowQuestion();
5: EvaluateQuestion();
6: AddtoQuestionsRecord();
7: if question=true then
8: if three questions are corrects in a row and level in {B, IA, IB,AA} then
9: GoNextLevel();

10: end if
11: if question=true and level=AB then
12: FinishTest();
13: end if
14: end if
15: if question=false then
16: if two question are corrects in a row then
17: if level in {IA, IB,AA} then
18: GoDownLevel();
19: end if
20: if level=B then
21: FinishTest();
22: end if
23: end if
24: if level = AA then
25: GoDownLevel();
26: end if
27: end if
28: if five questions are showed in the level then
29: DiscontinuousQuestions();
30: end if
31: end while
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Selecting questions To select a question, node ranges must be classified as known, unknown, or
indeterminate. Probability values are between 0 and 1, by a probability axiom [19].

This research defines the next classification: (1) Known Question (KQ): A node that has a value
greater or equal to 0.7 and less or equal to 1 (0.7 <= KQ <= 1). (2) Unknown Question (UQ): A
node that has a value greater or equal to 0 and less to 0.3 (0 <= UQ < 0.3). (3) Indeterminated
Question (IQ): A node that has a value greater or equal to 0.3 and less to 0.7 (0.3 <= IQ < 0.7).

The ShowQuestion() procedure chooses the question and shows it. The question probability
value may be in the indeterminate range to be selected. The software module has not been able to
classify those questions due to the ranges. Thus, the known and unknown concepts are discarded.
Moreover, this procedure displays the selected question. The EvaluateQuestion() procedure eval-
uates the question shown; it can only be right or wrong. This evaluation is evidence to update the
network values using the UpdateNodeV alues() procedure.

Question selection based on probability values Table 2 contains questions and values to
decide which question will be the next to be shown. It is simulated by Elvira and Genie software.
This table has 17 questions at the IntermediateB level with related concepts, for now, do not interest
know how questions are related.

We Suppose that the start level is IntermediateB. In the beginning have not evidence. Thismeans
that the student has not answered a question. The software always proceeds to select a question
randomly, according to the probability value, this must be in the indeterminate range (0.3 <= IQ <
0.7). The simulation just started; therefore, all questions are candidates to be selected. Supossing

Table 2. A priori and a posteriori probability

Questions A priori probability A posteori probability (2Q) A posteriori probability (4Q)
1 0.6125 0.7453 0.7711
2 0.5562 0.7183 0.7318
3 0.5375 1.000 1.000
4 0.5188 0.7437 0.7699
5 0.5188 0.7437 0.7699
6 0.5188 0.7437 0.7699
7 0.5012 1.000 1.000
8 0.5094 0.5668 0.7774
9 0.5094 0.5668 1.000
10 0.5094 0.5668 0.7774
11 0.5094 0.5668 0.7774
12 0.6125 0.6125 0.6148
13 0.6125 0.6125 1.000
14 0.6125 0.6125 0.748
15 0.6125 0.6125 0.6148
16 0.4756 0.4756 0.4466
17 0.550 0.6922 0.7092

that question 7 was selected randomly; this is shown to the student and is correctly answered. The
probability values must be updated according to the evidence; these values are not displayed in
Table 2 to simplify. Afterward, another question was selected in the indeterminate range, this was
the question 3, and was answered correctly.

Column 3 in Table 2 presents the probability values for each question after two questions were
correctly answered. Some questions increased their values while other did not, since they are not
related to the question concepts 3 and 7. According to column 3, questions 1, 2, 4, 5, and 6, are
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now in the known questions range, therefore, are discarded from selection. The other questions (8,
9, 10, 11, 12, 13, 14, 15, 16, and 17) are candidates to be selected and shown to the student.

The fourth column in Table 2 presents questions probability values, after questions 9 and 13 are
answered correctly, as well as the previously answered questions. Some questions already discarded
increase their probability values, while other that had not been considered to the known questions
range, now are considered (questions 8, 9, 10, 11, 14, and 17). Hence, those questions are not
considered candidates for being selected and shown to the student.

After 4 answered questions only questions 12, 15, and 16 are available. 10 questions are discarded
because the module infers that the student knows the answers. We only consider correctly answered
questions for this example. If we had incorrectly answered questions, we probably would have to
discard those questions that are in the unknown questions range, but the operation would be the
same, only taking those questions in the indeterminate range.

We can see the inference level of the BN, inferring 10 known questions with only 4 pieces for
evidence. In this scenario, we do not consider the rules for level moves, to exemplify best the BN
inference. In summary, the module algorithm works by taking into account the level where the
student is, the previously answered questions chosen based on probability, and a random factor.

4 Experimental evaluation

This investigation considered 4 tests to prove module work, each defined below:

– Concepts inference: determines how many and which questions the module software deduce as
known or unknown, according student evidence.

– Testing question inference: proves software accuracy in the inference. This with the nextmethod:
once that students completed the software exam, those questions that the module software
infers as right or wrong are selected, in order to make a written exam. The same student that
answered the software exam also answered the written exam; the students answer was compared
to determine the inference effectiveness. This test expects that inferred questions as correct or
incorrect will have the same result in the written exam.

– Time comparison: determines which kind of exam is faster, if the software exam or written
exam. The software exam of a student was taken as a base; this exam was answered in writing
by other students with the same academic level.

– Determining the student knowledge: to reach this, the software module does values analysis of
the concepts, determining those concepts that are in the known and unknown range. Here we
can define a new scale to achieve high or low accuracy; this depends on teacher judgement.

This study selected students majoring in software engineering to test the project. They are third
semester students from the Autonomous University of Sinaloa. They are evaluated with a minimum
grade of 0 and maximum grade of 10.

These students were selected because of the appropriateness of the exam for them. The groups
are in a major focused mainly on the software system development; therefore, they already should
have a sufficient basis to answer the exam with acceptable skill. Sampling by conglomerate combined
with simple random sampling was utilized to select the section of the population.

First, sampling by conglomerate was selected because we needed to group students according to
their grades to compare results of students with similar averages (9 or 10) to maintain a balanced
match. Second, simple random sampling was used due to a very small population (62 students).
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Student classrooms and schedules were known and selected students were available to be examined.
This method consists of making a prospect list and selecting them randomly.

Students were separated into groups according to their grades, as Advanced Students (AS) with
averages greater or equal to 8.5. (AS >= 8.5), Regular Students (RS) with average greater or equal
to 7.0 and less to 8.5. (7.0 <= RS < 8.5), and Irregular Students (IS) with average less to 7.0.
(IS < 7).

Finally, the advanced group have 21 students, the regular group have 26 students and the
irregular group have 15 students. Students were randomly selected with a simple program that
sorted student names alphabetically according the classification. Each student had an index of 0 to
20 for the advanced group, of 0 to 25 for the regular group, and of 0 to 14 for the irregular group.
Seven random students were selected per group. A total of 21 students were selected of 62 possible,
equivalents to 33.8% of the population.

5 Results and discussion

We highlight the big amount of inferred questions with few answered questions. Taking into account
the 21 evaluated students, we obtained an average of 2.3 inferred questions for each student-answered
question. We got a standard deviation of 0.90 and a median of 2.38. This allows us to evaluate more
knowledge with fewer questions.

We tested concept inference with a written exam with questions inferred by the software. This
exam was applied to the same student. According to the result, the software module had a success
in 75.6% of the cases. In other words, when the module inferred a question as known or unknown,
this hit almost in 3 on 4 occasions, compared with the written exam. This section gave us a standard
deviation of 12.5 and a median of 78.4.

There is one mistake for each four questions explained by the following reasons: a) Students may
have doubts the first time the exam was answered, implying that a second time the students were
already academically prepared. Nevertheless, they were not told they would, do a second exam.
b) Students may have the knowledge to answer questions, but conducted poor analysis. c) Finger
errors, i.e., knowing the answer, but select the incorrect option due a distraction,may have occurred.
d) A wrong approach to the question may have caused confusion, although questions were reviewed
by some teachers before being applied to the student. e) Students may not have taken the exam,
either written or by software, leading to inaccuracies.

Students times answering the exam in software are lower than the students that do the written
exam. They answered the same questions in less time and make best use of the resource to achieve
the same results. This means they are efficient and use 36.8% of the time generally utilized in a
traditional exam.

Figure 1 shows the results of a selected student (solid line) and all the students (dotted line).
This line graph evaluated concepts on the X axis. On the Y axis are the values of each concept
(between 0 and 1). Analysis shows the student has a high probability of knowingmost concepts. This
section could be interpreted by the teacher. Teachers can define their own ranges to analyze results.
For this case, we considered the same previously defined rules-known, unknown, and indeterminate
questions.

Concepts where the student performed poorly aremost important; those concepts require special
attention. We can see that this student was confused by questions about Program, Algorithm, and
Variables Types. We can measure the knowledge possessed by the group calculating the average of
concepts, as we see on the figure 1 indicated with dotted lines. Instead of serving only a student, we

176 R.-N. Alan et al.



Fig. 1. State of the concepts

could focus on content for a students group with similar problems and help more students. Through
this procedure we can detect the concepts less acquired and then reinforce these weak points.

6 Conclusions and future work

Using the software module based on BN we found that it is more efficient and effective than
the computer exam and a traditional pen and paper exam. Also, we found that students can
answer exams 2.7 times faster than traditional exams or computer exam but without intelligence;
in addition, the software system can infer 2.3 known or unknown concepts per student answer. Also,
this study proved that those concepts determined as know or unknown have 75.6% of probabilities
of being right.

Our testing showed software module development based on BN reflected student deficiencies and
skills. For this reason, we can say that Bayesians Networks are an appropriate model for assessing
student cognitive levels.

Our proposal involves two levels of adaptation:

1. Exam integration. The selection of questions is based on the student responses; this is the
adaption. The software module takes questions that are not related (or are related to low value)
to the question with concepts already evaluated; this means that the system only takes the
questions that are not classified as known or unknown according to probability values.

Also, software takes into account question complexity and shows questions to students according
to knowledge level. Difficulty of questions is increased or decreased based on the correctness of
responses. Thus, the software provides a real-time adaptation in questionnaire construction.

2. By knowing current student knowledge levels, learning material can be adapted. Considering
this Kind of adaptation, we have a basis to implement this approach inside an automated
tutoring system.

For future work, we are considering including the evaluation module in an Intelligence Tutoring
System. Inferring current student knowledge, the software can reinforce topics with low levels of
understanding. Moreover, in order to gain accuracy in evaluation, other variables can be considered
even if it is the first interaction with the student. Examples of these variables are grades in previous
and current courses, the general average, student behavior, related concepts, and so on.
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incertidumbre? Universitas Psychologica 9(2), 495–507 (2010)
22. Torabi, R., Moradi, P., Khantaimoori, A.R.: Predict Student Scores Using Bayesian Networks. Procedia

- Social and Behavioral Sciences 46, 4476–4480 (2012)

178 R.-N. Alan et al.



Interoperability of Systems and Monitoring for Alert

Itajaí River Basin – SaDPreai v.3

Luis Augusto Silva1, Francielle M. F. Vieira2, André Fabiano de Moraes3  

1 Federal Institute Catarinense, Internet Systems Technology, Camboriú, Brazil
luis.bc@hotmail.com 1,  fm.fiori@gmail.com 2

3 Federal Institute Catarinense, Information System TI, Camboriú, Brazil
afdmoraes@ifc-camboriu.edu.br 3

Abstract.  The  project  consists  in  developing  a  portal  for  public  access  to
information for monitoring and alert levels of the rivers of the basin of Itajaí,
with data collected from telemetric stations, derived from existing systems and
consolidated,  mainly  provided  by  civil  defense  each  municipality  and
regulatory agencies,  leveraging resources through the internet  of  things.  All
obtained  data  will  be  available  and  updated  at  intervals,  serving  compiler
multiple  data  sources  for  integration  of  information  to  local  arrangements,
citizens and also to institutions interested in predicting floods in the valley of
Itajaí.  All  encompassed  by  a  web  application,  centralizing,  organizing,
providing data for each station properly georeferenced maps accessible through
the  internet  network.  The  proposed  system aims  to  build  a  technology  for
collecting,  interoperability  and  presentation  of  information  freely,  while
preserving  the  security  and  privacy  of  people.  Emphasis  on  free  software
contemplated in  open code,  using various other technologies like the i3geo,
open layers, Google Maps and others. Also additionally allow the registration
of  people  interested  in  receiving  warnings  by  mobile  phone  text  messages
(SMS) or other forms of communication with the updated information to the
levels  of  nearby  rivers,  reference  points  and  the  coverage  of  this  project
perimeters.

Keywords: Systems  Interoperability,  Spatial  Databases,  Web  Application,
Monitoring of Rivers and Technological Sensors,  Internet of Things. 

1   Introduction

The  long-standing  problems  which  comprise  the  history  of  flooding  [1]  and  [2]
successful in Basin Itajaí in Santa Catarina - Brazil, added to soil degradation process
was being built next to the history of colonization that took place from the year 1850
according  [3] and [4]. The review carefully all the process of managing the waters of
this  basin,  dating  back  to  various  environmental  socioeconomic  contexts  of  the
region. Faced with all this history is common to all who suffer directly or indirectly
pallets caused by natural disasters [5], to modernize, create solutions and keep track
constantly  and  promote  predictions  based  on  climatological  models.  This  work  is
continuing investigations performed for the development and implementation through
SADPREAI project (Support System Decision and Prediction for Floods, Flooding
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and  Inundations)  [6],  to  assist  in  understanding,  dissemination  and  informing  the
general  public according  [7]  around perimeters  considered  medium and high risk.
Still,  the risks were measured from data historically collected several  decades and
especially the last five years, providing analysis of data to the simulation of specifics
metrics that influence the interpretation of the data for an alerts frame. Because the
area does not have a portal  with the union of data and information compiled and
presented dynamically.

The  central  objective  is  development  of  new  system  of  public  access  to
information monitoring and alert levels of the rivers in the basin of the Itajaí. With
integrating  data  collected  from  telemetric  stations,  arising  from  existing  and
consolidated  systems.  Also,  the  study  to  automate  the  collection  of  data  and
information derived from devices and other technological means, available through
maps, location of stations and their information. Providing through the send alerts for
messages  (SMS)  containing  details  of  the  levels  of  rivers  and  assist  in  the
dissemination and informing the general public around perimeters considered medium
and high risk.

1.2  Methodological Procedures

Initially will be dedicated efforts to continue the surveys carried out in the field to
collect data and cartographic databases. Existing public data will also be integrated to
provide technical  background,  research  construction  and provision of  cartographic
products according [8,9,10] and [11]. Parallel to this step, prioritize actions to identify
emerging  topics  dedication  to  studies,  which  are  listed:  study  on  technological
resources  available  to  implement  the  functionality  in  PHP  /  PHPMapscript,
MapServer [8], GeoServer,  PostgreSQL and PostGIS [12,13] and [14].  Due to the
need for multiple testing before the release through the web portal,  in accordance
[15], the water resources of the Itajaí valley will be chosen, especially in the city of
Itajaí SC - Brazil. Since stored data transmitted by sensors and other warning systems
distributed along the river in points specifics.

The research also aims to integrate the study area with regional data to be obtained
for analysis because of its geographical  location and relevance for the entire local
community. With results obtained by other projects, they will also be incorporated
into this assessment work classes for monitoring river levels and occurrences.  For
this,  are  adopted  infrastructure  of  providing  interoperability  for  spatial  data  is
proposal [16],  also these challenges require the development of systems specifics
integration and collaboration to address problems inherent environment, architecture,
engineering, construction and facilities management.  However, for the development
and implementation of the web portal, will run tests on the local lan and will later be
incorporated benchmark  [17] and [18] for functionality  and detection of events  to
better assess performance and platform usability explored in [19,20] and [21].  

 In data presentation phase, the user interface will allow the visualization of events
in a cartographic database spatially showing the events and their description, users
can add other indicators and measures to the point that places the event, like photos,
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videos,  audios  and  other  relevant  data.  In  figure  1  is  represented  the  schema
computational for the integration of services and consumer data collected by sensors
from each installation at strategic points. 

Fig. 1. Schema integration for GeoPortal.

However, the first organization of the system proposed architecture is shown in figure 2, 
which illustrates its decomposition, including a division into components, class, utilities and 
subsystems for processes and threads to progress implementations.

Fig. 2. Diagram of components for SADPreai.

2   Relevance and Risks in Project

Concerning  scientific  relevance,  the  project  is  of  paramount  importance  for  the
enrichment academic and professional. But the project proposal aspects work aimed
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to investigate the data coming from natural, disasters, calamities and other inherent
situations. The technological relevance, providing web portal together with the SaD-
Preai  System  with  the  application  of  methods  and  techniques  to  assist  in  risk
management in cities (urban and rural areas) [22], with integration of various types of
different  places  data,  even to meet  the goals,  but in a  way that  can be integrated
further  studies  to  research  conducted  throughout  the  project.  Social  relevance:
Promote  actions  and  mechanisms  to  address  deficiencies  access  to  public  domain
information for small, medium and high complexity. Easier access to information and
alerts in case of emergencies. Risks in project development, not all weather prediction
services provide resources through web services for public consultation, a situation
that in some cases can bring difficulty in obtaining the necessary data, but does not
prevent the development of the project.

2.1. Case Study Area

The study area has a watershed of Alto Vale do Itajaí-Açu with their occurrences, and
in this paper the first analyzes of the Itajaí-SC. Particularly given the fact that it has
the main output channel from all volume of water from feeder rivers of the watershed.
Ie all flow of rainwater and other water factors end up reflecting the constant changes
in river levels. Figure 3 illustrates the basin of the Itajaí River, with its major cities,
telemetric network and contention dam.

Fig. 3.  Sensor coverage area for distributed telemetry. CEOPS (2015).

For monitoring, along the route are installed several gauged stations among other
sensors, maintained by CEOPS [23] and accessible by Internet network providing free
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access to data collected by sensors distributed. However,  rainfall  in the catchment
area of the Itajaí-Açu river occur so distributed throughout the year,  that  being in
warm periods are more intense, but usually short-lived and prone to cause flooding. In
colder periods the rains are less intense but more lasting, which are the most favorable
rains generators flood events. For better understanding, in Table 1 are set rules that
help  to  identify  situations  to  send alerts,  decision-making  and  help  to  prevent  or
escape risk areas. 

Table 1: Rules of the flooding for cities in basin of rivers (meters) - adapted [23]. 
City (x,y) Normal Caution Alert Emergency

Blumenau LW ≤ 4,0 4,0 < LW ≤ 6,0 6,0 < LW ≤ 8,5 LW > 8,5
Indaial LW ≤ 3,0 3,0 < LW ≤ 4,0 4,0 < LW ≤ 5,5 LW > 5,5
Apiúna LW ≤ 4,0 4,0 < LW ≤ 6,0 6,0 < LW ≤ 8,5 LW > 8,5
Rio do Sul LW ≤ 4,0 4,0 < LW ≤ 5,0 5,0 < LW ≤ 6,5 LW > 6,5
Ibirama LW ≤ 2,0 2,0 < LW ≤ 3,0 3,0 < LW ≤ 4,5 LW > 4,5
Ituporanga LW ≤ 2,0 2,0 < LW ≤ 3,0 3,0 < LW ≤ 4,0 LW > 4,0
Taió LW ≤ 4,0 4,0 < LW ≤ 6,0 6,0 < LW ≤ 7,5 LW > 7,5
Rio do Oeste LW ≤ 4,0 4,0 < LW ≤ 6,0 6,0 < LW ≤ 9,0 LW > 9,0
Trombudo Central LW ≤ 3,0 3,0 < LW ≤ 4,0 4,0 < LW ≤ 6,0 LW > 6,0
Timbó LW ≤ 3,0 3,0 < LW ≤ 5,0 5,0 < LW ≤ 7,0 LW > 7,0
Benedito Novo LW ≤ 1,5 1,5 < LW ≤ 2,5 2,5 < LW ≤ 3,5 LW > 3,5
Rio dos Cedros LW ≤ 2,0 2,0 < LW ≤ 4,0 4,0 < LW ≤ 6,0 LW > 6,0
Brusque LW ≤ 3,0 3,0 < LW ≤ 4,0 4,0 < LW ≤ 5,0 LW > 5,0
Botuverá LW ≤ 3,0 3,0 < LW ≤ 4,0 4,0 < LW ≤ 8,0 LW > 6,0
Vidal Ramos LW ≤ 3,0 3,0 < LW ≤ 4,0 4,0 < LW ≤ 5,0 LW > 5,0
Gaspar LW ≤ 4,0 4,0 < LW ≤ 6,0 6,0 < LW ≤ 8,5 LW > 8,5
Ilhota LW ≤ 6,0 6,0 < LW ≤ 8,0 8,0 < LW ≤ 10,5 LW > 10,5
Itajaí LW ≤ y y < LW ≤ x y < LW ≤ x LW > y

2.2   Achieved and Expected Results

The implementation of portal of public access to information monitoring and alert
levels  of  rivers  in  the basin of  the  Itajaí,  will  be available  for  Free,  open access
through  (http://opencgfw.eng.br/portal-sadpreai/).  With  the  implementation  of  the
portal are treated numerous features that later will provide interoperability between
different data sources to collaboration with public or private foundations systems. 

The concept the use of the internet of things for intensifying the integration and
interoperability with systems that require monitoring data and alerts, became certified.
And initially in prototyping visualization layer for user interfaces are tested through
(http://alertaitajai.com.br/), as shown in figure 4 for analysis of data collected from
sensors different along the sampling river.

The work is being developed with partial results and limited to experiments with
hardware (sensors) specific. But the conceptual model has been refined as the need
arises  integration  with  new  systems,  becoming  more  robust  the  proposed  work
forward the demands of the region [24]. The project aims to provide a computational
environment  of  great  capacity  for  collecting,  processing  and analysis,  low cost  of
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implementation and acquisition of equipment, made possible through the web portal
the database and share hardware resources with open and free standards in accordance
[25,26 and 27].

Fig. 4. Screen for monitoring by analysis of the collection of sensor data collected.

3   Conclusions

However,  it  was presented an interoperable computing architecture model for data
collection  and  storage  applied  to  alert  the  basin  of  the  Itajaí-SC-Brazil.  With  the
development  of  software  to  capture  data  from  sensors  and  starting  the  storage
proposed  architecture  portal  users  can  perform  complex  queries  and  tasks  from
collection, processing, storage and analysis of data.  Through the proposed portal is to
share  resources  in  position  tack  technologies,  allowing to  explore  new resources,
especially  those  powered  by  real-time  data  for  flood  prevention,  flooding  and
inundation. Through the sharing of computing resources can enhance interoperability,
transparency and fault redundancy at critical moments, as the use of large servers,
where many times the cost of acquiring and retaining impeding the development of
innovative actions.  This work provides the first steps computational integration of
hardware  and  software  which  will  be  presented  and  specified  in  future  work  as
sensors built from the Arduino and Raspberry architecture. Finally, with adherence to
OGC standards specifications will be implemented in work futures, observation of
standards  for  interfaces  services,  service  planning,  standardization  for  the formats
information model of representation of water  observations data,  with the intent of
allowing the exchange of such data sets across information systems, especially the
SADPreai.
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Abstract. This research identifies the learning strategies of UAE 
University (UAEU) students. The importance of this research in UAE 
stems from the fact that learning strategies may vary from one country 
to another and hence, UAE students may (hypothesized) possess unique 
cultural and behavioral learning strategies. This research introduces a 
theoretical pedagogical framework made of seven learning strategies 
and endeavored to shortlist their perspective items and measures 
through a focus-group (FG) methodology. The selected learning 
strategies were the students' motivation, time-poorness, mastery effort, 
assessment focus, competitiveness, and listening. The research 
examined and explained their importance using a survey research on a 
random sample of 179 UAEU students. This research provided 
interesting insights and contrasts pertaining to the learning strategies of 
UAEU students. Implications arising from the framework are discussed 
highlighting different theoretical as well as professional contributions 
and contentions and portrayed a path where pending issues are 
addressed by future research.   

Keywords: Learning strategies, motivation, mastery effort, assessment focus, 
time-poorness, competitiveness, listening, UAE University, IT female students. 

1. Introduction  

It was reiterated by the literature that students employing cognitive strategies and 
organizing oneself at a high level have a direct impact on their achievements [4]. It 
also endorses the notion that students need to develop sound strategies to increase 
their learning effectiveness and to excel [12] and be an independent learner as well 
[4]. However, the challenging task of identifying the different predictors of academic 
performance could shed more light into the learning process [6]. Learning strategies 
can be defined as “behaviors and thoughts in which a learner engages and which are 
intended to influence the learner's encoding process” [5: p.3]. They are perceived as a 
schematic structure in the form of a chain of learning activities performed by the 
learner to get hold of new information [4]. Thus, affecting the way a learner selects, 
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acquires, organizes, or integrates new knowledge [10]. Strategy is like an arrangement 
to achieve something or employment of a plan that is developed to reach a goal [12]. 
Teachers attempt to teach students what and how to learn, remember, think, and 
motivate themselves [10].  

Thus, Learning strategies cover both cognitive and meta-cognitive and affective 
strategies [4]. Therefore, it is important to know what drives learning. Those are the 
features that keep students continue working to fulfill their objectives [4].  

In a review of the literature [4], the following implications were highlighted. 
Initially, meeting the diverse needs of different higher-education students (further 
compounded recently) represent a challenges for teachers. Secondly, the introduction 
of technological tools in education did help but in part as identifying students’ 
individual differences and their learning needs should come first. Stemming from this 
perspective this research is interested in focusing at different learning strategies and 
explaining their impact on student learning. It is clear that this topic is vast and spans 
different contexts and disciplines. Accordingly, the following research question is 
posited, how can UAEU students acquire life-long effective learning strategies. This 
leads to the following sub-questions and expected objectives: 
i. What are the possible impacting factors or models of student learning 

strategies? 
ii. How those factors impact student learning strategies. 

Thus, the purpose of this research is to identify the different learning strategies. 
Then the research will discuss their importance from the perspective of UAEU 
students. In the following the research introduces the literature review followed by the 
research methodology, findings, discussion and conclusion respectively.   

2. Determinants of learning  

According to the literature review in this research, six factors were identified to 
influence students’ learning strategies and their academic achievement (AA).  

2.1 Student motivation  

Motivation can be considered as student’s needs, wants, interests and desires to 
participate in the learning process to excel in his/her AA [4]. Motivated student shows 
great desire, drive or emotion to participate in the learning process and it is directly 
related to academic success unless there is a problem with cognitive skills [4]. 
Wolters [11] found that the importance of motivational self-regulation strategies could 
be revealed by finding a positive relationships between students' use of these 
strategies and indicators of their cognitive engagement, effort, and classroom 
performance. He contended that models of self-regulated learning may need to be 
upgraded to include more directly students' purposeful control of their behavior or 
thinking for the purpose of impacting their effort and tenacity in fulfilling their 
different tasks. In a review of the literature [4], three main motives of learning 
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emerge: surface (memorizing), deep (understanding) and competitive where each 
motive entails adopting a different learning strategy. 

2.2 Time-poorness 

Time perspective in academia and industry has proved to be a good predictor of 
students' learning behavior and academic achievement. Time-poor students feel 
pressurized as they feel they lack the time to complete their learning activities and this 
puts high cognitive and metacognitive demands on students [4]. They tend to engage 
in surface rather than deep learning. Managing time has been associated with better 
learning performance. Many students find themselves unable to spend as much time 
on their studies because they are part-time or even full time work and because of 
family commitments [4]. It is not a matter of having more time to finish a lengthy task 
rather utilizing better time management techniques could allow for the completion of 
the task within adequate time. Such techniques involve making to-do-lists, priority 
lists, task to complete daily, divide the task to smaller pieces [3]. 

2.3 Mastery effort 

Effort can be defined as the amount of time spent on studying [1]. Also, effort refers 
to whether a student tries hard, asks for help, and/or contributes in the class. Studies 
of student effort propose that the more difficult a task appears, the less likely it is that 
the student will be motivated to take the task on. However, studies of student effort 
also propose that effort is linked with achieving well on a task. Therefore, students 
might be expected to find out what they need to study, study it, and be successful–if 
they have the ability to do the assigned task, confidence in this ability, and no concern 
about the task [2]. 

2.4 Assessment focus 

Goal focus or assessment focus [4] is defined as information provided by an agent 
(e.g., teacher, peer, book, parent, self, and experience) regarding what the agent 
believed was important and what was required by the assessment procedure [11]. In 
this regard students consider highly the assessment requirements and making sure that 
in the game of learning, the lecturer holds the key to their success [4]. On other hand, 
when teacher clearly specified the assessment requirements, students were more 
comfortable and focused on signs and other information given by the lecturer about 
what counts as important material and what would be in the examination. The same 
researchers believed that achieving what the lecturer wanted is an important strategy 
for success [4]. Assessment focus affects what and how students learn, student 
motivation, and sense of well-being [1].   If used appropriately assessment could 
substantially improve learning, but that most of the time, the impact of assessment 
practices was to limit, and even to reduce, student learning. It was only recently that 
researchers started to realize that using assessment as an integral part of instruction 

Cognitive Learning Strategies of Information … 189



could improve learning outcomes for students, and at the same time, attempts were 
made to connect classroom practice to related bodies of research, notably feedback, 
motivation, attribution, and self-regulated learning [1].    

2.5 Competitiveness 

Competition is a contest between individuals or groups. It arises when two or more 
parties strive for a goal. The person who wants to win the competition thinks 
creatively and works for doing the best [3]. Competitiveness has usually been viewed 
as a negative trait as it leads to suboptimal outcomes. However, other research 
indicated that competitiveness may hold different meanings for people from 
individualist and collectivist cultures.  More specifically, some research viewed 
competition as something that can lead to self-improvement and personal growth [9].  

2.6 Listening 

Sight and sound and touch are considered important in learning [4]. Listening is a 
passive skill that students could acquire spontaneously during classroom activities. In 
a listening activity, some students like to listen to the text once or twice to understand 
and hold more information [1]. In a listening process, the listener must use a wider 
variety of knowledge sources, linguistic and non-linguistic, to understand and take the 
incoming information [2]. 

3. Research Methodology 

Information about UAE’s society and culture could be found at (UAEInteract.com). 
Information about United Arab Emirates University (UAEU) could be found at 
(UAEU.ac.ae). UAEU has nine colleges. There were 14,024 students registered at the 
University during the academic year 2013/2014. Enrolled male students represented 
23%, while female students represented 77% of the entire student population. 

3.1 Item development and selection 

Data for the study was collected by means of a survey questionnaire. Standard 
measures (valid, reliable) were adopted where possible during the design of the 
questionnaire [7,8]. Motivational regulation measures (28) were based on Wolters 
[11]. Measures for time-poorness (4), mastery effort (6), competitiveness (5), 
assessment focus (4) and listening (5) were based on Lynn’s [4] converging factors. 
Some of the previously validated measures had to be adapted to meet the 
specifications of UAEU students. Individual characteristics of respondents were based 
on basic demographic details of students like their age, education level, gender, laptop 
ownership, college, and nationality. However, before delving into the survey research, 
there was a need to generate initial insights around the different measures in terms of 
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their importance to learning strategies and hence, an attempt was made to reduce 
some of the measures found unimportant or irrelevant using focus group research.  

Insights from the FG has helped in reducing the number of measures to the ones 
depicted in Appendix 1. Some of the measures had to be adapted to best suite UAEU 
students’ needs. Two items were introduced into mastery-effort (3,4) as they were 
raised by the FG discussions as important strategies. Respondents provided their 
answers using a 5-point Likert-scale.  

3.2 Survey research 

An Arabic translation was provided under each question in the survey questionnaire. 
A sample made of 350 students was identified from UAEU students. The survey 
questionnaires were given to students by hand. This actions in addition to the Arabic 
translation are expected to increase the response rate. After several reminders this has 
resulted in having 193 responses from which only 179 were legible questionnaires in 
terms of their completeness. The effective response rate was around 51 percent and 
this seemed adequate in line with prior research [7,8]. Responses were coded and 
keyed into the SPSS statistical software tool. At this stage, this research is interested 
in looking at students’ responses and in providing analysis around each response 
(average). 

4. Findings and Analyses 

As shown in Table 1, the majority of respondents came from the College of IT (CIT) 
and hence, this study was more biased towards this segment of students. This is 
maybe attributed to the fact that this study was conducted by a team from CIT and to 
the formal and informal follow-up reminders to respondents to complete the survey 
questionnaires. Due to its strategic importance to UAE, enrollments in CIT is 
confined to UAE’s nationals who yield 80% or above on their high school 
(secondary) certificate. 
The majority of respondents were singles (87%), females (90%), UAE citizens (98%) 
and the reminders were from other Arab origins. Most of the responses came from 
students in their second (22.3%) third (19.0%), fourth (26.8%) and fifth (13.4%) year 
in UAEU. All respondents owned a laptop. The dominance of the female segment 
over males is attributed to the inherent dominance of the female segment across the 
whole university as highlighted above.  

Table 1. Distribution of responses across the different colleges in UAEU 

College Frequency Percent 
College of IT 130 72.6 
College of Science  20 11.2 
College of Engineering  3 1.7 
College of Education  1 .6 
College of Humanities and Social Sciences 13 7.3 
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College of Law 2 1.1 
College of Business and Economics 9 5.0 
College of Medicine and Health Sciences  1 .6 
Total 179 100.0 

As shown in Table 2, the majority of UAE respondents came from the Emirate of Abu 
Dhabi and Al-Ain city (39.7%) followed by Fujairah (20.1%), Sharjah (17.3%), and 
Ras Al Khaima (RAK) (15.1%).  

Table 2. Distribution of responses across the different Emirates in UAEU 

Emirate Frequency Percent 
Abu Dhabi and Al-Ain cities 71 39.7 
Dubai 5 2.8 
Sharjah 31 17.3 
Ajman 8 4.5 
Ras Al Khaima 27 15.1 
Fujairah 36 20.1 
Umm Al Quwain 1 .6 
Total 179 100.0 

4.1 Motivation 

Motiv3,4,5,6,7,8 scored relatively the highest in this context (Table 3). This indicates 
that students resort to reminding themselves about the importance of getting good 
grades, to push their limits to see if they can do better, work hard in order to learn, try 
to become good at what they are learning or doing and study at times when they can 
be more focused. It is interesting to know about the mechanisms put in place by 
students to act upon such motivating issues. It is also worth investigating whether 
such views were sporadic or as a result of a continuous effort (i.e., lifelong learning). 
In the second set of views, it shows that UAEU students try to make university work 
more enjoyable by focusing on the fun part of it, try to relate the materials to their life 
activities and get rid of distractions that are around them but at a moderate level. In 
line with the above discussions, students had a lesser view about the enjoy-ability of 
their courses and the detachment of such courses from their real world. This is an 
interesting contrast between the two sets of views which shows a void between what 
the students learn in the classroom and their outside world. This calls for extending 
surrogates to what is being taught to students and link it to the outside world.   

Table 3. Motivation 

Item Mean Std. Deviation 
Motiv7 4.30 .910 
Motiv8 4.30 .934 
Motiv4 4.14 .935 
Motiv3 4.14 .953 
Motiv5 4.13 .956 
Motiv6 4.08 1.008 
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Motiv9 3.82 .991 
Motiv2 3.75 1.036 
Motiv1 3.66 1.006 
Overall averages 4.04 0.97 
Overall, the research findings suggested that UAEU’s students are motivated. 

4.2 Time-poorness 

The items of this factor scored moderately above the average on the 5-point Likert-
scale (Table 4) and hence, agreeing that time-poorness impact their learning 
negatively. This is due to: not having enough time to study, work and family 
commitments, and not putting sufficient time to understand what they read. It would 
be interesting to investigate students’ teaching loads each semester and whether it is 
adequate and balanced. Also to investigate their study-time utilization inside and 
outside the campus and between students that live inside and outside (usually in 
UAE’s internal hostel) Al-Ain city. 

Table 4. Time-poorness 

Item Mean Std. Deviation 
Time1 3.35 1.088 
Time2 3.35 1.138 
Time3 3.26 1.103 
Overall averages 3.32 1.11 

Overall, the research findings suggested that UAEU’s students are moderately time-
poor. 

4.3 Mastery effort 

Student responses showed overall modest effort (Table 5). As per the measures, 
students almost understand things though seemed to be difficult at the first instance, 
being strict in their studying habits, more dependent on the illustrative course slides 
than any other learning tools, and understand the assessment requirements earlier on 
in the course. It is interesting to correlate such items with student’s i.e., GPA by any 
future study. On the other hand, they spend less effort on reviewing the additional 
readings, as suggested by the lecturer, and they don't rely on the prescribed textbooks 
in studying (Effort2,4 scored the lowest). The above contrasts may suggest a 
separation between students’ habits to learn and their actual learning confined to the 
course slide. For example, although students viewed themselves as strict in their 
studying habit contradicts the depth of such studies. This is worth for further 
investigation by any future study.  

Table 5. Mastery effort 

Item Mean Std. Deviation 
Effort7 3.94 .910 
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Effort1 3.70 .988 
Effort6 3.60 .962 
Effort5 3.35 1.007 
Effort3 3.18 1.124 
Effort4 2.97 1.052 
Effort2 2.87 1.083 
Overall averages 3.37 1.018 

4.4 Assessment focus 

According to the high scores in Table 6, most UAEU students pay close attention to 
information that the lecturer provides about exams, they scout out for any hints, they 
try to keep in mind exactly what the particular lecturer want when working on 
assignments.  

Although such findings suggest consistent ambitious-attitude at the students’ side 
in order to pass and to excel in the different assessments such new insights, in the 
light of the above contrasts, suggests a possible void between what is happening 
inside and outside the classroom. The fear is that UAEU students are more concerned 
with passing a corresponding course than learning per se. This predisposition is worth 
of further investigation. 

Table 6. Assessment focus 

Item Mean Std. Deviation 
Focus1 4.30 .947 
Focus4 4.30 .885 
Focus3 4.20 .978 
Focus2 4.12 .956 
Overall averages 4.23 0.942 

4.5 Competitiveness 

From Table 7, it seems that UAEU students seek to get top grades in their studies to 
get the best job, see themselves as ambitious, and to prosper financially respectively. 
Interestingly, being ambitious came after attempting to get higher grades and jobs. 
Another interesting finding here is that financial incentives were not the main driver 
to obtain a university degree. These findings worth further investigation.  

Table 7. Competitiveness 

Item Mean Std. Deviation 
Competi1 4.39 .889 
Competi2 4.08 .953 
Competi3 3.00 1.213 
Overall averages 3.82 1.018 
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4.6 Listening  

According to Table 8, he highest scores (Listen3,5) showed that students would 
understand better if the lecturer explains things rather than reading about them and 
prefer listening to the lecturer than reading textbooks (as highlighted above). This 
shows a strong propensity by UAEU students to rely on the lecturer’s explanations as 
a learning vehicle than reading the textbook. The listening aspect is more effective if 
students hear explanatory rather than reading aspects of the taught material in 
textbooks. It is important to measure students’ recollection of what they hear and 
learn in the classroom by any future research vis-à-vis literature on cognitive 
capability and the absorption capacity. Although listening is important to learning but 
this not sufficient to effectively learn and remembering the taught material. Given the 
above discussion about relying on the course-slides and less on the textbook for 
learning may suggest a weakness in learning in general and reading-capabilities more 
specifically of such students. This could be attributed to time-poorness above or to 
weakness in the English language e.g., a fear or discomfort in reading a large amount 
of English Text. These important assertions worth further investigations.   

Table 8. Listening 

Item Mean Std. Deviation 
Listen5 4.47 .837 
Listen3 3.96 1.054 
Listen4 3.58 1.170 
Listen1 3.46 .967 
Listen2 3.45 .961 
Overall averages 3.78 0.998 
Finally, Table 9 shows the overall means of the different items in this research.  

Table 9. Overall means of the different items  

Item Mean Std. Deviation 
Assessment Focus  4.23 0.942 
Motivation  4.04 0.97 
Agreeableness   3.97 0.94 
Extraversion 3.87 0.95 
Competitiveness 3.82 1.018 
Openness 3.78 0.961 
Listening 3.78 0.998 
Conscientiousness   3.45 1.048 
Mastery Effort 3.37 1.018 
Time poorness (item worded 
negatively) 3.32 1.11 

Neuroticism (item worded negatively) 2.73 1.196 
It could be argued here that overall, assessment focus, motivation, agreeableness, 
extraversion, competitiveness, openness, listening and conscientiousness respectively 
were the most important strategies adopted by UAEU students. Time-poorness was 
not a big problem but mastery effort needed to be boosted amongst UAEU students. 
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Neuroticism scored the lowest mean average and hence, UAEU students negated 
being of a high neuroticism nature. 

5. Discussion and conclusion 

This research was developed with a focus to understand student learning strategies in 
UAEU. This research reviewed relevant literature in pedagogy and developed a 
framework that highlighted important learning strategies. The potential impact of each 
variable on student’s learning strategies is examined using a survey questionnaire. 
This research has theoretical as well professional contributions and contentions. At 
the theoretical level, this research generated further insights pertaining to UAEU’s 
students learning habits. Although it was not possible to elucidate the significance of 
the research factors on student’s success as such, the BF personality traits and the 
remaining factors shed interesting insights and contrasts at the same time on students 
learning strategies.  

Findings from the case study suggest that UAEU’s student learning strategies were 
modest. The highlighted contrasting views and the dominance of most responses 
around the average further suggests this posture. This could be attributed to personal 
as well as to cultural reasons as hypothesized in this research. Many of the 
enhancements could be achieved by designing programs aiming at enhancing 
student’s learning capabilities and strategies. However, it is the cultural aspects that 
are more difficult to unveil and address.  

Cultural issues require the cooperation and collaboration of the overall community 
surrounding learning in general and the family more specifically. 

It is worth investigating the possible overlap between the different factors in 
general and between Motivation and Mastery effort more specifically by any future 
research. For example, the possible interrelationships between Motivation, and 
Mastery effort is highlighted in this research.  

The expected outcome of this research will be of importance to researchers, 
professionals and policymakers interested in addressing weak and strong learning 
strategies. This is an initial research in this area in UAE and indeed, other researchers 
and universities maybe interested to understand the learning strategies of their 
students. Researchers could further use the suggested factors or add to them and test 
their significance on their contexts. Professionals would capitalize on many of the 
implications in this research (Table 10) to design and offer training programs and 
workshops aimed at students and officials in universities and elsewhere. Policymakers 
could consider many of the suggestion made in this research to devise effective 
policies to enhance student learning strategies.    
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Appendix 1. The survey questions 

A. Extraversion 
1. like to do a great deal of activities 
2. like to be with others 
3. can easily say to others what I think 
4. do something not to get bored 
5. happy and lively 

B. Agreeableness 
1. behave correctly and honestly with others 
2. understand when others need my help 
3. like to give gifts 
4. treat my peers with affection 
5. If a classmate has some difficulty I help her/him 
6. trust in others 

C. Conscientiousness 
1. do my job without carelessness and inattention 
2. When I start to do something I have to finish it at all costs 
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3. like to keep all my university things in a great order 
4. It is unlikely that I divert my attention 

D. Neuroticism 
1. usually in a depressed mood 
2. argue with others with excitement 
3. easily get angry 
4. easily lose my calm 
5. usually feel guilty even about silly things 

E. Openness 
1. know many things 
2. have a great deal of imagination 
3. easily learn what I study at class 
4. able to create new games and entertainments 
5. like to know and to learn new things 
6. would like very much to travel and to know the habits of other countries 

F. Motivation 
1. make university work enjoyable by focusing on something about it that is fun 
2. try to find ways that the material relates to my life  
3. remind myself about how important it is to get good grades 
4. push myself to see if I can do better than I have done before 
5. persuade myself to work hard just for the sake of learning 
6. challenge myself to complete the work and learn as much as possible 
7. think about trying to become good at what we are learning or doing 
8. try to study at a time when I can be more focused 
9. try to get rid of any distractions that are around me 

G. Mastery effort 
1. try to be strict with myself in my study habits, so that I can do the very best I 

can 
2. look at most of the additional readings suggested by the lecturer 
3. limit my studying to the slides only 
4. use the prescribed textbook in my study 
5. make sure I clearly understand the assessment requirements early in the 

course 
6. usually set out to understand thoroughly the meaning of what I am asked to 

read 
7. usually put a lot of effort into trying to understand things that at first seem 

difficult 
H. Time-poorness 

1. don't have enough time to do as much study as I need to for my course 
2. Other things such as work and family do not leave me enough time to think 

about the ideas from my studies 
3. Often I don't have enough time to really understand the ideas I read about 

I. Assessment focus 
1. pay close attention to information the lecturer gives about exams 
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2. Lecturers sometimes indicate what is likely to be in the exams, so I look out 
for hints 

3. take care to find as much information as possible on what will be in an exam 
4. When working on an assignment, I try to keep in mind exactly what the 

particular lecturer seems to want 
J. Competitiveness 

1. want top grades in my studies so that I will be able to select from among the 
best jobs available 

2. see myself as an ambitious person 
3. The main benefit of a university education is that it will enable me to earn 

more money 
K. Listening 

1. remember best things that are spoken 
2. remember best what I hear 
3. prefer listening to the lecturer than reading textbooks 
4. prefer listening to reading 
5. understand better if the lecturer explains things rather than reading about 

them 
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Abstract: Internet has changed the way people interact and education has not
been immune to this change, which has created new forms of interaction
between teachers and students that helps to improve the teaching and learning
process, and expands the context in which students learn. Moreover, with the
integration of objects to the Internet, new possibilities for applications and
services in domains such as education are available, where its use can lead to
innovations that could facilitate the teaching-learning process. In this paper a
new model for integrating objects to Virtual Academic Communities (VAC) is
proposed. Tests of the proposed model were performed by the implementation
of a case study, and the outcomes show that using IoT provides a more
engaging learning environment for students and more data about the learning
process to help teachers to enhance their knowledge about the learning pace of
their students and their learning difficulties.

Keywords: Virtual Academic Communities, IoT, Architecture, learning
process, education.

1 Introduction

Technology is one of the elements that have strongly influenced education in recent
years, particularly since the Internet boom. Today we live in an era where the amount
of data, knowledge and technological devices are changing the mindset of institutions
in their teaching and learning processes. Taking technology as one of its tools,
education is changing from a model by which knowledge is only transmitted to one
where it is presented in an active and collaborative manner, seeking to improve the
processes of teaching and learning.

Students acquire knowledge more easily if they do so interactively, i.e. where the
activities actually motivate them to learn. Technology presents this great feature to get
the attention of people and can be a great help in the teaching and learning process.

The Internet of Things (IoT), is barely being integrated into the application
domain of education. This integration of technology shows great potential to enhance
the teaching-learning process, providing support to make real the premise "anytime
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anywhere", not only in the common areas of education, taking advantage of the
possibility of having a fully transparent and connected environment for the user.

The connection of objects in an educational environment can produce large
amounts of data, such as when students are using educational resources, how they are
using them, if they are really evolved and how many of them (through evaluation).
Additionally, the integration of objects to the Internet or the Internet of Things opens
new possibilities for applications in domains such as education, where its use can lead
to innovations that enhance the teaching-learning process.

The inclusion of the IoT in the teaching-learning process enables the interaction
between objects that are available in educational environments and students, and
teachers. However, the integration of objects in the education domain is an issue that
must be further researched because previous research works have focused primarily
on aspects such as: network communications (protocols, technologies, etc.), objects
identification, and architectures, among others.

This paper presents a new model for integrating objects that are available in
educational environments with Virtual Academic Communities (VAC). One of the
changes is that objects go from being passive elements in educational environments to
becoming more active objects and more involved in supporting the teaching-learning
process.

An adapted architecture is proposed for implementing this new integration model.
This architecture is basically an adaptation of previous architectures for some IoT
application domains, and it uses the paradigm of layered architectures and
architectural styles such as REST architectures.

The rest of the paper is organized as follows. Section 2 reviews the background on
the IoT in education; Section 3 proposes a new integration model of objects available
in learning environments with Virtual Academic Communities (VAC). Section 4
presents an adapted architecture for implementing the new model. Section 5 presents
a case study, which was proposed to test the new model. Section 6 discusses the
outcomes of the test and Section 7 presents conclusions.

2 IoT in the Education Domain

Some research studies are looking to integrate the IoT in educational environments in
order to improve the learning process and facilitate the teaching process, because
according to these research studies the interaction of students with real-world objects
promotes improved learning and understanding of a particular subject matter.
Integrating IoT as a new actor in educational environments can facilitate the
interaction of people (students and teachers) and (physical and virtual) objects in the
academic environment. This interaction means that objects can communicate with
each other and with the people who are in these educational environments.

202 J. Marquez et al.



Below are listed (see Table 1) some of the most relevant publications that were
found in the literature on the application of the IoT in education through various
works, researches and some case studies.

Table 1. Classification of publications on the application of IoT in education

Reference Description Differences

[1] Interactive model based on
IoT for English teaching.

This model is specific for English teaching and
it use voice and visual sensors, which can
correct English learners' shape of mouth and
pronunciation.

[2] IoT environment to teach
elementary programming
skills.

This research combines three concepts: IoT,
Living Labs, and intelligent Campus
(iCampus).

[3] Lifelong learning
environment using IoT and
learning analytics.

The system use tagged objects and LMS for
collecting data and performing the analysis of
students’ learning process using learning
analytics techniques.

[4] Ubiquitous learning
environment using IoT.

Authors designed a technical framework and
the system architecture of u-learning.
Framework includes three layers: perception,
network, and application layer.

[5] Environments equipped with
IoT devices to create new
learning scenarios.

A system that allows students to interact with
physical objects, which are virtualy associated
with a subject of learning.

2.1 Objects in Educational Environments

Commonly in educational environments such as classrooms and laboratories, among
others, there exist a number of physical objects (laboratory equipment, computers,
books, collectibles, etc.) that are provided for the daily use of students and teachers to
perform different teaching and learning activities. Integrating these objects to the
VAC would allow additional types of activities that contribute to facilitating the
teaching and learning processes.

Currently interaction with physical objects can be seen as static, since it implies
that students perform processes manually requiring them to be in the same place as
the object. While the integration of objects to the VAC could make this interaction
more dynamic, because these may generate additional data to students and teachers,
allowing interaction between them that is both virtual and autonomously, and
supporting the teaching and learning activities in a more direct way.

IoT in Education: Integration of Objects with Virtual Academic Communities 203



The IoT has played an important role in the integration of the physical and virtual
worlds. Integrating physical objects can help to improve services/applications, and
thus processes, such as education, can be enriched with more data and new forms of
interaction that help to generate more integrated educational environments and
facilitate teaching-learning activities.

3 Integration Model of Objects to VAC

The Virtual Academic Community, VAC, is formed by one or more groups of
individuals linked by common interests, committed to continuous learning processes,
whose main objective is the shared construction of knowledge, using ICT as a means
of expression, as a communication tool, as a teaching resource and even as a
management tool [10]. These are the possibilities of communication and interaction
that are generated in the VAC, the determinants that have facilitated its position as a
resource of great demand for building knowledge and learning collaboratively.

The intention to integrate objects to the VAC is that they become active elements
(physically and virtually) inside the VAC and allow supporting communication
activities, teaching, learning, monitoring and management, among others. Having a
characterization and differentiation of such objects, allows evaluating and
understanding the level of intervention and involvement in space, time and forms of
interaction that are foreseen.

Fig 1. VAC spaces: virtual and physical

Differentiation of these spaces is related to the space, in which the objects exist,
which may be physical or virtual (see Fig. 1). The first is the physical place where
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actors that make up the VAC, such as the teacher (tutor) or teachers share and live. In
this space are located physical objects belonging to the environment (classroom,
laboratory, libraries, auditoriums, etc.).

A virtual space (see Fig. 1) is a non-physical space that is not tangible, for which
the categories of time and position are not possible. It is specifically designed for the
interaction of people and for the processing, storage, distribution and exchange of
information. Some of the best known virtual spaces are social networks, chat rooms,
discussion forums and email.

Regarding the VAC, it is clear that the elements that support it, are located in the
virtual space, where tools like blogs, forums and chat rooms are found; the contents in
different formats (text, image, audio/video) that are generated and consumed; and
learning activities designed to be performed by students individually or collectively
(see Fig. 1). The virtual object par excellence in the learning environment is the LMS
(Learning Management System), which is a learning management platform where the
services and tools such as authentication, administration, evaluation, communication,
and collaboration, among others are integrated. Below are briefly described the actors
and elements that compose these two spaces (physical and virtual):

a) Physical space: In this space coexist the physical actors that make up the VAC,
they can generate content and interact with other actors, as follows:

Teacher: is responsible for teaching a particular topic and designs the
learning activities.

Student: is responsible for participating in learning activities that can be
collective or individual which may involve the use of and interaction with
objects.
Objects: are the physical objects that are found in different educational

environments like laboratory equipment (e.g. measuring instruments, tools),
books, textbooks, desks, and boards, and so on. These objects facilitate the
work of students and teachers and allow them to carry out the activities of
learning / teaching.

b) Virtual space: in this space are the elements that support the VAC, as follows:

Tools: typically, tools such as blogs, forums, chat rooms, etc., which together
with the contents (text, image, audio / video) are used by the actors (students,
teachers, objects) to make and facilitate teaching-learning activities.
Contents: are elements such as text, images, audio, and video that are
generated and consumed by the actors.
Learning Activities: are the activities performed by the students, which can
be collective or individual, and among them are: workshops, homework, lab

●

●

●

●

●

●
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work, etc. The objects come to play an important role in these activities,
because what is sought by integrating them to the VAC is to help facilitate
the learning process and improve interaction with them.

3.1 Objects Classification

With regard to the objects that can be integrated into the VAC it is understood that
they are those, which through unique addressing schemes can interact with other
objects in order to achieve objectives set by design. In this sense, the classification of
these objects ranges through the performance of any of the following categories of
analysis [6], [7], [8]: level of interaction, processing capability, and intelligence. The
following objects classification is proposed:

Tagged Objects: are objects that are tagged using technologies such as RFID
or NFC that hold information about them (codes, identification, description,
etc.). They are also known as "Non-IP Objects", since they do not support
Internet protocols and do not have an IP address.
Smart Objects: they are endowed with certain computing capabilities,
storage, and communications, which allow them to perform data processing
and communicate with other objects and software platforms (e.g. send data
about their status).
Social Objects: now taking a generational leap from objects with "some
intelligence" to objects with a certain "social awareness", thus resulting in
the so-called "social objects" [9]. This type of object inherits the capabilities
of smart objects and thanks to them they may be part of a community of
objects and are able to relate to each other independently to cooperate in
certain activities.
Virtual objects: they are digital elements that have a specific purpose,
comprise a series of data and can perform different actions. They are
characterized by a very flexible level of interaction that allows them to
interact through interfaces with people, applications/services or other
objects.

These different types of objects can be integrated to a VAC (see Fig. 2) and
become an active part of it, thanks to the possibilities of interaction that they offer.
Integrating physical objects to the VAC seeks to take advantage of their specific
qualities (physical and technical) to support and strengthen services and processes in
terms of individual and collaborative construction of knowledge and learning; for this
purpose the exchange of data between physical objects is very important, including
between physical and virtual objects and between objects and people.

This is considered as a positive advance in relation to the forms of interaction in a
VAC, as there is a broadening of possibilities because it is no longer just about the
teacher-student and student-student or student interaction with tools, resources,
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content and learning activities; in short, the range is extended to integrate interaction
with objects.

Fig 2. Objects integration and their relationship with VAC actors

4 Architecture for IoT in Education

To facilitate the implementation of the proposed model of integration an architecture
that can be used to structure scenarios in educational settings was defined.

From the review of reference architectures for IoT [11], [12], [13], [14] and taking
into account the principles of service-oriented architectures (SOA), an adaptation of
an architecture that combines some previous architecture features was proposed.

IoT reference architecture allows real space objects to communicate and become
part of the virtual space, while SOA can provide modularity and interoperability
because it facilitates the implementation of services on different devices, and
platforms, with the possibility that they interact.

The proposed architecture uses the paradigm of layered architectures and it
consists of four layers, which are explained as follows:

Hardware/Communications Layer: This layer has all the hardware
components and communications that allow physical objects to be adapted or
created so they can be part of the Internet.
Messaging Layer: This layer is responsible for establishing communication
between objects, more advanced than the hardware/communications layer,
using a simple protocol of request-response, using the data that the
hardware/communications layer makes available and turning it into
messages.
Services Layer: In this layer the services are offered, and they use the data
captured by the objects to fulfil a specific purpose, only objects with IP
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communication interfaces may offer services, so only those objects
implement this layer. This layer works under a REST (REpresentational
State Transfer) style, which uses HTTP protocol to make calls between
machines instead of using complex mechanism such as SOAP (Simple
Object Access Protocol).
Application Layer: This layer is closest to the end user and consists of all
applications that are implemented associated with specific scenarios. Each
application must provide interfaces for user access to them. The applications
are based on services offered by the service layer and the composition
thereof.

5 Test of Proposed Integration Model

To test the integration model a digital electronics course for undergraduate
engineering students was selected as a case study. In this course students have to
implement a digital circuit and it is possible to collect data about lab work performed
by the students.

In the proposed case study two objects have been implemented: a measuring
instrument (smart object) and a Mediator (social object), and the LMS Moodle was
adapted as a virtual object. Figure 3 shows a schematic diagram of the scenario with
objects, the architecture layers which are implemented and interactions between the
objects.

Fig 3. Testing scenario of the integration model.

The students interact with implemented objects (e.g. measuring element and
mediator) at the lab for doing their tasks and the more relevant data of their activities
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(e.g. measurements) are collected and stored in the LMS Moodle database. Then the
teacher can track this data through LMS reports, which helps the teacher to monitor
the work that students have done in the lab.

The teachers can also track and analyse other issues such as the information (web
pages, papers, blogs, etc.) recommended by students to their peers, the time that
students take to solve the exercises in the lab, and monitor the students that access to
the lab class.

For implementing and adapting the objects for testing the proposed model
Arduino and Raspberry Pi boards were used, because they are two of the most
common prototyping boards due to their openness and support (documentation, user
community options, etc.).

6 Discussion

Two surveys were conducted to evaluate the case study, which was used for testing
the implementation of the integration model:

a. Survey 1: questions about the "technological profile" of students on the
course were defined. The questions focused on showing whether students
had previous experience using technology (e.g. use of e-learning platforms)
in previous courses and their participation in VAC.

b. Survey 2: questions about the students’ perceptions of practical experience in
the laboratory during the test were defined. The questions focused on the
students’ perception about the objects deployed in the laboratory, the VAC
services and interaction using the VAC tools.

Survey 1 was conducted before the test with 13 students on the digital electronics
course, while survey 2 was conducted after the test. The answers to both surveys’
questions that were collected from students have been analysed and some interesting
findings from correlating the two surveys are evident:

Previous experience in the use of technology was not relevant for the test
implementation of the integration model. That is, even though new objects
and some adapted objects were deployed in the test scenario with their
respective services objects, the use of these objects and their services was
relatively easy for students and in the students’ opinion (see Table 2), they
helped to facilitate the implementation of the lab work.

Table 2. Two questions related to technological elements

Question Always Almost
always

Almost
never

Never

Were the devices deployed to support 61.5% 30.8% 7.7% 0%
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the laboratory classes helpful for
performing lab work activities?
Was it easier to perform the laboratory
class activities with this form of work
supported by technology?

46.2% 53.8% 0% 0%

The VAC and its services was a new element for the students of this course
and its use positively contributed to the development of the activities of the
lab class (see Table 3). The fact that students have the facility to handle
services such as forums and chat rooms, and interact virtually through these
tools allows them to easily adapt to the environment of the VAC and its
services.

Table 3. Two questions related to VAC topics

Question Always Almost
always

Almost
never

Never

Did the collaborative activities (forums
and discussions) in the VAC help to
build knowledge?

23.1% 53.8% 15.4% 7.7%

Do you think that the VAC is a reliable
learning environment? 46,2% 46,2% 7,7% 0%

According to the opinion of students (see Table 4), the expectations they had
about lab work were fulfilled and adding objects and technological elements
motivated them to perform the activities in the lab class more easily.

Table 4. Two of the questions about students’ expectations

Question Always Almost
always

Almost
never

Never

Did using technological elements in the
setting of the lab class and virtual
elements motivate you to perform the
activities in the lab more easily?

76.9% 23.1% 0% 0%

Do you consider that your expectations
of the lab class using VAC support
were fulfilled?

61.5% 38.5% 0% 0%

According to the previous arguments it is possible to say that the perception of
students of the test course is positive and based on their answers to survey 2 the
deployment of (new and adapted) objects and VAC services helped them to perform
the lab work activities.
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7 Conclusions

This paper proposes a new model for integrating objects to VAC and an adapted
architecture for implementing and testing this new model. The integration of smart
objects to the VAC enables the gathering of more data about activities in labs and new
ways of interaction between actors in the VAC and objects. The objects go from being
passive elements in labs to becoming more involved in supporting the teaching-
learning process.

The data gathered could help teachers to understand the learning process in more
detail, which means that they can see which parts of an assignment of the lab work
were easy and which parts were so difficult that the students experienced difficulty
and could not achieve the learning goals. Teachers could use this data to improve their
feedback to students and to be more accurate in their advice to students.

IoT could help to improve teaching and learning experiences, especially for
courses that involve working in labs. And using the IoT in the teaching-learning
process enables an interaction between smart objects that are available in educational
environments and students and teachers. However, the interaction between objects is
an issue that should be further researched and our future work will focus on this topic,
which is also relevant for other application domains.
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Abstract: This paper, through a literature review analyzes the use of 
technology in the indigenous environment as a resource for the preservation of 
their culture / language. It focuses on information systems and information 
management as ways to ensure the storage of data on indigenous language. It 
also displays the results of a system in its first version - which catalogs the 
words of a language in text format, image and sound - in this case the 
indigenous words Xakriabá people. We concluded that the availability of the 
words in this format may support the cultural revival of a group of people. It is 
expected that making online vocabulary available may contribute to the 
preservation and transmission of language and culture for future generations. 

Keywords: Indigenous peoples, information systems, information 
management, indigenous language. 

1 Introduction 

New technologies and the Internet have triggered changes in several portions of 
society, even in the indigenous environment. Among these changes there is a new 
way of looking at the use of information technology (IT), now with greater 
transparency and paramount importance for the transmission and preservation of 
human knowledge. Among the many abstract representation forms of a society, the 
language of a group represents the main portion of genuine knowledge that is 
responsible for the cultural stability of generations.  

Globalization changed the world, also changing the vision and the forms of 
interaction of indigenous peoples in relation to technologies, allowing them to access 
new forms of information and increasing social interactions, but in the meantime their 
culture and language is being forgotten. So, for the maintenance and preservation of 
cultural remains of indigenous communities’ electronic devices may provide 
efficiency and quality for storing and collecting data. "The disappearance of these 
languages would be a great loss to indigenous communities, as they are the traditional 
means of transmission of culture and thought and an important part of ethnic identity" 
[1]. Currently, the issue of availability and sharing of information is of great value as 
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means of access and proliferation are diverse, such as computers, tablets, smartphones 
and more.  

In Lemos’ view [2], Medias produce a sense of location, but so that physical 
barriers are not limiting. The “informational city” finds in the “culture of mobility” its 
fundamental principle: mobility of people, objects and information technologies 
without precedent. The value of intangible assets in a society is differential according 
to perpetuation and dissemination of knowledge. The more you use and apply existing 
technology to preserve a particular culture most knowledge is generated and 
reprocessed, then, culminating in knowledge management. This virtuous cycle is 
capable of transforming knowledge, an immeasurable value and an important asset 
that can be developed through information systems to be used in different situations. 

The need to search for new knowledge generated to obtain recovered information, 
which can be used, stored, processed and made available. "The use produces or 
creates need for new information, this gives the start to the process in cycle or 
feedback" [3]. These data transformation processes in information and later 
generation of knowledge takes place within a community that interacts with each 
other and knowledge expand the limits beyond its borders, giving origin to important 
issues such as information management. The content production, registration and 
diffusion within the government, society and individuals will then reflect the cultural 
diversity as an example the language of the people. 

Moore; Galucio and Gabas Júnior [1] point out that due to the concern about 
endangered languages new documentation methods have been developed. They are 
focused on the recording of language samples, scanning and annotation of the 
recordings and their use for language revitalization. These recordings and notes 
should be stored in digital form permanently. Documentation may be a solution for 
the preservation of a culture, not only historically, but for reproduction within 
communities and the consequent increase in affection with the language. 

This article discusses the use of information systems as a means of registering the 
vocabulary of a community, in this case the Xakriabá indigenous community. After 
this introduction, in the following section we talk about the use of technology, 
information management and information systems in the indigenous environment. 
The third section shows the looks of the system for cataloging Words Indigenous 
(SISCAPI) and finally in the fourth session concluding remarks and perspectives for 
future work are presented. 

2 Technology and Information Management 

The term Information Technology according to Beal [4], is used to describe the set of 
technological and computing resources made for generation and use of information. 
IT according Rezende (2000) is based on the following components: Hardware, its 
devices, and peripherals; Software and its features; Telecommunications systems; 
Data management and information [4]. Within this environment "Information and 
Communication Technologies (ICT)", a term used by Silva [5], covers all participant 
elements of information technology and allows information to be produced 
dynamically; being disseminated and shared nearly in real time. 
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In this context technology management encompasses the set of activities and 
projects created with computing resources in order to preserve information as a 
patrimony of society that is linked to its preservation and coherence. Each community 
should use information management according to their specific needs. Individuals 
should then develop possible uses for such information technology, following its 
implementation and before its dissemination. 

In this sense, the trilogy, data, information and knowledge can be understood as: 
any element identified in its raw form that alone does not lead to an understanding of 
a particular fact or situation [6], but allows the performing of calculations, operations 
and measurements. Information "is data that has been processed and stored in an 
understandable way for your recipient [...]" (Padoveze [7] cited Nakagawa). It can be 
understood as the contextualization of data in a syntax structure, producing sense, 
from associations and the establishment of relations between them. While knowledge 
"is a set of conceptual tools and categories used by humans to create, collect, store 
and share information" [8]. It covers the absorption of interpreted data according to 
the analysis of information. Human knowledge is expanded through social interaction 
between tacit and explicit knowledge what contributes to interaction and conversion 
of knowledge and expertise. 

In indigenous communities such processes of acquisition and dissemination of 
knowledge are present in several ways. The "explicit" transmission of knowledge is 
performed directly via interaction among its members, as customs are passed through 
activities conducted in groups. Knowledge is part of the indigenous reality and the 
content is something very natural and part of the interaction in the villages [9]. 

These factors lead us to the processes of knowledge management, either directly or 
indirectly, since the main challenge now is the acquisition and transfer of tacit and 
declarative knowledge in an interactive and spiral transformation process, which leads 
to transmission and creation of knowledge in a dynamic and ongoing process. So, 
through information technology there is, in some ways, spiral of knowledge to be 
disseminated with knowledge being exchanged, converted, combined with other 
existing forms that create new ones for the society, then, building an information 
network. 

2.1 Information System on Indigenous Environment 

According to Stair [10] "an Information System (IS) is a set of interrelated 
components that collect, manipulate, store, disseminate data, information and 
provides a feedback mechanism to achieve a goal". In this context it is necessary in 
the planning and implementation of experimental environments to reflect on "what we 
want to make available" and try to make accessible information, which requires 
enhanced conditions of access and use of heterogeneous users on digital interfaces, 
which can both allow or limit human-computer interaction from the user-content-
context intersection [3]. 

In the development of systems that are considered "sets of interacting and 
interdependent parts which together form a whole unit with certain goal and perform a 
particular function" [6] several tools are used to enable the integration of parts. Many 
of these tools are free, with no need to purchase licenses. 
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Currently we observe the increasing technological evolution that gradually reaches 
the indigenous environment, whether through electronic devices or digital inclusion, 
technology itself has been used as a tool for interaction and knowledge, as in the 
example mentioned by Gallois and Carelli [11]: "The project Video  in the Villages” 
(Vídeo nas Aldeias) from the Center of Indigenous Labour / CTI, has made available 
to some indigenous communities, information and technology that allowed the 
manipulation of their own image, building a library network in villages, and 
encouraging exchange [...]. As they register and view, in the courtyard of the villages, 
their performances - either rituals or political negotiations - these communities, 
rebuild and strengthen cultural events as they wish to preserve their culture for future 
generations and, above all, they judge that is appropriate to compare themselves to 
non- Indians. 

The internet is another factor of use and interest of the indigenous population when 
it comes to dealing with new technologies. A partial survey in 2010 counted a 
hundred and eleven internet points in indigenous villages. Aside from these internet 
points, some communities have internet at the headquarters of their association in the 
city or have access to existing connections in administrative offices situated in their 
territory, as the Baníwa, who bring their laptops to take advantage of the antennas of 
the army platoons in areas of the upper Rio Negro borders [12]. 

Miranda [13] points out that a characteristic of globalization is the accelerated 
exchange of information as an instrument of information exchange through new 
media and as a form to access information technology that reflects on distance and 
time, these tend to disappear with the use of technological resources, but rather to 
cause the homogenization of cultures, helps maintain cultural identities. 

Taking into account indigenous issues and the contact with people before isolated1 
from the public eye and even the growth of the indigenous population if considered 
the demand for specific services, it highlighted the need to invest in technological 
innovations. The scanning and annotation of natural language samples recordings are 
in the early stages, but the demand for documentation on the part of indigenous 
groups is increasing rapidly. Literacy and revitalization programs are common, but 
the results are not collected and evaluated systematically [1]. 

Considering how each community lives, respecting their traditions and culture in 
the use of technology, there are now computer programs that are used in indigenous 
culture preservation. In the village Suruí, Sete de Setembro in Rondonia, Google 
Earth has been used to detect the presence of intruders. The initiative also proposed to 
add information maps on its territory and history (provided by the Indians 
themselves), so that this information should be public [12]. 

The indigenous language issue has also been raised and linked to the use of 
information systems. Google launched in 2012 a project to preserve and ensure the 
survival of indigenous dialects in the world "Endangered Languages", a site that 
brings together a catalog of cultures around the world, to promote indigenous cultural 
preservation [14]. In Brazil, Steven Bird, professor at the University of Melbourne, 

                                                           
1 Until the 1988 Constitution, some indigenous peoples had to make use of several mechanisms 
of resistance, hiding and even denying their ethnic identity as a means of protection to continue 
surviving. "Emerging people" is the term used in anthropology to analyze the phenomenon of 
"resurrection" of communities as indigenous people (Escobar, 2012). 
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has created a system for cell called "Aikuma". After recording the ancient and 
traditional stories in the application, the content is shared with other phones in the 
network. With the audio available in all phones, it can then be adapted into 
Portuguese by anyone connected to the system [15]. 

Despite the popular belief that new technological devices end up with the 
traditional cultures, the use of technology as a means of preserving indigenous culture 
is a smart way to allow them both to coexist rather than being mutually exclusive. 

3 System for Cataloging Indigenous Words  

SISCAPI is a web system that seeks to meet a need perceived by the Xakriabá. The 
Indigenous Land Xakriabá is located in the municipality of São João das Missões in 
the northern Minas Gerais. One of the consequences of permanent contact with non-
Indians is the absence of an indigenous language itself among Xakriabá, which speak 
portuguese in a specific variant. The Xakriabá are implementing the Akwen language 
revitalization process from contacts with the Xerente, but there are no linguistic 
studies on the Portuguese spoken and written by the Xakriabá nor about the 
revitalization process of considering their native language [9]. 

Visiting there we observed a lack of registration of their native language; only oral 
transmission of words; lack of similarity between the Portuguese and the indigenous; 
lack of a visual identity for indigenous words; difficult to identify existing indigenous 
languages; lack of written and online materials on the tongue. It was noticed that the 
available technology is not widely used in the indigenous language preservation. 

Thus, the system was developed and directed also to any existing indigenous 
community in Brazil, as it was perceived through literature that the lack of 
registration of these indigenous languages is a problem present in other villages and 
not just among the Xakriabá. 

Our system is in the public domain, collaborative, open source and available on the 
web. In the case studywe performes, we used the fragments Xakriabá language that is 
spoken among the Indians and reproduced in written and sporadic representations in 
this community based on the Portuguese language [16]. 

3.1 Review with Related Work  

The conducted survey identified two foreign solutions ("Languages at Risk" and 
"Aikuma") in Brazil. As well as the systems observed the SISCAPI is concerned to 
ensure that part of the indigenous people's culture is preserved, in this case, oral 
background of Brazilian tribes.  

On the website "Languages at Risk" geolocation is used for referencing of the 
world's indigenous cultures. It enables collaboration through articles, videos, photos, 
etc. There are few collaborations and files include several types of information and 
some data related to indigenous languages. 

"Aikuma" is a translation mobile application that is controlled by voice. It records 
audio, but the physical material is a CD with stories and translations. It does not cover 
the graphics / Writing indigenous language. It is necessary to wait for the translation 
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of the whole story. The goal is to use the recordings in the future to decrypt and 
recover languages. 

In SISCAPI we attempted to categorize such dialects according to the preservation 
of these cultures. The system records the indigenous word, the audio of its 
pronunciation and its meaning in Portuguese linked to a representative image. The 
system is designed to be lightweight, simple and intuitive; information is available for 
consultation and management via web with a print preview next to the language of 
information, offering a kind of dictionary. 

3.2 A view of SISCAPI 

Concerning the technology used in building the system we opted for the web platform 
that allows the circulation of the information network on any computer, anywhere in 
the world. The development and web hosting were decisive to ensure that the system 
data remains stored. Web servers may have increased their storage capacity if the 
system requires so. You can also choose new domains and have a system in place for 
each indigenous language or existing village. The image and sound files that could 
lead to larger database consumption have a file size limit (2 MB), considering that this 
value meets the needs of audiovisual systems [17]. 

As there are several communities and indigenous languages it is possible to bind 
them both in the system which would allow a comparison and integration among 
speakers concerning the vocabulary used, providing a uniform and centralized way to 
access. Image 01 presents the information and main ideas covered by SISCAPI. 
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Image 1. Source:. The author. Home screen: contains the registered indigenous words (text, 
image and sound); It allows searching through pre-existing filters; PDF available for all 
registered words (text only); It provides a variety of information through existing menus; It 
presents the users login and register to participate in the system (new colaborator).  

The system is online and available at the website www.palavrasindigenas.com.br 
to aid recovery and storage of indigenous dialects contributing in education and 
language learning through the cataloging of words, sounds and images used in these 
communities. The SISCAPI enables to catalog words of the indigenous vocabulary 
through word storage (writing), sound (pronunciation) and image (branding). Data 
was structured according to the standards of exchange of information on the web and 
was produced and stored so it can be found and reused. Thus enables data collection, 
storage, search and selection of the tribe's vocabulary. It serves as an instrument of 
organization and retrieval of information associated with indigenous vocabulary and 
practices related to its preservation, which can serve different purposes. The system 
was based on indigenous linguistic experience and on the scenario of the Xakriabá 
community. 

4 Final Thoughts 

The use of networked systems can enable the sharing of different information, leading 
communities to exchange knowledge. The provision of on-line vocabulary, for 
example, can be constituted as a significant contribution to the preservation and 
perpetuation of cultures at different levels, from written to oral representation. This 
kind of approach can provide enormous advances because a larger set of data is 
shared. In this context, information systems are presented as solutions for processes of 
storage and information production, from data transformation and through the 
application of human knowledge.  

The process of knowledge building and transfer expresses information value, 
which is often not easy to measure as it depends on its users. Currently the transfer of 
customs and knowledge is conducted orally in the villages, however, there is a 
tendency for indigenous communities to communicate through social networks, and it 
may come to be regarded as an affordable alternative to increase their interaction and 
development.  

Whereas one of the main problems perpetuated over the years is the lack of records 
of practices and cultural activities of people, it is understood that a system can 
significantly contribute to perpetuating their memory. Information systems are 
presented as good proposals to provide easier access to information, data collection, 
storage, search and selection.  

The use of systems do not make people abandon their culture to the digital 
environment, on the contrary, it helps to preserve it, because with global information 
storage systems, knowledge will become wider, allowing communication to improve 
and preserve culture. The preservation of languages is essential to the maintenance of 
other cultural manifestations, such as songs and myths. In addition, languages are 
complex systems that, once studied and understood, can contribute to a better 
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understanding of the human language and serve as an instrument of self-assertion of 
identity and indigenous culture [1]. 

The formation of an online database is a viable alternative to be applied as it is a 
way to store the evolution of studies in this sense, the data collected by the 
community of users when stored can be viewed by other individuals. They can make 
new collections, adding new meanings. It is understood that the acquired knowledge 
is related to action, as opposed to information, "so it is specific to the context and 
relational" [3]. Relevant characteristics of words databases, sounds and images, can 
be used, interpreted and in the end, the information that is cataloged becomes data and 
experiences that can be shared and reused producing new data, information and 
knowledge. 

SISCAPI seeks to foster discussion about the loss of indigenous languages which 
implies the risk of loss of culture, because any language as simple as it is involves 
several other aspects to be studied, resulting in adjustments and improvements to the 
system. It is hoped that this initiative creates subsidies for knowledge and storage of 
indigenous languages and based on data collected develop other studies focusing on 
the preservation of dialects, improvements and or creation of systems focusing 
indigenous peoples. 

Thus, digital files are required for modern documentation as it stores recordings, 
notes and other information permanently and in an affordable way. However, the life 
of tapes, mini discs, CDs or other media is limited, so currently, servers as the Indian 
Museum and the Goeldi Museum are being built. Files of this type have as their main 
beneficiaries indigenous groups. In Australia 95% of consultations of files related to 
indigenous peoples are made by Aboriginal [1]. 

Thus, it is considered that the alternative of using a web system that enables data 
sharing, as well as its storage in different digital media. It is therefore a viable means 
to disseminate and communicate the language of a people. In this sense the continuity 
of this work is already underway, as the development of the second version of the 
system is on its way. We are trying to create a mobile app platform / site in the 
English version to meet other audiences, improving design, study field and other 
possibilities. 
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Abstract. A considerable amount of research has been devoted to permutation
codes in recent years. This has been motivated by some real-world applications.
Permutation codes are important because of their robustness against transmis-
sion errors and noise. This study addresses the problem of the construction of
the largest possible permutation codes with given parameters, namely a speci-
fied length and minimum Hamming distance. The problem is modelled in terms
of maximum cliques and it is shown how a well-known upper bound based on
colouring can be successfully embedded inside a branch and bound method. Ex-
perimental results are presented to evaluate the effectiveness of the new idea.

Keywords: Permutation codes, maximum clique algorithms, branch and bound,
colouring bound.

1 Introduction

This paper discusses how a classic upper bound for the maximum clique problem based
on graph colouring can be effectively employed for the construction of largest possi-
ble permutation codes. The problem is modelled as a maximum clique problem and a
branch and bound algorithm (Carraghan and Pardalos [1]) is used to solve it.

Permutation codes (sometimes referred to as permutation arrays, see [2]) have re-
ceived substantial attention in the literature [3–10, 12]. This interest is motivated by an
application to powerline communications, when M-ary Frequency-Shift Keying (FSK)
modulation is used [6, 11, 13–16]. In this context, permutations are used to ensure that
power output remains as constant as possible while combating impulsive noise, and
permanent narrow band noise from electrical equipment or magnetic fields, as well as
the more common white Gaussian noise [12]. Other uses of permutation codes can be
found in the design of block ciphers [17] and in multilevel flash memories [18, 19].

A permutation code is a set of permutations in the symmetric group Sn of all per-
mutations on n symbols. The permutations will be referred to as codewords and n is the
code length. The minimum Hamming distance measures the error-correcting capability
of the code. The Hamming distance δ between two codewords is the number of posi-
tions that differ in the two permutations. In other words, two permutations σ1 and σ2
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are at distance δ if σ1σ−1
2 has exactly n− δ fixed points. The minimum distance d is

then the minimum δ taken over all pairs of distinct permutations. Such a code is then
denoted an (n,d) permutation code.

If the number of codewords of a code is as large as possible, redundancy in an en-
coding is minimized. Thus if M(n,d) denotes the maximum number of codewords in an
(n,d) permutation code it is important to determine M(n,d). The most complete contri-
butions to lower bounds for M(n,d) can be found in [6, 20]. Some studies considering
upper bounds have appeared in [5, 10, 21–23, 26], while in [24, 25] studies on the struc-
ture of optimal codes have been presented. Results on a similar problem using a metric
different from the one treated in this paper can be found in [27].

The permutation code design problem can be represented in terms of a maximum
clique problem: each permutation of Sn is associated with a vertex of the graph, and
an edge exists between two vertices if and only if the corresponding permutations are
at Hamming distance greater than or equal to d. This means that if the maximum clique
problem on such a graph can be solved, an optimal (n,d) permutation code is obtained,
while heuristic solutions will provide lower bounds for M(n,d).

The specialized branch and bound algorithm originally introduced in [26] is con-
sidered in this work. It is shown how an upper bound previously introduced for this
algorithm in [23] can be made substantially tighter by involving graph colouring con-
cepts. Computational results to support the new ideas and conclusions are presented.

2 Problem description

A permutation of the n-tuple x0 = [0,1, ...,n− 1] ∈ Nn is a codeword of length n and
the set of all codewords of length n is denoted by Ωn. From an algebraic point of
view the set Ωn is the single orbit of the symmetric group of permutations Sn, i.e.
Ωn = {x ∈ Nn|x = gx0, g ∈Sn}. Any subset Γ of Ωn is a permutation code of length
n. The main problem can now be stated as:

Definition 1 Given a code length n and a Hamming distance d, the Maximum Per-
mutation Code Problem (MPCP) consists of the determination of a code Γ ⊆ Ωn with
minimum distance d and the maximum possible number of codewords.

Example 1 The problem (5,4) is to determine a maximal code of length n = 5 with
minimum distance d = 4. As reported in [6] the optimal solution of this problem is
M(5,4) = 20. An optimal (5,4) code is shown in Figure 1.

Γ = {[01234], [02143], [03421], [04312], [10324], [12430], [13042], [14203], [20413], [21340],

[23104], [24031], [30241], [31402], [32014], [34120], [40132], [41023], [42301], [43210]}.

Fig. 1. An optimal (5, 4) code.

Formally, the MPCP can be modelled as a Maximum Clique Problem (MCP, [1])
on a graph G = {V,E} where there exists a bijection Ωn �→ V such that for any pair of
codewords p,q ∈ Ωn mapping into vertices vp,vq ∈ V respectively, (vp,vq) ∈ E if and
only if the Hamming distance between codewords p and q is greater than or equal to d.
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3 A branch and bound approach

The original MCP method proposed in [1] has been specialized to permutation codes
in [26]. The idea behind the specialized method is to inject knowledge from the per-
mutation code problem into the generic MCP graphs. In such a way some regions of
the search space can be avoided since it can be shown that they are not relevant. This
desirable result is achieved through a decomposition approach.

The generic MCP algorithm originally described in [1] considers the vertices of V
in a given order {v1,v2, ...,v|V |}. If no pruning is applied, the algorithm would produce
at most n cliques of increasing size. In a first stage, the method is able to retrieve the
largest clique C1 that contains the vertex v1. Then a further stage is entered, where C2,
the largest clique in G\{v1} that contains v2 is retrieved, and so on. This provides an
exhaustive search of the solution space.

Applying heuristics and pruning techniques, the search space can, however, be re-
duced by orders of magnitude.

The notion of the depth D is important for the algorithm. Suppose vertex v1 is the
vertex leading the search at a given stage. At depth 2, all vertices adjacent to v1 are
considered as potential expansions. At depth 3, all vertices already present at depth
2, and that are also adjacent to the vertex selected at depth 2 are considered and so
on. When no more vertices are present at a certain depth, a maximal clique has been
identified, and backtracking can be safely activated.

In the original algorithm, a very simple (and extremely fast) pruning rule, based on
the number of vertices left at each level is adopted to achieve early backtracking. The
rule can be summarized in the following proposition.

Proposition 1 (Carraghan and Pardalos [1]) At depth D, with MD representing the
set of potential expansion nodes and LB a lower bound on the size of the optimal clique,
if D+ |MD| ≤ LB, then the current solution cannot be expanded into an improved clique,
and the backtracking mechanism can be activated.

The rule described in Proposition 1 proved to be dramatically effective.
When the entire search-tree created by the method has been visited or declared

dominated, the computation can be stopped and an optimal maximum clique (equivalent
to a permutation code in the current context) has been found.

The modifications to the original method introduced in [26] divide the whole search
tree into different smaller subtrees, each one covering a portion of the relevant search-
space. The underlying idea is that such a decomposition contributes strongly to success-
ful pruning in the general branch and bound framework.

The following definitions are required to formalize the idea of what we will refer to
as Algorithm 1 (see next page).

Definition 2 R(i, j) is the number of codewords with symbol j in position i required in
any feasible solution.

Definition 3 F(i, j) is the set of vertices of G associated with codewords with symbol j
in position i in the current partial solution during the execution of Algorithm 1.
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Definition 4 S(i, j) is the set of vertices of G associated with codewords with symbol
j in position i in the residual codewords compatible with the current partial solution
during the execution of Algorithm 1.

When approaching a permutation code with parameters n,d, the definitions above
are used to subdivide the global search space into relevant regions of it, by setting
appropriate values of R(i, j). It is trivial to derive all the relevant combinations that can
happen in a real problem, given a target solution value, and eventually knowledge of a
valid upper bound for M(n−1,d). The remainder of this section will therefore focus on
a generic subproblem, arising once a set of valid values for the R(i, j)s is instantiated.

The pruning rules for Algorithm 1 are based on the following results:

Proposition 2 (Montemanni et al. [26]) Given a set of requirements R specifying val-
ues for R(i, j) as defined in Definition 2, if during the execution of Algorithm 1
∃ i, j ∈ {0, 1, . . . , n− 1} and R(i, j) ∈ R : R(i, j) < |F(i, j)| then backtracking
can be activated since the current partial solution does not fulfill the requirements in R.

Proposition 3 (Montemanni et al. [26]) Given a set of requirements R specifying val-
ues for R(i, j) as defined in Definition 2, if during the execution of Algorithm 1
∃ i, j ∈ {0, 1, . . . , n− 1} and R(i, j) ∈ R : R(i, j) > |F(i, j)|+ |S(i, j)| then back-
tracking can be activated since any solution contained in the current search-subtree
does not fulfill the requirements in R.

As previously observed, it is important to stress that multiple runs of the specialized
algorithm, with different sets of requirements, can be combined together to cover all
possible configurations and guarantee therefore a proof of optimality. In [26] it is ex-
perimentally shown that the cumulative running time of the subproblems is far shorter
than that of the original algorithm without any decomposition.

4 Colouring bounds

It is well-known (see, for example [28]) that an upper bound for the size of the maxi-
mum clique of a graph can be obtained from a vertex colouring of the graph.

In the graph colouring problem, two adjacent vertices cannot be assigned the same
colour and the aim is to colour all the vertices of the graph with the minimum possi-
ble number of colours. It is straightforward to see that if a graph can be coloured with
s colours, then it cannot contain a clique of size larger than s, therefore a natural up-
per bound for M(n,d) can be obtained by solving a colouring problem on the graph
representing the problem.

Unfortunately, calculating a good quality colouring is normally time consuming,
and so it is not possible to calculate the bound at each node of the search-tree of the
algorithm described in Section 3. For this reason, a common strategy is to compute one
or more colouring solutions for the global graph before entering the branch and bound
tree, and to use the pre-computed colouring solutions later inside the branch and bound
search-tree to precipitate pruning. More formally, define Col as a feasible colouring of
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Algorithm 1 A maximum clique algorithm
Require: a set of selected nodes F ⊆ V and a set of potential expansion nodes S ⊆ V . The best clique retrieved so far is

contained in the external set Best. A set R of requirements specifies the form of values for certain R(i, j). The recursive
algorithm is normally invoked with the following values for the parameters: F := /0, S :=V and Best := /0.

CarraghanPardalos(F , S)

1: while S 	= /0 do

2: select s ∈ S;
3: S := S\{s};
4: S′ := S;
5: for z ∈ S′ do

6: if (z,s) /∈ E then

7: S′ := S′\{z};
8: end if

9: end for

10: F ′ := F ∪{s};
11: if S′ = /0 and |F ′ |> |Best| then

12: Best := F ′;
13: else

14: if |F ′ |+ |S′ |> |Best| then

15: if �i, j ∈ N and R(i, j) ∈ R : (R(i, j)< |F(i, j)| or R(i, j)> |F(i, j)|+ |S(i, j)|) then

16: CarraghanPardalos(F ′, S′);
17: end if

18: end if

19: end if

20: end while

the graph G, Coli as the colour associated with vertex i in such a colouring and ColM as
the set of colours associated with M ⊆V in such a solution.

Proposition 1 can be then improved according to the following result:

Proposition 4 At depth D, with MD representing the set of potential expansion nodes
and LB a lower bound on the size of the optimal clique, if D+ |ColMD | ≤ LB, then
the current solution cannot be expanded into an improved clique, and the backtracking
mechanism can be activated.

Analogous improvements can be applied to Propositions 2 and 3. Before formaliz-
ing this, it is however important to observe that these latter results apply locally only on
the codewords with a given symbol j in a given position i. For this reason, it might be
intuitively more effective to reason on a local colouring solution calculated for the sub-
graph of G containing only the vertices associated with these codewords. Such a local
colouring might clearly turn out to be far from optimal once propagated to the rest of
the vertices of the graph, but potentially produces better results in the context of these
propositions.

Remark 1 Once a local colouring has been found for a subgraph associated with a
(position i, value j) pair, by exploiting the symmetry of the graph, a solution can be
automatically propagated to all the other pairs (k, l) in the rest of the graph in a trivial
way. This is done in the implementation used here. It improves the total computation
time spent on local colouring substantially.

Proposition 2 cannot be directly improved by the colouring bound, since any partial
solution F , and consequently its subsets F(i, j), will be valid cliques, and therefore they
will be coloured with |F | (respectively |F(i, j)|) colours by definition.
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The situation is different for Proposition 3. It can be improved, as described in the
following result:

Proposition 5 Given a set of requirements R specifying values for R(i, j) as defined
in Definition 2, if during the execution of Algorithm 1 ∃i, j ∈ {0,1, . . . ,n − 1} and
R(i, j) ∈ R : R(i, j) > |ColF(i, j)|+ |ColS(i, j)| then backtracking can be activated since
any solution contained in the current search-subtree does not fulfill the requirements in
R.

The pseudocode of Algorithm 1 can be easily modified to incorporate the new ideas.
Namely, it is sufficient to use |ColS′ | in place of |S| in line 14 and |ColS(i, j)| instead of
|S(i, j)| in line 15.

Notice that the theory has been developed referring to one colouring solution, but
considering multiple colouring solutions is likely to improve the pruning. In terms of
Algorithm 1, this would imply the addition of a loop ranging through all the colouring
solutions considered and covering lines 14-18. There is however a trade-off to consider:
handling multiple colourings might end up increasing the overall computation time of
the method, since time has to be invested to find the initial colouring solutions, and
for the loop mentioned above. The experimental results of Section 5 will empirically
measure this trade-off, and will also prove the effectiveness of the ideas introduced in
this section.

5 Experimental results

The permutation code with parameters (6,5) is used in this paper as a benchmark. This
choice is common in the literature (see, for example [24–26]), motivated by the fact that
it is one of the largest fully treatable problems with the technology currently available.
In particular, attention will be focused on one position of the code. By considering
all the meaningful combinations of values of R(0, j) it can be proved that M(6,5) =
18, although this is outside the scope of the present work. The aim here is to show
how colouring-based bounds can effectively speed up the computation by forcing early
pruning while visiting the search-tree. In this context, the traversal of each search-tree
will be completed even when an optimal solution (according to [26]) has been retrieved
already.

In the experiments the exact version of the DSATUR algorithm described in [29] is
used to solve colouring problems. This is an exact method, but the execution is truncated
after a maximum computation time of 4 seconds (for each run) and the best (heuristic)
solution retrieved is returned in case optimality has not been proved in such a com-
putation time. The characteristics of the solutions provided by the algorithm normally
depend strongly on the order in which the vertices of the graph are presented. For this
reason, in this study the following six different orderings are considered in order to test
the impact of multiple colouring solutions on the pruning capabilities of Proposition 4
and Proposition 5:

1. Initial ordering: the algorithm is applied with vertices ordered according to the
lexicographic order of the associated codewords (this is the default ordering);
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2. Largest degree first: the vertices are sorted in non increasing order of their degrees
before the algorithm is applied;

3. Largest degree first with updates: this is the same as the previous one, but now the
vertices of largest degree are successively removed from the graph and added to
the list of sorted vertices. So this time the degree calculation excludes vertices that
have already been removed from the graph;

4. Smallest degree first: the vertices are sorted in non decreasing order of their degrees
before the algorithm is applied;

5. Smallest degree first with updates: this is the same as the previous one, but now the
vertices of smallest degree are successively removed from the graph and added to
the list of sorted vertices. So this time the degree calculation excludes vertices that
have already been removed from the graph;

6. Random ordering: the algorithm is applied with vertices ordered randomly.

Following the theory described in Section 4 when the graph colouring algorithm
is applied to the whole graph the colourings (and the orderings) will be referred to as
global. Similarly, when the colouring algorithm is applied only on a subgraph contain-
ing all vertices associated with words with a specific value j in a given position i the
colourings (and orderings) will be referred to as local.

Results are presented in Tables 1-6, where all the relevant optimal combinations
of R(0, j) are considered. For each experiment an initial lower bound LB = 17 and
an initial upper bound UB = 30 are considered, since a solution with 17 codewords
is straightforward to retrieve, and 30 is a trivial upper bound (see for example [24]).
In each table columns 1 and 2 denote the number of global and local orderings used
respectively. If the number is 1 it is the initial ordering (the default ordering) that is
used. In columns 3 and 4 the time in seconds required to visit the search-tree and the
total number of nodes visited are reported, for each combination of local and global
ordering (colouring) considered.

Table 1. Problem (6,5) with R(0, j) = {5,4,3,≤ 3,≤ 3,≤ 3}
No. of Global No. of Local

orderings orderings Sec Nodes
0 0 61.01 31,413,402
1 0 58.65 30,727,933
6 0 84.80 14,648,696
0 1 13.89 8,426,888
0 6 7.20 2,169,303
1 1 19.21 8,647,932
1 6 10.55 2,187,116
6 6 38.98 2,168,643

The experiments indicate that using colouring solutions as described in Section 4
can drastically improve the computation times and the number of search-tree nodes
visited by the branch and bound algorithm described in Section 3. Both the factors
considered are decreased by up to one order of magnitude by just deploying graph
colouring concepts into the original branch and bound framework.

A finer study of Tables 1-6 also indicates that global colouring solutions (based on
global orderings) are useful but considering one colouring solution only is more con-

Graph colouring and Branch and Bound Approaches … 229



Table 2. Problem (6,5) with R(0, j) = {5,3,3,≤ 3,≤ 3,≤ 3}
No. of Global No. of Local

orderings orderings Sec Nodes
0 0 750.01 436,641,040
1 0 371.48 274,769,522
6 0 379.76 120,431,371
0 1 79.75 67,537,223
0 6 26.51 8,721,718
1 1 106.70 84,168,801
1 6 24.75 11,383,553
6 6 62.44 10,469,924

Table 3. Problem (6,5) with R(0, j) = {4,4,4,≤ 4,≤ 4,≤ 4}
No. of Global No. of Local

orderings orderings Sec Nodes
0 0 1,280.57 490,775,395
1 0 759.96 354,853,741
6 0 1,015.86 212,344,086
0 1 355.79 141,547,328
0 6 195.79 42,967,165
1 1 375.01 141,940,942
1 6 122.56 43,117,217
6 6 213.11 43,060,959

Table 4. Problem (6,5) with R(0, j) = {4,4,3,3,≤ 3,≤ 3}
No. of Global No. of Local

orderings orderings Sec Nodes
0 0 1,743.12 632,567,082
1 0 1,082.01 459,840,891
6 0 1,392.17 280,873,741
0 1 440.77 204,363,106
0 6 187.88 57,797,614
1 1 521.17 207,136,275
1 6 220.14 59,128,806
6 6 341.62 58,887,360

Table 5. Problem (6,5) with R(0, j) = {4,3,3,3,3,2}
No. of Global No. of Local

orderings orderings Sec Nodes
0 0 27,686.11 10,854,388,364
1 0 14,680.94 7,820,127,181
6 0 18,409.08 4,644,227,820
0 1 6,195.89 3,739,897,610
0 6 2,461.58 822,109,820
1 1 7,081.68 3,827,416,965
1 6 2,693.68 850,768,132
6 6 3,514.47 849,151,258

venient than using more in terms of running time. This intuitively happens because the
gain associated with the other colouring solutions is typically marginal, and anyway
the time spent to calculate the multiple colouring solutions does not pay off in terms
of global time reduction for the overall algorithm. The situation is different when lo-
cal colouring solutions (orderings) are used. In this case considering six orderings (and
consequently six distinct colouring solutions) clearly pays off. This intuitively happens
because the time spent to calculate local colouring solutions is much shorter than that
necessary to obtain good quality global colouring solutions (the optimal solution is nor-

230 R. Montemanni et al.



Table 6. Problem (6,5) with R(0, j) = {3,3,3,3,3,3}
No. of Global No. of Local

orderings orderings Sec Nodes
0 0 144,487.71 59,807,792,221
1 0 82,420.77 48,402,461,745
6 0 121,905.58 35,460,056,076
0 1 47,325.84 28,820,694,336
0 6 36,227.05 12,209,812,158
1 1 56,944.20 30,028,334,435
1 6 41,814.69 12,714,963,664
6 6 54,703.97 12,701,225,827

mally found much more quickly on the subgraphs associated with local colouring) and
at the same time Proposition 5 seems to benefit substantially from multiple colourings,
leading to overall shorter global computation times for the algorithms. The conclusions
drawn for computation times can be transferred directly to the number of search-tree
nodes visited to close the problem by the different methods considered.

6 Conclusion

In this paper, the design problem for permutation codes has been modelled as a max-
imum clique problem. It has been shown from a theoretical point of view how graph
colouring upper bounds can be employed to improve the performance of a specialized
branch and bound algorithm recently presented. Experimental results confirm the effec-
tiveness of such theoretical results. In particular, they show how the computation time
and the number of search-tree nodes visited by the branch and bound algorithm are
drastically reduced when colouring bounds are used. The study also helps to evaluate
the contribution of the different theoretical results, and provides indications about good
design choices when considering multiple colouring solutions at the same time.

References

1. Carraghan, R., Pardalos, P.M.: An exact algorithm for the maximum clique problem. Opera-
tions Research Letters, 9 375–382 (1990)

2. Montemanni, R.: Combinatorial optimization algorithms for the design of codes: a survey.
Journal of Applied Operations Research 7(1):36–41 (2015)

3. Deza, M., Vanstone, S.A.: Bounds for permutation arrays. Journal of Statistical Planning and
Inference 2 197–209 (1978)

4. Blake, I.F.: Permutation codes for discrete channels. IEEE Transactions on Information The-
ory 20(1) 138–140 (1974)

5. Bogaerts, M.: New upper bounds for the size of permutation codes via linear programming.
The Electronic Journal of Combinatorics 17(#R135) (2010)

6. Chu, W., Colbourn, C.J., Dukes, P.: Constructions for permutation codes in powerline com-
munications. Designs, Codes and Cryptography 32, 51–64 (2004)

7. Dukes, P., Sawchuck, N.: Bounds on permutation codes of distance four. Journal of Algebraic
Combinatorics 31 143–158 (2010)

8. Frankl, P., Deza, M.: On maximal numbers of permutations with given maximal or minimal
distance. Journal of Combinatorial Theory Series A 22, 352–260 (1977)

Graph colouring and Branch and Bound Approaches … 231



9. Janiszczak, I., Staszewski, R.: An improved bound for permutation arrays of length 10,
http://www.iem.uni-due.de/preprints/IJRS.pdf (downloaded 9th November 2015)

10. Tarnanen, H.: Upper bounds on permutation codes via linear programming. European Journal
of Combinatorics 20 101–114 (1999)

11. Colbourn, C.J., Kløve, T., Ling, A.C.H.: Permutation arrays for powerline communication
and mutually orthogonal latin squares. IEEE Transactions on Information Theory 50, 1289–
1291 (2004)

12. Gao, F., Yang, Y., Ge, G.: An improvement on the Gilbert-Varshamov bound for permutation
codes. IEEE Transactions on Information Theory 59(5), 3059–3063 (2013)

13. Han Vinck, A.J.: Coded modulation for power line communications. A.E.Ü. International
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Abstract. Image retrieval is an important problem on the multime-
dia systems. It is time-consuming to query directly on a large image
database. So, the paper approaches to build an image retrieval system
CBIR (Content-Based Image Retrieval) based on binary signature to re-
trieve effectively on the large data of images. Firstly, the paper presents
the segmentation method based on low-level visual features including
color and texture of image. On the basis of segmented image, the paper
creates binary signature to describe location, color and shape of interest
objects. In order to match similar images, the paper presents a simi-
larity measure between the images based on binary signatures. On the
basis of the similarity measure, the paper proposes the clustering binary
signature method to quickly query similar images. At the same time it
describes the splitting and group method to apply for clusters of binary
signatures. From there, the paper gives the CBIR model to describe the
process of similar image retrieval. To demonstrate the proposed method,
the paper builds application and assesses experimental results on image
databases including Corel, Corel Wang and ImageCLEF.

Keywords: Image Retrieval; Binary Signature; Similarity Measure

1 Introduction

Nowadays, image data is applied widely in many fields such as digital library, ge-
ographic information system, satellite observation system, criminal investigation
system, astronomical researches, bio-medical application, etc [6], [8], [15]. On the
other hand, image is a non-structured data because their content has intuitive
nature [1], so the problem of image mining has many challenges in looking for
utility information from large image database. Moreover, image retrieval is an
important problem in the field of visual computer and image processing [1].

The image retrieval problem is divided into two main classifications [1], [6],
[8], [15] including (1) Image retrieval based on key word TBIR (text-based image
retrieval), i.e. image’s index on the base of description in form of text is defined
by user, therefore it is time-consuming to describe image’s content and there are
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particular limitations because of subjectivity of people; (2) Image retrieval based
on content CBIR (content-based image retrieval) is presented in 1980; The CBIR
finds a set of similar images with query image based on automatic extraction
about content of image [15] . So, the CBIR overcomes the restriction of TBIR.
However, it has many difficult matters such as extracting feature, creating multi-
dimension indexes and giving the similar image retrieval method.

CBIR architectural includes two parts: (1) Extracting feature to create index
for the image; (2) Implementing the similar image retrieval based on index. The
result of image retrieval returns the most similar images in the given measure.

The paper approaches the CBIR and uses binary signature to create index
for image object. The binary signature of image has length n as a vector in
space

∑n
( with n as the number of dimensions and

∑
= {0, 1} as a set of basis

symbols) to describe visual interest of image [7]. Therefore, the paper approaches
the method of image segmentation for creating binary signature based on CIE
L*a*b* color space and Wavelet transform in order to extract color and texture
of image. This binary signature describes location, color and shape of interest
object. From there, the paper proposes the similarity measure and performs
clustering binary signature to quickly query similar images.

2 Related Work

There are many works related to content-based image retrieval are published
such as extracting object on image based on histogram value [16], similar image
retrieval based on matching interest regions [2],[16], color image retrieval based
on bit plane and color space L*a*b* [17], converting color space and building
hashing in order to retrieve content of color images [11], etc.

According to [1], Tamura proposed the method of approximate of texture
based on human visual system. Wavelet transform is applied in analyzing texture
and classifying images based on decomposition of multi-resolution of images.

According to [5], Kumar proposed automatic segmentation method based on
Wavelet transform in order to create segmentation quickly and easily.

According to [7], Yannis Manolopoulos described the binary signature to
query similar images based on S-Tree. Besides that, Nascimento and Timothy
Chappell [3],[9],[10] approached the similar image retrieval method based on
binary signature. The experiment shows the effectiveness when querying on large
image databases.

Recently, many works of similar image retrieval based on binary signature
have been published such as image retrieval based on index and S-Tree [10],
image retrieval based on EMD measure and S-Tree [12], image retrieval based
on binary signature [7], image retrieval based on signature graph [13],[14], etc.

Related works show that the method of image retrieval based on binary signa-
ture is very effective. So, the paper approaches the method which creates binary
signature based on interest object of segmented image. The binary signature de-
scribes shape, color and location of interest object, from there we cluster binary
signatures to query quickly for similar images.
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3 Creating Binary Signature of Image

3.1 Image Segmentation

To recognize the texture vector of neighboring pixels, we use the DWF transform
(Discrete Wavelet Frames) [18] to convert the intensity into sub-samples. The
DWT is executed by the low-pass filter H(z) to decompose the intensity. The
high-pass filter G(z) = zH(−z−1) is defined rely onH(z). The bank filterHV (z),

Gi(z), i = 1, ..., V is created by H(z), G(z), with Hk+1(z) = H(z2
k

)Hk(z),

Gk+1(z) = G(z2
k

)Hk(z), with k = 0, ..., V − 1, H0(z) = 1.
The standard deviation value reflects entropy around the expectation value

and this entropy describes the texture of discrete signals. So, the standard
deviation of all detailed components on DWF transform is used as the fea-
ture texture. For this reason, the texture vector corresponding to pixel p is
T (p) = [σ1(p), σ2(p), ..., σ9×V (p)] which is calculated on neighboring square.

The color vector I(p) = (IL(p), Ia(p), Ib(p)) is created by the color space
CIEL∗a∗b∗ which is endorsed as international standard in 1970 and uniform
perception of human [1].

After extracting the texture and color of image, we implement the process
of cluster of all pixels on the image by K-Means method. In the first step one
chooses the center cluster rely on the contrast C of the image. To quickly execute,
the image I is divided into non-overlap blocks which are called supper pixels.
Therefore, the texture vector T b(bl) and color vector Ib(bl) of the block bl are
average values of texture vectors and color vectors of all pixels on the block.

Definition 1. Given the two arbitrary blocks bl, bn, the contrast of image is
C = max{d = α||Ib(bl) − Ib(bn)|| + β||T b(bl) − T b(bn)||} (the experiment uses
α = β = 0.5). The background and the foreground of image corresponding to the
blocks which have low energy and high energy, respectively.

Fig. 1. A sample image is divided into 7× 11 blocks

On the next step, we find the set of complement center O (i.e. we search the
nearest blocks with foreground rely on the measure d). In the experiment, we
find the centers which have d > μC (with μ = 0.4).
Algorithm 1. Segmentation
Input: The color image I
Output: The mask M

Step 1: Extract texture vector T (p) and intensity vector I(p) for each pixel
on image I.

Clustering Binary Signature Applied in Content-Based Image Retrieval 235



Step 2: Compute the center of blocks by calculating the average of texture
vectors and color vectors of all pixels in each block.
Step 3: Calculate the contrast C to form background and foreground.
Step 4: Find the set of complement center O based on the contrast C.
Step 5: Cluster all the pixels on the image I rely on the set of center O.
Step 6: Create the mask M with clustered pixels.
Step 7: Remove the regions have small area rely on the mask M .

Fig. 2. Some results of segmented images

3.2 Creating Binary Signature of Image

Definition 2. The binary signature of the interest region O of image I is a
bit-string SigI(O) = b1b2...bN where bi = 1 if the ith cell of image I has overlap
with the interest region O, otherwise bi = 0, with N = n × n be the number of
cells of image.

Definition 3. Let c1, c2, ..., cm be indexes of dominance colors of interest region
O1, O2, ..., Om with ci ∈ {1, 2, ...,M}. Then, the binary signature describes col-
ors of image I based on interest regions O1, O2, ..., Om is a bit-string SigIC =
b1b2...bM where bi = 1 if i ∈ {c1, c2, ..., cm}, otherwise bi = 0.

Definition 4. Giving image I, let SigIO = bO1 ...b
O
N and SigIC = bC1 ...b

C
M be the

binary signature of interest regions and the ones of dominance colors of image
I, respectively. Then, the binary signature of image I is defined as Sig(I) =
SigIO ⊕ SigIC = bO1 ...b

O
NbC1 ...b

C
M .

Fig. 3. An example about binary signature of image
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3.3 The Similarity Measure

Definition 5. Let Sig(I) = SigIO ⊕ SigIC and Sig(J) = SigJO ⊕ SigJC be binary
signatures of image I and J . The dissimilarity measure based on interest regions
and color in turn μO(sig

I
O, sig

J
O) and μC(sig

I
C , sig

J
C) are defined as follows:

μO(sig
I
O, sig

J
O) =

|(sigI
OXORsigJ

O)|
N =

N∑

i=1
(sigI

O[i]XORsigJ
O[i])

N ∈ [0, 1]

μC(sig
I
C , sig

J
C) =

|(sigI
CXORsigJ

C)|
M =

N∑

i=1

(sigI
C [i]XORsigJ

C [i])

M ∈ [0, 1]

Definition 6. (The dissimilarity measure between two images) Let Sig(I) =
SigIO ⊕ SigIC and Sig(J) = SigJO ⊕ SigJC be binary signatures of image I and
J . Then, the dissimilarity measure between two images I and J is φ(I, J) =
α× (μO(sig

I
O, sig

J
O)) + β × (μC(sig

I
C , sig

J
C)).

Theorem 1. The function of dissimilarity measure μα is a metric because of
properties as follows:

(1) Non-negative: μα(sig
I
α, sig

J
α) ≥ 0 and μα = 0 ⇔ sigIα = sigJα

(2) Symmetry: μα(sig
I
α, sig

J
α) = μα(sig

J
α, sig

I
α)

(3) Triangle inequality: μα(sig
I
α, sig

J
α) + μα(sig

J
α, sig

K
α ) ≥ μα(sig

I
α, sig

K
α )

Proof. This theorem is proved easily.

The paper uses the dissimilarity measure φ to assess the similar level between
two images. So, the dissimilarity measure φ is used as the similarity measure.

4 Clustering Binary Signature

Definition 7. A cluster Vi has center Ii with kiθ is a radius, be defined as
Vi = Vi(Ii) = {J |φ(Ii, J) ≤ kiθ, J ∈ �, i = 1, ..., n}, ki ∈ N∗.

Definition 8. (The Rules of Distribution of Images) Giving set Ω = {Vi|i =
1, ..., n} is a set of clusters, with Vi ∩ Vj = ∅, i 	= j, let I0 be an image needs
to distribute in a set of clusters Ω, let Im be a center of cluster Vm, so that
(φ(I0, Im) − kmθ) = min{(φ(I0, Ii) − kiθ), i = 1, ..., n}, with Ii is a center of
cluster Vi. There are three cases as follows:

(1) If φ(I0, Im) ≤ kmθ then the image I0 is distributed in cluster Vm.
(2) If φ(I0, Im) > kmθ then setting k0 = [(φ(I0, Im)− kmθ)/θ], at that time:
(2.1) If k0 > 0 then creating cluster V0 with center I0 and radius is k0θ, at

that time Ω = Ω ∪ {V0}.
(2.2) Otherwise (i.e. k0 = 0), the image I0 is distributed in cluster Vm and

φ(I0, Im) = kmθ.

On the base of the similarity measure φ and the rules of distribution of image
are shown in Definition 8 , the paper proposes the algorithm to create clusters
of binary signatures. With the input image database � and the threshold kθ,
the algorithm returns the set of clusters CLUSTER.
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Fig. 4. An illustration of the distribution rules of images

Algorithm 3. Clustering binary signature
Input: Image database � and threshold kθ
Output: A set of clusters CLUSTER = {V1, V2, ..., Vn}

CLUSTER = ∅; kI = 1; n = 1;
for ∀I ∈ � do

if CLUSTER = ∅ then
In0 = I; r = kIθ; Initialize cluster Vn = 〈In0 , r, φ = 0〉;
CLUSTER = CLUSTER ∪ Vn;

else (φ(I, Im0 )− kmθ) = min{(φ(I, Ii0)− kiθ), i = 1, ..., n}
if φ(I, Im0 ) ≤ kmθ then Vm = Vm ∪ 〈I, kmθ, φ(I, Im0 )〉;
else kI = [(φ(I, Im0 )− kmθ)/θ] ;

if kI > 0 then
In+1
0 = I; r = kIθ; Initialize cluster Vn+1 = 〈In+1

0 , r, φ = 0〉;
CLUSTER = CLUSTER ∪ Vn+1; n = n+ 1;

else φ(I, Im0 ) = kmθ; Vm = Vm ∪ 〈I, kmθ, φ(I, Im0 )〉;
end if

end if
end if

end for

The process of clustering can lead to unequal distribution about the number
of images in each cluster. So, we need to split the cluster which has a large
radius. Let ζ = {ζ1, ζ2, ..., ζm|ζi ∈ [0, 1]} be a scale sequence which is ordered
descending. The split algorithm of a cluster V = {I|φ(I0, Ji) ≤ kθ, Ji ∈ �, i =
1, ..., n, k ∈ N∗} is done as follows:
Algorithm 4. Splitting cluster
Input: ζ = {ζ1, ..., ζm|ζi ∈ [0, 1]}, V = {I|φ(I0, Ji) ≤ kθ, Ji ∈ �, k ∈ N∗}
Output: A set of cluster C

Step 1: Initializing C = ∅
Step 2: Setting ζmax = max{ζi ∈ ζ};
Step 3: Choosing IM ∈ V \C so that d = kθ − φ(I0, IM ) ≥ kζmaxθ and
φ(IM , Im) > kζmaxθ, where Im is a center of cluster of C (m = 1, ...,M − 1)
if exist IM then VM = {I|φ(IM , I) ≤ kζmaxθ}; C = C ∪ VM ; go to Step 3;
else ζ = ζ\ζmax; go to Step 2;
end if
Step 4: : Each J ∈ V is not distributed yet, we cluster it into C based on the
rules of distribution by Definition 8 .
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Theorem 2. Let C = {V1, V2, ..., VM} be a set of clusters which is split from
V = {I|φ(I0, Ji) ≤ kθ, Ji ∈ �, i = 1, ..., n}. We have the results as follows:

(1) The set of clusters of C include the items of V and this set non-overlapping,
i.e., Vi ∩ Vj = ∅, with i 	= j and i, j ∈ {1, 2, ...,M}.

(2) Each item of V belongs to a unique cluster of C
(3) All of the items in V are distributed into C.

Proof. This theorem is proved easily.

Giving the set of cluster C = {V1, V2, ..., VM}, so that each Vi has a center
Ii. The group algorithm is done as follows:
Algorithm 5. Group the set of clusters
Input: C = {V1, V2, ..., VM}, threshold δ, a scale ζ
Output: A set of centers of clusters V and the group of clusters G

Step 1: Initializing G = ∅; V = ∅
Step 2: Choosing Vα, Vβ ∈ C: φ(Iα, Iβ) = max{φ(Ii, Ij)|i 	= j∧i, j ∈ {1, ...,M}}
if φ(Iα, Iβ) < δ then G = C; return;
else V = {Vα, Vβ}; C = C\V ;
end if
for Vi ∈ C do

if d = min{φ(Ii, Jj)} ≥ ζφ(Iα, Iβ) then V = V ∪ Vi; C = C\Vi;
end if

end for
G = {Gi = Vi|Vi ∈ V, i = 1, ..., |V |};
for Vj ∈ C do φ(Ij , Im) = min{φ(Ij , Ik)}, with Vk ∈ V ; Gm = Gm ∪ Vj ;
end for

5 Image Retrieval

5.1 Image Retrieval Algorithm

The image retrieval algorithm finds out the set of images are corresponding to the
query image IQ. On the base of cluster groups G = {G1, ..., Gn}, the algorithm
determines the group Gm which stores images with most similarity, after that it
gives out the result including images of group Gm.
Algorithm 6. Image Retrieval
Input: Query image IQ, A set of center cluster V and the group of clusters G
Output: A set of images IMG

Step 1: Initializing IMG = ∅;
Step 2: φ(IQ, Im) = min{φ(IQ, Ii)|Ii as a center of Vi ∈ V };
for I ∈ Gm do IMG = IMG ∪ {I};
end for

5.2 Experiment Model

The process of experiment is implemented including two phases. The first phase
is pre-processing to create the input data. The second phase executes the process

Clustering Binary Signature Applied in Content-Based Image Retrieval 239



of image retrieval with the query image. The steps of pre-processing include:
(1) Segment images on image database; (2) Create the binary signature of each
segmented image; (3) Build the clusters including the binary signatures of similar
images. The steps of image retrieval includes: (1) Segment the query image; (2)
Create the binary signature of query image; (3) Find the nearest cluster based on
group of clusters; (4) Sort the similar image’s signatures by similarity measure;
(5) Retrieve the similar images.

Fig. 5. The model of image retrieval

5.3 Experiment Results

The paper implements the process of similar image retrieval on image databases
including COREL, COREL Wang and ImageCLEF which are classified to an-
other subjects. Each query image, we find out the set of similar images on these
image database.

Fig. 6. Some results of the process of image retrieval

In the application, we use IPT (Image Processing Toolbox ) of Matlab 2015.
The experiment is executed on the computer which has the processor as Intel(R)
CoreTM i7-2620M, CPU 2.70GHz, RAM 4GB and Windows 7 Professional op-
erating system.
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Fig. 7. Recall-Precision graph

Fig. 8. The time (s) of image retrieval process (COREL, COREL Wang, ImageCLEF)

Table 1. Comparison of the average retrieval performance with COREL images

methods
Interest
points

Color
histogram

Fuzzy color
histogram

S-Tree
Our

approach
Average precision 0.657 0.488 0.509 0.549 0.760
Average recall 0.705 0.607 0.612 0.542 0.755
F-measure 0.680 0.541 0.556 0.545 0.757

Table 2. Comparison the size of storage volume

Image dataset COREL COREL Wang ImageCLEF
Size of image dataset 59,691,434 bytes 41,854,565 bytes 1,723,000,375 bytes
Size of signature dataset 5,715,22 bytes 5,126,408 bytes 9,169,805 bytes
Reduced rate (%) 99.04253934 87.75185455 99.46780017

Table 3. The average of query time (s)

Linear query S-tree Our approach
COREL 2.000 0.981 0.203
COREL Wang 3.353 1.143 0.571
ImageCLEF 12.905 3.349 2.837

6 Conclusion and Future Work

The paper build the binary signature of image to apply for matching similar
images. It also presented the process of segmentation based on CIEL∗a∗b∗ and
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Wavelet transform. According to the experiment, the image retrieval problem
rely on binary signature very effectively at the same time help to quickly query
and significantly reduced the query storage. In order to improve the accuracy,
the future work of the paper will extract a set of interest objects of image and
describe them based on basis objects for creating binary signature. From that,
the paper builds a data structure to store and classify similar images and gives
an automatic classification algorithm for a set of images.
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Abstract. Virtual Reality (VR) simulation offers a new paradigm for realistic 
control and operation training, employing 3D digital objects and environments 
to create immersive experiences. The virtual scenarios should be as similar to 
the real ones as possible, to improve training. Furthermore, obtaining a digital 
version of these scenarios is a complex process that involves several tasks 
including mathematical modeling and 3D detailed geometry generation, among 
others. This paper presents some novel software tools that easier the 
development of a 3D virtual subterranean simulator. By providing tight 
integration between traditional CAD software and visualization engines, these 
tools are successfully applied to the construction of several virtual scenarios. 
Moreover, some strategies to optimize digital resources to allow loading and 
visualizing large maneuver exercises along realistic train trajectories in desktop 
computers are presented. 

Keywords: Graphics Computing, Geometry, Computational Optimization, 
Resource Administration, Training Simulators. 

1   Introduction 

Virtual Reality (VR) environments along with simulation techniques are valuable 
tools to practice and learn and can be applied to different disciplines and trainees. 
Being a trustworthy human-machine interface, these tools reduce the gap between the 
operation model and the real environment. The advantages of immersive based 
simulators for operators training are: the visual stimulation produced by the 
recreation of situations of the real world in a fully interactive fashion, the opportunity 
to develop knowledge and to practice skills and interact with other students 
protecting them from unnecessary risks. Many works show the advantages of VR for 
education [1, 3, 5, 6, 10, 11].   

The training experience requires realistic and interactive operational environment 
visualization. For this purpose, high performance personal computers, and joint work 
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of different disciplinary groups are necessary to model the problem in a 
computational way [4].  A fundamental part of this team is the graphic design work. 
The designers model the scenarios with tridimensional geometry elements coming 
from CADs, blueprints, elevation maps or others. Generating these scenarios 
generally takes a long time. Therefore, they need various tools to ease the geometry 
organization [14].  

In particular, a subway simulator is being developed by a group of designers. The 
scenario, composed by the stations and the tunnels, is represented by tridimensional 
models which contain hundreds of thousands of polygons and hundreds of high 
quality textures. Additionally, a complete scenario also includes animated objects 
(such as people, vehicles, among others) to get a realistic rendering. These scenarios 
consume plenty of memory that should be optimized in order to guarantee that an 
operator could work in real time without compromising the visual quality. Finally, 
the optimized scenarios are visualized in a rendering engine like Ogre3D [2].  

In this paper, some techniques that reduce hardware requirements are presented. 
Particularly, it is described an image and geometry analysis algorithm that eliminates 
object redundancies and reduces images size. Furthermore, a dynamic scenarios load 
algorithm specially adapted to use during a subway driving training process is 
described. These tools were successfully applied in the creation of several virtual 
environments related to Argentinean train companies. 

This article is organized in the following way: the materials and methods are 
described, then the result of the strategy proposed is presented and, finally, the 
conclusions. 

2   Materials and Methods 

The main purpose of working with Virtual Reality is to present to operators, who are 
being trained, multiple real world operational situations. Under this paradigm, 
trainees can face operators with abnormal functioning or risky situations, and 
evaluate how they react, as presented in [13, 15].  

The VR method is only effective if the whole situation is greatly recreated, using 
both hardware controls and computational methods. The sensation of immersion is 
only achieved recreating in a digital and precise way a normal operational 
environment. It is well established that the coherence of a combination of 
simultaneous stimulus and the immersion sensation are key factors for training [7, 
12]. 

The realistic 3D scenarios can be modeled using design software, photo sets, and 
detailed views, among others; generating sets of meshes and textures. When the 3D 
scenarios are very large, for example when modeling 10 kilometers tunnels, the 
designer’s team may find it difficult to handle them and, thus, they need extra 
customized tools.  

Following, we describe the methodology followed by our group for constructing a 
digital scene for VR using an automatic mesh building tool.  The case of subway 
trains simulators is taken as an example. 
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2.1 Building 3D Scenes 

The operator must recognize the environment to achieve an efficient and secure 
manipulation of the machinery.  For this reason, the representation must consider all 
the particularities and elements that help subway drivers. 

To create scenarios, first, in situ images are taken to capture the surrounding 
scenery elements. Then, exact positions are registered where the relevant objects are 
placed.The stations scenarios are completely different from each other, so they must 
be created by designers, paying special attention to indicators and representative 
paintings. As it can be observed in Figure 1, each station is different. 

 
Fig.1. Two photographs of subway stations in Buenos Aires, Argentina.  

On the other hand, tunnels have a repeated shape; consequently, they could be 
built automatically. Such geometry is constructed from real CADs that have 
altimetry, curves, tunnels shapes and other relevant information. Such data are 
filtered and validated, and then, using geometry extruding techniques, a first 3D 
model is generated. This model is stored in a standard 3D format that is shared 
between the designer and the programming group.  

 
Fig.2.A real tunnel photograph (up-left), the CAD tunnel profile used (up-right) and 
a render of the extruded profile (down). 
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Finally, designers take these models, combine them with the stations, and add 
some relevant details, as brake indicators, lights, and other visual features. Then, 
using computer graphics techniques, illumination is customized and applied (see 
Figure 2). Figure 3 shows a final result of the generation, rendered in a commercial 
tool. 

 

 
 

Fig.3. Different renders of a virtual station. 

3 Method for Scenes Optimization 

The 3D scenarios should be shown in real time, as far as the operators move along a 
virtual railway. As the scenarios are generally extensive, the resources (geometry and 
images) should be prepared and optimized carefully, not to affect the final 3D 
visualization.  

To optimize the overall scenarios, three approaches are considered in this work: 
texture optimization, replicative mesh geometry elimination and dynamic loading. 
The first two strategies are applied before the simulator starts. The third one, as its 
name states, is applied in real time. 

3.1 Optimization of Textures Sizes 

The textures describe the surface of tridimensional objects. They are also used to 
apply visual effects as shadows or rugosity. The textures come from a material 
catalog or photographs assigned by designers to 3D objects. A typical scenario has 
thousands of images. 
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In general, designers use standard image resolutions for each image; however, in 
practice, countless images are either homogeneous (with few colors or repetitive 
patterns) or have a high detail that could not be appreciated when they are applied to 
little objects.  Therefore, an ideal texture size is defined by the analysis of two 
features, homogeneity and 3D size. 

The entropy [16] is considered the measure of texture homogeneity. It is the 
average quantity of information that an image contains. When all the pixels are 
equally probable (plain probability distribution), the entropy is maximum. When 
entropy is lower, information is higher. Therefore, the entropy of an image  is 
denoted by  

Regarding the resolution, little objects, such as a drop tin or a small label could 
have a highly detailed texture which is not appreciated during simulation. It is 
possible to measure how much 3D space a texture occupies considering the 3D object 
dimension that utilizes them. We called  to each scenario object being  the 
normalized texture size in 3D space. 

To combine both indicators, a linear combination was applied: 
 

 (1) 

 
Being α a normalization factor,  classifies objects sizes in three categories {1, 
2, 3} regarding the surface  of the texture calculated in , being: 
 

1. if  
 if 

3. in other case  
 
According to , the texture is dimensioned in a smaller scale, preserving a 

minimum pixels resolution and maintaining the original aspect ratio.  

3.2 Repetitive Objects Elimination 

The designers usually reuse many objects when they create a complex scene: lights, 
signs, furniture, doors, among many others. When working with several scenarios, 
they clone objects and move them from one position to another, renaming them, 
increasing the overall memory size. To easier designer’s task, it is desirable to 
automatically identify objects which are geometrically identical (clones) and 
eliminate them.  

A metric to detect clones is proposed. Two objects are similar when they have the 
same material (same colors and textures) being the amount of the elements (vertex 
and triangles) and their geometrical arrangement is equal. Therefore, the 
classification criterion is reduced to the calculation of the minimum distance between 
the vertexes of two meshes and  as present in [9].  The formulation to 
calculate it is: 
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(2) 

where  is a vertex of the mesh , is a vertex of mesh , is the 
minimum distance from  to , and is the minimum distance from  to 

.  
This process is applied to each pair of objects that have the same amount of 

vertexes. If is close to 0, it is considered that the objects are clones and a 
unique geometry instance is kept. 

3.3 Dynamic Scene Loading Method 

The train scenarios have an important difference in reference to the flight or driving 
simulators.  While those simulators demand extensive open fields where the vehicles 
move in any direction, the movement of the train is restricted to the railway, like 
moving along a line. Therefore, it is possible to know in advance the next position of 
the observer inside the train and thus, organize the scene to be rendered. 

Particularly, a subway line is defined as a section sequence. Each section can be a 
“tunnel” or a “station” having an associated 3D representation. As the entire scenario 
could not be kept in memory, the scenes are loaded in a dynamic way, considering 
only the coming section. 

To know how many sections must be visualized, the observer’s movement and the 
distance to the coming section are considered. For each update, the remaining time to 
the next scenes is computed based on the current speed. If it is smaller than a 
threshold (15 seconds), the corresponding scene starts to be loaded. In order to keep 
the refresh rate, the load is concurrent to the simulation, and it does not block the 
visualization. Given that the scene is composed by hundreds of objects and textures, 
and that it is a process that requires the use of a graphic card, a limited quantity of 
objects is created for each frame. After a frame is rendered, the objects are pumped to 
the GPU memory, assuring that the time is smaller than 10 milliseconds. 
Simultaneously, objects and materials that are no longer visible or needed are 
removed, and memory is freed.  

Figure 4 shows the uploading and downloading scenes mechanics for two instants 
of execution time.  This way, the memory and resources consumed by the visualizer 
are maintained almost constant, allowing subway representation of any length. 

 

 
Fig.4. Uploading and downloading scenes mechanism in two time instants and  :  
loaded scenes (green), unloaded scenes (light blue) and eliminated scenes (red). 
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4 Results 

In this section, we present the results obtained by the application of the proposed 
methods. For this purpose, we used a scenario where a train goes through 3 stations 
over a 2 kilometers tour, at a constant speed of 50 kilometers per hour. This scenario 
is composed of 630 3D meshes and about 300 image textures; however, in some 
cases, the scenarios could be bigger than this. 

For each method, we carried out a different experiment, as they are described 
below. For the tests, we employed an Intel i7 CPU, with 12 GB of RAM and a 
NVIDIA 980 GTX GPU with 3GB of RAM. 

4.1 Texture Size Change Analysis 

The GPU memory space required for the whole textures reaches 1850 MB, without 
considering the auxiliary textures created by the graphic engine.  

Employing the texture analysis method, we detect four possible texture 
combinations:  
� textures with a repetitive pattern (low entropy) mapped to small or large objects 
� textures with a non-repetitive pattern (high entropy) mapped to small or large 

objects 
Empirically, it was observed that low entropy textures could be reduced more 

without affecting visual perception. In the other case, the object size determines the 
optimization rate. Table 1 shows these cases with the estimated reduction percentage. 

Table 1.Examples of textures used in the simulator. 

Texture 1 Texture 2 Texture 3 

  
High Entropy LowEntropy High Entropy 

Little Size Intermediate/High Size Intermediate/High Size 
50% reduction 25% reduction 75 % reduction 

 
After evaluating the whole textures dataset, we found that about 80% of textures 

could be reduced to half of their original size.  In this case, the GPU’ memory 
requirement falls below 654 MB.  

In Figure 5 it can be appreciated how image quality is affected. For simulation 
purpose, the result is more than acceptable, thought. 
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Fig.5. Scene captured (above).Original image (below, left) and 50% reduced (below, right). 

4.2 Repetitive Object Elimination Analysis 

In this experiment, we registered the amount of memory necessary to store vertex 
and triangles information of the whole scene. After applying the object duplication 
detection method, we found the amount of replicated objects that fulfill the condition 
described in ec.2. Table 2 resumes the quantity of objects discovered for each scene 
and the memory that can be free. 

Table 2.Duplicated object and unnecessary memory proportion visualization. 

 #Objects #Repeated 
Objects 

Memory use (%) 
Repeatedobjects 

Scene 1 161 59(36%) 17% 
Scene 2 154 75 (48%) 8% 
Scene 3 315 207 (65%) 30% 
    

We found that between 36% and 65% of the objects were redundant. In general, 
these were low-poly objects (like boxes or artifacts), As a result, the amount of 
memory that can be freed is not so significant. In the case of more complex geometry 
objects, for example, an escalator or a platform, we found only one instance. 

250 J.P. D‘Amato et al.



4.3 Dynamic Scene Loading Evaluation 

Finally, we evaluate the dynamic scene loader. To carry out this experiment, we 
evaluated the method while the simulator is running, using the already optimized 
scenarios. In this scenario, the train moved from the first station to the final one, at a 
constant speed. We explicitly load objects and remove them when they are no longer 
needed. 

We compared both cases; one when the whole scenario is loaded at the beginning 
and then, loading each part while the train is moving forward. In the first case, Figure 
6 shows that the simulation needs about 2 GB of RAM.  Once it starts, the memory 
allocation keeps constant. The first part (named common) corresponds to graphics 
engine textures and objects. Then, the dynamic loader is evaluated. As it was 
expected, the simulator requires less memory, about 1.2 GB of RAM. Even more, as 
loading part of scene is faster, the simulator is ready to run before the other case.   

 
Fig.6. Resources used for the simulation initiation along 16 stations. 

5 Conclusions 

    In this paper, some generic techniques to optimize large immersive simulator 
scenarios which achieve a high frame-rate with less hardware requirements are 
presented. 

The texture optimization and the replicative mesh geometry elimination techniques 
are efficient and simple to implement, and they really easier the design team task. 
Both could be applied to optimize any tridimensional scenario.  

Tridimensional Scenes Management and Optimization for Virtual Reality Simulators 251



On the other hand, the dynamic loading technique is more specific, because it 
depends on how the spectator/camera moves inside the scenario. Moreover, this 
technique relies on the graphics engine implementation and its performance could 
vary according to how the engine manages media resources. 

In future versions, we will include some other techniques, like dynamic geometry 
and texture generation in order to reduce the memory requirement even more. 
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Abstract. Data Mining is a software tool dedicated to scan data repositories, 
generate information, and discover knowledge. Currently, the traditional data 
processing tools and its applications are not capable of managing the massive 
amounts of data available inside SMEs environments. Therefore, it is critical to 
use effective and efficient Data Mining tools which represent a valuable support 
for SMEs decision-making. In this paper we describe and analyze seven popular 
open source data mining tools – KEEL, KNIME, Orange, RapidMiner, R 
Project, Tanagra and WEKA. 

Keywords: Data Mining, Open Source Tools, Small and Medium Enterprises 

1   Introduction 
Making a business thrive in the global market is becoming a though task specially for 
Small and Medium Enterprises (SMEs). With the growth of the global market new 
problems for enterprises also arise. These problems can be divided into three different 
areas - operating problems, social concerns and economic issues. Innovative ways to 
address such problems must be created for enterprises to get the upper hand. Any 
advantage, no matter how small it is, can make the difference between success or 
failure. Extracting knowledge from the significant amounts of data available to an 
enterprise (whether it is data generated inside or outside) has been recognized as one 
of the most valuable ways to obtain a competitive advantage. For a long time it has 
been clear that manual analysis of data is not possible, and a small enterprise can 
easily generate data volumes in the Gigabyte range and higher. To analyze such data 
collections is necessary high processing power. Only Data Mining Tools and their 
computational power can provide such requirements along with the necessary 
robustness for the generation of reliable results and the necessary scalability to stay in 
line with the constant growth of data. The recognition of the importance of Data 
Mining allowed this research area to be among the fields of computer science that has 
produced the biggest amount of research and development in recent years. In 
research, extraction of valuable information from data is known as Knowledge 
Discovery in Databases (KDD). KDD is a process used to identify understandable, 
valid and potentially useful patterns in data [1]. KDD is a process commonly defined 
as having five different stages – selection, pre-processing, transformation, data mining 
and interpretation/evaluation [1]. 
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In this paper we focus on the Data Mining phase and the ways it can help Small and 
Medium Enterprises obtain success. Data Mining Tools have many applications in 
business environments. There are many use cases for Data Mining Tools but the most 
common consists of extracting patterns and trends stored in data and use these 
patterns to discover previously unknown information to be used in strategic 
management decisions [2]. This information comes in many forms and has a lot of 
characteristics that differentiate it from one another. Some of these characteristics are 
- uncertainty, high frequency and labelling as either organizational or behavioural. 
The patterns contained inside data can be used to perform diverse tasks such as - 
market analysis on products and clients, identification of potential product bundles, 
prevention of costumer loss, costumer acquisition and more accurate profiling of 
existing clients [3]. Patterns are not just useful for services but can also be used in 
industry for tasks such as finding the causes of manufacturing problems in industrial 
units. To aid SMEs cope with the complexity pattern mining ads to the whole data 
management cycle, a lot of tools have been developed and are constantly being 
renewed. In this paper we choose to analyze only Open Source tools because they 
require no acquisition costs, have a bigger flexibility and a faster renovation due to 
their extensive development community and are robust enough for SME’s needs [4]. 
We explore seven popular open source data mining tools, describe them individually, 
compare their relevant characteristics and find out if they have the necessary features 
to follow new trends such as cloud support, social media support and Big Data. 
The remainder of this paper is structured as follows. Section 2 gives some background 
on the Data Mining topic. Section 3 describes the seven analyzed tools. Section 4 
compares the tools and provides information on what are the best choices. Finally 
Section 5 provides final conclusions and refers some future work. 

2   Data Mining Explained 
The KDD process has been the base to the build of many variations of itself. One of 
those variations is the Cross Industry Standard Process for Data Mining (CISP-DM) 
that divides the KDD process into six areas – business understanding, data 
understanding, data preparation, modelling, evaluation, and deployment [5]. This 
standard process is although complex for people in enterprise management to 
understand because they are not familiar with the details of Data Mining operations. 
With that in mind the process was shrunk into a simpler model with only three steps: 
• Pre-Processing – The process of preparing data to feed the Data Mining tools. This 
step consists of assembling a data set large enough to contain relevant information 
that needs to be mined but small enough to be processed in an acceptable amount of 
time. This step also includes the cleaning of data through removal of noise and 
missing data nodes that add no value and thus do not need to be analyzed. 
• Data Mining – Data Mining is a process developed from the intersection of 
techniques coming from various areas such as artificial intelligence, machine 
learning, statistics and databases. 
• Results Validation – Results validation is the analysis that is made over the outputs 
given by the Data Mining step. This is a human task realized by analysts and the 
process is highly variable depending on the specific interests of the entity that is 
extracting the value from data. 
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In this paper we study only the Data Mining step. Data Mining is the core step in 
the Knowledge Discovery in Databases (KDD) process. Data Mining is an 
interdisciplinary field of computer science that pursues to find out data patterns, 
organize information of hidden relationships, structure association rules, estimate 
unknown items values to classify objects, compose clusters of homogenous objects, 
and unveil many kinds of findings that are not easily produced by a classic system. 
These findings should compose a model to be interpreted by analysts working on the 
Interpretation/Evaluation step of KDD process. The core feature of Data Mining is the 
ability to cross data that is retrieved from different sources such as databases, data 
warehouses, the World Wide Web or data streamed into the tool dynamically [6]. It 
must not be confused with the process of data extraction which is a step that happens 
before Data Mining. As we previously mentioned, the Data Mining process is a 
combination of techniques generated from many different areas of computer science.  
The evolution of technology and the incorporation of computation in many aspects of 
the daily routine have created a deluge of data. Technology such as processing speed, 
storage capacity and transmission rate have been doubling every eighteen months 
since the late 90’s creating the conditions for all this data to be used in benefit of the 
society [7]. The more data scientists look into data the more challenges they find and 
the more they understood that Data Mining Tools are necessary. In the next section 
we will look into some popular Open Source Data Mining Tools and the features they 
have to offer for Small and Medium Enterprises environments. 

3   Open Source Data Mining Tools 
We select the following Data Mining Tools - KEEL, KNIME, Orange, RapidMiner, R 
Project, Tanagra and WEKA, based on the work of [2], [4], [8] and [9]. 

3.1   KEEL 
Knowledge Extraction based on Evolutionary Learning (KEEL) [10] is a tool that 
provides capabilities to perform a vast number of tasks related to knowledge 
discovery in datasets. It is the first open source tool written in Java with a library of 
evolutionary algorithms. Evolutionary algorithms are computer applications that are 
designed to evolve and improve with each new input they receive and work on. By 
providing a simple GUI based on data flows it allows the user to experiment with 
multiple datasets and algorithms. It is a very useful tool as it facilitates the 
understanding and ranking of the behaviour and performance of algorithms. It main 
focus is evolutionary algorithms (both for pre and post processing) for the Data 
Mining areas of regression, classification, clustering, pattern mining and others. 
Designed to provide both high research and educational value, KEEL contains data 
pre-processing techniques, classic data extraction techniques, computational 
intelligence algorithms, hybrid models and statistical methods for result evaluation. It 
is divided in seven function blocks that sort the user experience by areas of research 
and experience level of the user. Those blocks are - Data Management, Design of 
Experiments, Design of Imbalanced Experiments, Experimentation with Multiple 
Instance Learning Algorithms, Experimentation with Semi-supervised Learning 
Algorithms, Statistical Tests and Educational Experiments [10]. The latest stable 
release is 3.0. It is licensed under the GNU General Public License. KEEL’s strong 
points are: 
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• Simple GUI based on the concept of data flows. 
• Function blocks division to sort the user experience. 

3.2   KNIME 
KNIME [11] is an enterprise level data analytics platform aiming to help 
organizations stay one step ahead of change through the use of data knowledge. With 
a high level of customization it provides an adaptive learning curve accordingly to the 
time and effort each user wants to spend with the tool. It is completely visual and free 
of code so that the user can focus on working with the data and not waste time with 
implementation details. Based on the Eclipse IDE, it has a modular and extensible 
API that is ideal to use at both commercial, research and educational settings. By 
providing hundreds of different processing nodes it offers powerful capabilities for 
tasks such as pre-processing, cleansing, modelling, analysis and mining. One of its 
strong points is the high level or integration with other Data Mining tools such as 
Weka and R. Licensed under the GNU General Public License version 3, KNIME 
Analytics Platform can be extended with the KNIME Commercial Software (that has 
to be paid for) for additional professional support. KNIME strong points are: 

• High level of customization that adapts the learning curve to the user. 
• Based on the Eclipse IDE that is familiar to a lot of programmers. 
• Easy integration with other Data Mining Tools. 

3.3   Orange 
Orange [12] is an open source tool for data analysis and visualization developed at the 
Bioinformatics Laboratory of University of Ljubljana. It provides tools for the 
performing Data Mining tasks in a graphical interface but also through the use of 
Python script coding. Packed with lots of features for analytics and components for 
machine learning, its main feature is essentially the high level of possible expansion 
through the use of add-ons that give the core bundle extra possibilities for tasks such 
as text mining, bioinformatics among others. The visual interface, known as Orange 
Canvas is very easy to use as it provides an understandable division of functionalities 
through nine different groups – data, visualization, classification, regression, 
evaluation, unsupervised learning, association, bioinformatics and prototypes. An 
illustration of the Orange Canvas Interface can be seen in Figure 1. To further 
increase such ease of use were introduced widgets as representation of the 
functionalities that can be placed and connected between them in the visualization 
area in the most intuitive way. The downside of Orange is that it is not as complete as 
other existing tools. Its latest stable version is 2.7., licensed under the GNU General 
Public License version 3. Orange main features are: 

• Contains both GUI and Command-Line for Python script coding. 
• Easy to understand division of functionalities through nine different groups. 

 
Figure 1. Orange Canvas Interface 
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3.4   RapidMiner 
RapidMiner [13] is a tool for data analytics built not just for data scientists but also 
for business managers, developers and anyone with interest in this area. RapidMiner 
Studio (the open source version) has an easy to use visual environment that takes the 
user directly to the execution of data management tasks without requiring any coding. 
It is intuitive to use and also grants access to the help of a huge community of about 
250,000 users. This community brings advantages such as speedy renovation of the 
tool but also fast and quality assistance for new users. The aforementioned qualities 
make RapidMiner very appealing for people who cannot use much time going 
through the learning curve. RapidMiner provides hundreds of existing methods for 
data transformation, modelling and visualization. But it also gives the user a powerful 
and extensible API that can be used to upgrade the tool to include their own 
algorithms. It is highly versatile in terms of configurations and sizes of datasets since 
all its methods can run in-memory, in-database or in clusters that work with Hadoop 
[13]. Other strong points are - different visualization outputs such as 3D graphs, 
scattered matrices or maps, the multiple interfaces such as the GUI or the batch 
processing unit, the accuracy of pre-processing methods and the complete toolbox 
with over 1500 operations available. An illustration of an example workflow can be 
seen in Figure 2. Developed in Java, it runs in every major platform and operating 
system. The open source version is very complete applying limits only on the size of 
memory that can be allocated (1GB) and in types of accepted data sources (.csv and 
Excel only). To sum up, RapidMiner main advantages are: 

• It supports all computer environments. 
• Visual interface that abstracts the user from implementation details. 
• API that provides extension capabilities and versatility of configuration. 
• Supports in-memory, in-database and cluster processing. 
• Variety of visualization outputs. 

 
Figure 2. RapidMiner Workflow 

3.5   R Project 
The R Project [14] is the combination of a programming language and an 
environment for statistical and graphics computing. It has been designed with 
influence taken from the programming languages S and Scheme but unlike these it is 
completely open-source [15]. R Project provides a variety of graphical and statistical 
techniques that include linear and non-linear modelling, classic statistic tests, time-
series analysis and more traditional features such as classification and clustering. It 
intends to be a fully planned ahead system built with coherency rather than a basic 
suite where different tools are simply added for extension of functionalities [16]. 
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Among its strengths are the high extensibility through the use of packages for addition 
of new models, easy integration with code made in C, C++ or Fortran for the 
execution of intensive tasks and the ability to produce robust statistic plots for 
publication. Because R is in itself a programming language it allows users who are 
comfortable with coding to add features by adding new functions to the suite. It is an 
integrated suite of software that allows performing a full circle of data treatment 
including manipulation, calculation and display. Besides including effective methods 
for data storing and handling it includes a group of operators that provide methods for 
calculation with arrays and matrices.  Other features include an integrated collection 
of tools for intermediate data analysis and graphical facilities to help visualization of 
such analysis. The R programming language also provides a simple way to develop 
functions with inclusion of conditionals, loops, input and output facilities that as we 
mentioned before can be integrated with functions written in other languages that 
perform better at computationally intensive tasks. The R Project has so much 
popularity among the community working with statistical data analysis that it has led 
to the creation of several tools to make it more user-friendly and appealing. One of 
them is RStudio [17]. RStudio Desktop is an IDE specifically aimed at working with 
R and developed by the company of the same name. It is licensed under the terms of 
the GNU License and can be run in a variety of UNIX distributions but also Windows 
and Mac OS. The latest stable version is 3.2.2. R Project strong points are: 

• Provides extension capabilities through the use of packages. 
• Users who are comfortable with coding new features with R language can 

easily configure and extend the platform to meet their requirements.  
• Easy integration with other coding languages. 

 
3.6   Tanagra 
Tanagra [18] is a Data Mining tool developed for academic and research purposes 
containing methods that are applicable in the areas of data analysis, statistics, machine 
learning and databases. Tanagra has three main purposes - the first one is to provide 
researchers, teachers and students an easy access to data mining software. Second is 
to provide researchers with a buildable architecture where they can add their own 
experimental algorithms and compare them with existing solutions while saving them 
the time required to deal with implementation details and allowing them to focus on 
the data management. Last but not the least being open source helps providing users 
with a general idea of what a DM tool is like so they can build their own if that is of 
their interest. It is not a powerful tool to perform real Data Mining tasks as it does not 
support many types of data sources, doesn’t have data cleansing tools and is not very 
interactive. More so the latest version is dated from 2008. This means the tool is not 
used as much as others available abandoned possibly for being considered inferior to 
other solutions that were deployed since then. In resume Tanagra’s strong points are: 

• It is a good tool for starters on academic and research areas because it’s 
limited to the basics of Data Mining. 

• Simple model for developers to use as an example to make their own tools. 
 
3.7   WEKA 
The Waikato Environment for Knowledge Analysis (WEKA) [19] is a workbench that 
integrates several common techniques of machine learning (ML). It is directed at all 
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people with interest in the area of ML from research, education, business or industry. 
For all of them, WEKA serves as a tool to extract useful knowledge from datasets that 
are too large to be analyzed manually. Other goals of WEKA include increasing the 
availability of existing ML algorithms and developing more efficient ones. For 
WEKA developers it is important to contribute for the creation of a framework for 
Data Mining that is easy to use and allows as many people as possible to make 
research. Written in Java and released under the GNU General Public License, 
WEKA contains tools for almost all basic Data Mining tasks such as pre-processing, 
classification, regression, clustering, association rules, and visualization. Additionally 
it features a robust framework for the development of new ML schemes. The 
framework is divided in four core areas – the Command Line Interface (CLI), the 
Explorer, the Experimenter and the Knowledge Flow. CLI and Explorer provide the 
same functions although in different ways (commands or graphic interface). An 
illustration of the Explorer panel can be seen on Figure 3. These functions are such as 
- define the data sources, prepare the data, apply the algorithms and visualize the 
results. The Experimenter is mainly a tool to compare the performance of different 
algorithms applied to the same dataset. The Knowledge Flow is a tool that allows the 
building of a dataflow through visually connected components. The latest stable 
version is 3.6 and supports working with datasets of considerable size and version 3.7 
(still in developer stage) already provides access to new Java packages that allow 
performing Data Mining tasks with parallel processing. In resume, WEKA’s strong 
points are: 

• Easy to use for users with different levels of experience. 
• Contains both Command-Line Interface and a Graphical User Interface. 

 
Figure 3. Example of the WEKA Explorer Panel  

4   Open Source Data Mining Tools Comparison 
To compare the Data Mining Tools - KEEL, KNIME, Orange, RapidMiner, R Project, 
Tanagra and WEKA - we chose seven characteristics that have been mentioned in 
previous works [2], [4], [8] and [9]. They are - programming languages used, 
operating systems, user interfaces, supported data types, social media features, cloud 
services support and support for Big Data. A tool may be more or less restrictive 
depending on what operating systems it works on. Although most tools are supported 
by the main operating systems it is still important to compare this characteristic. 
Business managers want to find a programmer to work with their data mining tools 
inside their company or hire one easily. A tool that uses more mainstream 
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programming languages will make this job easier and this is why this is feature is 
important for analysis. Tools with Graphical User Interface (GUI) are not only easier 
to use but have a less steep learning curve even for users unfamiliar with the tool. It is 
important to study the user interfaces available because tools with GUI will be more 
appealing than tools with Command Line Interface (CLI) only. Data comes from 
many sources and in many forms: databases, Excel files and URLs are just some of 
those many forms. It is also recommended that tools are up to date with new 
requirements and trends that have recently risen and are expected to remain of great 
importance in the near future. We study if tools are updated to such trends by 
analyzing three different types of features. One very important source of data for 
business is social media and social networks. In social media we can find user 
interactions, content sharing, influences, observations, feelings, opinions among many 
other types of potentially useful data. If a tool has the technical features to extract data 
from such source and analyze it this may be a considerable benefit for the company 
[20]. Cloud services while not free are a good alternative to the expensive acquisition 
of your own hardware infrastructure. Cloud services offer effective computational and 
data storage support for your data intensive applications. They do this by offering 
many different packages and services that allow to scale our contracted services up 
and down as needed thus making the best optimization of our resources and costs 
[21]. Even small enterprises with small revenue and small number of workers can 
generate a considerable amount of data. The business world is becoming more and 
more digital with the embracing of data generating technologies such as sensors, 
mobile devices, video streams and software logs just to name a few. It is important to 
analyze if the tools have the necessary features to handle Big Data such as scalability, 
flexibility, computational power and ability to store and preserve very large quantities 
of data [22]. From the results in Table 1 we can make the following decisions: 

• KNIME is the most flexible tool since it is code free. After it, Weka, RapidMiner, 
Keel and Orange are the most recommended ones because they use Java language and 
has plenty of coders available for hire. 

• All tools but Tanagra are supported by the major operating systems such as 
Windows, Linux or Mac OS X. Tanagra is only supported by Windows. 

• When it comes to user interfaces, tools with GUI are always better than tools with 
CLI because they are more intuitive to use and have a less steep learning curve. All 
tools but KEEL provide GUI so this is not a really distinctive factor. 

• About Data Types supported RapidMiner and R are the most complete tools. 
KEEL keeps up because it provides all types but only with the use of add-ons. 
KNIME, Weka, Orange and Tanagra are inferior on this area because they lack such 
even basic data type such as Excel files. 

• When it comes to social media features, support for cloud services and support 
for Big Data, Keel, Orange and Tanagra do not provide any of these. Weka, R and 
KNIME do but again at the cost of extensions and RapidMiner only has Cloud and 
Big Data Support in the commercial versions. 

 
The first conclusion we can make from our analysis is that there is not one tool that is 
absolutely superior to the others. Any choice a business manager makes will have to 
take in account the specific needs of the organization. With that in mind we can still 
make the following statements: 
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• RapidMiner is the most complete tool if support for Cloud and Big Data is not 
required. Next to it, KNIME and Weka are the best but only if the organization can 
generate data in other formats than not Excel supported files. 

• R Project is also a good tool with support for all the new trending technologies. It 
has the problem of having an uncommon language with an inherent learning curve.  

• Neither Keel, Orange nor Tanagra are good tools for SMEs environments. They 
are mostly academic and research tools for experimentation with Data Mining and do 
not support the features that are required for use in real scenarios. 

Table 1. Open Source Data Mining Tools Comparison 

 

K
E

E
L

 

K
N

IM
E 

O
ra

ng
e 

R
ap

id
 

M
in

er
 

R
 

Pr
oj

ec
t 

T
an

ag
ra

 

W
E

K
A

 

Prog. 
Lang. Java Code Free 

Java, 
C++, 

Python 
Java R, C, 

Fortran C++ Java 

OS 

Win, 
Linux, 
Mac 
OS X 

Win, 
Linux, 

Mac OS X 
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Linux, 
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Interfaces CLI GUI CLI, GUI GUI CLI, 
GUI GUI CLI, 

GUI 

Data 
Types 

All 
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All but 
Excel 

All but 
Excel & 

URL data 
All All Few All 

Social 
Media 
Feat. 

No Yes No Yes Yes No Yes 

Cloud 
Services 
Support 

No Yes No 
Only on 

Com. 
versions 

Yes No Yes 

Big Data 
Support No Yes (with 

add-ons) No 
Only on 

Comercial 
versions 

Yes 
(with 

add-ons) 
No 

From 
version 

3.7 
 

5   Conclusions and Future Work 
We can conclude that Open Source Data Mining Tools have already reached a level 
of robustness that makes them ready to be used in various fields such as business, 
industry, research or education. RapidMiner, KNIME, R Project and Weka are 
complete for use in SMEs environments and KEEL, Orange and Tanagra are good for 
academia and researching. New challenges such as the growth of data and the rising 
of new technologies will require the update of these tools. Not only will existing tools 
be upgraded but new tools will also be developed as everyone will try to create a tool 
that works as close as possible to her/his needs. This constant progress will make it 
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harder every day for SMEs to choose the perfect tool for their use case without 
wasting a vast amount of time and effort.  
As future work we aim to further evaluate these seven popular tools in a real SME 
environment, but also explore others and provide business managers with easily 
understandable comparisons that allow them to make the better choice.  
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Abstract. Applications are invading our devices whether in our phones, computers 
and TVs or in our cars, appliances and cameras. Providing great benefits in terms 
of added functionalities and customization, these applications also put a lot of 
pressure on our privacy. In order to offer their services, these applications needs 
access to data stored on the devices or captured by various sensors. Currently all 
systems have implemented a permissions based framework for granting access to 
various data, based on the requests made by the applications. However, it is 
difficult for most users to make informed decisions when they are asked to grant 
these accesses. In this paper, we present a paradigm shift from a permissions to a 
functionalities framework. We show that users are consistent in understanding 
functionalities offered by applications and we propose an ontology for bridging the 
gap between understandable functionalities and technical permissions. 

Keywords: threatening application, privacy, malware, user privacy concerns 

1 Introduction 

In the last few years, application markets have rapidly become widely popular [22]. 
Listed in dedicated markets, the user can browse and choose applications from thousands 
of alternatives. To choose an application, users can mainly rely on the name, the editor, 
the description, the screenshots and eventually the users’ reviews. Application 
developers must request permission to access device resources. This resources could also 
include some sensitive personal information. A permission list is presented to the user 
who has no other choice but to accept them in exchange for the application’s 
functionalities. The permissions are listed with the implicit assumption that the user is 
able to determine whether the listed permissions are appropriate [23]. In our opinion, 
access to some features and data of the user’s device should be justified by the 
functionalities offered by the application. However, when the user has to accept a 
permission without knowing the functionalities involved, it is non-trivial to classify an 
application as privacy invasive. Previous researchers have identified here a potential 
issue for user privacy [2, 8, 10]. 
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2 State of the art 

Detection of potential malware, including viruses, worms, spyware and Trojans, has 
become a big issue in literature today. Malware or malicious software, can be defined as 
“any software that does something that causes harm to user, computer or network” [25]. 
With the advent of applications markets, an easy meeting point between consumers and 
developers has been created. Unfortunately, these markets also provide an easy 
distribution mechanism for developers with malicious intent to distribute malware [23]. 
Furthermore, due to the nature of mobile devices, users are exposed to new threats [3]. 
While being mainly based on existing kernels, the mobile nature of applications makes 
conventional techniques no longer adapted for detecting and reacting to malware [3]. 
Several researchers have tried to find a way in protecting the users [2, 7], but it’s actually 
hard to know when an application could be privacy threatening. In fact, we should make 
a distinction between malicious applications and privacy threatening applications. In our 
opinion, a malicious application aims to bypass the platform securities to access your 
personal data. On the other hand, a privacy threatening application could collect data 
without bypassing any security system, but simply by requiring access to personal 
information stored on the device.  

To address these market-security issues, the various operating system platforms use 
different approaches. A manual inspection can be run before the application is published 
on the market. This manual intervention involves teams of experts who are responsible 
for identifying violations of developer policies or malicious scripting contained in the 
source code of the application. This first practice allows us to recognize malicious 
patterns and protect the market from potential malware, but it doesn’t necessarily help to 
determine whether the different information and resources used by the application are 
appropriate. Therefore, the privacy and consequently the security of the users relies on 
the user’s decision to install an application by accepting a list of permissions. The 
implicit assumption is made that user is able to determine whether the listed permissions 
are appropriate or not. This permission list is presented to the user at the time of 
installation or at the first use of the application, depending of the platform. Through this 
permission list, the user is asked to grant access to specific smartphone functions such as 
network access, GPS location, stored personal information, etc. Thus, when accepting a 
permission, the user will grant, consciously or unconsciously, access to the personal 
information stored on the device. Once this is granted, the application can access and 
collect the personal information it needs unnoticed. 

While most of previous work has focused on the code [7, 13, 14, 30], and runtime 
behavior [3, 9, 16, 28], to detect behavioral anomalies and therefore malware, only a few 
researchers have considered the potential privacy threat of an application through 
permissions [4, 23, 29]. Pandita et al. [23] summarize the caveat of this work as: what 
does the user expect? Through their research, they have managed to bridge the semantic 
gap between what users expects an application to do and what it actually does, by 
analyzing through Natural Language Processing (NLP) whether the application 
description provides any indication of why the application needs a permission. 
Nevertheless, a potential privacy threat exists. An application can totally justify the 
required permissions by furnishing corresponding functionalities, but in counterpart 
massively sales some confidential personal data. Moreover, not everyone places the 
same value on the information, as privacy concerns are not the same for every user’s 
profile. Through this research, we would like to suggest a three-level scale (Table 1) to 
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categorize a potential privacy threatening application with respect to a given user profile. 
This categorization emerges by contrasting applications descriptions, applications 
permissions and user privacy concerns. Applications descriptions represent the human 
perceptible text which will in part influence the installation of the application. By 
contrast, the application’s permissions represent the not-so-human perceptible list of 
resources accessed by the application. Ideally the application description and therefore 
the functionalities should be strongly linked to the permissions requested. Although, as 
we will see through this research, this is not always true. The potential privacy 
threatening application categorization (Table 1) that we are suggesting brings out the 
different possible situations. 

Table 1. Potential privacy threatening application categorization 

Category Description 
Red The application description doesn’t provide any indication for 

why the application needs a permission. 
Green The application description provides indication for why the 

application needs a permission 
Orange Red + user’s non-privacy concerning permissions. 

Green + user’s privacy concerning permissions. 
 
This categorization introduces a new component in the determination of whether an 

application has to be considered as potentially privacy threatening: the user’s privacy 
concerns. This component represents the sensitivity of each individual user regarding 
their personal data. This sensitivity may be measured using the De Santo and Gaspoz 
seven mutually exclusive permission threatening categories [24]. In Table 2, the seven 
categories are associated with the corresponding Android permissions. These categories 
of permissions represent all the potentially threatening permissions that could be 
requested from an application user. 

Table 2. User’s privacy risk sensibility measurement 

Category Android Permissions 
Location access_coarse_location, 

access_fine_location, 
access_location_extra_command, 
access_mock_location, 

System settings and status access_wifi_state, battery_stats 
get_tasks, read_phone_state, 
read_sync_settings, read_sync_stats 

Profile and contacts get_accounts, read_contacts, 
read_call_log,  

Messages and social read_sms, read_social_stream, 
read_user_dictionary 

User profile and interests read_profile, subscribed_feeds_read, 
read_history_bookmarks,  

Calendar read_calendar 
Audio, photo and video record_audio, camera, 

read_external_storage 
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By answering a Likert five-scale survey on the users’ concerns about each one of 
these categories, users provide a profile of their privacy concerns. Matching the user 
profile with the permissions required by an application allows us to categorize 
applications in a unique and personal way. 

3 Functionalities 

Recent studies have explored the understanding of smartphone users regarding the 
permissions that they are required to grant while installing a new application, as well as 
the resulting privacy concerns [5, 8, 11]. To respond to the users’ lack of understanding 
of the effects of these permissions on their privacy, researchers proposed several options. 
Kelley et al. [20] showed that when users are presented with a list of permissions before 
selecting a given application in the store, they tend to choose the application requesting 
fewer permissions. Other studies found that fine grain controls over the permissions can 
improve the user’s ability to reduce privacy threats by limiting access to permissions 
providing a real value for the user [2]. However, after developing a permission map to 
gain a complete understanding of the permission infrastructure, Felt et al. [10] found that 
many applications are requesting permissions that are not even being used in their 
codebase. They attribute these to “developer confusion over the permission system 
(confusion over permission names, related methods, deputies, and deprecated 
permissions)” [10]. In another study [12] they found that common cases of over-
privilege are due to the developer’s lack of attention during the release process, leaving 
permission requests from copied snippets or development testing as well as the fact that 
they are incentivized to ask for more permissions upfront due to the fact that a change in 
the permissions requested will trigger a manual update of the application on the user’s 
smartphone. Finally, Kelley et al. “found that participants continued to report that other 
characteristics of applications are as important as or more important than permissions, 
including: cost, functionality, design, simplicity, rating, number of ratings, reviews, 
downloads, size, and others” [20]. 

Therefore, we have chosen to switch our focus from the permissions to the expected 
functionalities. Drawing on Christensen et al. [6] “jobs to be done” approach where 
products should be “hired” by the customers in order to solve a specific problem that 
they find themselves with, we postulate that users are able to understand the job that they 
will be able to do with a given application. Thus, instead of forcing users to understand 
the permissions framework and the consequences for their privacy of choosing one 
permission, we ask users to identify which functionalities are provided by an application. 

Each application comes with a description written by the developer which presents, in 
plain text, the benefits of the application in order to attract potential users. Besides this 
description, the application also comes with a list of requested permissions. Whereas 
users can understand a plain text, we have seen that they have problems understanding 
the meaning and scope of the permissions. Thus, using functionalities, we can bridge the 
gap between the intelligible descriptions and the less intelligible permissions. In order to 
be able to provide a list a functionalities to the users, we first had to identify potential 
functionalities based on the applications’ descriptions and then create an ontology of 
these functionalities and their relationships with the underlying permissions. 
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Various techniques were explored for establishing a list of functionalities that would 
cover a maximum of applications. Two main approaches were retained to deduce the 
functionalities. The first one, starting from the descriptions, to derive a list of 
functionalities and the second one, starting from the permissions, to achieve the same. 
Both approaches were used by selecting samples of applications having a common 
permission and applying a text mining algorithm to their corresponding descriptions. The 
result is a concept card by threatening permission representing the more frequently used 
words. Figure 1 illustrates the concept cards issued for the text mining of 30,000 
descriptions using the Android permission “p_read_calendar”. 

 

 
Figure 1. Concept cards 
 
By contrasting the results obtained with each sample of distinct threatening 

permission (Table 2), we removed common concepts and noise, resulting in a list of the 
most characteristic concepts for each given permission. This allowed us to achieve a first 
list of 56 functionalities matching threatening permissions. 

The second step was the creation of an ontology comprising applications, 
functionalities and permissions in order to enlighten the relations between each of them. 
We use the term ontology not in its philosophical sense as “an explicit, partial account of 
the intended models of a logical language” [15] but as an explicit representation of 
concepts and their relationships [27]. Moreover, using an ontology of the domain will 
allows us to draw inferences in order to make assertions about applications and their 
permissions. This is due to the fact that “when a number of modalities are specified as 
being appropriately related, either positively or negatively, to a variable, a rule can be 
implemented to infer a complementary relationship between the modalities themselves” 
[1]. Our ontology is based on three concepts: application, functionality and permission. 
Whereas permissions are already presented in Table 2, Table 3 presents the 
functionalities associated with the permissions p_localisation and p_camera. 

Table 3. Functionalities associated with the permissions p_localisation and p_camera 

Functionality Definition 
Augmented reality Displaying information overlays and digital content tied to 
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physical objects and locations by means of the camera. 
Take a picture Taking photographs. 
Record a movie Recording movies. 
Face recognition Identifying a person using the device’s camera. 
Localisation/navigation Determining the place where you are or your way to a 

given location or POI. 
QR/barcode scanner Reading printed codes and triggering specific actions 

based on the content of the code. 
Tourism 
Information/bookings 

Providing touristic information (POI, reviews, ...) and/or 
allowing travel bookings related activities (hotel, transport, 
...).  

Weather forecast Providing weather forecasts based on the current location 
or any location in the world. 

Flashlight Transforming the flash and/or display in a small portable 
lamp. 

Photos and videos 
Editor 

Editing photos and/or videos stored on the device. 

Upload/share/view 
personal photos/videos 

Sharing, uploading or viewing photos and/or videos stored 
on the device. 

 
We defined four types of relations: application provides a functionality, functionality 

builds on another functionality, functionality needs a permission and application 
requests a permission. These relations provide two links between a given application and 
the permissions. The first link is the technical link as defined by the developer of the 
application. An application requests some permissions that are technically necessary in 
order to guarantee its operation. The second link is the functional link. An application 
provides some functionalities that in turn need permissions. In contrast to the technical 
link, the relation between an application and some permissions is not the fact of the 
developer, but the result of the perception of the usefulness of the application to support 
the jobs to be done by the user. Therefore, given that the second link is technically 
independent of the first link, we are able to identify applications that request more 
permissions that are needed in order to provide the announced functionalities (Figure 2). 
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Figure 2. Excerpt of the ontology 

Using the provided ontology, given an application providing the functionality of 
taking pictures and requesting the p_camera and p_localisation permissions, we can 
deduce that the permission p_localisation is not necessary to support the user in fulfilling 
its job. At that time, we make no judgement regarding the fact that p_localisation can be 
useful to add geographical information to the pictures. We only state that it is not needed 
for fulfilling the job of capturing a scene for future viewing. 

Given that we were able to create an ontology of functionalities and their relations 
with applications and permissions, we should be able to identify applications that request 
more permissions than are theoretically necessary in order to fulfill their announced 
functionalities. However, the final missing link to establish is the link between an 
application and its functionalities. As we have seen, Pandita et al. [23] used NLP in order 
to extract information about functionalities offered by applications from their description 
text. This proved to be quite effective, but this approach does not support our main 
assumption that the user should be able to understand the functionalities provided by an 
application from its presentation. Therefore, we need to assess if a user is able to 
correctly assign one or more functionalities to an application, simply by reading its 
description. 

4 Functionalities attribution 

Functionalities being elaborated to bridge the gap between applications’ descriptions 
and permissions, it is necessary to assess the comprehension and equivocality of each 
functionality. In order to avoid attribution errors due to the large amount of possibilities, 
we focused on smaller subsets of functionalities. However, this research focuses on the 
11 functionalities issued from device camera permission (p_camera) and user 
localisation permission (p_localisation). Before assessment by the general public the 
comprehension and equivocality of functionalities, we processed a three-step refinement. 
The result of this process was the ontology presented in chapter 3. This three-step 
refinement process is based on a sample of 225 applications: 75 applications requiring 
p_camera permission, 75 requiring p_localisation permission and 75 other applications 
weren’t requiring either of these two permissions.  

In the first part of this process we humanized as many as possible of the 
functionalities issued from the concepts cards. For instance, functionalities such as 
“compass”, “localisation” and “maps” were refined into a less technical one, 
“navigation”. 

In the second part of the process, two experts assessed the functionalities through the 
225 application sample. However, the entire sample was manually processed to associate 
each application description with the considered corresponding functionalities. The two 
experts distinctively conducted the attribution to avoid any mutual influence. 
Nevertheless, experts commonly refined the functionalities as they were progressing 
with their assignment, in order to have the same comprehension of the functionalities. 
The functionalities that required a discussion were refined in order to reach an expert 
consensus about unequivocal functionalities. In the end, the two experts reached an Iota 
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coefficient of 0.67, indicating a substantial agreement. After commonly reviewing their 
attributions the experts agreed on a sample of 211 applications with an Iota coefficient of 
0.99 and they excluded applications with poor descriptions or poor clarity. The experts 
agreed almost perfectly on functionality attribution of this 211 application sample. 
Within this sample, the functionalities could be attributed in an unequivocal manner 
according to the experts. 

The third step of the process consisted of expanding the functionalities’ attribution 
assessment to any potential applications user. However, we used a crowd platform to 
manually associate the same 211 applications sample with the same 11 functionalities. 
When the crowd had a high agreement between the contributors, that would mean that 
the functionalities were unequivocal to anyone and could therefore be used to universally 
bridge the gap between the application’s descriptions and permissions. A first 
assessment on 100 applications with 12 contributors allowed us to further refine the 
functionalities and description of the task, for instance, by renaming the functionality 
“navigation” as “localization/navigation”. The localization of points of interest in the 
proximity of the user was omitted by some users in the functionality “navigation”. The 
initial “Document Scanner” was also replaced by “QR/Barcode Scanner”, and “Tourism 
Reviews” and “Tourism Bookings” becoming “Tourism Information/Bookings”. This 
kind of incomprehension resulted from contributors’ feedback. Full-sized functionality 
attribution was run on the 211 applications that were completed through 828 trusted 
judgments by 47 contributors. The results are presented in the next section. 

5 Results 

The attribution of functionalities relies to some degree on subjective interpretation. 
Studies measuring the agreement between two or more participants should include a 
statistic that takes into account the fact that observers will sometimes agree or disagree 
simply by chance. Janson and Olson’s Iota coefficient was used to calculate inter-rater 
reliability [17, 18]. This Iota coefficient examines chance-corrected agreement and is an 
extension of Cohen’s kappa, as it can be used not only with interval level data but also 
with multivariate data and with several coders. The interpretation of Iota coefficient is 
similar to that of the Kappa coefficient, the Iota coefficient being the multivariate 
version of the Kappa coefficient. An Iota of 1 indicates perfect agreement, whereas an 
Iota of 0 indicates agreement equivalent to chance. Taking into account that participants 
had to categorize descriptions using 11 different functionalities, which means that there 
are 2048 (211) different categorizations, the Landis and Koch [21] classification could be 
fairly used to interpret our results. 

The results of our experiment on the crowd showed agreement on functionalities 
going from slight (Take a Picture, Record a Movie) to almost perfect (QR/Barcode 
Scanner). The multivariate agreement being of 0.54, the overall agreement is moderate 
on the functionalities perspective. 

Table 4. Iota coefficients on functionalities attribution 

Functionality Iota coefficient 
Augmented reality 0.52 
Take a picture 0.17 
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Record a movie 0.02 
Face recognition 0.13 
Localization/navigation 0.52 
QR/barcode scanner 0.84 
Tourism information/bookings 0.48 
Weather forecast 0.63 
Flashlight 0.74 
Photos and videos editor 0.53 
Upload/share/view personal photos/videos 0.22 

 0.54 
 
It is interesting to notice that the functionalities with the lower rates of agreement are the 
ones related to the use of the camera and the gallery. We could admit a confusion 
between those functionalities from the participants. Merging this three categories (Take a 
picture, Record a movie and Upload/share/view personal photos/videos) which represent 
in the end the same permission (p_camera) we could increase the agreement rate to a 
more acceptable level (0.25) which is considered as fair. Further iterations of the 
assessment could re-label or make further precise this functionality.   

Table 5. Iota coefficients on merged functionalities  

Functionality Iota coefficient 
Augmented reality 0.52 
Face recognition 0.13 
Localization/navigation 0.52 
QR/barcode scanner 0.84 
Tourism information/bookings 0.48 
Weather forecast 0.63 
Flashlight 0.74 
Photos and videos editor 0.53 
Merged photos/videos functionalities 0.25 
 0.55 

 
Using our ontology, we could also determine the corresponding permissions behind 

our functionalities, resulting in a logically even higher agreement rate of 0.62 which is 
considered as substantial. 

Table 6. Iota coefficients on functionalities attribution 

Functionality Iota coefficient 
p_camera 0.59 
p_localisation 0.64 
 0.62 
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6 Discussion 

Assessing the ability of smartphone users to correctly assign functionalities to 
applications, showed that (1) our functionalities are unequivocal for most users and (2) 
users are able to derive functionalities from application descriptions. The first result is a 
confirmation of the quality of the extraction process used in order to create our ontology. 
Each functionality is specific enough to avoid misattributions but is also comprehensible 
enough that random individuals are able to understand its meaning. With this validation, 
we can now extend our ontology to whole application stores. The second result is a 
confirmation of our hypothesis that users are able to correctly identify functionalities of 
applications in contrast to their poor understanding of the permissions framework [11]. 
This is an important contribution as it could potentially establish a new mindset on how 
to design permissions frameworks in order to increase the understanding of users. It is 
particularly important in a time where applications are included everywhere, and stores 
are booming. Applications are now included in smartphones, computers and ebook 
readers as well as in televisions, kitchen appliances, cars, cameras, sport devices and 
more to come. They are part of our lives and it will be more and more difficult to ignore 
them. While it is possible to shut down a smartphone in order to protect our privacy by 
not registering our location in some circumstances, it is difficult to prevent our car 
registering and transmitting our location while in use. Therefore this research laid the 
foundation for a shift from technical to human centered design of permissions 
frameworks. 

Building on these results, we now have to find a way to assign these functionalities to 
a corpus of more than a million applications. In fact, the very large number of 
applications precludes a fully manual treatment. To solve this task, we consider a 
solution using semi-supervised learning algorithms. Semi-supervised learning algorithms 
are able to learn a classification task using an already classified sample, thereafter 
applying the learned algorithm to solve new cases. Furthermore, SVM algorithms 
(support vector machines) usually give good results for classification tasks and are 
especially well adapted to the specific textual data, including their very high 
dimensionality [19]. We propose to explore the use of semi-supervised algorithms to 
apply functionalities to very large corpuses of applications. By carefully leveraging 
crowdsourcing to prepare sets of labelled applications, we should be able to reliably 
attribute functionalities to applications across whole stores. Once done, this would allow 
us to determine the privacy threatening potential (Table 1) of each application in the 
store based on the users’ sensibility to their privacy. 

7 Conclusion 

This research presents a paradigm shift in how to design permission frameworks that 
bridge the gap between easily understandable functionalities that are provided by 
applications and the less understandable technical permissions that are required in order 
to run the application. As editors are trying to increase their benefits in monetizing their 
users’ profiles through the use of various ads platforms the danger is also increasing for 
users to see their data going in the wild [26]. Therefore, a comprehensible and efficient 
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permissions framework is required in order to protect the privacy of the users of these 
applications. 

After designing the first ontology of a permissions framework, we designed an 
experiment to ask subjects to assign functionalities based on their understanding of the 
applications descriptions. With an Iota coefficient of 0.62, the subjects had a substantial 
agreement on the attribution of permissions according to Landis and Koch [21]. This 
result validated our hypothesis that presenting functionalities instead of permissions to 
the users could achieve a high level of agreement among subjects regarding permissions 
requested by applications. 

Acknowledgments 

This paper is partly based upon work supported by the RCSO ISnet under Award No. 
37075. 

References 

1. Adams, W.A.: A transdisciplinary ontology of innovation governance. Artif. Intell. Law. 16, 2, 
147–174 (2007). 

2. Beresford, A.R. et al.: MockDroid. Proceedings of the 12th Workshop on Mobile Computing 
Systems and Applications – HotMobile ’11. pp. 49–54 ACM Press, Phoenix, AZ, USA (2011). 

3. Bläsing, T. et al.: An android application sandbox system for suspicious software detection. 
Proc. 5th IEEE Int. Conf. Malicious Unwanted Software, Malware 2010. 55–62 (2010). 

4. Chakradeo, S. et al.: MAST: Triage for Market-scale Mobile Malware Analysis. ACM Conf. 
Secur. Priv. Wirel. Mob. Networks. 13–24 (2013). 

5. Chin, E. et al.: Measuring user confidence in smartphone security and privacy. Proceedings of 
the Eighth Symposium on Usable Privacy and Security – SOUPS ’12. p. 1 , Washington, DC, 
USA (2012). 

6. Christensen, C.M. et al.: Finding the Right Job for Your Product. MIT Sloan Manag. Rev. 48, 
3, 38–47 (2007). 

7. Egele, M., Kruegel, C., Kirda, E., Vigna, G.: PiOS Detecting privacy leaks in iOS applications. 
Proc. 18th Annu. Netw. Distrib. Syst. Secur. Symp. NDSS 2011. 11 (2011). 

8. Egelman, S. et al.: Choice Architecture and Smartphone Privacy: There’s a Price for That. The 
Economics of Information Security and Privacy. pp. 211–236 Springer Berlin Heidelberg, 
Berlin, Heidelberg (2013). 

9. Enck, W. et al.: TaintDroid: An Information-Flow Tracking System for Realtime Privacy 
Monitoring on Smartphones. Osdi ’10. 49, 1–6 (2010). 

10. Felt, A.P. et al.: Android permissions demystified. Proceedings of the 18th ACM conference 
on Computer and communications security - CCS ’11. pp. 627–637 ACM Press, Chicago, 
Illinois, USA (2011). 

11. Felt, A.P. et al.: I’ve got 99 problems, but vibration ain't one. Proceedings of the second ACM 
workshop on Security and privacy in smartphones and mobile devices - SPSM ’12. p. 33 ACM 
Press, Raleigh, North Carolina, USA (2012). 

12. Felt, A.P. et al.: The effectiveness of application permissions. Proceedings of the 2nd USENIX 
conference on Web application development. p. 12 USENIX Association, Berkeley, CA, USA 
(2011). 

13. Gibler, C. et al.: AndroidLeaks: Automatically detecting potential privacy leaks in Android 
applications on a large scale. Lect. Notes Comput. Sci. (including Subser. Lect. Notes Artif. 
Intell. Lect. Notes Bioinformatics). 7344 LNCS, 291–307 (2012). 

Functionalities as Superior Predictor of Applications Privacy Threats 273



14. Grace, M. et al.: RiskRanker : Scalable and Accurate Zero-day Android Malware Detection 
Categories and Subject Descriptors. Proc. 10th Int. Conf. Mob. Syst. Appl. Serv. 281–293 
(2011). 

15. Guarino, N.: Understanding, building and using ontologies. Int. J. Hum. Comput. Stud. 46, 2-
3, 293–310 (1997). 

16. Hornyack, P. et al.: These Aren’t the Droids You're Looking for: Retrofitting Android to 
Protect Data from Imperious Applications. Proc. 18th ACM Conf. Comput. Commun. Secur. 
639–652 (2011). 

17. Janson, H.: Calculating and Reporting Rorschach Intercoder Agreement. March, (2008). 
18. Janson, H., Olsson, U.: A Measure of Agreement for Interval or Nominal Multivariate 

Observations by Different Sets of Judges. Educ. Psychol. Meas. 64, 1, 62–70 (2004). 
19. Joachims, T.: Text Categorization with Support Vector Machines: Learning with Many 

Relevant Features. Proc. 10th Eur. Conf. Mach. Learn. ECML ’98. 137–142 (1998). 
20. Kelley, P.G. et al.: Privacy as part of the app decision-making process. Proceedings of the 

SIGCHI Conference on Human Factors in Computing Systems – CHI ’13. pp. 3393–3402 
ACM Press, Paris, France (2013). 

21. Landis, J.R., Koch, G.G.: The measurement of observer agreement for categorical data. 
Biometrics. 33, 1, 159–174 (1977). 

22. McDaniel, P., Smith, S.W.: Not so great expectations: Why Application Markets Haven’t 
Failed Security. Secur. Privacy, IEEE. 8, 5, 76 – 78 (2010). 

23. Pandita, R. et al.: WHYPER : Towards Automating Risk Assessment of Mobile Applications 
W HYPER : Towards Automating Risk Assessment of Mobile Applications. USENIX Secur. 
Symp. 527–542 (2013). 

24. De Santo, A., Gaspoz, C.: Influence of Users’ Privacy Risks Literacy on the Intention to Install 
a Mobile Application. In: Rocha, A. et al. (eds.) New Contributions in Information Systems 
and Technologies. pp. 329–341 Springer International Publishing, Cham (2015). 

25. Sikorski, M., Honig, A.: Practical Malware Analysis: The Hands-On Guide to Dissecting 
Malicious Software. (2012). 

26. Stevens, R. et al.: Investigating User Privacy in Android Ad Libraries. Workshop on Mobile 
Security Technologies (MoST). p. 10 , San Francisco, California, USA (2012). 

27. Uschold, M., Gruninger, M.: Ontologies: principles, methods and applications. Knowl. Eng. 
Rev. 11, 2, 93–136 (1996). 

28. Yan, L., Yin, H.: Droidscope: seamlessly reconstructing the os and dalvik semantic views for 
dynamic android malware analysis. Proc. 21st USENIX Secur. Symp. 29 (2012). 

29. Zhou, Y. et al.: Hey, You, Get Off of My Market: Detecting Malicious Apps in Official and 
Alternative Android Markets. Proc. 19th Annu. Netw. Distrib. Syst. Secur. Symp. 2, 5–8 
(2012). 

30. Zhou, Y., Jiang, X.: Dissecting Android Malware: Characterization and Evolution. 2012 IEEE 
Symp. Secur. Priv. 4, 95–109 (2012). 

 

274 A. De Santo et al.



Technologies and information systems: a contribution 
to the sustainability of the agri-food sector 

José Luís Reis  
 

ISMAI, Maia University Institute, research unit CEDTUR/CETRAD, Maia, Portugal  
Comission Viticulture of the Vinho Verde Region, Porto, Portugal 

Abstract. Companies producing goods and services, in the food industry, need 
to have product, processes and marketing technologies, integrated with 
information systems supported by Information and Communication 
Technologies (ICT) to enable to plan, monitor, control and integrate all 
activities associated with the production, promotion and distribution. As the 
man evolves, he is creating new ways of communicating information to survive 
and to improve his quality of life. With globalization there is a reduction in 
transport and communication costs, as well as global logistics and distribution 
systems,  which allows to be distributed products, including agri-food, where it 
comes from, to reach all the world. Regardless of other technologies, ICT are 
leading to the globalization, and one of the sectors affected by globalization, is 
the food industry. This article develop a set of data elements, which are 
constituted as a body of knowledge about technologies aspects, including 
technological developments, the main types of technologies and information 
systems, technological trends and some marketing aspects in the agri-food 
sector that contribute to its sustainability.  

Keywords: Agri-food Technologies, Information Systems, Marketing 
Technologies, Sustainability, Food Supply Chain Network. 

1   Introduction 

It is fundamental to the development of the different sectors to organize a set of data 
elements related with technologies that support different management processes.  To 
make a contribution to the sustainability of the agri-food sector, it is important to 
create a body of knowledge about some aspects of the technologies, including 
technological developments, the main types of technologies and information systems, 
and some technological trends in the agri-food sector. Generically food supply chain 
network have four different actors: farmers/producers, industrial companies, 
distributors and the retailers, each of them have different levels of organizational 
management, and to help the management support, the managers have the need of 
back office and front office information systems. In this article, the body of 
knowledge is constituted with the ways of integration of the main information 
systems and technologies that make possible to produce and distribute, in a 
sustainable way, products in the agri-food sector. 
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2 Technologies in the agri-food sector 

As the man evolves, he is creating new ways of communicating information to 
survive and to improve his quality of life. With globalization there is an ever closer 
integration of the countries and people of the world, a reduction in transport and 
communication costs, and the elimination of artificial barriers to the flows of goods, 
services, capital, knowledge and (to a lesser extent) of people across borders [1], as 
well as global logistics and distribution systems, sometimes multimodal, that make 
the products (goods and services), including agri-food, coming from where they are 
produced to all parts of the world. Regardless of other technologies, ICT  are leading 
to the globalization, and one of the sectors affected by globalization, for good and for 
bad, it is the food industry. 

 
2.1 Communicating, technologies and information systems 
 
The technologies are the backbone for communication, allowing today, millions of 
people not to be hungry because either ICT or other technologies, that are vital to the 
achievement production levels that meet the amount of product required by the 
markets, with quality and above the expected food security, reaching also at the best 
time to the market. The technologies can be of three types; product, process and 
marketing technologies [2], and play a key role in our daily life as well as with regard 
to the vegetable or animal foods (cereals, vegetables and fruit products, dairy 
products, wine, olive growing, sheep, pigs, goats or poultry). Since the production, 
quality control, packaging, transportation to distribution, there are different types of 
technologies in the various activities associated with the production of products of 
agri-food sector.  

Product technologies have the knowledge about the physical properties, 
characteristics of the components and the ability to incorporate this knowledge in the 
production of goods and services, providing a value for a company or an individual 
(for example, to know what are the right products and the best nutrients to produce 
certain drinks). Process technologies incorporate the knowledge on how to produce 
the goods or services, and the ability of designing, creating value for others (eg, have 
the best production line, and the best bottling line that allows to pack drinks). 
Marketing technology are designed to ensure the knowledge of technology products 
and processes for a specific application and capacity to deliver. These, due to their 
complexity, involve skills on market analysis, brand, packaging, communication and 
logistics (for example, the company which has the world's best drink, solved the 
problems of product and process technologies, but intends to sell it in a new market 
and for this it should hire a company specializing in market research) [2].  

Data about food products are recorded in databases in a proper way that allows their 
traceability, because, unlike other products, with the exception of the pharmaceutical 
industry, the agri-food is to be taken, what requires greater care with hygiene, safety 
and quality. Shannon's theory of information has created a bridge between 
information and uncertainty, between information and entropy and the information 
and chaos [3], and as Marshall McLuhan rightly said, in 1967, the first computer 
dawn and cyberspace, man has evolved and went from a "food collector incongruous 
reappearing as a collector of information" [4]. Since the 60s, the information can be 
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collected and registered in the Transaction Processing Systems, all sales of products 
made in a canteen from the point of sale systems, and since the 80s, with the 
Management Information Systems the sales of cafeteria products can be registered, 
the analysis can be done to proceed to the optimization of stocks, as well as to define 
which products are selling less at a certain time of year, and the Decision Support 
System, assist the manager to take the decision to buy less products of this type [5, 6]. 
Only considering the technology as part of the strategic business plans, managers can 
make the investments that allow companies to provide farmers with the products 
according to the needs, a customized/personalized (with food components suitable for 
each farmer) and strict costs while maintaining margins, contributing to the business 
sustainability [2].  

 
2.2  The food chain network and the main types of information systems 

 
The network of agri-food supply chain, known for Food Supply Chain Network 
(FSCN), consists of a set of actors who collaborate so that the product reaches the 
consumer, from the farmer/producer, through the company that processes the product 
(can or cannot a processed product that requires raw materials), by the distributor, to 
the retailer [7]. The automation of production processes in the control of industrial 
products such as biscuits, sliced bread or toast, involving technology related to 
automated production lines, machinery, through robotics, with less and less human 
intervention because the production lines are composed of electronic and mechanical 
equipment controlled by computer systems that allow define the optimal amounts of 
raw materials (flour, eggs, sugar, salt, chocolate, vitamins, etc.) to produce a given 
product, with energy and protein values advisable for good nutrition.  

On the grounds of a factory of food products, machines or robots are responsible for 
the manufacturing processes of food, such as cutting machines, mixing, heating, 
sorting, etc., that have incorporated information technology that includes sensors, 
actuators (running some mechanical actions such as start or stop a machine, making 
adjustments to the settings, etc.) and a programmable logic controller by which the 
machine is controlled. The machine can incorporate a DCS - Digital Control System, 
which will allow human operators to manually interact with the DCS and get reports. 
The DCS can be attached to a SCADA - Supervisory Control and Data Acquisition, 
whereby a number of different machines (and thus a production line) can be 
monitored and controlled. In turn the SCADA system can be connected and integrated 
with ERP - Enterprise Resource Planning , which will have the oversight of the entire 
company on production and related activities. In a production agri-food system (food 
or drink), the ERP system has to ensure the quality, hygiene traceability, recording 
data that let you know the product components and the dates on which the product 
was produced, and this information is disseminated to the different departments of the 
organization who need it. This information is then communicated to business partners 
upstream and downstream (upstream and downstream), and to the regulatory and 
certification entities [8, 9]. For example, in the case of an apparatus for producing 
crackers or cookies, the equipment must have characteristics which enable it to 
rolling, combination, size and cutting, peeling, as well as an oven, cooling the stack 
and packaging [10].  
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The industrial production equipment is controlled by information systems. These 
systems sometimes use information and communication technologies to integrate with 
other systems, including: 
- BackOffice Systems (Enterprise Resource Planning - ERP) optimize the 
administrative, financial and in some cases production control. 
- FrontOffice systems (Customer Relationship Management - CRM) that enable the 
management of customer relationships. 
- Suppliers management systems (Supply Chain Management - SCM) to help value 
chain management between companies and their suppliers. 
- Production planning systems (Material Resource Planning - MRP II) are the control 
and planning the production and managing stocks used for manufacturing processes. 
With the evolution of BackOffice systems, the functionalities of MRP II came to be in 
the ERP systems. 
 

Information systems, regardless of their type (CRM, ERP or SCM), have to give 
answers to the needs of different types of organization managers, whether the levels; 
strategic (management), tactical (management), knowledge (innovation and 
development) or operational (technical and administrative). The technology 
infrastructure that supports information system comprises database management 
software systems, data storage systems, communications systems, etc. ensuring that 
the information systems are operational and available in an optimal way according to 
the needs of different users, both internal and external to the company [6]. 
 
2.2.1 Customers Relationship Management - CRM 
 
CRM use individual customer information, from multiple sources of information 
(multichannel, such as telephone, email, chat, etc.) through the integration of various 
information technologies. The CRM system have the ability to record and provide 
access to different types of managers, in particular to the marketing and commercial 
areas, information data about prospects and customers (names, contact details, 
preferences, needs, exchanged emails, conversations via chat, phone calls recording, 
orders, complaints, data satisfaction surveys, analytical data as Customer Lifetime 
Value, Net Present Value, Customer Satisfaction, etc.) [11]. This information enables 
individualized customers relationships management, identifying them, satisfying them 
and retaining them. A customer who has a habit of ordering certain types of agri-food 
product in a particular time of year, for example, more fruit yogurts and more organic 
milk, can get a company's message to suggest an order for those products in the best 
commercial conditions, which allows maximizing the creation of value for the 
customer and for the organization, contributing to the organization sustainability [12].  

With the emergence of Web 2.0, particularly with the spread of social networks, 
which is changing the way customers interact with brands, companies, state, etc., the 
concept of Social CRM that enables the integration of interactive platforms in the 
surge social platforms of communication. These systems have the ability to provide 
relevant content based on individual user preferences, obtaining this information, an 
implicit way through the monitoring of purchases by the user, or their system usage 
habits, in order to know what are the goods or services (and their characteristics) the 
user like or dislike [13, 14]. 
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2.2.2 Enterprise Resource Planning - ERP 
 
The CRM system must be integrated with the ERP system. This system allows to 
connect various departments of companies, and the main benefits are the management 
based on systematic processes with a single technology platform and a business with 
more efficient operations and oriented to customer needs [15].  

Most Small and Medium Enterprises (SMEs) use an ERP system and do not use a 
CRM system, so they do the customer management in the ERP system. SMEs in the 
agri-food sector usually have two types of customers: retailers specializing in sales of 
food or industrial company that transform or semi-transform food. Sometimes these 
clients are competitors of the producers, which require the simultaneous management 
of a relationship of cooperation and competitiveness. The work environment for 
SMEs is characterized by strong pressure on prices and the quality of goods and 
services, and customer requirements expressed primarily on delivery times and 
product availability. These facts require that companies when selecting the ERP, take 
into account the following components: marketing and sales, administrative 
management (billing, stocks, etc.) and financial [16]. 
 
2.2.3 Supply Chain Management - SCM 
 
ERP systems must be integrated with SCM systems because they are information 
systems that enable to aid relationships management with suppliers (search for raw 
materials, transformation of raw materials into intermediate or finished products and 
distribution of these customers). SCM systems allow connecting suppliers, production 
plans, distribution centers, transporters, retailers (outlets), people and information 
(through search processes, inventory control, distribution and delivery to provide the 
goods and services of their origin to consumption) [6,17]. A food distribution 
company, providing restaurants, and operating with a distribution center receiving the 
products, has to deal with the various producers of the products, making them the 
orders according to the needs of restaurants, receive and transport the goods to the 
restaurants. The optimization of operations related to the logistics of the company 
involves the use of an SCM system, which on the one hand solves the problems of 
managing the relationship with the various suppliers of products, and secondly, with 
restaurants that are its customers, like that the restaurants do not have to relate to the 
various producers to have their products [17, 15]. 
 
2.3 Technologies and systems for the audit and certification in the agri-food 
 
A large proportion of food products is certified by regulatory and certification entities, 
and often it’s required that those production companies control information entities 
have to be integrated with regulatory and certification entities.  

There are systems, such as the certifying entity of Vinho Verde and Minho Regional 
wine, called "History of a bottle," which allows a user to enter in a Web page, the data 
in the warranty seal, and from that information, the system displays the information 
on the certification date, type of product, type of packaging, the label and the number 
of bottles of that pack [18]. The consortium that brings together the producers of 
Parmigiano Reggiano, also has a page on your site that allows by introducing the 
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producer identification number, find out about the cheese it produces [19]. The 
Vivino Wine App it is application that recognizes the label through the camcorder, 
from the mobile equipment, and displays the wine product information registered in 
the database about this product as well, where you can buy locally, from data entered 
by users of the application who rated the wines after the consume [20].  

 
In addition to quality assurance, the genuineness of the products is guaranteed by 

certification which requires the existence of documentation that is inherent. To 
facilitate monitoring and access to this documentation, the Agricultural Defense 
coordinating entity, the Department of Agriculture and Supply of São Paulo, Brasil, 
offer a free application called "consultation GTA" to view from any smartphone, the 
authenticity of Guide Transit Animal (GTA) issued by that entity. To check the 
authenticity of the document simply place the phone's digital camera in QR Code 
(barcodes read by mobile devices) printed on the documents accompanying the 
animal, and immediately redirect the program for the GTA issued in the system, 
making it possible to compare and to guide the producer’s choice, and accompanying 
the animal is the same issued by the system [20]. One of the key technologies for the 
traceability of food products is the identification, storage and retrieval of data by radio 
frequency (Radio Frequency Identification - RFID). The RFID chip labels can be 
implanted in the ear of an animal or a product, wherein the traceability will provide a 
safer food, connecting producers and consumers [22]. In encapsulated RFID chip, the 
chip is a glass capsule that is placed subcutaneously in the animal. These systems 
have a unique code. The decoding of this number makes up with an electronic reader 
and the information associated with the system is reliable, and inviolable in terms of 
identifying and easily editable throughout all processes associated with the global 
standard for traceability of GS1 (international organization that develops and 
implements standards for all sectors of activity). GS1 processes consist of the 
planning and organization, data alignment, recording of traceability data; require 
traceability and use of information. Nowadays there are more and more companies in 
the agri-food sector that use this type of technology, it is a way to ensure efficiency 
and visible gains in value chains [23]. 

3 Technological trends applied in the agri-food 

The exploration of different technologies applied in food processing continues, and 
will continue to be done as there are technological advances, whether in terms of 
technologies applied to products, whether the processes, whether in marketing 
techniques. In terms of products, bioinformatics is beginning to convert into 
knowledge the data on biology and chemistry, providing detailed molecular 
information on human health, which allows knowing the role of food in the well-
being of consumers. In terms of food, bioinformatics allows better define the physical, 
structural and biological properties that will lead to new cultures, processes and 
higher quality food in all aspects, as well as to better toxicological evaluation, making 
food safer. Who knows, in the future, bioinformatics can also improve the existing 
trend of consumer choice, in a personalized way, in the food market, the products 
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suitable for their diet and their health. The use of shared databases, allowing a correct 
structure according to the biological characteristics, as well as the use of analysis 
tools data recorded therein can be achieved, this customization of the power [24], 
which will be based on the scientific field of genetics studies relating to genomics and 
in nutrition called nutrigenomics, studying the different susceptibilities to diseases 
and their connection to food [25].  

 
Nanotechnology applied to the agri-food sector in food processing is growing, in the 

optimization of food safety and packaging and agriculture, incorporated into tiny 
materials specifically designed to alert the consumer that a product is out of date. It 
may also allow creating nano-materials, whose small size allows providing nutrients 
to human cells that otherwise, cannot be achieved by producing materials that allow 
blocking substances in foods, for example, harmful cholesterol or food allergens, thus 
preventing them from reaching certain parts of the body [26]. The database available 
in http://www.nanotechproject.org/inventories/agri-food/, gives an idea of the types 
and dozens of existing nanotechnology projects in the agri-food sector.  

 
Regardless of the controversies surrounding genetically modified foods (Genetically 

Modified Organisms - GMO), these will be certainly needed to be able to feed the 
population with safe food. The technologies based on biotechnology and 
nanotechnology allow to produce food in large quantities and in a more secure way, 
using transgenic seeds and herbicides suitable (whether in Ireland potato or corn in 
the Philippines), to ensure the future of supply food in the world, taking into account 
climate change and population growth [27]. 

 
There is a tendency to generalize the technological support systems associated with 

precision agriculture, which involves the handling of information from agricultural 
properties and climatic conditions. The processes associated with preparing the soil, 
planting, monitoring of crops and harvesting are handled by Global Positions System 
technology (GPS) and Geographic Information Systems (GIS), linking real-time geo-
referenced information to store, analyze and visualize through different ways of 
mapping the traceability of the production of cereals, fruits or animals [23]. 

 
Companies also use, and will use increasingly, RFId systems integrated with GPS, 

because only then, will be able to solve some problems of integration and availability 
of information in real time, because the Hazards Analysis and Critical Control Points 
methodology (HACCP - Hazard Analysis and Critical Points of Control), associated 
with the food safety systems, which identifies the dangers and preventative measures 
for their control in production processes, requires the recording of information at 
different stages, either in a barn, a slaughterhouse or butcher [28]. The RFId 
technology being used to record and track milk samples throughout the journey of the 
collection sites to the laboratory [29]. The traceability system for monitoring the 
trucks transporting the milk tank, can be linked to GPS systems in mobile equipment, 
bar code system (EAN), and sensors positioned in the vehicle, thus ensuring that the 
data on the product is conveyed in good condition and that has certain characteristics, 
is recorded in real time on the database management system, thus ensuring up safety 
and food quality [30].  
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Technologies can be associated with any physical object; they are becoming cheaper 
and allow two-way communication with the environment, which will allow creating 
new business models based on advanced organizational schemes, called IoT (Internet 
of Things), which have the advantage of constituting as global networks, any object 
which can be connected to each other. Data on weather conditions, water levels in the 
soil, pesticides and fertilizers used, agricultural implements, transmission data 
(location, temperature, etc.) data on the quality of the product (moisture, oxygen, 
nitrogen or ethylene contained in the air around the product), data on the packaging, 
and can be obtained through sensors and computer applications, the agri-food sector 
has the ability to manage the precision agriculture, optimizing the use of pesticides, 
fertilizers and water, transport, monitoring the movements of vehicles by optimizing 
transport processes, control of the supply chain, by measuring on a continuous basis 
the environmental temperature around the product and control of storage locations, all 
of this to maintain quality and food safety [31]. 

4 The integration of ICT in business management  

The key to the success of a company that has bet on e-business, as management 
strategy is to ensure that all processes work well in a unified system, which means, 
there is a full integration of different technologies with ICT, and in many cases, with 
the possibility of selling the products through e-commerce. Another important and 
decisive issue is the implementation of business intelligence systems (information for 
business, consisting of a set of techniques and tools that turn data into raw in 
significant and useful information), which are able to determine client characteristics, 
their profiles, their behaviors, and knowledge of marketing through the use of 
databases, larger organizations rely on data warehouses (historical data repository 
organized by topic to support managers in decisions), requiring the analysis of the 
data and its distribution, integrating ERP and SCM (special attention to distribution, 
CRM and the customization of the marketing mix) [31]. 

 
Based in the knowledge obtained, the construction of an conceptual model of 

integration of systems and technologies in the agri-food sector, intended to show the 
integration of different technologies in the food supply chain network, taking into 
account their different actors (farmer/producer, the company that processes the 
product, distributor and the retailer), the different levels of organizational 
management (strategy, tactical, knowledge and operational), which encompass the 
different functions of management (marketing, sales, human resource management, 
production control, accounting, etc.), different types of information systems (ERP, 
SCM, CRM, etc.) and supporting technologies (hardware, software, storage and 
telecommunications) [12]. 
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Fig. 1.  Conceptual model of integration of systems and technologies in the agri-food sector. 

Figure 1 represents an ideal situation where all parties have the information and 
technological infrastructure systems that meet the needs of all business partners, as 
well as the needs associated with the internal resource management organizations. 
However, to facilitate viewing of the figure, no SCM systems included in 
farmers/producers, despite these require such systems to place their orders by their 
suppliers (e.g., seed, fertilizer, agricultural implements, etc.) or CRM systems to 
retailers who sell to end customers. Thus, farmers producers, when not directly sell 
their products to distributors or retailers, are suppliers of manufacturing/processing 
industry, take orders through SCM systems of these companies, according to the 
orders that these companies have their distributors customers through its CRM. In 
turn, the distributors deliver orders from its retail customers received in their CRM 
(when they are not distributors to sell to end customers), which in turn ordered the 
products in their SCM. Retailers sell to the customer. Operating  managers follow the 
products and the money in SCM, ERP and CRM systems, managers of knowledge 
innovate improving aspects related to products, processes and marketing, using 
sometimes the knowledge that is in ERP, SCM and CRM and knowledge 
management systems, tactical management (direction) defines the best tactics to 
achieve the goals, using the knowledge that is in all information systems. ERP covers 
all management levels, providing more detailed information to the operational levels 
and more summarized the upper levels of management. In these, there are sometimes 

283Technologies and Information Systems …



DSS based on metrics (without good metrics is not possible good management) that 
help managers in decision-making. Technological infrastructure are at the base of the 
figure, and the main components mentioned throughout this section are represented 
by focusing on the aspects that are considered most relevant, namely those related to 
the data storage infrastructures and telecommunications, which are incorporated in 
most cases by database management systems and telecommunication systems which 
are based on electronic systems of Electronic Data Interchange (EDI) in eXtensible 
Markup Language (XLM) and Electronic Business using eXtensible Markup 
Language (ebXML) supported by Internet and wireless communication systems.  
With regard to based control systems based on RFId and sensors (can measure quality 
standards, shapes and defects), companies are adapting them more and more as 
technologies to manage products and processes. Regarding control systems based on 
DCS, as mentioned above, these let you control automatically what goes on machines 
that produce food, registering data associated with the production times. These DCS 
systems are in turn controlled by so-called supervisory systems   SCADA, enabling 
the recording information in an hourly and daily basis [20,7], bringing this 
information to systems in need, particularly those ERP systems that also incorporate, 
in their majority, the production control systems. Integrating information from these 
systems can and should be supplemented with other information, in particular with 
regard to transport and logistics systems, giving the guarantee of traceability of 
products, contributing to their quality and to the company's sustainability. 

5 Conclusions and future work 

The adaptation of ICT in the agri-food sector, particularly in farming, is a process 
sometimes slow. The same is not true in the industrial sector or in retail, which means 
that the alignment of corporate management needs, with the integration of technology, 
became one of the main differentiating factors, causing them to be more competitive 
meeting the needs of the market. The key forces in the future in the agri-food sector 
will be five: the integration of technologies in ways that allow mobility to be available 
at any time in information on food; the use of technologies available in the cloud 
(cloud computing), enabling scalability at lower cost; the ability of companies to 
analyze the data to obtain information to help them manage better through the 
analysis of data from Big Data (extremely large data sets that can be analyzed 
computationally to reveal patterns, trends and associations, especially in relation to 
human behavior and their interactions), because only with the proper use of metrics 
can be produced food best suited to consumers, as, for those who do and how to 
improve satisfaction levels, is the design of agri-food companies in the future; be on 
social networks to better manage the processes associated with marketing 
technologies, improve capabilities, companies and their brands, including customers 
and consumers, meeting their needs and preferences, it is the way to go; finally the 
possibilities afforded by the Internet of Things (IoT) that modify the ways of 
collecting and storing data.  Having this five key forces in accounting, it is necessary 
a future work that integrates the knowledge of those domains in the agri-food sector, 
supporting the proofs of the good management practices. 
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Abstract. Bodies of Knowledge (BOK), contain the relevant information for an 
area of knowledge, and it is necessary for the development of the science and 
application in the professional and occupational profiles and the possible 
incidence in the industry. This paper showed an evaluation of professional and 
occupational profiles based on standard Software Engineering Body of 
Knowledge (SWEBOK) and ontological model in order to obtain the necessary 
information to establish the relationship in these contexts.  

Keywords: Bodies of Knowledge, BOK, Evaluation, Model, Ontologies, 
Professional, Standard 

I Introduction 

BOK contain the relevant knowledge for a discipline. BOK must be embodying the 
consensus reached by the community; for this reason BOK will be of applicate. This 
consensus is a prerequisite for the adoption of the BOK by the community [1]. A 
BOK may include technical terms and theoretical concepts as well as recommended 
practices [2].  
 
A BOK is its common intellectual ground. It is shared by everyone in the profession 
regardless of employment or engineering discipline; for this reason; in this paper it is 
shown the evaluation of occupational and professional profiles, based in the guide 
SWEBOK, which is a popular guide in the field of Software Engineering. In order to 
evaluate occupational and professional profiles, it was used the guide SWEBOK 2014 
[3], and characterization of ontological model supported by Neon Methodology [4]. 
 
The purpose of the research it was to establish a model to evaluate occupational and 
professional profiles taking as points of mediation BOK; also, to obtain measures of 
comparison between professional profiles and job offers through the BOK. 
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II Related Works  
The use of BOK has increased representatively; according to [5] and [6], the use for 
developing ontological models for BOK based in Knowledge and applied in the 
monitoring of networks around a community are explain; however [7], used BOKS 
for the conceptualization of shared knowledge between humans and software. They 
also mention that the use of BOK in building ontologies for information systems and 
management development software. Moreover, a professional BOK meets the set of 
skills, knowledge, and attitudes required for professional domain [8]. The BOK is 
used as points of comparison mediation of powers between work and academic 
contexts. For example in [9] a model using DISCO II it was proposed for the creation 
and comparison of profiles based on competencies. In [10] it was proposed a model 
for competence and its components from SWEBOK. 
 
In [11], SWEBOK is used as a point of mediation for the comparison of academic 
profiles and the labor market. In [8], a useful model is proposed not only in academia 
but also in industry, where SWEBOK specifies the Knowledge Areas (KAS) 
necessaries in this context. 
 
In [5], extend the research of [8] associating skill levels of Bloom's taxonomy of 
knowledge areas SWEBOK profiles Guide Software Engineering: New Graduate, 
Graduate with four years of experience, and experienced software engineer working 
in a software engineering process group. 
 
III Methodology 
 
Step 1: Define ontological model. 
In recent years, it has increased the interest of professionals in the development and 
management of ontologies to develop from scratch, with the aim of linking 
knowledge and providing a semantic sense. 
 
Some of the most widely used methods are as follows: METHONTOLOGY, On-To-
Knowledge and DILIGENT [4]. The methodologies used to development the 
ontological model is called NeOn. NeOn is based on nine stages, since there are 
several ways for building ontologies; NeOn scenarios are flexible, allowing combined 
scenarios, and allowing users to customize them. For the evaluation of the profiles, 
the following methodology of NeOn scenarios is used: 
 
Scenario 1: From specification to implementation.  
 
PURPOSE: To develop ontology of BOK; a vocabulary to describe the terms 
associated with that domain it was created.  
 
SCOPE: The ontology was focused on domain of BOK. The proposal of this research 
it was study the structure of SWEBOK 2014 in order to evaluate the professional and 
occupational profiles. 
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EXPECTED END USERS. 
 
When a new ontology was designed, it is important to evaluate possible users. In table 
1, it is showed some stakeholders. 
 
Table 1. Expected end Users 
 

Users Description 
 

Engineers. 
 

People who study engineering. 

Graduates. Person who acquire an academic degree after complete 
the studies. 
 

Stakeholders. Many people, groups, companies, and other 
organizational or governmental entities have a stake in 
educational programs. 
 

 
Requirements: 
 

� Functional Requirements: 
 
How is knowledge described? 
How to align labor or Occupational and professional profiles using SWEBOK 2014? 
 

� Non-functional Requirements 
The ontology will be developed in English. 
 
Scenario 2: Reusing and re-engineering non-ontological resources (NORs). 
 
The reuse of Non-ontological resources is the second activity of NeOn which is the 
same methodology for analyzing non-ontological resources. In table 2, the non-
ontological resources necessary for the evaluation of profiles are described. 
 
Table 2. Non-ontological resources 
 

Class Class Description Properties 
BOK Ontological Model with 
Standars 

Name of Ontological Model include 

 
   BOK 

Contain the relevant Knowledge for a 
discipline. BOK must embody the consensus 
reached by the community for which this 
BOK will be of application. This consensus is 
a prerequisite for the adoption of the BOK by 
the community [1]. 
 

id   
code  
levels Of Abstraction  
context  
structure by 

Knowledge Area Structure of a BOK, which define what a 
professional needs to understand and the 
tasks that a practitioner must be able to 
perform [3]. 

require  
composed by 

Knowledge Unit Each area is broken down into smaller id  
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divisions [3]. code  
description  
involve 

Knowledge Topics Second level of knowledge structure [3]. Associate Column Matrix Matrix 
Topic And Reference  
id  
code  
description 

Knowledge Subtopics Description of Topics [3]. id  
code  
description 

Profile A set of characteristics that identify or are 
thought to identify a particular type of 
knowledge [3]. 

need  
is part of  
id  
description  
code  
typeProfile 

Skills An ability and capacity acquired through 
deliberate, systematic, and sustained effort to 
smoothly and adaptively carryout complex 
activities or job functions involving ideas 
(cognitive skills), things (technical skills), 
and/or people (interpersonal skills) [3]. 
 

id  
code  
description 

Detail-Profiles Specific characteristics of each profile [3]. id 
code  
description 

   

Scenario3: Reusing and re-engineering ontological resources. For the definition of 
the ontological model of BOK, the basis it was SWEBOK are the same that are 
structured by KAS, which have several elements such as: Units of Knowledge (UK), 
including a hierarchy of topics Knowledge (TK), and within sub topics (KST): List of 
further reading, References, Taxonomies, List of acronyms and labor profiles and 
professionals requiring skills to define the levels of knowledge of a professional [3]. 
The following ontological model has been developed based on the scenarios of NeOn 
methodology, which were taking for building scenarios 1, 2, and 3.   The model is 
supported by the structure of the SWEBOK 2014, with which it was possible to define 
the terminology of a domain of knowledge: the concepts that constitute the domain, 
and relationships between concepts [12]. 
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Fig. 1. Ontological Model to Describe BOK 
 
Step 2: Evaluation of profiles through ontological models. - The ontology 

proposal was used to evaluate the labor and professional profiles in the area of 
software engineering. General ontology concepts and properties described in Scenario 
2 are made, as these are needed for evaluation. To evaluate profiles it was used 
SWEBOK 2014, where only the Quality Knowledge Are (QKA) was taken account. 
The area is divided into Knowledge Units (KU), Knowledge Topics (KT), in order to 
deepen the concepts of knowledge and identify sub-topics. 

 
On the other hand, it was necessary to consider another level in the structure of 

BOK, where the topics will be more detailed Knowledge Subtopic (KS). The KS has 
addressed different knowledge and skills. In the same way, to develop a BOK it is 
necessary to take into account: Process Model, Deliverables, Organization, 
Technology focus, Tools, Assignment focus and Exercise domain [13]. The sub-topics 
were extracted by experts Software Engineering, each sub-topic considered the 
breakdown of QKA. Table 3 shows the breakdown of the subtopics found in the 
topics of QSKA are presented. 

 
SWEBOK 2014 Quality Knowledge Area 

KA KU KT KS 
    
   

1.  
 

Software 
Quality 

1. Software  
Quality  
Fundamentals 
 
2. Software 
Quality Management 

Software Engineering 
Culture and Ethics 

Features and concepts of software 
quality 
Software development 
Software Maintenance 
Software Requirements 
Measurement methods and 
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Processes 
 
3. Practical 
Considerations 
 
 

acceptance criteria for evaluating 
the quality 

    
  Value and Costs of Quality 

 
 
 
 
 
 
 
 
 
 
Models and Quality 
Characteristics 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Software Quality 
Improvement 
 
 
 
 
 
 
 
 
 
 
 
 
Software Safety 
 
 
 
 
 
 
 

Software Product 
Product requirements 
Prevention cost 
Cost of appreciation 
Cost of internal failure 
Cost of external failure 
Software Projects 
Scope of the software project 
Software Requirements 
Software life cycle 

 
 

Quality Software 
Taxonomy or Software Quality 
model 
Software quality attributes 
Characteristics models of 
software quality 
Negotiation of the quality of 
Software product 
Planning of Software product 
quality 
Transaction of the quality of 
Software product 
 Software Product 
 
Models of quality of the Software 
Product (internal, external, and 
job quality) 
Quality of the software 
engineering process 
Quality of software product 
 
Software Product 
Software life cycle Process 
Process of detection error/defect 
Quality improvement process 
Quality construction, through 
prevention and early detection of 
errors 
 Software Engineering Process 
Product evaluation 
Scope of the software project 
Project management 
 
 
Software applications 
Develop safety-critical software. 
Software test environments 
Software functional requirements 
Software performance 
requirements 

292 P. Quezada et al.et 



 
 
2. 
 
Software Quality 
Management Processes 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Development processes 
Software quality assurance 
Controlling software risk 
 
Software Product 
Software life cycle Process 
Software Requirements 
Planning of Software product 
quality 
Software development 
Quality plan 
Software Maintenance 
Plans of Management, 
Development, and Maintenance 
for the software. 
Quality standards 
Activities and tasks of quality 
Software Configuration 
Management 
Software Projects 

   
 
Verification & Validation 
 
 
 
 
 
 
 
 
Reviews and Audits 
 
 
 
3. 
 
Software Quality 
Requirements 
 
 
 
 
 
 
 
 
 
 
Defect Characterization 
 
 
 
 
 
 
Software Quality  
 
 

 
Planning verification and 
validation of product 
Software life cycle Process 
Software development 
Software Maintenance 
Verification and Validation of 
Product 
Techniques and tools for 
verification and validation of the 
product. 
 
Management reviews 
Technical reviews 
Inspections 
Walk-throughs 
Audits 
 
Influencing factors 
Reliability 
Software integrity levels 
Process quality software 
Design methods 
Programming languages 
Software Technologies 
Software development 
Software Maintenance 
Taxonomy or Software Quality 
model 
 
Reliability models built based 
fault collected 
Software Testing 
 Software Engineering Process 
Implementation of management 
techniques software quality 
 
Static techniques 
Intensive techniques of personnel 
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Management Techniques 
 
 
 
 
Software Quality 
Measurement 
 
 
 
 
 
 
 
 
 
 
 
 
 

Analytical Techniques 
Dynamic techniques 
Quality testing 
 
Software quality models 
Metrics software quality 
 Software Product 
Software Quality 
Software life cycle Process 
Quality processes and software 
improvement 
Cost of quality processes 
Cost generic quality models 
Development processes 
 Software Engineering Process 
Software Engineering 
Management 
Reports of the software quality 
management 
Software quality metrics 
Software life cycle Process 
 Software Engineering Process 
Software Engineering 
Management 
Development and maintenance 
processes 

 Step 3: Selection of the occupational and professional profiles. - Given a corpus 
of both job offers and professional profiles, it was obtained from of universities and 
employment platforms of Ecuador, two samples were taken for evaluation with 
SWEBOK 2014 profiles, considering among them the naked eye that may have 
greater alignment with a possible minor alignment with the samples to be worked, 
are: 
1. Possibly aligned 
 Engineering in Computer Systems and Computer 
Computer Engineering and Computer Science 
2. Not aligned 
Career Computer Education 
Electronic and Computer Engineering 

 
EXPERIMENTATION. - To test our theory, an experiment in which 2 profiles were 
used. It is based on a macro algorithm that includes the following steps:  

 
MANUAL DESCRIPTION EXPERIMENTATION. - Manual testing is performed 
based on the SWEBOK 2014 guide, by reference to the area of knowledge subtopics 
Quality. To get the result 1, the following comparisons were performed using a matrix 
intersection. 

 
R1 = (C3= ((C1=STQ vs PP) + (C2=STQ vs OP)/2)  
C1 = ∑comparations/Nro. l of comparations  
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C2 = ∑comparations/Nro.  of comparations  
C3 = (∑C1 + \∑C2)/\Nro. of Subtopic 
 
Where: 
 
R1 = alignment between professional and job profiles 
C1 = Quality y Profiles (Skills) 
C2= Quality Subtopic and Jobs offerts 
C3 = Results de C1 and C2 
STQ = SWEBOK Topic Quality 
PP = Professional Profile 
OP = Occupational Profile 
 

In both crosses (C1 and C2), in order to obtain numerical data, if there is any 
similarity it is assigned one (1), otherwise, the field being analyzed is left in blank. 
Upon completion of the comparison result C1 and C2 in percentages for each 
subtopic, versus the professional profiles and occupational, respectively bids are 
obtained. Once the percentages obtained, we proceed to C3, which consisted on 
comparing the total percentages of the C1 and C2. In the figure 2 show the 
experimentation and application of the evaluation. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Experimentation and application of evaluation 
IV Conclusions 

The definition of BOK in the context of software engineering is important to respond 
the training needs of future professionals, so they in order to they acquire the 
competencies in the social, business, educational and industrial. 
 

                 skill

labor offer

ENGINEERING IN COMPUTER 
SYSTEMS AND COMPUTER

COMPUTER ENGINEERING 
AND COMPUTER SCIENCE

EDUCATIVE 
INFORMATIVE

ENGINEERING IN 
ELECTRONICS AND 
COMPUTERS

KNOWLEDGE ASSESSMENT BETWEEN LABOR OFFER AND SKILL

35% 38% 26% 22%
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The Body of Knowledge as Standard is the sum total of our human understanding of 
the world around us. Studies in the area of strength and conditioning make up one of 
the many fields of knowledge, and strength and conditioning professionals must 
understand how our understanding is created to successfully use it to optimize their 
professional practices, approaches, and exercise prescriptions and applied them  in 
occupational context. 

 
A general structure of BOK in the software engineering was established. This 
structure begins with the set of KA, continues with KU, KT and ends with KST 
according to the research area. 
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Abstract. BPMN has become the preferred support for modelling and
describing processes in the context of process developing. Nevertheless,
several shortcomings have been identified in its application in particular
usage scenarios. In particular, contexts demanding real-time monitoring
of manual services, or with requirements to feed Data Analytics system
can not take full advantage of BPMN. This papers address this arising
issue by suggesting an extension for BPMN. This backwards compliant
enhancement supports the definition of probe-oriented features to sup-
port services aimed at facilitating the fully automatic data processing in
many scenarios.

Keywords: BPMN, Process Mining, Data Analytics, quality control

1 Introduction

Nowadays, the application of processmining [12] techniques for the enhancement
of workflow analysis are gaining momentum. We can find several application
examples not just in the academic environment ([7], [10]) but also in the business
context ([1], [3], [5]) in which process mining have already been used successfully.
A better understanding of workflows behavior has been achieved in those cases,
leaving no doubts about the effectiveness of these techniques.

Trying to apply these techniques on a real scenario [9] with a particular type
of workflows, the authors found some limitations regarding the semantics on ex-
isting workflow languages. In particular, some shortcomings have been detected
in the workflow modeling language (BPMN [8]) that prevents the fully utiliza-
tion of analysis techniques in this type of contexts. The goal of the present work
is to reduce these disadvantages by adding new elements to convey more infor-
mation about the activities in the workflow. In fact, the new elements included
in this work share some of the objectives proposed as future challenges by the
Task Force on Process Mining [13], applied to our scenario. In particular, this
proposal is focused on some of the issues addressed in certain challenges, namely
Challenge 1 Finding, Merging and Cleaning Event Data; Challenge 8 Providing
Operational Support;Challenge 9 Combining Process Mining With Other Types
of Analysis; and Challenge 11 Improving Understandability for Non-Experts.
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The resolution of the drawbacks identified for these workflows will help in
the achievement of these challenges. For instance, the business processes under
study tackle with activities performed by human workers. Due to the workflows
nature, only a portion of the activities can support automatic monitoring task in
order to, for example, generate the event log for further analysis. Therefore, some
workflow activities do not generate a log but there is not explicit support in the
language for this issue. The overcoming of this problem could help in challenge
1. Other drawback identified is the lack of support to link variables, product
characteristics and other context elements with different flow paths in workflow.
Also, the formal description of the effect caused by performing an activity on a
product is not supported but very useful. The resolution of this drawbacks can
be a good start for the achievement of goals proposed in challenges 8 and 9.

As we said, the aim of this work is to overcome these drawbacks by im-
proving the language expressiveness. Due to this increased expressiveness, new
information about the workflow and the semantic of the context will be avail-
able in the model. An intelligent analysis can use it for improving the results
representations, helping this way to achieve the goal identified in challenge 11.

A deeper motivation is showed in following Sect. 2, identifying particular
lacks found. Following, in Sect. 3, the language extension designed to overcome
these lacks is presented (guided by examples) Then, in Sect. 4, a verification of
the proposal is included by showing the results of its application to a particular
scenario. Afterwards, we will discuss the shortcomings on the scenario modeled
with BPMN and how the proposal can overcome it. Finally, some conclusions
and an outlook for further research are presented on Sect. 5.

2 Motivation

As already mentioned, the use of BPMN as a tool for modelling and representa-
tion is widely adopted among practitioners. Nevertheless, this generic framework
is not intended for covering all concerns that may be faced in an actual context.
Actually, the standard itself provides an extension mechanism to enrich the
model provided. In due course of its application on a real scenario[9], the au-
thors found some limitations that could prevent the use of BPMN. In particular,
its application brought into scene some issues unsolved, such as:

– No explicit support to present monitoring points. When tackling with non
automatic operations (such as tasks performed by human workers), it is not
clear how to show that new pieces of data will be included.

– No explicit support for security threshold. In case of need to take immediate
actions depending of past or current values of sensitive variables, it is not
clear how to express such conditions.

– Lack of support to link variables or product characteristics. In case of need
to keep a reference to a single variable, it is not clear how to let the BPMN
interpreter about this issue.
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– Lack of descriptive activities behavior. For a software agent, it is not clear
the effect of performing an activity on a product, as this can not be expressed
in a formal and explicit fashion.

Also, the authors found problems to integrate the output variables of the sys-
tem into the Data Analytics frameworks. It seems quite obvious the advantages
of applying the techniques developed in the area of Data Analytics to schemes
modeled using BPMN in an automatic fashion. In order to facilitate its inte-
gration in tools such as ProM[2], it would useful to be able to rely features to
conduct this task.

Upon the identification of these shortcomings, the authors were compelled
to the provision of an extension of the current specification of BPMN. Even at
first glance, it could be reasonable to suggest the use of a new and different
representational model, authors were prone to the definition of an extension on
the top of the already existing BPMN model. Main reasons to continue on this
non disruptive line are linked the critical mass already existing around BPMN
in terms of users and software. The present proposal is backward compliant with
the current version of BPMN and non-compliant agents will be able to still make
use of the BPMN facilities already existing.

3 Proposal

The proposed extension introduces a set of elements on the top of BPMN that
allow the representation of particular workflow contextual concepts. With the
new proposed elements, it is possible to include some semantic features. This im-
provement on the quality and quantity of the represented information strength-
ens the understanding of the workflow by a software agent. An important part
of the information related to the workflow (today available only in natural lan-
guage documents) will also be represented in a machine-understandable format.
By increasing the amount of information available for a software agent, we are
contributing to close the gap between data and business mining techniques.

The core of the proposed extension is focused on the introduction of a set
of workflow elements to support descriptions in a machine-understandable way.
These elements are described in the following sections.

3.1 Monitoring point

A single variable, or a set of them, representing some product characteristic
can be measured in a specific instant in the workflow. Therefore, it is possible to
identify the kind of the variables, associations, and relations between them. These
measured variables can also be referenced univocally and used in other points
of the workflow. On Fig. 3, the reader can check in “Activity 1: Receiving the
product” that it is defined a place for themeasurement of some variables: product
“color”, “width”, “depth” and “height”. Since the last three ones (“width”,
“depth” and “height”) are related to the same concept (product size), they
belong to the same group and are included inside the same stereotype.

Extending BPMN Model for Improving Expressiveness … 299



(a) Monitoring point (b) Activity effect

(c) Advanced decision point (d) Quality control point

Fig. 1: Proposed stereotypes for new elements

(a) Activity effect (b) Monitoring point

(c) Advanced decision point

Fig. 2: Meta models for new elements

Thus, it is introduced a new stereotype that represents a set of variables to
be monitorized during the execution of an activity (Fig. 1a). The variable name
will identify it univocally in the workflow. So, these unique measured variables
can also be referenced from other workflow places (see Sections 3.2 and 3.3).

In order to represent this new BPMN element (check Fig. 2b), two new
classes have been defined by extending the BPMN basic class “Artifact”. The
class “MonitorizedGroup” represents a association of variables, that is, a con-
tainer for a set of variables that are related to each other. Correspondingly, a
“MonitorizedGroup” instance is composed by an unlimited number of “Moni-
torizedVariable” elements representing the measured variables. This hierarchical
construction allows to show the relationships between measured variables.

The UML diagram also shows the connection of this new classes with two
other BPMN basic elements (classes with grey background). We can see the
associations with “Activity” class and with a BPMN “DataObject”.

A complete set of options for describing themonitoring point and its variables
is offered through several attributes. The “MonitorizedVariable” class includes a
concept that has not been mentioned so far, the range. This property is used to
express a range in which the measured value must remain constant (from a set
of possible previous to following activities). Of course, any software agent can
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use this information in its analyses. This interesting feature provides beforehand
with an idea about how static or dynamic a product characteristic can be.

3.2 Activity effect

An important aspect for improving notation expressiveness is the ability to rep-
resent activity effect, i.e., how the activity affects a product or how it can change
the product characteristics. The capacity to convey this implication in a machine
understandable fashionmust be provided. Let’s reconsider, for instance, the “Ac-
tivity 2: Crop dimensions” from 3 example. In this scenario, it was required to
describe changes regarding the size of manufactured pieces. In particular, we
need to express that “width” should have now a value of “150 millimeters” and
“height” “55 millimeters”. It is important to create the relationship between the
activity (“Crop dimensions”) and the affected product characteristics (“width”
and “height”). The element activity effect is suitable for this purposes.

This element (checks Fig. 1b) contains the variable (representing a product
characteristic) and the operation conducted. As a change on a monitoring point
can be referenced from another point of the workflow, it is possible to create
relationships between different workflow elements. To establish this relationship,
it is only required to use the same variable name. This type of connections can
be very useful for workflow analysis purposes, as it makes possible in further
analysis to link these separate pieces of information.

To represent this new BPMN element, a new class has been created by ex-
tending the BPMN basic class “Artifact” (check Fig. 2a). This element includes
attributes to expressed how an activity can change output characteristics.

3.3 Advanced decision point

In the context of this proposal, it is important to connect the possible choices
and paths in a decision point with the characteristics of the product and themea-
sured variables. One of the most interesting features here is the ability to create
relationships between decision rules and unique variables present in monitoring
points and in activity effect descriptions.

This new element is intended to make clear the reasons involved in the flow
path choice (check Fig. 1c). In this way, it is possible to link flow paths with
specific product characteristics. This feature turns out to be very useful for soft-
ware agents analyzing the process because the additional data may enhance the
possibilities of the applied algorithms. We can see an example of the representa-
tion of this element in Fig. 3. Notice on dashed line box under “Activity 2: Crop
width”. There, the path decision depends on one variable: “color”. This variable
is measured in “Activity 1” and is referenced using the Data Object associated.
The variable feeds a object containing the expression for the decision point.

The UML diagram representing the relationships between this new element
(“DecisionQuestion”) and BPMN elements is included in Fig. 2c. For describ-
ing the conditional expression, this element uses the class “Expression”, already
existing in the BPMN language, to define a condition on a set of variables. The
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“DecisionQuestion” element can be fed by a “DataObject” or by a “Monitoriz-
ingGroup” if the variable has just been measured.

3.4 Quality control point

Usually, a set of strategic spots to carry out quality procedures can be identified.
Some parameters or characteristics of the product must be measured for test and
results must fit in an established range of values. This is a common method for
detecting hazards also. For this end, it is introduced an element designed to take
care of quality control features.

This proposed quality control point includes explicit references to tested vari-
ables and activities involved in quality controls (for instance, activities with cor-
rective actions to eliminate hazards). Also, relationships with other workflow
points (for example, activities that modify the test variables) can be created.
Using this support, a software agent can use this information to investigate the
possible causes and give some clues about problem resolutions.

We can see an example of a Quality Control Point in “Activity 6: Search
fissures and check width” on Fig. 3. The reader can note that, using a monitoring
point, two variables are measured: “fissures” and “width”. A critical limit for
this characteristics is set: “no presence of fissures and width must be less than
155 mm”. In this case, if this threshold is reached the product must be rejected.
In another sample scenario, instead of reject the product, it could be possible to
perform a series of corrective actions designed for get back the product.

Also, a new element has been created to contain the critical limits and define
the relations with variables. This element is concerned with quality measures
(check Fig. 1d). The meta model for the new element (“QualityControlPoint”)
is similiar to “DecisionQuestion” element showed in previous section.

4 Verification of the proposed model

From a broad perspective, a sample workflow can be seen as a process with input
and output products. Depending on the characteristics of input products, the
workflow proposes a set of actions to be performed on these products. In this
way, it is possible to obtain different output products for each combination of
characteristics and inputs.

The sample scenario suggested is a manufacturing chain of metal pieces. This
scenario and its workflow have the following characteristics:

– Three different pieces are the possible inputs. Depending on its characteris-
tics (e.g., dimensions), the workflow imposes a set of actions to be performed.

– The workflow actions modify the characteristics of the pieces (e.g., its color)
producing three different pieces as output (one for each input piece).

– At the end of the workflow, all the products must be tested for metal fissures.
If the product does not pass the exam, it will be destroyed.

– In some preset points of the workflow, a trace on the product can be gener-
ated. With the monitoring points, some characteristics on the product (p.e.,
its width) can be measured.
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(a) BPMN model
(b) Improving the scenario modeling with proposal

Fig. 3: Simple BPMN versus extension
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4.1 Modeling the scenario with BPMN

Firstly, we show the model for the scenario using only BPMN language in Fig.
3a. As the reader can note, three different paths, one for each type of input
product, is defined. Each of these paths leads to the production of three different
output products. In a real context, this type of processes is supported usually
by a document describing the activities, the possible paths, the monitorization
points, the different control points and the actions to be performed in case of
a faulty product. This information is available in natural language only and
is not present in the workflow. So, a software agent can not understand this
information. Some notes on identified drawbacks are presented following:

Monitorized and not monitorized activities. It is not possible to express
an explicit identification of activities which could imply a monitorization of some
product or flow characteristics (e.g.: width of the product). Characteristics of
products can not be referenced from anywhere in the flow (e.g, in a decision
point we can reference the variable “width”).

Effect of tasks and flow paths. The impact that an activity has in the
characteristics of a product (e.g., modify its width) are not considered either.
Also, it is not possible to link this effect with the monitorized variables which
represent the same characteristics of the product. And finally, there is no way to
bind these concepts with the semantics behind of decision points, i.e., associate
the characteristics of the product with the right path for each one.

Quality controls. Explicit expression of a quality control can not be ex-
pressed in the model. In this sense, it is important to note which are the mea-
sured critical characteristics, the defined thresholds to pass the quality control
and its consequences.

4.2 Possibilities of improving the modeling with this extension

After applying the presented proposal (check Fig. 3b), several benefits can be
outlined:

Monitorized and not monitorized activities. Using the “Monitorized
Point” concept explained in Sect. 3.1, it is possible to clarify which activities
could imply measurement points and all the information related. This can be
observed in Fig. 3b. Just by analyzing the modeling for “A1”, it is possible to
know which variables are measured, the possibles groupings of these variables
(we known that “width”, “height” and “deep” are related) and the types of
information. Also, we can establish a relationship between this point and other
instants in the workflow, as these variables can be referenced later in the model.

Effect of tasks and flow paths As we described in Sect. 3.2, it is proposed
a mechanism to describe the impact of an activity, i.e., what is the effect that
the execution of this activity has in the product. The approach to describe this
is by associating effects to some characteristics of the product. For example, in
activity “A3” in Fig. 3b we can see the rule “width +=1 mm”. That means a
increase in the characteristic “width” of “1mm”. It is entirely possible, and quite
convenient usually, that variables used in rules can been referenced previously
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in another instant (a monitorized point, a decision point,. . . ). Also, a mecha-
nism and a stereotype to establish relationships between flow paths and product
characteristics are provided by the “Decision Points” (Sect. 3.3). This concepts
provides a great power for further analysis. A software agent can inquire about
these relations and take advantage of it.

Quality controls The usage the “Quality Control Point” described in Sect.
3.4 allows association and description of actions, conditions, critical limits, be-
haviors, and product characteristics related to hazards or quality aspects of the
product. In the sample scenario (check Fig. 3b) we can this concept in activ-
ity “A6”. With this approach, this place in the flow is directly related with
quality and security concepts. That is, there is an explicit link of the product
characteristics with the hazards and the thresholds that can not be missed. The
corrective actions to be performed in case of detecting a hazard can be also de-
scribed. Again, to establish a relation between this concepts and other variables
measured along the workflow is also a desirable feature (see the characteristic
“width” in example). A software agent can now be aware of the semantics behind
the quality control description.

5 Conclusions

BPMN is a broadly disseminated support for modeling processes. With a large
penetration on the software industry, this representational model is a de facto
and de juri formalization for processes. Nevertheless, as shown in Sect. 2, there
are some shortcomings to be faced. Due to its original intention, some usage
scenario and intended uses were not taken into account. Upon a review of current
usage scenarios, the authors suggest an extension of the model to cope with the
identified burdens (Sect. 3). Thus, new features are included in the model to
support features regarding risk management and monitoring services.

Upon the review of the current of the art, a set of lacks identified that could
prevent the use of BPMN were presented (check Sect. 2). These shortcomings
were related with some of the future challenges on Process Mining proposed
by the Task Force on Process Mining ([13]). The philosophy underneath these
challenges guided the creation of the new set ofmechanisms and elements focused
on the resolution of the problems (Sect. 3). A verification of the proposal was
presented. The results show the advantages of the proposal in practice (Sect. 4).

The improvement in the expressiveness is clear from the results. With the
use of this extension, more information about the workflow and the semantics of
the context is available in a machine-understandable way. This new information
can enrich the workflow analysis. As a result, the challenges addressed are closer
to its fulfillment. The aim is to increase the maturity level of business process
mining techniques and to allow that these techniques can be applied in the type of
workflows identified. These new features are particular suitable in contexts such
as HACCP, a domain gaining momentum due to the new regulations arising in
Europe[11].
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Authors are confident about the adoption of this new features as they are
already being applied in related projects [9]. Currently, authors are working on
the closing the gap between models using this enhancements and Data Mining
techniques. As this extension in BPMN is driven by probe-oriented concept, it
seems to the authors feasible to use the output data to automatically feed Data
Mining tools such as ProM[2], Orange[6] and Weka[4].
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Abstract. The large increase in the creation and dissemination of data on the 
Internet can offer information of high value-added to organizations. This 
information can be provided by heterogeneous databases that may not be 
considered relevant by most systems, e.g., social media data, blogs and more. If 
organizations would use such sources, they could build a new management 
vision known as Competitive Intelligence. In the context of architectures of 
Information Retrieval, this research aims on implementing a semantic 
extraction agent for the Web environment, allowing information finding, 
storage, processing and retrieval, such as those from the Big Data context 
produced by several informational sources on the Internet, serving as a basis for 
the implementation of information environments for decision support. Using 
this method, it will be possible to verify that the agent and ontology proposal 
addresses this part and can play the role of a semantic level of the architecture.  

Keywords: semantic web; semantic agent; ontology; Big Data. 

1   Introduction 

The massive diffusion of generated data is testing the ability of the most advanced 
techniques of information storage technological, treatment, processing and analysis. 
The areas of treatment and information retrieval are being challenged by the volume, 
variety and velocity of semi-structured and unstructured complex data, offering 
opportunities for adding value to business-based information providing organizations 
a deeper and precise knowledge of their business. 

  � Springer International Publishing Switzerland 2016
Á. Rocha et al. (eds.), New Advances in Information Systems and Technologies,
Advances in Intelligent Systems and Computing 444,
DOI 10.1007/978-3-319-31232-3_29

307



Opportunities to add value to the business-based information arise due to both the 
internal and external environment. Hence, there is a need for a new approach to 
structure Information Technology (IT) companies to transform data into knowledge, 
which cause broader impact. 

To aggregate and use information that are scattered in the internal and external 
environments of organizations, there is the concept of Competitive Intelligence, 
which according Fleisher [1] is a process by which organizations gather actionable 
information about competitors and the competitive environment and, ideally, apply it 
to their decision-making and planning processes in order to improve their 
performance. 

A proactive informational process leads to a better decision, whether strategic or 
operational, in order to discover the forces that govern the business, reduce risk and 
drive the decision maker to act in advance, besides protecting the generated 
knowledge. 

In the current scenario of the information generated in organizational 
environments, especially in those who have the Internet as a platform, there is data 
that, due to its characteristics, is classified as Big Data [10]. In the literature, Big Data 
is defined as the representation of the progress of human cognitive processes, which 
generally includes data sets with sizes beyond the capacity of current technology, 
methods and theories to capture, manage and process the data within a specified time 
[2]. Gartner [3] defines Big Data as the high volume, high speed and/or high variety 
of information that require new ways of processing to allow better decision making, 
new knowledge discovery and process optimization. In the process of information 
search for Competitive Intelligence and Big Data robots, data mining techniques on 
the Internet are used. According to Deters and Adaime [4] robots are systems that 
collect data from the Web and assemble a database that is processed to increase the 
speed of information retrieval. 

According to Silva [5], the extraction of relevant information can rank a page 
according to a domain context and also draw information structures them and storing 
them in databases. To add meaning to the content fetched, the robots are associated 
with Web search semantic concepts, which let the search through a process of 
meaning and value, extracting the most relevant information. 

The ontology in the philosophical context is defined by Silva [5] as part of the 
science of being and their relationships; in this sense, the use of ontologies is essential 
in the development of semantic search robots, being applied in Computer Science and 
Information Science to enable a smarter and closer search to the functioning of the 
cognitive process of the user so that data extraction becomes much more relevant. 

Thus, an agent presents itself as a solution to retrieve information on the web by 
semantic means. Currently, the content is organized in a jointly manner, in which 
syntactic structures do not have semantic data aggregation. In this sense, the role of 
the agent is to extract the information from the content and use syntactical ontology to 
achieve semantic relations and apply them to retrieval information. 

This research aims to implement a semantic agent for searching on the Web and 
allowing the retrieval, storage and processing of information, i.e., Big Data from 
various informational sources on the Internet. Such semantic agent will be the main 
mechanism for building a computational architecture that transforms disaggregated 
information on an analytical environment of strategic, relevant, accurate and usable 
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knowledge to allow managers the access to opportunities and threats in the field of 
higher education institutions, based on concepts of competitive intelligence. The 
semantics of the agent will be built using ontological structures. 

To achieve this goal, the Semantic Agent will be built using the domain of higher 
education institution, addressing the problem related to search to scientific papers. 

2   Information Retrieval in Big Data 

The traditional information systems are unable to cope efficiently with all new data 
sources and multiple contexts of information that have mainly the Internet as a 
platform. Problems are encountered in retrieving, standardizing, storing, processing 
and usage of information generated by various heterogeneous sources that are the 
basis for enabling systems for decision support organizations. 

Fig. 1. Architecture Context of Semantic Agent of Extraction 

In this context, it is questioning whether the computing environments of 
information actually present completely all relevant information to decision makers in 
organizations. The solution proposed in this paper is to create an architecture for 
information retrieval in the context of Big Data as seen in Figure 1. 

This architecture was proposed so that the recovery of the information can be made 
using the semantic space. The architecture has the agent as the structure of 
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information retrieval and integrates with all elements and layers of the architecture. 
This architecture will be used at an institution of higher education, because in this 
area there are many information not being used several times in competitive 
intelligence. 

This architecture distinguishes itself from others by doing all the recovery 
information using the same domain, therefore, only will be extracted information 
relating to the problem in accordance with the defined ontology. 

With the exponential growth of information within the Web, the process of 
information retrieval is faced with a new challenge: to recover information efficiently, 
thus rescuing information that present real value and are immersed in many other 
pieces of data. In order to understand this process, it is necessary to address the 
question of Big Data and how this process is changing the way we see the information 
within the Web.  

 

3   Semantic Agent of Extraction 

The creation of a software agent that aggregates semantically information available on 
the web in a given domain can bring grants to a computational platform for creating 
an information environment for decision support giving a through broader view of the 
internal and external scenarios of information relevance in organizational 
management. 

In this context, we understand the extreme importance of using agents to extract 
data through scrapper semantic search with the use of technologies like NoSQL 
persistence in information processing with characteristics of Big Data, essential in the 
recovery, storage, processing and use of various types of information generated in 
these environments of large volume data sets on Competitive Intelligence. 

In the context of the architecture presented in Figure 1, this research are dealing the 
problem of automatic and semantic information extraction of web environments that 
have as informational sources: web pages, web services and database with the 
development of the agent semantic of data  extraction. 

This agent should communicate with internal and external information spaces of 
Big Data basing their search on ontological rules on a metadata standard to perform 
the semantic extraction of the domain proposed and supported by other systems in a 
broader context of Information Retrieval. 

From this semantic search, the scrapper actuates as a tooling strategy in the search 
and find the information that really add value to the decision-making process. Inside a 
huge and massive data structure scattered throughout the web, it is essential that the 
search engines do not support only syntactic structures of decision in information 
retrieval, but also in investigations of the use of semantic extraction agents. 

Our research uses the domain of higher education institutions as a case study to 
apply the proposed computing platform in the architecture described in Figure 1. For 
the development of the prototype of the ontology, we used the database discipline, to 
perform the search for scientific papers  
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3.1   Ontological Conceptual Notation 

To create the ontology, first it was necessary to check within the domain of database 
discipline, which are the classes that are involved in this issue. 

It was checked what were these classes, and analyzed the hierarchy between them, 
based on the experience of the authors ' research and other researchers, and thus was 
sealed the hierarchy between the classes. To build the ontology was used Noy [6] 
methodology, that explains the seven steps that are required to build an ontology: 1. 
Determine the domain and scope of the ontology; 2. Consider reusing existing 
ontologies; 3. Enumerate important terms in the ontology; 4. Define the classes and 
the class hierarchy; 5. Define the properties of classes—slots; 6. Define the facets of 
the slots and; 7. Create instances. 

It was drafted this conceptual notation of ontology, using the Protégé software [8]. 
It was built the relationship between classes. 

The agent will act on this proposed ontology that this scenario is called Task 
Ontology, according Mizoguch [7]. 

It is an ontology that solves a specific problem within a domain, that is, solves the 
problem of scientific research within the domain of database discipline. 

We implement the ontology in Protégé software, creating the class diagram and its 
properties, being implemented in a file OWL (Web Ontology Language) (WC3, 
2002H).) There after the Owl2Java [9] tool transformed OWL in classes Java (Java, 
2004); thus making the implemented ontology. 

3.2   Working Method of the Semantic Agent 

The search agent captures information by means of pre-defined web pages and uses 
the ontology to classify and make a semantic search. 

 
Fig. 2. Scheme of operation of agent 

Figure 2 shows the process made by the system. The user performs a search on any 
subject, the agent extracts of databases summaries relating to this topic. These 
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summaries will go through a process where they will be analyzed, taking into 
consideration the words contained in this summary are present in the field that sought 
theme. This will be possible using a built ontology, which deals with a specific topic 
in the area of scientific research. 

The sequence of tasks performed by the agent is described as follows: 

3.2.1  Information Extraction 

The agent extracts the abstracts from IEEE Xplore page (http://ieeexplore.ieee.org) 
based on the research the user carries out. Based on the location of the abstracts in the 
HTML page, the agent extracts the information and transforms it into a String chain. 

The agent process is divided into three phases: search in the page, extraction of the 
titles and abstracts, and return of a list of the papers to the main program. 
 Search in the HTML page: this first phase is characterized by performing a search 

in the IEEE Xplore search system, so that the search is characterized by a request 
to this system inserted in the url, which is the theme that the user want to search. 
For example, if the user wants to perform a search on Data warehouse, the agent 
will open a connection, and look at the following address 
(http://ieeexplore.ieee.org/search/searchresult.jsp?Newsearch=true&QUERYTEX
T = datawarehouse). From this page, the IEEE returns an HTML containing 
articles related to this topic. 

 Extraction of titles and abstracts from the page: after returning from the HTML, 
the agent extracts the title and the abstract of each paper It is made possible by 
analyzing the HTML page by checking the tags whose data abstracts and titles are 
inserted. In this manner, for each item it is create a Java object that contains 
information about title, abstract and link to the full article. To perform this 
removal of data inside an HTML page, we used the tool JSOUP, which works as 
an HTML parser, in other words, working with the HTML page, so that it can 
extract the class data, tags and structures of HTML. 

 Development of a list of articles extracted: finally, the agent creates a list of all the 
items that were extracted from the HTML page. This list will be used by the main 
program, which will join the ontology with this information retrieval agent. 

Thus, this search robot is able to perform a syntactic extraction of the articles 
contained in the IEEE Xplore database. Therefore, the search robot retrieves the items 
that have been indexed by the database, creating a list of all the articles presented to 
be used in the ontology. 

3.2.2  Use of Ontology for Information Retrieval 

In order to effectly have the semantics presented, the program makes use of 
ontology to assess which of the results obtained from the database are actually useful, 
and related to the context of that search. This integration takes place in five stages: 

First, it is checked where the term searched by the user is found within the 
ontology. For example, if the user performs a Datawarehouse search, the system 
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checks where this term is found within the ontology. It is obtained the hierarchically 
higher and lower classes to the search term. In the case of Datawarehouse, it is 
obtained the lower classes: OLAP, OTAP and modeling, as well as the upper class 
Database. It is then checked in the abstract and title of the searched papers whether it 
contains or not the words that make part of that hierarchy of the search term. In the 
case of Datawarehouse, it would be verified if the terms OLAP, OTAP, modeling, 
Datawarehouse and database are contained within the abstracts and titles of the 
extracted papers. Next, it is done a comparison between the amount of terms in the 
hierarchy and those contained in the abstract and the title of the article, thereby 
resulting in a percentage quantity of terms contained in the hierarchy, which are 
within the abstract and the title of the article. In the same example, if the terms 
Database, OLAP, Datawarehouse and modeling are contained within an article, it will 
contain four of the five terms of the hierarchy, which results in a percentage of 80% 
of the terms.  Finally, it is presented to the user all the items that reached a percentage 
above 35%. 

3.2.3  Presentation to User 

 
The user will be held in an initial screen of search, and then the system will make it 
from the ontology integration process with user requirements.  After the extraction 
and process of the articles, the system returns to the user a screen containing the 
articles and links of these articles that the system extracted and considered related to 
the search performed by the user. This result can be seen in Figure 3, where the names 
and links are presented so that the user can access the full article. 

 

 
Fig. 3. Scheme of operation of agent 

Ontological Semantic Agent in the Context of Big Data … 313



4   Results 

In order to check if the system is extracting and verifying the semantics of extracted 
articles, a search was made with the user searching for the term "Datawarehouse". 

The Datawarehouse term hierarchy are the words: Database, Datawarehouse, 
OLAP, OTAP and modeling. 

In Table 1, you can view all the titles of the articles that have been extracted from 
the IEEE Xplore website, the amount of jail terms of ontology that were found in the 
abstract and title, the relationship between the terms found in the article and the terms 
of the chain the ontology of the term "Datawarehouse" (in this case will be the 
percentage resulting of dividing the amount of words found in the ontology by 5, 
which are the terms contained in the ontology chain hierarchy) and this paper meets 
or not the minimum requirement of at least 35% of the terms contained in the abstract 
and title. 

Table 1.  Analysis of Extracted Articles 

Title Number 
of words % 

Will be 
presented

? 
Testing a Datawarehouse - An Industrial Challenge 2 40 YES 

Telecom datawarehouse prototype for bandwidth and network 
throughput monitoring and analysis 

3 60 YES 

Unifying and incorporating functional and non functional requirements 
in datawarehouse conceptual design 

3 60 YES 

Knowledge datawarehouse: Web usage OLAP application 2 40 YES 
Datawarehouse and dataspace — information base of decision support 

syste 
1 20 NO 

The implementation of datawarehouse in Batelco: a case study 
evaluation and recommendation 

1 20 NO 

E-Business Model Approach to Determine Models to Datawarehouse 1 20 NO 
Production datawarehouse and software toolset to support productivity 

improvement activities 
2 40 YES 

A genomic datawarehouse model for fast manipulation using repeat 
region 

1 20 NO 

A datawarehouse for managing commercial software release 1 20 NO 
Modeling Analytical Indicators Using DataWarehouse Metamodel 1 20 NO 

An SLA-Enabled Grid DataWarehouse 1 20 NO 
Business Metadata for the DataWarehouse 1 20 NO 

A partition-based approach to support streaming updates over 
persistent data in an active datawarehouse 

1 20 NO 

Study of localized data cleansing process for ETL performance 
improvement in independent datamart 

1 20 NO 

Visualizing Clouds on Different Stages of DWH - An Introduction to 
Data Warehouse as a Service 

0 0 NO 

GIApSCart: A geo-intelligence application based on semantic 
cartography 

2 40 YES 

JISBD 2008 + TELECOM I+D 2008 = INTRODUCTIONS 0 0 NO 
Normed principal components analysis: A new approach to data 

warehouse fragmentation 
0 0 NO 

Enriching hierarchies in multidimensional model of data warehouse 
using WORDNET 

0 0 NO 

The fragmentation of data warehouses: An approach based on 0 0 NO 
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principal components analysis 
Evaluation of different database designs for integration of 

heterogeneous distributed Electronic Health Records 
2 40 YES 

Keynote talk data warehouses: Construction, exploitation and 
personnalisation 

1 20 NO 

Security Analysis of Future Enterprise Business Intelligence 0 0 NO 
QVT transformation by modeling: From UML model to MD model 1 20 NO 
 
In the case of 25 articles, seven out of them fulfilled the requirements, which are 

presented to users. This presentation can be viewed in Figure 3. 

5   Conclusions 

This paper presents the use of ontologies to improve the Information Retrieval 
process. 

The objective of this research is to add semantics to the information retrieval 
process by using the information in the context of Big Data to perform a process that 
adds more value to the searches performed 

In order to prove this goal, it was used the domain of scientific research in which 
the user, when performing a search of scientific articles in databases, is faced with the 
problem of having a very large number of documents, but much of these are not 
actually useful and do not attend the user’s need. 

It was then created an ontology and a search robot, and the connection between 
them was established so that the initial goal was achieved. 

For testing, in a way to assess the actual operation of this process, the search robot 
was implemented with the ability to extract articles from the IEEE Xplore database, 
and the ontology has been built with the field of database discipline. 

After testing, it was observed that the use of ontology for the search agent is an 
effective way to obtain valuable information and be able to meet the informational 
needs of the user.  

The ontology can be effective in this case, because it becomes a way of organizing 
semantic information, and in this manner, only significant information will be 
presented to the user. 

Although the Semantic Web term has already been used for some years, there is 
still a limitation in their use, because much of the Web is organized in a syntactic 
form in which most pages are created so that only humans can read what is written 
without being structured in a way that computational agents can extract the data inside 
a context with the implied meaning in the HTML. 

The extraction agent can extract the documents from the web, and a program can 
process information by using ontology, thereby presenting the most relevant results. 

In this manner, the results obtained by using the prototype developed can 
substantially narrow down the amount of items presented to users. This research aims, 
therefore, at making the user get, in a process of Information Retrieval, more 
significant, quality results. Thus, the user can evaluate more information that is 
meaningful and does not waste time with data that does not meet their needs. 

Therefore, in order to address the issue of how to insert intelligence in the recovery 
of web pages which do not contextualize  their information, the present research 

Ontological Semantic Agent in the Context of Big Data … 315



proposes that the process of adding semantics to these pages takes place outside the 
Web, that is, the extraction of pages occurs in a syntactic way, and from what was 
extracted, information is checked by semantically entering into this process. This 
method was very efficient since it is in fact able to make a smarter search, which goes 
beyond simple formulas of searches, which observe only the syntax of the texts, and 
is able to  analyze the context in which the extracted documents are inserted, and then 
visualize if that document fulfill the user’s needs. 
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Abstract. This paper presents a proposed IT artifact, denominated framework 
for the entire process of IT Demand Management (IT-DM), which identifies the 
phases, main activities, and sub-activities of each of the phases of the IT-DM 
viewed from a strategic level view. This framework is the result of the 
combination of conceptual models and standards related to IT and business 
because currently there is a lack of frameworks or methodological guides to 
assist senior executives and IT professionals of the organization to manage the 
IT demand and help them to solve the gap that exists between business and IT. 
We also conducted a supplementary survey incorporating forty two respondents 
to evaluate our proposed. Our work has a twofold contribution: First, is the IT 
artifact design. Second is the evaluation positive of the IT artifact.  

Keywords: IT demand management framework; Phases for IT-DM; Main 
activities; Sub-activities; Business; IT artifact, Corporate Governance of IT. 

1   Introduction 

By considering that Information Technology (IT) is a broad field that during the last 
years have appeared different publications and conceptual models in relation with IT 
Governance [1], [2], [3], [4], [5]. The IT Governance framework of the IT 
Governance Institute (ITGI) [6] defined five cover domains: Strategic alignment of IT 
with the business, Value delivery of IT, Management of IT risks, IT resource 
management, and Performance measurement of IT. The publication of Forrester 
Research [5], establish that implementing good IT Governance requires a framework 
based on three major elements: Structure, Process, and Communication. The Institute 
of Directors in Southern Africa (IoDSA) formally introduced the King Code of 
Governance Principles and the King Report on Governance (King III) [7]. After many 
proposals, the Corporate Governance of IT was standardized with first edition ISO 
38500-2008 [8]: Corporate Governance of IT and after was modified by the second 
edition with ISO 38500-2015 [9]: Governance of IT for the organization, this standard 
establishes clearly the difference between governance and management of IT. 

The IT Governance framework of Forrester [5], argued that IT-DM is one of the 
processes of the IT Governance, considered a key process for business success and 
has been understated by board of director and senior executives [17].  
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The demand for products and IT services comes from the needs of the different 
business processes of customers in the form of ideas, new business opportunities with 
high level information schedules deadlines; costs and benefits, which is defined as a 
mega-project, that IT projects which are determined should be classified and qualified 
to be implemented by the IT department. Within the management of demand there are 
some requirements that are routine, while others are strategic and complex, such as 
new applications to support new business opportunities [10]. 

Today one of the problems facing boards of directors and financial managers is 
how to establish the profitable on IT project investments. The major obstacle of the 
IT-DM process, it is not managed properly from a strategic point of view for 
achieving the objectives of the business, affecting to the IT Governance.  

Having carried out the Systematic Literature Review (SLR) process, and due to the 
lack of studies, models or standards that provide specific guidance for the IT-DM in 
its different types (strategic, tactical and operational) [11], [12], [13], as argue Susan 
Cramm [14] and thesis by Aguilar Alonso [15] that prevent the best practices for IT-
DM, and other problems that affecting IT organizations, as well as the difficulty in 
deploying applications and organizational culture [16]; unawareness of the 
importance of IT investments is to create value to the business [17]. 

For this reason, there is a need to have a very close link between strategic planning 
and project processes from the beginning [18], taking into account the Design Science 
Research (DSR) [19], [20] specifically in subfield of the IT and information systems 
(IS) discipline [21], [22]; we proposes the design of an IT artifact called “Framework 
for the Entire Process of IT Demand Management” with a new vision, considering the 
IT from the first moment of the business planning, establishing the phases, main 
activities, and the identification of sub-activities.  

The objective of this paper is to show the design and results of the evaluation of the 
framework for the entire process of IT-DM, structured in phases, main activities, and 
sub-activities as a contribution to solve identified organizational problems on a 
context composed by the confluence of people, organizations, and technology [23]. 
This will allow helping the business owners, members of the board of directors, senior 
executives, and IT professionals to manage business demand.  

The following sections present the development and implementation of the 
research path. The related work section describes the antecedents and including 
related works. The contextualization and methodology section describes research 
context and methodology used for the IT artifact proposed for IT-DM. The 
architecture for IT artifact section describes the phases, main activities, and sub-
activities. The evaluation of the IT artifact design section describes the evaluation of 
the responses of the survey concerning with the IT artifact design, and finally we have 
the conclusions and future works. 

2   Related works 

Among the most relevant literature we find very little academic research exploring 
this topic, the little literature existent are conceptual publications useful for IT artifact 
design and summarized as the following.  
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Derek Thomason [24] argues that the demand management as the way to achieve 
profitability to satisfy customer needs at the same time which guarantees service and 
quality. It consists of four components (creation, communication, supply planning, 
and order management) which should be carried out at three levels (strategic, tactical, 
and operational). The demand for IT services is very large; it has been segmented into 
three broad categories: strategic demand, tactical demand, and operational demand 
[11]. Susan Cramm [14] said that the demand management is defined as a process to 
which it is assigned limited capital and human resources necessary for the overall 
benefit of the business, and allows improving the relationship between IT and 
business. On the other hand, a proposed method for the strategic alignment [25], 
taking into accounts a classification of four types of demand: support, factory, 
delivery, and strategic. John Kamauff [26] argues that the demand management as the 
science and art of understanding, coordination and control of all sources of demand so 
that operations can efficiently deliver products or services in time to satisfy the 
customer needs. IT-DM is a process for management of the requests made by 
customers, this process is one of the elements of the impact on the Corporate 
Governance of IT, in fact, is an excellent starting point for the implementation of the 
strategies of government [27]. However, Christine Legner [28] in her research aims at 
developing a design theory for an end-to end demand management process. It is based 
on an extensive Action Design Research study (ADR) involving experts from 13 
companies, her main contribution is a set of seven principles that guide the effective 
design of IT-DM. Joao Pombinho [29] said that the role of IT-DM is instrumental in 
addressing this issue due to its unique positioning between business and IT. He 
advocates that the classical Business/IT alignment should primarily be reformulated 
as a more general Business/Business alignment. 

Our previous exploratory study in 2013 in different companies in the world to 
determine the status of the IT-SDM [30], involved to 130 respondents distributed as 
follows: IT professionals had a share of 28%, business owners a share of 14%, chief 
operating officers (COOs) a share of 13%, chief executive officers (CEOs) and chief 
information officers (CIOs) a share of 11% each, and board members they share of 8 
%. The obtained results show that the respondents doesn´t know the use of standards, 
methodologies, and tools; this confirms the existing gap in the use of standards for IT 
management, as indicated other studies that many standardization efforts fail suffering 
from low acceptance rates among staff and rather superficial use [31], [32].  

On the other hand, the respondents considered that the development of a 
methodology and other tools for IT-DM would be very useful for senior executives 
and IT professionals within the organizations [30]. 

3   Contextualization and Methodology 

3.1   Research context 

The research context is based on the analysis of the existing research literature of SLR 
and take into an account the results of Case Study of Strategic IT Demand 
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Management in Organizations [30], which was designed to cover a wide range of 
different professional organizations from all over the world; we obtained the response 
of 130 members who participated in an exploratory study for understand the current 
status of IT-SDM in organizations and understand how business owners, members of 
the boards of directors, senior executives and IT professionals in different parts of the 
world manage IT demand at the strategic level; among the members that participated 
they were members of the board of directors, senior executives, business owners and 
IT professionals.  

We design the IT artifact that we called it the “Framework for the Entire 
Process of IT Demand Management”, which was sent jointly with a survey at 
the professionals which took part in the study exploratory for considerations 
and evaluation of the proposed IT artifact design. On the survey realized, we 
obtained the responses of 42 respondents distributed as well as it is indicated: CIOs 
and IT professionals 21% each, CEOs 14 %, business owners 10 %, CFOs and COOs 
7 % each, CXOs 5 %, and other 14 %. The results and conclusions of the survey are 
shown in the sections 5 and 6. 

3.2   Research methodology used to develop IT artifact 

Our proposal will seek to develop and the evaluation of the IT artifact design, we 
employ the Design Science Research (DSR) [19], [20] and Action Design Research 
(ADR) paradigms that is fundamental to IT/IS discipline, and others different research 
techniques. First, was conducted the SLR related with IT-DM, noting the absence of 
work related with the research. Second, was realized an exploratory study because 
this case allows the investigation of a contemporary phenomenon in its real life 
context within the organizations [33]. Third, we developed an IT artifact taking into 
account the ADR based on the ensemble view of IT artifacts that involves the 
interaction of design efforts and contextual factors throughout the design process [34]. 
Moreover, in design also was utilized the knowledge base obtained by SLR and 
exploratory study [30]. Fourth, our research interest goes beyond the construction of a 
framework and an idea of what needs to be designed in the DSR component of 
research artifacts with a determined purpose [20].  

Therefore, we conducted a survey for evaluating the framework design for IT-
DM, and fifth, we employ ADR, which is a research method for generating 
prescriptive design knowledge through building and evaluating ensemble IT artifacts 
in an organizational context [35], [36]. 

4   Architecture for the IT Artifact 

Based on the IS research framework [20], and the CRISP-DM methodology [37]; we 
design an IT artifact using some references found in the knowledge base, the 
proposed framework have a high degree of abstraction, and considered three 
hierarchical  levels, as well as it’s detailed in the schemes of Figure 1 and Figure 2.  
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It is considered of hierarchical levels because the methodology goes from the 
generic model to the most specific cases. 

The first hierarchical level consists of six phases that having a cyclic sequence, 
starting with the business plans including IT needs until deployment of the IT 
infrastructure and business processes. For establishing the phases of the framework, it 
is necessary to take into account the life cycle process of demand management 
business, where each main process is considered as a phase as shown in Figure 1. 

 

Fig. 1. IT Demand Management Framework. 
 

The second level is composed of main activities that are emerging in hierarchical 
form of each of the phases of the framework, which extend vertically as shown in 
Figure 2.  

The third level considers the sub-activities that are the projection of each of the 
main activities, which extend horizontally. 

 
 

Fig. 2. Phases and main activities. 
  

The following sub-sections are detailed each of the phases of the methodology with 
its main activities and sub-activities for the proposed framework of the IT-DM.  
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4.1   Phase 1: Business Plans including IT needs  

The understanding of business is a very complex phase and must be understood 
before starting the project development, during this stage it creates bonds of 
confidence between business experts and the client, for a better understanding of the 
structure of the organization, allowing both to establish a common vision of the 
organization, once understood the business, develop business objectives, vision, 
policies, taking into account the requirements for the development of the project  
considering the IT needs to serve as support for business processes [18]. Table 1 
shows the main activities and sub-activities of this phase.  

Table 1.  Phase 1 with its main activities and sub-activities.  

Activity 1:   Assess the business situation 
Sub-activities 
1. Make an inventory of resources for each stage of the business. 
2. Determine the requirements, assumptions and business constraints. 
3. Determine the risks and contingencies for business. 
4. Detail the terminology for business. 
Activity 2:   Determine vision, business objectives and policies 
Sub-activities 
1. Establish the business vision. 
2. Establish the business objectives. 
3. Establish business policies. 
Activity 3:   Determine the IT needs to the business 
Sub-activities 
1. Determine IT platforms for business. 
2. Determine IT resources to business operations. 
3. Determine the requirements of hardware/software. 
4. Determine the HR requirements of IT. 
5. Determine the requirements of material resources. 
Activity 4:   Develop a business strategic plan 
Sub-activities 
1. Elaborate the business plan. 
2. Initial assessment of the tools and techniques for business. 
3. Develop strategies for business. 
4. Creation of the portfolio for the business needs. 

 

4.2   Phase 2: Analysis of portfolio investments in business projects 

The business portfolio [38] of projects plays an important role, because the business 
demand is classified according to certain characteristics established. To implement a 
business it is very important to perform risk assessments of all business assets and 
assessment of the overall costs, benefits and IT value that provides to the business. 
Table 2 shows the main activities and sub-activities of this phase. 
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Table 2.  Phase 2 with its main activities and sub-activities.  

Activity 1:   Assess the risks of the business assets 
Sub-activities 
1. Determine the risk of different resources for each selected scenario. 
2. Determine the total risk of the portfolio of business projects. 
Activity 2:   Assess the overall costs of the business assets 
Sub-activities 
1. Calculate the costs of resources for each scenario of the business. 
Activity 3:   Determine the benefits and business value 
Sub-activities 
1. Determine the ROI of business. 
2. Determining the value of IT to the business. 

4.3   Phase 3: Prioritization of programs and projects of the business 

The process of prioritization of programs and projects of the business is a key process 
for effective IT-SDM [39] [40], which is realized in the portfolio management office 
(PMO) with many projects in general,  this also is integrated within project portfolio 
management Office (PPMO) [41], [42] that through its various roles is a predictor of 
portfolio success. Table 3 shows the details of this phase. 

Table 3.  Phase 3 with its main activities and sub-activities.  

Activity 1:   Filter business demand 
Sub-activities 
1. Classify demand in IT portfolios. 
2. Prioritize demand for execution. 
Activity 2:   Define requirements for the programs and projects of business 
Sub-activities 
1. Document the detailed requirements of the programs and projects business. 
Activity 3:   Revise and consolidate business requirements 
Sub-activities 
1. Check the requirements of the programs and projects of the business. 
2. Document and consolidate the requirements of the programs or business projects. 
Activity 4:   Preparing the proposed plan of IT to the business 
Sub-activities 
1. Generate documentation of the proposed plan of IT to the business. 
2. Approval of the IT plan for business. 
3. Prepare work instructions for the next stage. 

4.4   Phase 4: Operational Capacity of the IT Department 

The operational capacity of the IT department [41], makes available to customers, 
users and of the own IT department the resources: technological, human, material and 
others to perform the tasks in an efficient manner without incurring additional and 
unnecessary costs, avoiding degradation of quality of service; considering the current 
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and future state of technology, to forecast future capacity needed, analyze the 
performance of the infrastructure to monitor the use of existing capacity, models and 
perform simulations for different capacity predictable future scenarios; this will allow 
adequately dimensioned services and applications; aligning business processes and 
the actual needs of clients and manage demand for computing services by 
rationalizing their use.  Table 4 shows the details of this phase. 

Table 4.  Phase 4 with its main activities and sub-activities.  

Activity 1:   Develop the plan of the operational capacity 
Sub-activities 
1. Determine the infrastructure TI department. 
2. Determine the technology and tools to use. 
3. Determine the specialized HR. 
4. Determine material resources. 
Activity 2:   Modeling and simulation scenarios for the operational capacity 
Sub-activities 
1. Determine the model scenario of the IT infrastructure. 
2. Determine the model for the business process. 
3. Perform simulation models in the scenario of the IT infrastructure. 
Activity 3:   Monitoring the use and performance of the IT infrastructure 
Sub-activities 
1. Prepare the plan for permanent monitoring and supervision of the IT infrastructure. 
2. Prepare the plan for permanent monitoring and supervision of business processes. 

4.5   Phase 5: Operational Plan for the IT Strategic Demand Management 

The operational plan for IT-DM describes the detailed activities of the members that 
participate in the IT-DM process [17] to be held during the fiscal year plan; this turn 
can be divided into quarters or semesters. Table 5 shows the main activities and sub-
activities of this phase. 

Table 5.  Phase 5 with its main activities and sub-activities.  

Activity 1:   Basic competences of the work team 
Sub-activities 
1. Determine the functions of members of teams. 
2. Establish roles and responsibilities of each member in a position within the team. 
Activity 2:   Elements of the work plan 
Sub-activities 
1. Make schedules for projects to develop. 
2. Make the for resource allocation plan. 
3. Prepare the annual budget. 
Activity 3:   Financing Plan 
Sub-activities 
1. Make the analysis of the cash flow for the needs. 
2. Determine the most important milestones. 
3. Identify sources of capital. 
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4.6   Phase 6: Deployment of IT Infrastructure and Business Process 

The deployment phase is the implementation of IT projects of business [42] after the 
model has been built and validated the acquired knowledge is transformed into action 
within the business process. The deployment comprises the implementation of 
programs/projects to be executed in the scenario of the infrastructure under the 
monitoring and continuous monitoring of critical business processes.  

Generally an IT project does not end with the implementation of the model that 
should be documented and present the results understandable to the user, with the 
purpose of achieve an increase of knowledge. Likewise, you must ensure the 
maintenance of the application and the possible dissemination of the results. Table 6 
shows the main activities and sub-activities of this phase. 

Table 6.  Phase 6 with its main activities and sub-activities.  

Activity 1:   Actions for the deployment plan 
Sub-activities 
1. Detail the phases of the deployment plan of the technological infrastructure. 
2. Detail the phases of deployment for business processes. 
Activity 2:   Actions for monitoring and maintenance 
Sub-activities 
1. Determine the plan for continuous monitoring and supervision. 
2. Determine the plans of preventive and corrective maintenance. 
Activity 3:   Final report 
Sub-activities 
1. Develop a model for the annual report. 
2. Presentation of the annual final report. 
Activity 4:   Review Project Report 
Sub-activities 
1. Make a summary of lessons learned. 
2. Make the documentation and dissemination. 

5   Evaluation of the IT artifact design 

For evaluation of the framework design for IT-DM have taken part forty two 
respondents, the greater part were the same respondents who have taken part in the 
previous exploratory study  in 2013.  

On survey for the evaluation of the IT artifact highlight the responses to two 
questions realized of multi-response listed below. 

 

Q1. How do you evaluate the proposed framework´s structural design, in phases, 
main activities, and sub-activities?  

Figure 3, shows the results of the evaluation and the table of the technical analysis 
summarizes the details of the survey.  
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Fig. 3: Evaluation of framework structure for IT-DM. 

The most important details are shown below:  

� The evaluation of the phases and main activities, the respondents indicated the 
value of (5. Very adequate) that represents 64%, and with a value (4. Adequate) 
that represents 36%. 

� The evaluation of the sub-activities, the respondents indicated with the value (4. 
Adequate) that represents 55%, with a value (5. Very adequate) that represents 
31%, and on the other hand, with a value (3. No opinion) that represents 14%. 

Q2. In what measure do you agree that the investments made by the company to 
improve the IT-DM processes and appropriate use of the proposed framework 
will improve the best practices of Corporate Governance of IT, will improve 
business processes and, increase profitability of the business in your 
organization?  

Figure 4, shows the results of the evaluation; the table of the technical analysis 
summarizes the details of the survey.  

 
Fig. 4: The utility of the framework for realizing improvements. 
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The most important details are shown below: 
� The respondents think that the framework is useful for improves best practices of 

Corporate Governance of IT, they indicated the value of (4. Agree) that represent 
52%, and with a value (5. Strongly agree) that represent 45%. 

� The respondents think that the framework is useful for improve business 
processes; they indicated the value of (4. Agree) that represents 64%, and with a 
value (5. Strongly agree) that represents 33%. 

� However, the respondents think that the framework is useful for increased 
profitability of the business; they indicated the value of (4. Agree) that represents 
69%, and with a value (5. Strongly agree) that represents 19%. 

 

6   Conclusions and future works 

The conclusions can be summarized as the following:  
� The framework design will help at senior executives and IT Professionals to 

know and understand the entire of IT-DM process from a strategic viewpoint for 
the best management in organizations. 

� The evaluation of the framework design that considers phases, main activities, 
and sub-activities has had a favorable opinion by the respondents. It is necessary 
to take an account that this can be adapted according at the type and size of each 
organization. 

� The respondents consider that the investments made by the company to improve 
the IT demand management processes and making appropriate use of the 
proposed framework or other standards will contribute to cover the gap existent 
of the use of standards and methodologies for IT management, allowing to 
improve the best practices of Corporate Governance of IT, improve business 
processes and, increase profitability of the business of the organizations.  

� IT-DM is considered as one of the processes of great importance for success of 
business, so you must ensure that the right job will be identified, funded and 
implemented. When demand management is fully controlled, provides senior 
executives and IT professionals the information and capabilities to understand IT 
costs, evaluating potential investments and convert investment permitted by IT 
towards business results. 

� When demand is not properly managed, sometimes can get to offer products that 
do not correspond to the customer really wants, or paradoxically, products that 
correspond to what the customer wants, but do not give the expected results, 
despite the fact that is near enough to build to specifications. 

� In the near future, it is necessary to make another case study for receiving 
feedback to improve the framework. On the other hand, we will continue 
researching for making other frameworks and methodologies for the IT-DM 
types. 
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Abstract. The dimensional growth and increasing difficulty in project 
management promoted the development of different tools that serve to facilitate 
project management and track project schedule, resources and overall progress. 
These tools offer a variety of features, from task and time management, up to 
integrated CRM (Customer Relationship Management) and ERP (Enterprise 
Resource Planning) modules. Currently, a large number of project management 
software is available, to assist project team during the entire project lifecycle. 
We present the main differences between open source and proprietary project 
management tools, describing the key features and how those can assist the 
project manager and the development team. In this paper, we analyse three 
open-source project management tools: OpenProject, ProjectLibre, Redmine, 
and three proprietary tools: Bitrix24, JIRA, and Microsoft Project. 

Keywords: Open Source Software (OSS), Project management, PMBOK 

1   Introduction 

Project Management consists of a set of tasks and processes that are focused on 
creating a product or providing a service. The PMBOK Guide defines a project as a 
temporary group activity that produces a unique product, service or result. In this 
context project management is: the application of knowledge, skills and techniques to 
execute projects effectively and efficiently [1]. Project Management refers to the 
planning, monitoring and controlling of all aspects of a project, with the people 
involved in the project aiming to achieve the objectives on time and on budget to a 
specific quality standard. One of the earliest perspectives defines tools and techniques 
applied to diverse resources in order to accomplishment a unique, complex, one-time 
task within time, cost and quality constraints [2]. Today, there is a large amount of 
available project management tools that try to improve project management by 
organizing all the necessary information. Not only there are available proprietary 
solutions, but also a large number of open source tools [3]. 

Open source software (OSS) has generated much excitement in the software 
market. There are different solutions that try to satisfy user requirements and provide 
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better functionalities [4, 5, 6]. Those tools have been widely used for long time and 
are continued being developed and improved to be able to compete with proprietary 
solutions. In this paper, we get a closer look at the project management tools while 
considering open source as well as proprietary software. For functionalities 
description and comparison, we choose open source tools: OpenProject, ProjectLibre, 
and Redmine, while proprietary tools chosen are: Bitrix24, JIRA, and Microsoft 
Project. This choice was supported on our research and tools popularity based on the 
number of posts and publications that mention that software. 

The remainder of this paper is organized as follows: section 2 discusses open 
source alternative tools, describing them and presenting a feature’s comparison table. 
Section 3 describes proprietary solutions and also compares their features. Finally, 
section 4 presents the conclusions and future work. 

2   Open Source Tools 

There is a variety of project management alternatives that provide a large amount 
of useful features during project development, starting from time and task tracking 
(scheduling) and up to cost and resource management. While considering available 
open source alternatives, it is important to notice that there are a vast number of tools 
that provide similar features and are able to compete with proprietary software [7]. In 
this section we describe three of the most popular available open source tools: 
OpenProject, ProjectLibre, and Redmine. 

2.1   OpenProject 

OpenProject is an open-source project management software tool that allows de-
fining project tasks associated to an order list and allocates the resources (people, 
materials, machines) that are used in each task and their costs. There is also a 
possibility to view Gantt charts, PERT (Program Evaluation and Review Technique) 
diagrams for management of project tasks, WBS, RBS and cost charts. The WBS can 
be viewed within the application, which allows issuing reports, evaluating the 
histogram and progress reports. Differently from some of the open source alternatives, 
OpenProject includes human resource management that allows better task 
management as well as team management. Another possibility that this tool provides 
is financial resource management and cost tracking. It is possible to keep track of all 
the effort spent and analyze the costs by filtering available data. It is possible to view 
the cost and time spent as well as and the remaining budget with a breakdown per 
work package. Figure 1 shows a basic OpenProject scheduling that allows project task 
and time tracking. 

It is important to notice that the main focus of this application is agile 
development, where a project can be easily distributed into tasks and there is a 
possibility of managing User Stories and resources allocated to them. In terms of 
compatibility with other available software, OpenProject is able to open native 
Microsoft Project files and contains similar features [18]. Some of the available 
features are: Overview one or multiple projects; Create schedule (timeline); Manage 
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requirements in the product backlog; Create user stories and tasks from the backlog 
view; Book time or units spent on tasks directly to work packages; Keep track of how 
much effort the project activities require; Monitor the sprint effort using burn down 
charts. 

 

Figure 1. OpenProject Timeline (Source: https://community.openproject.org/news/41-
new-design-for-openproject)  

Consider that unlike most of the available project management tools, OpenProject 
is only available for Linux. However, one of the main aims of OpenProject is 
establishing active community that would help this tool improve ever more. 
Therefore, at the end of 2013, was created OpenProject Foundation (OPF), inspired 
by Ubuntu Foundation and Apache Software Foundation. The main goal of this 
foundation is to constantly improve OpenProject and ensure overall product quality. 

2.2  ProjectLibre  

ProjectLibre is open source project management software that provides 
management assistance during a project development. It was released in 2012 as 
multiplatform software developed in Java by Marc O’Brien and Laurent 
Chretienneau, under the company Projity, as a branch of already existent project 
management software – OpenProj. The development of OpenProj was discontinued 
and developers used this available tool as a base and added some new features and 
improvements. This tool is known as open source alternative for Microsoft Project 
[12, 13, 14]. Some of the available features are: Microsoft Project 2010 compatibility; 
Ribbon user interface; Earned value costing; Gantt and PERT charts; Resource 
breakdown structure (RBS) chart; and Work breakdown structure (WBS) chart. 

ProjectLibre is a system that is mainly focused on longer phases and iterations, 
providing an overview of overall WBS and RBS during project lifecycle. In terms of 
installation, ProjectLibre can be easily installed on local system using MSI – engine 
used to install software on Windows. That means that a project is represented by a file 
that is stored in a disk system and may be saved and posteriorly loaded. This differs 
from most of project management tools that attempt to provide on-line collaborative 
environment that can be accessed and used from anywhere. 

As presented on Figure 2, ProjectLibre has a Ribbon styled navigation menu, 
which is very similar to MS Software style. This GUI makes this tool more user-
friendly while trying to compete with MS Open Project. 
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Figure 2. ProjectLibre Gantt Chart (Source: 
http://sourceforge.net/projects/projectlibre/) 

2.3  Redmine  

This open source project management tool was firstly released in 2006 while being 
developed in Ruby on Rails by JP Lang [8]. One of the advantages of this tool using 
Ruby is the use of “gems” which is an easy way of distributing and installing 
software. Redmine includes calendar and Gantt charts to aid visual representation of 
projects and their deadlines. It also features multi-project support, role based access 
control, a per-project wiki, and project forums. Some of the features provided by 
Redmine are, as follows [10]: Multiple projects support; Budgeting; Issue tracking 
system; Gantt chart and calendar; News, documents & files management; Feeds & 
email notifications; Per project wiki and forums; and Time tracking. 

While being a popular tool, there is a variety of plugins that can be added to 
Redmine to somehow enhance it. This enhancement may be the installation process or 
management and visual customization to fit better accordingly to a specific company 
[10, 11]. Differently from most Open Source tools, Redmine has a large amount of 
plugins that are distributed by developers that are built on top of Redmine and are 
capable of somehow enhancing its capabilities.  

Figures 3a) and 3b) show Redmine user interfaces. However, while Figure 3a) 
shows basic GUI, Figure 3b) presents a plugin that improves Redmine visual 
characteristics, making GUI more appellative. 

     

Figure 3. a) Redmine Interface                     Figure 3. b) Easy Redmine Interface. 
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2.4   Open Source Features Comparison 

In the previous sections we described some of the most popular open source 
project management alternatives. In Table 1 we present the comparison list of 
features. This side-by-side comparison will let us understand better which offers more 
functionalities. Note that we considered some of the main possibilities that are more 
important during project lifecycle. 

Table 1 - Open Source Tools Features 

 OpenProject ProjectLibre Redmine 
Language Ruby Java Ruby 

Multiplatform Linux Only Yes Yes 
Web-based Yes No Yes 

Issue tracking Yes No Yes 
Scheduling Yes No Yes 
Resource 

management 
No Yes No 

Document 
management 

Yes No Yes 

Reporting No No No 
Portfolio 

Management 
Yes No Yes 

Forum Yes No Yes 
Email Support 
/ Integration 

Yes No Yes 

Resource 
management 

No Yes No 

Repository 
integration 

Yes No Yes 

Task 
management 

Yes Yes Yes 

Budget 
management 

Yes Yes Yes1 

Time tracking Yes Yes Yes 
CRM No No Yes1 

Charts  Yes Yes Yes 
Simulation 
Scenarios 

No Yes Yes1 

Import/Export 
data 

Yes Yes Yes 

1 Available using plugin. 
After evaluating the results, we concluded that although Redmine is one of the 

most popular open source alternatives and while it provides all the core features, most 
of those are additional modules and add-ons that mostly are not open source. That 
means that while the core system is open source additional features may have to be 
bought from the providers. When it comes to Open Project, this tool is limited to the 
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Linux operating system. This may be a limitation for some of the development teams. 
Overall, ProjectLibre may be the best alternative since this software provides most of 
the important features. One of the drawbacks is it not being web-based and, as 
previously stated, differently from other tools, requires local installation and created a 
project file on the local disk system. 

3   Proprietary Tools 

In the second part of our evaluation we describe proprietary tools. Similarly to the 
previous section, that presents open source alternatives, we choose three popular 
proprietary project management tools: Bitrix24, JIRA, and Microsoft Project. After a 
brief description we present a feature comparison table that allows an easier 
comparison of the possibilities of those tools. 

3.1   Bitrix24 

Bitrix24 is a proprietary project management tool [15]. This is a web-hosted 
software which means that there is a possibility of using this tool without any 
installation. However, there is also a possibility of using a self-hosted version that 
would require an internal configuration, per company. This is one of the most popular 
proprietary tools for project management. It allows not only scheduling and task 
management but also to allocate all the necessary resources, those being physical, 
human or even monetary. Differently from some of the available solutions, when 
creating a Bitrix24 environment, there is a possibility of internally manage all the 
company employees as well as clients. It is also possible to recreate organizational 
chart that would represent existing departments and assign each of employees to their 
working space. 

This tool looks professional and organized but may be complex when logging since 
all the latest announcements, for example daily/weekly assignments, private 
messages, forum updates, tasks and groups will pop to notify all the changes that have 
been made since last login.  

 

Figure 4. Bitrix24 Interface (Source https://www.getapp.com /) 

Figure 4 shows Bitrix24 user interface. Just by its visual aspect we can easily 
difference this tool from previously described. Some of the main features are [15]: 
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Task and schedule management; Employee management; CRM; Reporting; Online 
Document management; and Charts. It is important to consider that staff, client and 
enterprise management are some of the most important features of this tool. There is a 
possibility of assigning responsible employees to projects, clients as well as teams. 
Also, a full client sheet provides all the necessary information that may be useful for 
the future projects or as evaluation of already completed ones, for example, locations, 
previous projects, previous responsible, contacts, etc. 

3.2   JIRA 

JIRA Software is a proprietary issue tracking tool, which is developed and 
managed by Atlassian [16]. Differently from previously described project 
management tools, main focus of Jira consists of feature and issue tracking.  The 
name of this software comes from the widely known movie Godzilla. Originally, in 
Japanese, it is pronounced as “gojira”, posteriorly “go” was dropped and JIRA 
became the software name. This project management tool, similarly to Bitrix24, may 
be used as either a self-hosted or cloud-hosted. When is chosen self-hosting, this tool 
supports multiple platforms which may be usefully accordingly to the enterprise 
architecture. As previously stated, this tool not only allows task management but 
focuses mainly on issue tracking and agile development. It works well with the agile 
development methods such as of SCRUM [17]. One of the main characteristics of this 
tool is a large amount of available features. Although the main focus of JIRA is agile 
issue tracking, it provides a core set of any project management tool. Some of the 
available features are: Issue and task tracking; Bug reports; Feature requests; 
Reporting; and Notifications. 

Figure 5 presents JIRA interface. On this figure we can see that any team member 
can keep track not only of all the tasks, but other team members’ tasks and progress. 
Pie chart acts as additional comparison, providing easy visual understanding of how 
many issues have been addresses by whom. 

 

Figure 5. JIRA Dashboard (Source: http://blog.tempo.io/2012/lean-customer-
development-delivering-solutions-to-your-customers-on-time-and-on-budget/) 

Currently there are a lot of plugins that are added accordingly to the enterprise 
needs. However, it is important to notice that most of those add-ons are enterprise and 
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have to be bought from the distributors. That means that core JIRA distribution only 
provides main features. 

3.3   Microsoft Project 

Microsoft Project is a management tool with the right blend of usability, power, 
and flexibility all of which help to manage projects more efficiently and effectively. It 
allows project managers to stay informed and be able to control project work, 
schedules, and finances, keeping project teams aligned, and creating more 
productivity through integration with familiar Microsoft Office system programs [18]. 

It is a proprietary software tool for project management designed to assist the 
project managers in developing a plan, assigning resources to tasks, tracking progress, 
managing a budget, and analyzing workloads. Some of the available features are: 
Timeline; Integration with another Microsoft Tools; Scheduling and Task 
management; Reporting; and Task path tracking. 

Microsoft Project provides a standard MS Office-like interface and a set of project 
and time management functionalities. Figure 6 shows a basic MS Project interface. 
Ribbon menus provide easier usability since these days most of software users are 
familiar with other MS tools, like Office, that this interface becomes more friendly 
and easier to understand even if used by an inexperienced user. 

One of the important features of this tool is the user management based on the 
access levels. That means that there are different classes of users that can have 
differing access levels to projects, views and other project-related data. This type of 
access restrictions increases project security level and provide a higher control over 
project tracking. 

 

 

Figure 6. MS Project interface (Source: https://www.getapp.com/project-management-
planning-software/a/microsoft-project/) 

3.4   Proprietary Features Comparison 

In Table 2 we present some of the main features of the three proprietary popular 
tools: Bitrix24, JIRA, and MS Project. Although all of those tools require payment, 
we did not consider licensing and pricing on this comparison. Our main goal is 
present their features in a most comparable way to features available in open source 
tools. 
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Table 2 - Proprietary Tools Features 

 Bitrix24 JIRA MS Project 
Development 

Language 
PhP Java .NET 

Multiplatform Yes Yes No 
Web-based Yes Yes No 

Issue tracking No Yes No 
Scheduling Yes No Yes 
Document 

management 
Yes No No 

Reporting Yes Yes Yes 
Portfolio 

Management 
No No No 

Monitoring Yes Yes1 Yes 
Forum / Wiki Yes Yes1 No  

Email Support / 
Integration 

Yes Yes1 Yes 

Resource 
management 

Yes Yes1 Yes 

Repository 
integration 

Yes Yes1 Yes 

Task 
management 

Yes Yes Yes 

Budget 
management 

No Yes1 Yes 

Time tracking Yes Yes Yes 
CRM Yes Yes1 Yes1 

Simulation 
Scenarios 

No Yes Yes 

Import/Export 
data 

Yes Yes Yes 

Custom 
Integrations 

No Yes Yes 

API Yes Yes Yes 
SSL Security Yes Yes Yes 

Mobile Version Yes Yes Yes 
1 Available using plugin. 

Accordingly to Table 2, JIRA may be compared to Redmine, where there is a core 
package with the main functionalities and additional features are add-ons. Bitrix24 is 
the tool that provides more options to its users and since it is web-based it does not 
require any installation. Finally, Microsoft Project, as previously stated, is known as 
proprietary version of open-source ProjectLibre and, therefore, it not only has similar 
available features but same type of local install since both of those tools are not web-
based. 
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4   Conclusions and future work 

In the previous sections we described some of the most popular open source and 
proprietary tools while considering some of the main available features. We described 
three open-source project management tools: OpenProject, ProjectLibre, Redmine and 
three proprietary tools: Bitrix24, JIRA, and MS Project. While comparing available 
features, we concluded that proprietary and open source do not differ much. We 
believe that open source tools are capable, to some level, to keep up with proprietary 
tools and offer some of the basic necessary functionalities. However, after comparing 
some of those tools it terms of use, we defend that proprietary tools offer a more user 
friendly and intuitive interface. 
As future work we intend to install and evaluate these tools by comparing user 
interface and overall ease of use of those alternatives in an enterprise, and understand 
the applicability and maturity level of project management tools in support of Projects 
for Big Data, Cloud, Mobile, Social Networking and Industrial Internet of Things 
(IIoT) environments. 
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Abstract. In an increasingly competitive market, small and medium
enterprises have the option to take advantage of collaboration opportu-
nities to consort their core competencies to achieve an objective. In fact,
this is the purpose of the so-called Virtual Organizations (OVs), which
aim to attend a goal joining partner forces. However, when these Vir-
tual Organizations are created, it is necessary to deal with the maximum
number of participants involved in the process and the risk involved in
these relationships, which should be measured through a well-defined
process. This paper aims to present an approach to dimensioning the
number of participants involved in the formation of a Virtual Organiza-
tion composed of several service providers (SPs). This approach is based
on the overall risk level of the participants and uses different Risk Anal-
ysis Methods to assess the suited number of participants to be part of a
Virtual Organization.

Keywords: Virtual Organization, Dimensioning, Risk Analysis

1 Introduction

Recent years have witnessed the explosion of the use of computers in daily life
and business. Information Technology and Communication (ICT) began to stand
out in everyday use of organizations, from the development of the interconnection
between machines (Internet) to the popularization of mobile devices (tablets and
smartphones). The increasing use of technology in business operations allowed
the organizations to be assisted in decision-making and how to manage their new
products, thus sharpening the competitiveness and expanding trade barriers.

The quest for efficiency and fast responsiveness to market stimuli presents
a series of new challenges for enterprises leading to a question: how to attend
several demanding customers in such a short time and with a great quality of
service? One answer that can be found in the literature is: Virtual Organizations
(VOs). A VO consists of a set of independent organizations (companies)
that share resources, skills, costs, risks and information, where each member
collaborates in a certain function in order to achieve a mutual goal [4, 6].
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The VOs have many advantages ranging from adaptability and flexibility to
the ability to quickly respond to market changes. However, it is not always easy
to determine the number of participants to begin the process of collaboration.
This task is often performed based on the VO manager’s perception and on
successive attempts based on trial and error. Therefore, the use of a scientific
and well defined approach to dimensioning the number of VO participants
supports the VO manager decision regarding the number of competencies and
sub-competencies to be managed and it also increases the confidence of partners
involved in the VO formation and operation [5, 9].

Thus, this paper addresses the problem of dimensioning the number of VO
participants based on their overall risk level. Therefore, this work consists on
analysing the VO behavior regarding the involved risks when raising the number
of partners involved in its formation.

The remainder of this paper is organized as follows: Section 2 covers the
essential concepts for understanding how VO works, as well as understanding
their risks and their dimensioning. Section 3 describes how the proposed
dimensioning approach is structured. Subsequently, Section 4 describes the
scenarios and simulations in order to validate the designed proposal. Finally,
Section 5 presents conclusions and future work.

2 Related Work

2.1 Virtual Organizations

As aforementioned, different enterprises, i.e., service providers, can collaborate
in order to achieve a particular goal. This paper uses the definition of VO
formation according [6], which recommends a series of steps ranging from the
identification of the collaboration opportunity to the launching passing through
partners search and selection ones.

In the context of this work, the VO dimensioning works as an auxiliary
approach to decision making in the partners search and selection step. This is
the moment when the VO manager analysis the necessary partners to compose
a VO. Thus, the dimensioning process execution instigates the VO manager to
check if there really is a need to allocate certain partners, splitting or not the core
competency in sub-competencies to attend the same collaboration opportunity
(OC).

2.2 Risk Analysis

The word risk is associate to notions of uncertainty. Risk is the chance of
something happens causing a negative impact on the objectives on a given
task. In the literature it is found some definitions for risk. Bernstein [3] and
Alawamleh [1] state that risk is the probability of an adverse event, causing a
kind of uncertainty, generated by decision alternatives of an administrator.

Several risk factors threat the alliance operations between partners. These
factors can be used to derive risk levels. Particularly, risk levels can be measured
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by means of occurrence probability, consequence degree and control degree [12].
According Alawamleh [1] risk comes from three sources: organization internal
sources; organization external sources and; organization environment.

Taking this into account, the risk definition in the context of VOs becomes
the likelihood of one or more participants do not attend the minimum demanded
requisites of the CO and because of that compromising the success of the VO
operation. Moreover, it is worth noting that participants depend on each other,
raising the probability of fault occurrences. In this sense, using the Alawamleh’s
definition [1], it is possible to say that the risk in VO can be involved in:
1) Internal risks: reliability and quality of the participants; 2) External risks:
cultural, social and operational environment of the participants; 3) Organization
environment: network infrastructure or means of interaction of the participants.

Several risk analysis methods have been proposed in literature. Particularly,
regarding risk analysis in the context of VO, Vieira et al. and de Lemos
et al. [11, 15] present different risk analysis methods based on historical key
performance indicators such as confidence, collaboration, information sharing
and communication processed by a combination ofmulti-criteria decisionmaking
approaches. Basically, these approaches are applied in the partners search and
selection step of the VO creation stream leading to the selection of the least risky
partners therefore minimizing the chance of VO failure during its operation.

This risk analysis approach is well suited for the purposes of VO
dimensioning. It makes possible to choose the right quantity of partners to
compose a VO without raising the global risk to unacceptable levels.

2.3 Dimensioning Overview

According [14], dimensioning should be done whenever the responsible for a
particular operation feels the need of checking if his resource sets are correct
and well balanced regarding current and future demand. Moreover, it should be
prioritized not only at the beginning of a project but also in the optimization of
existent structures.

The attention to the client needs fosters enterprises union. The availability
of the number of resources and people that have appropriate skills, experiences
and competencies at the opportune place and moment becomes an stimuli to the
involved organization managers. It is worth noting that the VO composition do
not has a limitation on the participants number. However, this flexibility needs
to be identified and measured through a well defined process.

The determination of the number of participants for the formation of
a VO is not easy and widely explored in the literature. Most publications
highlight the advantages of the formation of the VO itself rather than how it
is actually done [6, 10]. It is important to note that only a proper structural
configuration (e.g., techniques, methods or approaches) can take advantage of
all the benefits expected by a VO (e.g., sharing skills, resources, costs, risks, trust
and information). Considering that, the number of participants is an essential
variable on this context. Therefore, this paper focuses on the process of how to
find the best total number of participants in a VO.
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Several important contributions are found in literature depicting
characteristics that can be used to achieve suitable VO dimensioning.
Some of these characteristics [2] are: a) time, which involves delivery
time, short or long-term contracts, etc.; b) cost, which involves market
performance, profitability, necessary resources, etc.; c) risk in the association
with other participants. This work copes with the risk characteristic. Thus, the
dimensioning is achieved analysing the VO behavior based on the existent risks
between the involved participants.

3 Proposed Dimensioning Approach

As aforementioned, the proposed dimensioning approach is based on the risk
assessment of the VO participants. Sections 3.1 and 3.2 present the two risk
analysis methods used to accomplish that. These methods work at the set of
service providers committed to the VO creation and they assume these service
providers keep available a key performance indicators (KPI) historic. According
Nelly et al. [13], a KPI is considered a metric or a combination of metrics that
aims to quantify the efficiency and/or effectiveness of part or the full process,
project, system or product.

Therefore, the partner’s risk level is generated by these methods using KPI
historical data. Regarding this work, the four risk sources that presented more
occurrences in the Alawamleh’s work [1] were used as KPIs. These KPIs are:
confidence, communication, collaboration and information sharing.

3.1 MARTP

The MARTP method [16] aims to measure how risky is to use a particular
SP in the VO composition. MARTP is split in two stages. First stage analyses
the individual SP risk and the second stage performs a collective risk analysis
involving all selected SPs. MARTP is presented in Fig. 1a.

The first stage (left side of Fig. 1a) performs the individual risk analysis using
the Event Tree Analysis (ETA) technique [8]. It uses as input the service provider
KPI historical data and presents as output a service provider risk level percentage
and a logical value 1 or 0 according the SP is under or above a risk limit,
respectively. This stage applies an event aggregation approach by multiplying
the success and failure events associated with each KPI historical value. The
second stage (right side of Fig. 1a) performs the collective risk analysis using
the Fault Tree Analysis (FTA) technique [8]. It takes as input the logical values
generated on the fist stage and generates as output the information regarding
the set of partners that is able to proceed with the VO formation.

3.2 DEA x Fuzzy

The DEA x Fuzzy method [11] presents the same purpose of the MARTP
method. However, though both methods aim to measure how risky is to use
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a particular SP in the VO composition, DEA x Fuzzy uses different techniques
and stages. In any case, the number of stages are the same. DEA x Fuzzy is
split in two stages. The first one performs the efficiency analysis for each one of
the SPs that aims to be part of the VO. The second one performs the service
provider impact analysis on the entire potential VO assuming this SP fails. DEA
x Fuzzy method is presented in Fig. 1b.

Thus, on the first stage (top of Fig. 1b) is performed the SP efficiency analysis
using the Data Envelopment Analysis (DEA) technique [7]. This stage reveals
the compared SP efficiency value by means of successive linear regressions on
the KPI historical values. On the other hand, on the second stage (bottom of
Fig. 1b) is performed the SP impact analysis on the entire VO using a Fuzzy
technique [17].

Fig. 1. Risk Analysis Methods

3.3 Proposal

This Section addresses necessary parameters and how the proposed dimensioning
approach works. Thus, some limitations and assumptions regarding the
collaboration opportunity and the partners involved are needed to the overall
dimensioning approach understanding.

1. This work assumes the collaboration opportunity can be attended by several
different VO sizes. This means that it is possible to test several VO with
different number of partners from the minimal necessary of two to the
maximum proposed by the VO manager.

2. This work also assumes that service providers being tested in a particular
VO were already been selected by a partners selection method.

Fig. 2 shows the architecture of the proposed dimensioning approach.
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Fig. 2. Dimensioning Approach Overview

Phase 1 (Input) is composed by the input data used: a) Service
providers previously selected; b) Key performance indicators (KPIs): confidence,
communication, collaboration and information sharing; c) Historical values of
KPIs: the set of values, for each KPI, assigned on participations in VOs already
executed and finish for each service provider involved.

Phase 2 (Risk Analysis) takes as input data the service providers and their
historical KPI values from Phase 1. This phase executes the risk analysismethods
MARTP and DEA x Fuzzy, described on Section 3.1 and 3.2, respectively. At
this phase the service providers are submitted to each risk analysis method in
order to comnpute the risk level of the entire VO.

Phase 3 (Dimensioning based on Risk) takes as input the risk levels of
each VO tested, which are obtained in Phase 2. These data are processed and
transformed in two results to the VO manager. The first result is an histogram
showing the aggregated risk levels for each size of VO. Second result is the
maximum number of necessary participants to attend the VO creation.

Thus, according Fig. 3, histogram presents at the x-axis the VO’s number of
participants and at the y-axis the number of simulated VO. Five columns are
presented for each VO size. Each column represents the risk level scale defined
and used in the computation of the maximum number of participants. These
scales represent from the left to the right, respectively, the following values for
risk levels: Very Low: 0 to 20%; Low: 21 to 40%; Moderate: 41 to 60%; High: 61
to 80% and; Very High: 81 to 100%.

In this work, the maximum number of necessary participants to attend the
VO creation demand is related to the risk level associated with the different VO
sizes. Thus, it depends on the VO manager to define which is the considered
acceptable risk levels so that a relationship between this level and the VO size
can be established. For the evaluation effects, this work considers as acceptable
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the risk level scales from very low to moderated. Therefore, considering this,
the VO size is determined by the highest number of participants in VOs, whose
averaged cumulative amount of simulations with very low, low and moderate
risk levels is greater than the averaged cumulative amount of simulations (for
that number of participants) with high and very high risk levels.

The presented concepts can be formalized as follows:
Consider the risk analysis methods, represented by the set M = {1, · · · ,m}

where each element is associated with a particular risk analysis method used in
the dimensioning approach. Also, considers SP = {2, · · · , k} a set where each
element represents the number of service providers (enterprises) able to be part
of a VO and OV

x

y = {vi, · · · , vn} the set whose elements represent the risk level
values obtained in n simulations using the risk analysis method x ∈ M for a VO
composed of y ∈ SP service providers. Finally, lets R = {1, 2, 3, 4, 5} the set of
risk level scale associate to a risk level percentage: 1 - Very Low: 0 to 20%; 2
- Low: 21 to 40%; 3 - Moderate: 41 to 60%; 4 - High: 61 to 80% and; 5 - Very
High: 81 to 100%.

Now consider: f(r, y, i, x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

vi ∈ OV
x

y ∧ 0 ≤ vi ≤ 20 ∧ r = 1,

vi ∈ OV
x

y ∧ 21 ≤ vi ≤ 40 ∧ r = 2,

vi ∈ OV
x

y ∧ 41 ≤ vi ≤ 60 ∧ r = 3,

vi ∈ OV
x

y ∧ 61 ≤ vi ≤ 80 ∧ r = 4,

vi ∈ OV
x

y ∧ 81 ≤ vi ≤ 100 ∧ r = 5

the function that returns a value from OV
x

y according the risk interval r.
Finally, the VO dimension is formally defined by Eq. 1:
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Therefore, according the math presented in Eq. 1, the maximum number of
service providers for the VO formation is the highest y ∈ PS value that fits the
risk level criterion defined on the dimensioning approach.

4 Evaluation

4.1 Setup

The proposal validation is addressed through simulation. The scenarios taken
into account perform a defined minimal number of simulations for each VO size
(number of SP). Such definition is based on a 95% confidence interval resulting
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in a total of 100 simulations. Each simulation generates a risk level value that
will later be organized according the risk intervals very low, low, moderate, high
and very high, as already mentioned. It is important to note that for the same
VO size 100 simulations are performed for each risk analysis method. In this
work, methods MARTP and DEA x Fuzzy are used.

Each service provider receives a dataset with historical KPI data. The
historical KPI data corresponds to 10 values for each KPI. They are arbitrarily
generated using the uniform statistical distribution in the same way from Viera et
al. [15]. These historical KPI values range in a normalized interval of [0.01, 1.00],
which means SP had received grades ranging from 1% to 100% in previous VO
participations for each KPI.

4.2 Results

This section aims to conduct the analysis of the results obtained through
simulations. The simulations involve seven (7) distinct scenarios, wherein each
one represents a VO size ranging from the minimal of two to the maximum
partners proposed by the VOmanager, which in this work is eight, according [15].
In this work, each scenario generates two sets of performed simulations, i.e., one
set for each risk analysis method. Fig. 3 and Table 1 present the consolidated
simulation results in order to assist the VO manager decision making regarding
the VO dimensioning.

Fig. 3. VO’s Risk Levels

According results in Table 1, it is possible to identify four (4) possible
VO sizes attending the acceptable risk level criterion defined by the proposed
dimensioning approach. These are VOs whose sizes are composed from 2 to 5
service providers. Therefore, according that criterion, the maximum number of
participants to compose a VO is five partners.

Also, from the results shown in Fig. 3 may be noted that the greater the
number of SPs composing a VO, the more likely increase the VO risk level as a
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Table 1. Maximum number of VO participants

VO size
Risk Level

T
o
ta
l

Very Low to
Moderate

High and
Very High

2 80 20
3 73 27
4 67 33
5 60 40
6 47 53
7 26 74
8 18 82

whole. It is also worth noting that most of the evaluated VOs present very low,
low and moderate risk levels. However, these values grow up when there is an
increase in the number of SPs for each OV, eventually reaching levels of high
and very high risk levels.

Having this in mind, it seems that the more SP being analysed the greater
the likelihood of these SPs have very different levels of skills leading to a riskier
scenario to the VO formation, which justifies the raising in the high and very
high risk scale.

5 Conclusion

This paper addressed the VO dimensioning problem taking into account the
need to find the maximum number of participants to start the process of VO
creation. Reasoning on that, a VO dimensioning approach was proposed aiming
to assist the VO manager decision making process of VO creation.

The proposed dimensioning approach assists the VO manager in the
competence and sub-competencies management process, i.e., it assists the
decision to aggregatemore or less participants to a VO, based on the risk involved
in this aggregation. In this sense, itmay be noted that the proposed dimensioning
approach allows careful evaluation of the VO composition regarding the number
of participants by assessing the impact of the risk in the VO formation.

Accomplished results show, according the scenarios simulated, the maximum
number of participants to a Virtual Organization formation is five (5).

Future work includes testing the dimensioning approach in near-real
scenarios. In addition, further work can enhance the proposed approach adding
more KPIs (e.g., cost) and new risk analysis methods. Also, the improvement of
the proposed risk dimensioning criterion is a good target for further work. Last
but not least, a comparison between other dimensioning strategies is planned.
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Abstract.  The purpose of this paper is to analyze the level of system 
integration among organizations that have deployed intranets or portals. In spite 
of being independent technologies, portals and EAI have in common the 
integration issue, and the combined usage of both may produce the synergic 
effect on application integration processes. The paper presents an instrument to 
analyze the integration level. According to the identified issues, this study 
suggests some guidelines for system integration projects.  

Keywords: Portals, integration, technology.  

1 Introduction  

 At the beginning of computing, information was processed in centralized systems. 
The demand for systems integration occurred in an environment that was more 
heterogeneous. However, over time, the paradigms of computing were changing and 
new technological platforms emerged. As a consequence, most of the organizations 
currently use multiple types or generations of systems developed over the years. These 
legacy systems have value for businesses, but this may mean little if they cannot 
"talk" to other systems, thus becoming islands of information. Adding to this complex 
scenario the advent of web-based technologies, generating the need for integration 
between this environment and a set of applications dispersed among the various 
departments in the organization.   

In the mid-1990s, an approach known as EAI (Enterprise Application Integration) 
emerged as an alternative making possible the integration of enterprise applications 
with less customization than required by the ERP systems (Enterprise Resource 
Planning) (1). The EAI contemplates the tools, methods and planning that enable the 
organization to gain a competitive advantage with the integration of all applications in 
an enterprise system unified, able to share the information and support the processes 
of business flow. The approach of EAI search the unrestricted sharing of data and 
business processes (5), reducing the complexity of integration (6). In addition, some 
technology companies have provided their products with new features and capabilities 
to meet those needs.  
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 In parallel to the movement of systems integration, since the end of the 1990s, the 
term “portal” has been used to designate a new focus on systems based on the intranet 
and Internet. The volume of information that needs to be managed by organizations is 
that with portal technology originated from the Internet is very useful for organizing 
the corporate environment. Organizations have implemented portals in an attempt to 
consolidate departmental intranets, because one of the main attractions of portal 2 
technology lies in its ability to integrate disparate sources of information through a 
single interface to the user (21). The mission of corporate portals is to do away with 
the islands of information systems, by integrating them into a single application that 
would be port of entry for all users.   

Although they are independent technologies, the portal and the EAI have in 
common the goal of integration. The ability of the portal to provide a unified interface 
to the information systems can be highly leveraged with the adoption of EAI in the 
rear. Considering the potential for synergistic combination between these two 
technologies, this article proposes to analyze the level of integration of applications in 
the context of intranets and enterprise portals of medium and large Brazilian 
organizations.   

The article is organized as follows: section 2 presents an overview of the 
technology of EAI. Section 3 discusses the main features of a corporate portal, 
identifying variables to the instrument for the evaluation of the level of integration.  
On the basis of the problems identified in 94 Brazilian organizations, sections 3 and 4, 
it is proposed a roadmap for systems integration. The conclusion summarizes the main 
points and suggests future work.  

2 Mechanisms and Systems Integration  

Recently, the term EAI has been used to label solutions for integration of systems that 
use middleware technologies (2, 3, 4, 9). Some patterns of EAI are described in (1, 3, 
4, 14, 17) and in (2) is presented with a view to reducing the middleware components 
in the industry. Based on the literature of the technologies used in EAI, are presented 
below, some types of solutions and technologies that provide support for the 
integration of enterprise systems.   

There are systems of middleware that allow an application to communicate with 
another application. A type of middleware called point-to-point allows an application 
to establish a connection with a application B and communicate through messages or 
calls of procedures, RPCs, among others. The middleware is responsible for 
establishing communication and translation of messages between the application A 
and the application B. An example for such a link are the applications connected by 
middleware guided by messages (MOM).   

In the integration of applications in an organization, the number of end-to-end 
solutions can grow exponentially to allow sharing of information between different 
systems. The connections between the systems can be set up in disarray, without 
centralized control and management. To resolve this type of problem, a class of 
middleware products allows the connection many-to-many applications.  
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Application Servers and ESBs (Enterprise Service Bus) are some examples of the 
type of middleware many-to-many, among others (2, 3, 4, 7). The Application Servers 
are the communication in a variety of ways including calls to procedures and 
connections of type MOM. They can be used to ensure that the rules of business and 
maintain the integrity of the data or even allow the creation of entire applications with 
transaction services. Its usefulness in EAI is facilitated due to its ability to integrate 3  
back-end and the possibility of uniting various applications using adapters and 
connectors. Additionally, the standard most commonly used is the Java within the 
initiative of J2EE (Java Enterprise Edition ) (10, 11, 13, 17) and an alternative are the 
implementations of the scaffold of Microsoft's .NET (8).   

Already the ESBs consist of the implementation of the principles of service-
oriented architectures (SOA) that describe a type of information technology 
infrastructure in that its components can be accessed as services and are called 
through an interface (7). Some commercial vendors have incorporated this type of 
architecture to their respective Application Servers (7, 10, 11, 13).   

For the integration of data, some tools do the work to move and transform the data 
while maintaining the integrity of a database management system (Oracle's for 
another Oracle's. There is also an approach called database system unifying that 
enables us to treat different models, restrictions and languages of consultation 
between separate databases in an organization (12). A class of middleware includes 
extraction, transformation and loading (ETL) of critical applications of the 
organization for the data warehouses with the purpose of providing support to the 
decision-making processes (2, 12). Another type of middleware, called bridge or SQL 
gateway, facilitates access to Oracle's through a common interface as the Java 
Database Connectivity (JDBC ) and others, thus allowing access to the databases that 
reside in distinct environments.   

The communication between the applications can also be done through some types 
of interfaces. For example, a type of connection establishes a common point of 
integration using communication mechanisms of the interfaces of the users. This 
means that applications that operate in the mainframe environment can be displayed 
visually to the user. This type of integration can be achieved by technologies similar 
to those adopted in terminal emulators. Another mechanism allows, through the 
programming interface of the applications (API), access the processes and data from 
ERP systems such as SAP, Baan and others. Another type of technology includes 
systems for workflow or workflow management, which allow the definition and the 
automation of workflows and the mapping of processes in organizations. These 
systems can be built as a tool in ERP systems or in a set of integration solutions (8, 
10, 15).   

The frameworks are important allies in the understanding of the complexity of the 
elements to be integrated in the context of EAI, for they establish the relationships 
between the various technology components to be integrated and also allow the reuse 
of subsystems, architectures, and the code in existing applications. Some standards are 
used in the context of J2EE from Sun and Microsoft's .NET.   

In called componentization, you can define data and business rules as reusable 
components that will be integrated with legacy systems. This means that any Java 
application, or .NET can be developed and carried out the encapsulation of another 
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existing application environment in the mainframe. however, the challenge is in the 
resources needed for its implementation from a single solution provider.   

Finally, in some integration scenarios, the corporate portal uses a common interface 
for the integration of data and processes. This approach allows the use of Web 
browsers on the client side for access to systems and data sources of corporate 
organizations on the server side. The Application Servers and Web servers provide the 
basic infrastructure for solutions based on portals (3, 15, 16).  

3 Portals  

The intranet is an important channel of communication between the company and the 
employee, and is usually characterized by the acronym B2E (business to employee) as 
opposed to symbols used for Web systems for e-commerce and B2B (business to 
business) and B2C (business to consumer ). The integration of collaborative systems 
with the intranet and the structuring of networks of communities make the intranet can 
also be characterized by the acronym E2E (employee to employee).   

The intranet can be defined both technically and functionally. In technical terms, 
the intranet is a computing environment heterogeneous that connects different 
hardware platforms and operating systems through an integrated interface with the 
user (26). Already from an organizational point of view, the intranet is a tool capable 
of integrating people, processes and information.   

Since the end of the 1990s, the term portal has been used to designate a new focus 
on systems based on the intranet and Internet. The corporate portal represents a 
variation of the concept already very familiar to Internet portals, such as Yahoo and 
other. Despite the growth of the market of portals, remains valid observation (23) that 
the terminology related to the term corporate portal has not yet stabilized. For the sake 
of completeness and technological independence, it was decided to adopt the 
definition proposed by (22):  

"The corporate portal is a custom interface to online resources that allows 
information workers to access and share information, to make decisions and perform 
actions regardless of their physical location, the format of the information and the 
location in which it is stored."  

The components of a corporate portal can be interpreted as evidence that aggregate 
benefits distinct functional for the user. In the literature, can be found different 
relationships of features of portals and checklists (16, 24, 25, 26, 29 and 30). Among 
the features mentioned most of existing proposals, can be highlighted as follows: 
integration, categorization, search engine, content management, workflow, 
collaboration, personalization, notification and map of knowledge.   

Integration is the functionality of the portal that serves as the basis for the other 
components, and the greatest effort required for the construction of a portal is 
precisely the systems integration (27). The integration of the various systems is the 
main problem in the implementation of portals, because without this integration the 
portal will be just a pretty facade for a structure chaotic informational (25). The 
technological movement associated with portals can be perceived as the stage latest of 
an ongoing trend of systems integration, which also has the data warehouses and ERP 
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systems as representatives (25). The type of digital information accessible through the 
portal varies from highly structured, as the stored in relational databases, until highly 
unstructured, such as documents, Web pages and electronic messages (30).    

Already the functionality of categorization of portals is associated with the 
definition of organizational information such as lists of terms, hierarchies of 
categories, Thesaurus, software and ontology. The existence of classification schemes 
contributes to increase the quality of the searches and consequently the quality of the 
results obtained by the end user (28). In (30), is defended the position that companies 
need to develop categories and information structures that make sense for their own 
business and their specific communities who use the portal, because many 
organizations have discovered that people don't tend to use search engines.   

The functionality of presentation is responsible for paradigm of single point of 
access (SPOA - single point of access) that characterizes the portal. The corporate 
portal aims to be a user-friendly interface and integrated, that is, a front-end based on 
Web standards that east end user in his navigation through the various information 
systems. The collaboration functionality is related to the ability of the portal is a 
virtual meeting place for people who share common goals, giving rise to communities 
of interest and discussion groups. The component of collaboration expands the role of 
the portal of a kiosk passive information for a forum of organizational interactions 
(24).  

4 Proposal for the Integration of Applications  

In view of the above problems, can be proposed a roadmap for the integration of 
applications in the context of portals, based on (19). The script uses a set of solutions 
presented in section 2, and is derived from a set of industry standards. The roadmap 
also adopts integration practices of corporate systems and proposes an approach of 
bottom-up to the definition of the portal. The suggested steps are the following:  

 Architecture: comprises the preparation of an updated portrait of systems 
architectures and which applications and data warehouses that require sharing 
information. This is an initial step to analyze what technology middleware will 
allow solving a particular problem. The organization must also understand the 
processes and data that are available, as each one remains without the cooperation 
of the other and that it is a requirement of one system or another. Cloud 
computing also must be taken into account even if the systems are hosted in the 
provider.  

 Group: involves the prioritization of the consolidation of systems with similar 
functions, diagnosing the processes which are competitors among themselves and 
that they have the same features.  

 Standard: consists in the use of standards including data models and objects. The 
definition of an integration architecture and the selection of systems and 
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technologies are important in understanding and analysis of the elements and 
technological solutions to be used. In addition, it is recommended to re-use of 
components by using best practices.   

  
 Mapping and division: encompasses the logical division of integration 

components in origins and destinations. The workflow and integration of 
applications can be understood and mapped with the adoption of this practice.  

 Project Management: includes the definition of the integration project using 
practices such as those described in PMBok (20). Includes the identification of 
scope, technical requirements, quality assurance software, testing methodology, 
change management and implementation;  

 Development: consists of the construction of integration services, including the 
recommendations of the architecture or solution adopted and implementation of 
ongoing testing of integration. The set of technological elements and business 
rules commonly bring an additional complexity to the process of integration.   

 Business requirements: consists in the identification of business processes that 
require integration of applications. This alignment is important for the setting of 
priorities and the establishment of plans for short, medium and long term.   

5 Conclusions  

The linkage developed throughout this article relative the features of portals and the 
technology of EAI intends to contribute to an increased understanding of the issue of 
integration. From this perspective, the corporate portal can greatly benefit from tools 
and techniques existing EAI. Otherwise, the portal can become just a superficial 
showcase and disposable architecture of chaotic systems.   

Another contribution of the article is the roadmap proposed in section 4. This script 
is not intended to be a full and definitive version for the integration of the entire 
universe of corporate applications, but a guide to the basic steps of the process of 
integration of applications. This map is intended for future work analysis of the 
continuous processes of integration. This guide should also consider the evolution of 
business processes. The application and extensions of maturity software models will 
be considered with solutions for application integration.   

In situations in which the architecture of information systems is complex and 
marked by heterogeneity, it is fundamental to prioritize which systems should be 
integrated initially to the portal. Resources are few and there are deadlines for 
'integrating everything at once ". In possession of an instrument of evaluation and a 
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roadmap, organizations will have better conditions to enjoy the benefits of synergy 
between the technologies of EAI and corporate portals.  
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Abstract. Automatic systems that monitor human behavior for 
detecting security problems are a challenge today. In this work, we 
analysing the semantic structure required to representing the 
human behaviour in high-level semantic events. We identify the 
principal components of different ontologies and describe the goal 
of each semantic structure. This work describes Horus, because we 
believe that this framework is a good example of a methodology 
composed to different levels, the goal is to describe human 
behavior a video surveillance systems. We propose an idea to 
complete Horus based in semantic structures. The finish work is 
obtain an art state about semantic structures apply to video 
surveillance systems, and generating conclusions and future works 
from of theory. 

Keywords:  high-level activities, video scene understanding, 
human behavior recognition, video-surveillance, multisensory 
surveillance, ontology-based recognition. 

1. Introduction 
During the last decade, ontologies have been used in multiple domains 
such as natural language processing, e-commerce, integrating intelligent 
information, retrieving information, integrating databases, bioinformatics, 
education, and the semantic web. Ontologies seem appropriate for the 
aforementioned purpose due to their capacities of representation, of reuse, 
of consistency [1]. Ontological engineering has worked on these aspects 
for years. Additionally, ontologies provide vocabulary and organization of 
concepts that represent a conceptual framework for analyzing, discussing 
or retrieving information in a domain. Over the last years, ontologies have 
been clearly involved in the concept of semantic web, which entails an 
associated technology of languages, reasoners, standards, and tools such as 
RDF, OWL and SparQL.  The recognition of basic situations with low-
level semantics such as trespassing perimeters, or identifying a license 
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abstraction. Going from sensor signals, and even images, to this type of 
interpretation involves a much higher level of semantics that can only be 
achieved by relating the information obtained from the context. This 
interpretation always depends upon knowledge, capacity of expression, 
and the specific language of the expert. Our goal is describe structures of 
representation of explicit knowledge that collect generalities and 
particularities of situations of interest with the purpose of identifying them 
automatically in the monitored scenarios, because we think that  
ontological engineering and semantic technologies form a unique 
framework for the explicit representation of situations of high-level 
semantics, and facilitate a fast prototype of security and surveillance 
systems with a similar abstraction level to that of a human agent.  Horus 
[2] is describe in this work, because is the framework to work with 
semantic structures to define events in relations to human behavior. Horus 
is a video surveillance application that needs semantic structures to 
validate the different levels of events. We propose an idea to complete 
Horus, based in semantic structures, because the framework work with 
signals of video surveillance dispositive (low semantic level) and produce 
high level events (identify human behavior). For obtaining the human 
behavior we think that the Horus need a good semantic structure.  In the 
next section, we examine several studies that propose the usage of 
semantic technologies for modelling human activities. This was achieved 
by identifying key technologies, approaches and; issues and main 
characteristics. In section 5, we describe the conclusions and future works 
of this research. 

2. Semantic Structures in video surveillance systems 

As a society we ask for more security and surveillance. Citizens want to 
feel safe and to know in advance the dangers that lie ahead. The events of 
September 11, 2001 changed the public perception of video surveillance 
and surveillance technology, favoring the investment and acceptance of 
losing a certain amount of privacy, which is necessary, especially in public 

plate, an object, or even a riot in video surveillance systems is not the only 
aim of this work. This study describes the semantic process to recognize 
more complex activities or situations of high-level semantics and higher 

places. The aim of these researches is to establish a monitoring and video 
surveillance system that works with multi-sensor networks to carry out an 
intelligent observation of large metropolitan areas. The size and 
complexity of these networks needs cameras with a higher capacity of 
local computing; for instance, these cameras can set off an alarm if they 
detect that someone jumps a fence or opens a door when they are not 
allowed to do it. GeoVision systems can identify people and provide 
precise details of the suspects’ face. Thus, in this type of systems, the 
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knowledge at different levels of description, starting with low-level 
semantics, and then, reaching a level that performs quality descriptions 
that help in the search and retrieval of activities and situations in security 
and surveillance systems. This is not an exclusive problem of security and 
surveillance systems. Regarding interpretation of video sequences, other 
applications can be found; for example, applications related to information 
retrieval and automatic classification [4]. On the other hand, the need for 
automated systems is evident in the case of recognition of complex 
activities, especially if we include here the applications in the area of 
healthcare and welfare. However, despite all efforts in research, it has not 
been possible to integrate this process into one conceptual and functional 
structure. Having an architecture that contains multi-sensor systems to 
help the human operator make decisions based on a recognized situation of 
interest is clearly a theme that has to be tackled with scientific solutions.  

High-level semantic interoperability has not been solved because a 
common conceptual model that groups each one of the security and 
surveillance systems is missing [5]. Some works on security and 
surveillance systems have been developed only to solve the problem of 
performing queries on multisensory semantics [6]. The Geospatial 
Consortium (OGC)1 works on open standards of semantic queries in 
multisensory systems. The main problem here is the response time, 
especially when the volume of data increases. This problem was fixed by 
IRISnet [7] through a mechanism of hierarchical semantic query. As a 

cameras not only capture images, but also can process them through 
mathematical models to identify objects and people. The parameters with 
which mathematical models work (position, size, or speed of the objects) 
are data; for this reason, they occupy much less bandwidth, which in turn 
decreases the cost of transmission. Wireless cameras then send all the 
information to a central unit where these data are processed in order to 
identify people or infer the type of activity done. (SINC, 2012) [3]. In this 
respect, there are solutions that have been proposed. Most of them are 
based on the use of structures that interrelate the various types of implied 

1 Geospatial Consortium: http://www.opengeospatial.org 

structure, which makes the application for different scenarios difficult. [8]. 
The SWAP framework designed the SWAP architecture that works with 
multisensory data and infers high-level activities. SWAP has three levels 
that comprise the sensor, the objective, and the decision; each level is 
operated by an agent. SWAP’s semantic operability allows for reusing of 
its conceptualization in different security and surveillance systems. 

result, the response time of the semantic query on heterogeneous sources 
was improved; however, there are problems when reusing the semantic 

However, working with multi-agents is quite complex, which turns system 
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situations, a combination of motion and water flow sensors help infer 
AVD such as having breakfast, taking medicine, and watching television 
[10]. 

Over the last years, wireless sensor networks have generated a great 
interest, opening numerous opportunities and lines of research. The idea 
presented in [11] about Satellite Sensor Networks is proof of the 
development of frameworks that seek to expand sensor networks. This 
framework helps researchers interact with data from other networks in any 
part of the world. This idea is easier to translate into action if we compare 
it with the current model of social networks in which millions of people 
worldwide interact. Individual (or collective) entities share their 
information with the rest of the network, which results in: 1) the rest of the 
entities can access these data, and 2) the network itself can process these 
data and use them for future actions. 

The combination of sensor networks and ontologies has produced very 
good results for the design and implementation of frameworks. For 

 
developed. Priamos is a middleware architecture that works with 
multisensory data and attempts to infer situations of high-level semantics. 
Due to the ease of use of this architecture, it can be used for designing 
specific interfaces for security and surveillance systems. However, 
Priamos lacks an interface for the easy management of its operations on 
the part the user, which makes its portability difficult. 

An integral semantic structure for the fusion of multisensory 
information and algorithm processing needs a relation with the scenario 
since different groups conceptualize and use data sensors in different 
ways. In addition, a structure to relate information must be planned with 
the purpose of inferring activities or situations according to the type of 
scenario that is being monitored. It is also important to choose the 
appropriate sensors in order to infer a determined activity or situation. For 
instance, monitoring brain functions helps in the recognition of human 
behavior problems. These brain functions can be processed by using 
electrocardiograms or magnetic resonance imaging; or, in more abstract 

example, the distributed video-sensor framework-architecture that works 
with the CORBA ontology in order to develop a distributed tool based on 
standards that allows for the development of intelligent visual monitoring 
system. - Starting from a single image obtained from the video generated 
in different places and a Personal Identification Number (PIN), the identity 
of the person depicted on the image can be verified-. CORBA defines the 
standards that are necessary to work in heterogeneous scenarios and an 
algorithm based on neural networks in order to identify people by their 
faces.  

In multisensory geolocation applications, the customization of GIS 
mobile applications can be done by using technology of the Semantic Web 

operability into a difficult task. [9] . In this respect, Priamos was 
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b) the definition of its main functions, and c) the connections among these 
functions.

that provides different tools to store information related to user’s 
preferences. For instance, tourist semantic frameworks that show 
customized tourist information based on user’s preferences. In this case, 
semantics is used in these applications since relational databases are 
insufficient when geographical data are used. For this purpose, there is a 
spatial ontology and data query mechanisms that help solve problems of 
spatial location when the first alternative has failed. Horus is a modular 
architecture used for the management of multisensory input that 
incorporates a conceptualization model to share information of interest 
among multiple scenarios. The multisensory sources are mainly related to 
image sensors since these sensors are widely used for monitoring 
activities. However, other sensor technologies such as wireless sensor 
networks (WSN) are also integrated as generic objects in Horus. The 
Horus framework is distributed and hybrid. The remote nodes perform 
low-level processing as well as data retrieval, whereas a central node is in 
charge of gathering and fusing information. Horus includes detection of 
simple objects, and tracking and detection of activities (Castillo, 
Fernández, & López, 2011). Its task is ambitious due to the great variety of 
scenarios and activities that can be used.  In its architecture, a series of 
operation levels are established in which the input/output of the interfaces 
are clearly identified. These levels are flexible because they can be easily 
adapted to a final system. Their infrastructure is based on the model-view-
controller (MVC) paradigm, which divides an application into: a) entities, 

 
 
Fig. 1. The Horus modular system. Source: (Intelligent monitoring and activity 
interpretation framework - INT3 Horus general description, 2012) 
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In event-based systems, MVC gives information about changes in the 
applications and provides a representation that is adapted to the user´s 
needs. The model receives the inputs for the application and interacts with 
it to update the objects and represent new information. [13]. The modules 
developed in Horus are able to perform sensor fusion. Basically, the work 
of the authors of this study is describing an idea of the activity recognition 
phase by designing a general framework in order to establish a hierarchical 
modeling of situations of high-level semantics and their inference based on 
the information obtained in previous phases. 

The intention is to exploit all this technology, which is, as it was 
previously mentioned, initially web-oriented, but it permits an explicit, 
reusable and distributed representation of a modular domain that will be 
appropriate for the conceptual, methodological and technological 
framework used to complete Horus (see Figure 2) how describe [14]: 
 

 
Fig.2. Semantic Model: The knowledge structure is used to model scenarios, 
activities and situations 

In summary, the hypothesis of this study is that ontological engineering 
and semantic technologies form a unique framework for the explicit 
representation of situations of high-level semantics, and facilitate a fast 
prototype of security and surveillance systems with a similar abstraction 
level to that of a human agent. This framework must meet the following 
requirements: 

• Work with multisensory signals and their integration with the 
purpose of eliminating the difficulty of the security and 
surveillance systems to combine multiple heterogeneous devices 
in one monitoring network. 

• Conceptualize sensors and its semantic relations in order to work 
directly with the semantic sensor instead of the physical sensor. 

• Represent knowledge. The ontology must be capable of 
conceptualizing the elements of the scenario and its relations. The 
knowledge structure must have characteristics that make it 
possible to work with security and surveillance systems that are 
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predictive – a priori – or with surveillance systems of 
retrospective analysis, i.e. systems that infer or analyze situations 
after they have occurred.  

• Import ontologies.  The structure is adapted to combine with 
other ontologies developed in different domains with the purpose 
of reusing knowledge representations in the various fields of 
science. 

• Conceptualize and infer activities. In this process, the expert’s 
knowledge is used to conceptualize activities or to apply 
inference rules or axioms to the activities registered in the 
scenario. This study focused on inferring activities of medium 
and high-level semantics, leaving the low-level semantics for 
Horus. 

• Conceptualize and infer situations. The knowledge engineer 
establishes the relations among the activities and designs the 
semantic rules and axioms to infer a situation. Additionally, there 
must be a semantic capacity to adapt the structure to new 
conceptualizations of activities and situations that are the product 
of learning acquired through computer algorithms. Based on the 
knowledge of situations of interest, two types of tasks are 
proposed: a) conceptualize and model human expert’s knowledge 
(according to the basic activities that can be recognized by the 
sensors or by video image processing), and b) conceptualize and 
model situations in which the knowledge does not exist but it is 
possible to find it in records (cases database) of the situations that 
could be recognized. In this case, the process is particularly 

This framework includes detection of simple objects, and tracking and 
detection of activities. In order to complete this framework, the following 
levels were developed [12]: 

• Fusion of sensor information: This level is in charge of fusing 
sensor data to improve the quality of information (more complete 
and precise information). 

complex (Sunico, 2008) [15] and it will require the use of 
intelligent recognition algorithms. The present work studies both 
a) and b) and works with the expert’s knowledge when it can 
describe scenarios and situations clearly; and in scenarios in 
which there is an expert, but not very precise knowledge, and the 
situations of interest are attempted to be found automatically. 
Here, situations consist of activities that, individually, are not 
suspicious, but these activities are suspicious when they are 
analyzed in a certain sequence and repetition. 

• Location and filtering: This level isolates objects of interest on 
input images. 
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• Location and filtering of fusion: This level fuses images obtained 
in the phases of location and filtering because there might be 
several location results and filtering methods performed in the 
framework (for example, one result focused on color images and 
another on infrared images). 

• Blob detection: The level of blob detection filters errors on 
images and detects them correctly in previous levels. This level is 
in charge of retrieving information associated to errors for a more 
effective analysis of the objects. 

• Object identification: This level works with objects that are free 
of errors. This improves the collection of information and 
produces the cartographic coordinates of the object in the real 
world instead of just working with image coordinates. 

• Object classification: This level is quite important because it 
analyzes the activity and provides information about the object. 
Additionally, there is a classification of objects and it is also 
possible to give information about the orientation of objects. 

• Tracking objects: This level traces coordinates of the objects of 
an image in a scenario. This level also uses information of the 
common model regarding the map, the situation of sensors and 
their range of coverage. 

• Event detection: The level of event detection generates semantic 
information related to the behavior of the objects in the scenario. 

• Event Fusion: Event fusion occurs in a system for tracking and 
multisensory interpretation in which several sensors monitor a 
common scenario. It can be explained here that, usually, events 
generated from different sources do not match. For this reason, it 
is necessary to unify information from different sensor data 
generated in the previous level before event fusion. 

• Activity detection:  This final level of the architecture is in charge 
of the analysis and detection of activities that are already 
associated with temporary characteristics. After the case fusion, 
the current level has a better knowledge of what is happening in 
the scenario, considering the detected events. 

• General module: This module gathers information from the 
different levels while providing primitives to access information. 

• Scenario modeling: Despite the fact that scenario modeling does 
not appear as a level in the definition framework, it is a key 
aspect that makes it possible to work with sensor information in 
order to locate objects in the scenario.

• After meeting. These requirements, the aim is to obtain 
ontological designs that are adapted to security and surveillance 
systems in order to conceptualize and infer situations of interest 
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of high-level semantics. The use of semantic techniques to model 
knowledge is an interest of current research on the modeling of 
situations. In fact, the application of ontologies has become 
comparable to the algorithms that recognize events on video [16]. 

 
3. Conclusions 
The basis of this theory, this study is not limited to a physical control 
system. On the other hand, from the theoretical point of view, the use of 
semantic technologies facilitates surveillance prototypes, modeling, and 
the implementation of a scenario and situations for the three semantical 
hierarchical levels. Because of the type of situations on which this study 
attempts to work, it is particularly important to find a weak suspicion. It is 
not about the recognition of theft or robbery. It is rather about having 
previous suspicion and establishing a behavior that is suspicious enough. 
Moreover, it has been clearly demonstrated that the framework can be 
used to obtain sequences of high-level semantics with explicit knowledge - 
i.e. a priori knowledge - that the expert can easily model and explain.  In 
this article we propose the need to complete Horus by adding situation 
recognition. In fact, this study has made important contributions in this 
aspect. On the one hand, it was methodologically convenient to 
differentiate between events of medium and high- level semantics and 
those that had a low level. Therefore, on the basis of this theory, this study 
is not limited to a physical control system. On the other hand, from the 
theoretical point of view, the use of semantic technologies facilitates 
surveillance prototypes, modeling, and the implementation of a scenario 
and situations for the three hierarchical levels previously described. Horus 
is the orchestra director because it has the methods necessary to model and 
infer situations of interest based on levels of hierarchical composition. The 
contribution of the authors of this study to Horus is a conceptual, 
methodological and technological framework that can infer situations of 
high-level semantics based on its multisensory fusion module. The 
framework described in the present work consists of layers and modules 
that are useful for the following activities: 1) the expert describes the 
situation of interest, 2) the knowledge engineer abstracts details of the 
situation and models levels of hierarchical and semantic compositions, and 
3) the models are exported to OWL in order to work with semantic 
inference tools.  
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Abstract. Sports organizations, regulators, sponsors and athletes have become 
more and more concerned about anti-doping control. Despite the investments 
made in the past few years, recent studies show that Brazil´s sports 
confederations have not systematized the doping control process nor have they 
yet dealt satisfactorily with problems to do with transparency with regard to 
disclosing the results of tests. This study puts forward an Information System to 
support the Confederations in implementing anti-doping procedures. The 
Information System is being developed using an agile approach. To date, the 
Product Backlog has 133 functionalities, of which 71 have already been 
validated with some Olympic confederations. It is also hoped that the proposed 
integrated database of doping tests can help managers to draw up a public 
policy for this area. 

Keywords: Information System, Athletes’ Health, Anti-Doping Control, 
Knowledge Management 

1   Introduction 

Doping control in Sport is a complex challenge. This is a reason for the bodies 
responsible for its regulation at the national as well as global context to be concerned. 
We are constantly made aware of news of cases of doping, in various sports. This is 
damaging to the notion of the Olympic spirit, harms athletes’ health and undermines 
the values of sport. Many types of investments have been made by the Federal 
Government of Brazil in order to make progress in this matter. One such example was 
the creation of the Brazilian Anti-Doping Authority (ABCD, in Portuguese) in 2011.  

The doping control process in Brazil is undergoing structural changes that will 
come into effect prior to the Olympic Games in 2016. Those that stand out are 
cooperation with overseas laboratories and the re-accreditation of the Brazilian 
Laboratory for Doping Control (LBCD, in Portuguese) by the World Anti-Doping 
Agency (WADA) [11].   
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However, despite the investments already made, as described in ABCD's Annual 
Report [1], a number of actions still need to be implemented to overcome the 
challenges in this area. One such current problem is the lack of up-to-date information 
on doping control, which has an adverse impact on drawing up anti-doping public 
policies. Access to up-to-date and reliable information is a basic condition for 
decision making. 

The Brazilian Olympic Committee (COB in Portuguese) oversees 52 
confederations of various sports, including 30 Olympic federations, 19 Bound 
National Federations and 3 Recognised National Federations. Bound and Recognised 
federations are those that cover sports that are not included as Olympic sports [4]. 
However, the transparency of the confederations as to positive cases is not 
satisfactory and neither is their verdict on these. The main confederations have 
deficiencies in their exercise of doping control and in making data public. 

In this context, the general objective of this research study was to design an In-
formation System for the purpose of supporting the Confederations in the doping 
control process and thereby to provide up-to-date information that might assist 
decision making and the formation of public policy in Brazil in this area. 

The remainder of the paper is organized as follow: Section 2 summarizes the 
context in which the research was conducted. Section 3 details the methodology used. 
Section 4 presents the evaluation of the results. Finally, Section 5 draws some 
conclusions and indicates future research studies arising from this paper. 

2   Background 

A relevant study in anti-doping control was conducted by Lipicer [6] who examined 
the impact of global anti-doping initiatives on the Republic of Slovenia, sports 
policies and the role of wider national political and legal frameworks. 

ADAMS [2] is a WADA system for managing doping tests that stores the tests that 
have been conducted by accredited laboratories. Sports Federations that have an 
agreement with WADA can access the ADAMS system (view only). 

The objective of the Information System developed in this project, called the Sys-
tem for Doping Control (SCDP, in Portuguese), is to support anti-doping measures, 
thereby complementing ADAMS, by providing functionalities that ADAMS does not 
have. SCDP sets out to be active throughout the doping control process. These include 
functionalities to purchase doping kits, to select the athletes who will be tested, to 
complete the doping form, to detail the results, and to initiate hearings and pass 
sentences when tests are positive. The scope of ADAMS, for the confederations, is 
restricted to consulting the results of the tests conducted by accredited laboratories. 

Currently, when undertaken, doping control is performed independently by each 
sports organization (confederation, association, etc.) with the support of spreadsheets 
and documents, but there is no database and no support from any software. In 
addition, there is no standardization between the sports bodies. Thus, the regulators in 
Brazil do not have a consolidated view of the process used. Nor is there accurate, 
detailed and up-to-date information about the tests that would enable a thorough 
analysis of doping, for example, by region, sport, prohibited substance or age group. 
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The Athlete Scholarship Program of the Federal Government [3] lays down the 
non-violation of anti-doping rules as an additional requirement that candidates for this 
award must meet and sets out penalties for holders of this award who violate the anti-
doping rules. However, due to there being no automated and centralized control, this 
Program does not hold up-to-date information on positive tests. Therefore, it is 
dependent on information that it obtains from the press, based on accusations or from 
the Confederations. Figure 1 shows the context in which the SCDP project is placed. 

 
Figure 1.  Context of the Doping Control System 

3   Methodology Used 

This section describes the methods and techniques used to conduct this project. 

3.1   Mapping the doping control of the Sports Bodies 

An exploratory study was conducted to answer the following research question: How 
is doping control currently being carried out by sports bodies? Two researchers 
conducted this activity. 

Initially the team contacted the Confederations based on contact information 
provided by COB. E-mails were sent to all confederations. In addition, some 
confederations were contacted by phone and eight confederations were visited in 
person. The techniques used for data collection were: i) interviews and ii) analysis of 
documents. The interviews were conducted at the headquarters of the Confederations 
with the officials responsible for doping control. Notes were made during the 
interviews and the conversations were audio-recorded. The purpose of these 
interviews was to gain a better understanding of the process that the Confederations 
used and the difficulties they face. During the interviews, documents were collected 
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such as forms, and test results. In addition, other documents available on the 
Confederations’ websites were analyzed. These included sentences passed at hearings 
of athletes who were caught by the doping tests. The analysis of the information 
collected at this stage guided the next step, the purpose of which was to develop the 
system to support the Confederations as to doping control. 

ABCD helped in this process by providing information about the actions that it was 
conducting with regard to doping control and to formalizing the researchers’ role with 
the sports Confederations. Several confederations were examined in this process. 
However, since the Brazilian Athletics Confederation (CBAT, in Portuguese) is the 
exemplar model for Doping Control in Brazil, it was used as the main source of in-
formation and to validate the functionalities of the SCDP system. 

3.2   Development Process 

The Information System is being developed using Scrum [9], and follows PMBOK 
(Project Management Body of Knowledge) practices [8]. An interactive and 
incremental development process, called Business Requirement Agile Process 
(BRAP) was used [7]. The process is divided into four sub-processes that are repeated 
in each monthly cycle of development (Sprint), as illustrated in Figure 2: Backlog 
Management, Refinement of the Requirements, Coding (Development) and 
Conclusion. Each sprint includes a subset of functionalities (requirements) of the 
backlog of the project. 

 
Figure 2. Development process used 
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To date, 14 people have been involved in the project: 1 coordinator, 2 researchers, 
1 analyst, 4 programmers and 6 trainee students. However, not all staff worked 
throughout the project. BRAP was proposed in the PhD thesis of one of the project 
researchers who was responsible for supporting the team in how best to implement the 
use of process. The project coordinator is responsible for executive management, 
details what activities are to be done and monitors their implementation. Moreover, 
she is responsible for reporting information on the progress of the project to the 
project partners, whenever requested. 

Managing the Backlog. Based on the face-to-face interviews in the confederations, 
the initial Product Backlog (PB) of the project was drafted. After validating the PB 
with CBAT, planning was conducted during which the requirements were distributed 
in Sprints in accordance with the priorities established by CBAT and ABCD. The 
project uses the Redmine tool to support management, thus controlling the demands 
allocated to the team. 

Refining the Requirements. At the start of each Sprint, the structure of the database 
is modeled and includes all the requirements of the Sprint. Then, for each 
requirement, the mockups (proto-types of the interface with the user) are drawn up 
and the related rules are specified. These activities are conducted simultaneously by 
the analyst with the support of the CBAT users and the supervision of the researchers. 
When the refinement of a requirement is finalized, it is immediately made available 
for encoding. 

The requirements are specified using the template defined in BRAP which links the 
user’s rules, and the mockups and data structure with each other. The document is 
prepared in MS Word. The mockups are built on the Pencil tool and the data model is 
designed in the Astah tool. 

Coding. This step is performed by the programmers and trainees. One of the 
programmers plays the role of a software architect and is also responsible for carrying 
out the weekly deploys. The programming language chosen to develop the software 
was Java, version 7, on the EE (Enterprise Edition) platform.  

The software has a 3-layer architecture, following the Model-View-Controller 
(MVC) standard [5] of software architecture that separates the business logic from the 
interface with the user, as shown in Figure 3. 

Within the Java EE platform, Java Server Faces (JSF) technology was used. The 
PrimeFaces library was chosen as an extension of components and resources for JSF. 
In the Java persistence API (JPA) layer, the Hibernate 3.5 framework was chosen in 
order to reduce the complexity of communication with the PostGreSQL 9 database 
that was used in the project. 

Spring Security 3 was used as a security alternative of the Java EE specification, 
thus offering an authentication and authorization mechanism for the web application. 
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When the project was being developed, the testing team used the JUnit frame-work, 
which supports automated tests in Java. The management of project dependencies was 
carried out with Maven 3. By doing so, it was possible to manage the builds, 
standardize the development environment, and to simplify the creation and 
distribution of the project. For the control version of the source code of the 
application, the development team used the Apache Subversion (aka svn). The project 
runs on an Apache Tomcat 7 web server. 

 

 
Figure 3.  Architecture of the application 

Conclusion of each Sprint. Every week, whenever a new version of the application 
is made available with new functionalities, acceptance tests are conducted. The non-
conformities found are re-ported in Redmine and sent for correction in the 
specification or software. At the end of each Sprint, the application is made available 
for validation. Some functionalities have already been validated with CBAT and 
others with ABCD. 

4   Evaluation of the Results 

4.1 Current situation of Doping Control in Brazil 

The doping control process currently carried out by the confederations was analyzed 
as was the level of transparency with regard to the disclosure of doping cases. In 
addition to the interviews with those responsible for doping control in eight Olympic 
federations, the sites of the Confederations were also checked to analyze the doping 
tests that were sent to the Upper Court for Sports Justice (STJD, in Portuguese) of the 
Confederations. These data were synthesized so as to make it possible to answer the 
research question of this study. 

Of the 30 Olympic federations, 23 have information on the STJD, on their web-
sites. Nonetheless, the absolute figures on the transparency of doping cases held in 
Brazil are alarming: among the fifty-two confederations analyzed, only eight make 
data available on their site that can be consulted efficiently. On the large majority of 
these sites, there is no access to case hearings held nor is there any mention of any 
control carried out in relation to doping. 

During the survey conducted on the site of the Confederations, no information was 
found on any of these sites as to the number of tests carried out nor with regard to 
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negative results. The sites only held information on positive tests which had been sent 
on to the STJD. Even so, only 7 Confederations (all Olympic ones) held such 
information on their sites, a total of 116 cases, namely: the Brazilian Confederation of 
Cycling (35), followed by the Athletics Confederation (33), Football (21) and 
Equestrianism (21). Canoeing appears with 4 cases disclosed and Basketball and 
Shooting with just one each, as shown in Table 1. None of the other confederations 
showed any information on doping cases referred to the STJD on their sites at the 
time of the survey (until February/2015). 

Table 1 - Doping tests sent on to the Sports Tribunal (up to February/2015) 

 2007 2008 2009 2010 2011 2012 2013 2014 Sum 
Athletics   6 5 2 5 6 9 33 
Basketball      1   1 
Canoeing       1 3 4 
Cycling 1 1 9 3 5 10 1 5 35 
Equestrianism   4 3  5 7 2 21 
Football      2 12 7 21 
Shooting       1  1 

         116 
The WADA anti-doping code sets deadlines for organizations responsible for 

doping control deadlines by which to disclose the results that must be made public. 
However, the results of the analysis carried out on the site of the Confederations 
demonstrate the need to improve the transparency of this information. The identity of 
the athlete who violated a rule can only be revealed after the test result has been 
confirmed and the athlete’s defense has been heard. Nevertheless, it was noted that 
the confederations do not even provide quantitative information on the tests. 

It should be pointed out that there are cases of Confederations that did not have 
records on their websites of cases on which sentences have been passed and reported 
in the mainstream media. These include the Confederations of Jiu-jitsu, Water Sports, 
Gymnastics and Motoring. This group includes sports that receive federal incentive 
programs such as the Athlete scholarship.  

Besides few confederations making information available, there are also limitations 
as to the quality of information. Data are very often incomplete and disorganized, 
with decisions and legal remedies not being shown together, for example. In most of 
the Confederations, there are not enough details about the hearings. Very often there 
is not even access given to the report of the defense offered by the accused. Moreover 
we identified that some Confederations do not disclose the substances found in the 
tests but only the final decision and the penalty. Some Confederations claim that the 
high costs involved make it impossible to conduct and control doping tests.   

In all the confederations analyzed, the absence of an information system to support 
the professionals involved was noted. Except for CBAT, there is an alarming need to 
systematize the doping control process. Another challenge identified is the need to 
improve the transparency of reporting the legal hearings and outcomes of doping 
tests. 

In order to validate the understanding of the doping control process, a flow chart    
has been drawn up to describe the activities involved throughout this process [10]. 
This flow chart is one of the contributions of this article. It is hoped that it will serve 
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to guide the Confederations as to how to systematize their procedures on doping 
control. CBAT has validated this flow chart. 

4.2 Functionalities Made Available by the Information System 

Figure 4 illustrates the 7 modules (Administrative, Configuration, Access Control, 
Doping, Statistics, Sports Justice and General Use) that make up the system and the 
Webservice which is being developed to make the confirmed doping tests available. 
To date, the Product Backlog (PB) has 133 functionalities including registrations, 
queries and reports. 

The webservice being developed will enable integration with other programs, for 
example, the Athlete Scholarship, thereby ensuring not only that the award is not 
granted to athletes who are under suspension due to doping but also that it is cancelled 
immediately after the final confirmation of a positive test. 
 

 
Figure 4. Modules of the System 

Some examples of actions that can be taken with the help of the data analysis 
provided by SCDP are: 

� Increasing the conduct of anti-doping tests in the sports in which the number 
of tests conducted is low; 

� Investigating the good practices that are being applied with regard to anti-
doping control of the sports in which the rates of testing are high; 
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� Investigating the reasons for the high incidence of positive tests in certain 
prohibited substances; 

� Investigating what the age groups, gender, categories, cities, regions of the 
country are that need tighter awareness-raising monitoring. 

 
Table 2 shows the current number of functionalities by module and by status. 

Table 2 - Functionalities by Module and by Status 

Module Functionalities  Status Functionalities 
ADMINISTRATIVE 30  Concluded 71 
DOPING 42  Being tested 8 
SPORTS JUSTICE 20  Being implemented 10 
GENERAL USE 10  Being corrected 14 
CONFIGURATION 15  Allocated to the next Sprints 30 
ACCESS CONTROL 6    TOTAL 133 
STATISTICS 10    

TOTAL 133    

5   Conclusions 

This research involved designing an Information System that can support the 
Confederations to implement doping controls with regard to their athletes by feeding 
a database with integrated information, which hitherto has not been done in Brazil. 
With this information, managers of sports organizations will be better prepared to 
make strategic decisions and to formulate public policies aimed at improving anti-
doping measures in Brazil. It is hoped that the system will contribute to raising 
athletes’ awareness of the harm that doping can cause to their health. 

This project also served as a case study to validate and optimize a new process 
(BRAP) created to specify requirements in agile projects. As to future research, we 
plan to evaluate the possibility of integrating this system with ADAMS. In addition, it 
is intended to provide a game for mobile devices that can in a fun way help athletes to 
keep themselves informed about what substances are prohibited. 
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Abstract. Several types of research suggested that the quality of service is a 
trade-off between customers’ expectations and concrete delivered service. 
However, a gap between the customer´s belief and perceived service is usually 
found. In order to measure the gap in quality of service, a set of activities 
should be implemented. This paper presents a specific method for providing 
guidelines for quality of service set up and assessment. This method integrates 
preceding work regarding measurement theory. Unlike other solutions that 
emerge from task oriented perspectives, this approach adopted a human-
oriented perspective. For this purpose, the DEMO framework is used. DEMO 
provides a coherent understanding on how communication among people takes 
place on an organization, based on the systemic notion of enterprise ontology. 
This paper also reports the instantiation, in the information security domain, of 
the measurement inception, the first activity of a set belonging to an overall 
proposed method.  

Keywords: Information security, Enterprise Ontology, Activity Theory 
Measurement, Quality of Service. 

1� Introduction 

According to ISO/IEC 27001 the aim of information security services is to protect 
valuable organization information assets [1], i.e., to preserve information from 
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unauthorized access, use, modification, recording or destruction. For an organization, 
it is important to measure the effectiveness of information security services, i.e., the 
information security quality of service. 
The perception of service quality, in general, can be ensured by measuring the gap 
between: first the clients’ expectation; and last the perception attained after service 
delivery, in a number of criteria previously specified [2]. 
However, the proposed measures, should demonstrate whether they actually express 
the attributes they intended to characterize. Furthermore, it also requires the validation 
of measures throughout a grounded approach. 
This paper details a method to assess and improve the quality of information security 
service based on a set of capture relevant measures. The rational is the quality of 
information security service, can be measured through a set of internal and external 
measurable attributes as well as the relationships between them. Similar approaches 
have been taken in other domains, namely in process quality and software quality. 
The measures’ derivation approach, should answer questions concerned with the 
information security quality of service on different phases of its life cycle, such as:  
•� Initial assessment of information security, namely the elicitation of strengths and 

weaknesses (e.g. the frequency and density of certain types of security leaks);  
•� Quality of Information security design, with definition of the measures concerned 

with internal characteristics of information security (e.g., number of open, closed 
and parked vulnerabilities);  

•� Best-practices implementation, by providing a rationale for techniques adoption 
(e.g., impact measurement of adoption of a certain technique for preventing 
breaches in information security).  

The outline of this paper is as follows. Section 2 presents related work with the topic 
under study. Section 3 overviews DEMO, a modelling framework used to draw the 
proposed method. Section 4 describes our approach for measures’ elicitation. Section 
5 instantiate of the first step of the proposed method: the inception measurement 
phase. This phase is illustrated by a case study in section 6. We conclude with 
recommendations, based on the results and the problems found, as well as future 
work, in section 7. 

2� Information Security Quality of Service Work 

Baker et al. [4] elaborated a benchmarked regarding how organization manage 
information security by implementing several controls. Therefore, control 
implementation and quality implementation were discussed in detail.  
Zhilin et al. [5] provided a deep insight into service quality instrument involving: 
usability, usefulness of content, adequacy of information, accessibility, and 
interaction. The study focused on measuring the service quality by analysing web 
portals and portal managers.  
Parasuraman et al [6] specifically developed a conceptual model of behavioural and 
financial concerns of service quality. The portion of the model regarding quality 
intentions was empirically studied at the customer level in an organizational context. 
GesKus and Dietz [7] evaluated DEMO for the purpose of developing Quality 
Management Systems (QMS), as well as applying DEMO to QMS on real-world 
experiences. They described the hindrances on defining high-quality services 
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deliveries of a company. They conclude that using DEMO results in an increase of 
commitment from subjects. 
Pitt et al. [8] describe The SERVQUAL service quality model. The authors initially 
recognized ten components of service quality, but later, these were grouped into five 
components: reliability, assurance, tangibles, empathy and responsiveness. 
SERVQUAL measures both the customer expectations of service quality and their 
perceptions regarding what was received. 
Gordon et al. [9] describe a model that determines the optimal investment to protect 
information. They observe the vulnerability of the information to a security breaks 
and the possible damage should such a break happen. 
Finally, Arkin et al. [10] focused on the topics of software security and security risk. 
They acknowledge that the broad objective of tests in organizations is ensuring that 
software application fulfills its functional business requirements. They also point out 
that security testing doesn't directly fit into this approach. 

3� Summary of the DEMO Theory 

DEMO is a communicative action approach used to provide a means of dealing with 
the complexity of the definition of security services information [11]. DEMO can 
offer firm, broad, concise and accurate models through an ontological model of a 
service, which emphasizes its essential definition, without details regarding people or 
technology. Using DEMO leads to reductions of over 80% in models’ complexity (i.e. 
in terms of the size of produced services’ models) when compared with other 
approaches [11]. 
DEMO uses different concepts to show a service. Central parts are actor roles and 
transactions. Transactions among actor roles are described in the social interactions 
patterns between people. Once a transaction is completed, something new, named a 
production fact is formed.  A distinctive subject in an organization can match one or 
more actor roles, but one actor role is in charge for a single production fact. One 
transaction contains several process steps: request, promise, execute, state and accept. 
DEMO is supported on Ψ-theory (Performance in Social Interaction) that describes 
organisations  primarily as  social  systems [11] and is based on the  theory of 
Communicative Action of Habermas  and on Speech Act Theory [11]. 
The Ψ-theory defines human communication as the essence of information and 
(social) action, and consequently of an organisation, of which the elements are human 
beings, presented with appropriate authority and bearing the corresponding 
responsibility.  According to the Ψ theory, through social interactions, people engage 
in obligations. The obligations are concerned with actions to be taken, related to 
agreed results for actions. Social interactions occur via acts of coordination through 
language that can be understood as an action. 

3.1� DEMO Model to Derive Information Security Measures  

To define measures for information security quality of services (i.e., the source of 
data in the measurement process) goals were formulated using the DEMO model, 
presented in figure 1. The suggested DEMO model is grounded in measures’ 
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definition and validation framework proposed by Correia for process models 
measurement [12]. 

 
Fig. 1. DEMO model to derive information security measures for quality of service. 

We undertake that measures derivation is capture across a set of four transactions: 
from T01 to T04 that has the following description (fig 1): 

•� T01 - Measurement inception. The objective is to capture from experts, 
measures’ goals based on their knowledge concerning best practices of 
information security services. Driven by measurement goals, a set of intuitive 
suggestions is established in order to emphasize the relation between internal 
attributes of service (internal security practices) and external attributes of the 
same models (visible evidence of security breaks). For instance, for predicting 
an information security measurement goal regarding the unavailability of assets, 
an approach could be conjecturing the association between the time needed to 
test assets’ security and the criticality of those assets;  

•� T02 - Definition of central measures for internal attributes. This transaction 
assesses the fitness of central measures for assigning the internal attributes 
features of a specific service. Internal attributes define issues that are presumed 
to have a relationship among external attributes. Internal attributes are described 
by a set of mathematical characteristics. The proof of a central measure is a 
prescribed method to validate a measure, concerning the properties as generic as 
possible of internal attributes. Reinforced by those properties, central measures 
are well-defined, as well as the measurement method that must be achieved over 
an established of predefined information security characteristics. For instance, 
the time spent on software systems maintenance, patching security 
vulnerabilities, is an internal attribute of an information security service whose 
base measure could be defined by the percentage of data breach occurred 
regarding the total of security incidents; 

•� T03 - Definition of indirect measures for external attributes. The external 
attributes are property features of a specific service apply to an asset (e.g. 
measures to prevent sensitive information from attainment the incorrect subjects, 
while making sure that the right people can obtain it). Those are the qualities 
that a service should convey when they are in use, namely by experts either for 
documenting sake or for service enactment. This transaction must assess 
whether the indirect measures adequately capture the external attributes;  
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•� T04 - Experimental validation of measures. The intuitive hypotheses give way 
to grounded empirical hypotheses. The experimental hypotheses are confirmed 
by the measures defined for the internal and external attributes. The empirical 
hypotheses are a refinement of the intuitive hypotheses by providing a detailed 
meaning for the association between central and indirect measures used to build 
the prognostic model. The level of statistical meaning of results defines the 
suitability of the predictive model.  

We state that secure service quality model is a result of an engineering process that 
can be analysed as a set of transactions described using DEMO model. This model 
can be used to capture the best practices of the service, such as subject collaboration, 
social rules, a division of work and tools).  

4� Scope of the Work and Description of Method 

A DEMO  transaction (figure 2)  denotes that the acts performed by agents occur only 
in universal standards steps of coordination and production acts and results in a 
creation of a coordination and productions facts [11]. The default transaction consists 
of the following coordination acts: request, commitment, statement and acceptance. It 
features two actors, each with a distinct role: The initiator, who initiates and 
completes the transaction; and the performer, who performs the act of production. Fig. 
2 presents all steps of transaction T01 of measurement inception, the one this study is 
focused on. 
According to DEMO, it is possible to interpret T01 measurement inception as 
consisting of both action and interactions. An action that brings about a new 
measurements goals. These measurement goals result of interactions (i.e. 
communications acts) directed at negotiations and commitments by the initiator and 
executor actors.  
For that purpose, they need responses to questions regarding the information security 
quality of service. Since it is also needed a specification for the interpretation of the 
collected data, the derivation of measures should occur from explicit goals. For this 
reason, we choose to use the Goal Question Metric (GQM) [13] approach.  

 
Fig 2 Model of a Transaction

A Framework to Assess Information Security Quality … 383



4.1� Goal Question Metric 

GQM is built aiming to fill the break among goals and measures in a prepared way by 
means of questions and models. GQM reinforce that the measurement goals should be 
graded, such as observed significance to the middle goals, and their feasibility 
regarding the building of a prediction model. GQM delivers a pattern and rules to 
describe measurement goals and enhance them into tangible and truthful issues, which 
afterward lead to the characterization of measures. According to the GQM goal 
template, measurement goals have a perspective, a purpose, and an environment.  
The outcome of the use of the Goal Question Metric method application is the 
description of a measurement system targeting a particular set of topics and rules for 
the explanation of the measurement data. The resulting measurement model has three 
levels (figure 3): conceptual level; operations level and quantitative level. 

 
 

4.1.1� Capturing measures  

A GQM model is established by recognizing a group of quality goals. From those 
goals and based upon the security concepts, questions are derived as completely as 
possible. For characterizing the service with respect to a group of quality concerns 
(e.g., integrity, communication, etc.), a quality model must be derived for manage 
those matters (e.g., access, identity, etc.). Questions try to define the service process 
to be measured, regarding a selected quality issues, and from a particular perspective. 
The next step consists in specifying the measures that are required for answering 
those questions, and to track the conformance to the goals. Once the measures have 
been quantified, we need to acquire the data collection artefacts, including proof and 
examination. A set of data is related with every question in order to answer it in a 
measurable manner.  
It is the key to ensuring a settlement on the base set of properties that the perceptive 
measurement procedures of common internal attributes should have. This will assist 
researchers subject to use the same vocabulary when developing their measures. The 
intuitive measurement artefact defines the truth on which measurement is 
development, common sense and understanding of the service models’ attributes 
under measurement.  
  

 
Fig. 3. GQM approach. 
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5� Running an Experiment   

For the purpose of applying the study to a real case, a survey to information security 
experts was conducted. The experts have a wide range of expertise providing 
information security services.  
In the following, a set of business goals of an organization, defined at conceptual 
level guided the derivation of aligned security services’ measure.  

5.1� Measurement Goals 

Two measurement goals were defined for this case study: reliability and 
communication. Service reliability encompasses service availability required by 
customer (accessibility); service uninterruptedly over the desired duration 
(continuity); meeting the customers' expectations (performance). This is an important 
goal since, inevitably, at some point real service can be less disposal. Thus, the 
challenge is to tolerate failures as it occurs and recover from its effects. 
 

Reliability:  

Analyse the: Delivered service  
For the purpose of:  Understanding  
With respect to:  Reliability and its causes   
From the viewpoint of:  Security service team provider 
In the following Pen testing service 

 
Service communication helps to coordinate subject work. This is a major goal due to 
the fact that the practice of work constitute part of the tacit knowledge and is carried 
out with the aim of contributing to the satisfaction of needs [14]. Beyer [15] states 
that understanding how people work is not so simple. Given the overwhelming 
complexity of the work, when people have to describe what they do, they simplify.  
 

Communication:  

Analyse the: Development process  
For the purpose of: Understanding  
With respect to: Effectiveness of reporting 
From the viewpoint of:  Security service team provider 
In the following 
context:  

 
Pen testing service 
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5.2� Questions addressed 

The reliability goal will be attained by answering the following questions. Detailed 
questions focusing the practical aspects of the project are specified during the survey: 
Q.1: What are the controls for the execution of secure information service? This 
question centres on recognizing concrete figures related to the service, when 
associations between all involved elements are well defined and values accessible; 
Q.2: What are the characteristics of an organization asset, in order to obtain an 
optimal effect of a service? This question focuses on the definition of criteria that 
define whether an expert will obtain the required effects and will give an answer to 
which characteristics a certain organization should hold in order to result in a 
specified result of a service; Q.3: What is the quality acceptance criteria after a 
service? This question focuses on the possibility to identify if an evaluated asset has 
an acceptable quality level. Therefore, it should be investigated whether criteria can 
be defined to which the performance of an asset must be met in order to identify an 
acceptable quality level. This question is answered when the possibilities for such 
criteria are understood, and when possible values to those criteria are known; Q.4: 
Are experts usefully and efficiently training organization’s subjects? This issue is 
addressed when all learning skills have been recognized, and their results can be 
quantified.  
The communication goal will be attained when answers can be given to the following 
questions: Q.1: What are the characteristics of a service provider must have, in order 
to obtain optimal communication with members of diverse knowledge workforce in 
order to respect differences and help achieve organizational and individual goals? 
This question centres on recognizing objective and countable numbers that are 
connected to the service, when the associations, related to the service, between all 
involved elements are well defined and values are accessible; Q.2:  What are the 
characteristics of the communication patterns in order to design virtual workspaces 
for customers that have people in several places? This question centres on recognizing 
what are the adequate communication means to transfer information from service 
provider to customer. It should have several forms related to the service, such as 
intrapersonal and bulk communication; Q.3:  What are the characteristics of a 
communication in order to understand the difference between customer expectations 
and service provider perceptions of customer requirements? Q.4:  What is the 
inconsistency between the requirements for communication and actual 
communication delivery service? This question centres on recognizing how customer 
and provider function as a team and accomplish their goals by allowing members to 
participate in decisions and share group’s success. 

The selected measures should be the best representing the factors that lead to increase 
results in care; improved customer, operational, and financial performance; and 
objective data to support claims of quality. 
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5.3� Data collection and Interpretation 

For data collection, a survey with a set of questions, using answers following 5-point 
Likert scale [16] was used, with a value of 1 representing a very low trust level and a 
value of 5 meaning a very high trust level. 25 interviews were collected. The final 
feedback session for this measurement programme took four months since inception.  
The posed questions resulted in the following direct measures for the reliability goal: 
M.1: The number of resources unavailable; M.2: The ratio of successful service over 
total services in a customer; M.3: The number of complaints from group customers; 
M.4: The number of outages; M.5: The number of successful attempts that are 
completed within a specified period of time; M.6: The number of services 
successfully initiated; M.7: The total delay time during service, during setup, after 
setup and distortion. 
For the communication goal, the following direct measures also resulted: M.1: 
Number of vulnerabilities that require priority attention; M.2: Number of 
vulnerabilities that are closed; M.3: Number of vulnerabilities that are open; M.4: 
Number of vulnerabilities that are close by customer and open again by provider; 
M.5: Number of customer requests that cannot be fulfils. 
The two goals of the measurement activities were to understand product and process 
reliability, and the effects of reuse. The results of the measurements were not only 
presentations of empirical data regarding these subjects, but also conclusions where of 
actions taken by project team members based on measurement information.  

6� Conclusions  

This work addresses the measurement of information security quality service. Since 
information security is such a broad domain, the work was focused on the specific 
topic of information security named penetration testing. 
DEMO was used do describe the main steps of a model for measures derivation, 
detailing the first step of measurement inception. The main objective of measurement 
inception was the capture experts’ knowledge about the information security quality. 
This knowledge was expressed into organization measurement goals that establish the 
threshold for quality of service.  
In this work two measurements goals were addressed: reliability and communication. 
Reliability is important since, during service provisioning, it can fail. So, quality of 
service relates the client’s tolerance to failures and the capability of a provider to 
recover from its effects. Communication is also important because it contributes to 
improving work coordination and understanding the complexity of people’s work. 
The measurement of the two goals enables the assessment of business continuity and 
business damage minimization and the prevention and minimization of incidents’ 
impact. 
DEMO method allowed outlining the steps of the framework through the description 
of main transactions involved in the capture of service quality measures and the 
delimitation the study to the specific domain of information security. On the other 
hand, GQM contributed to bridge the gap between goals and measures and mitigation 
the difficulty of specifying security in measurable terms.  
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Abstract. Language technologies and tools, such as text mining, information 
extraction, and question and answering systems, are becoming mature and 
should be ready for deployment in public organizations. However, it is not 
obvious how these technologies can be applied for improving customer service 
and case handling processes as well as supporting an organization’s pro-
activeness and strategic decisions. In this paper, we present a business and IT 
architecture model. The model introduces an overview of the roles, information 
and IT systems commonly used in public organizations for citizens’ interaction. 
We furthermore extend the model to show how language technologies can be 
used for supporting operational and strategic processes in public organizations. 
The model and its extension are based on and exemplified by cases from 
Swedish public organizations. 

Keywords: language technology, business architecture, IT architecture, 
business cases, eGovernment, business intelligence 

1   Introduction 

Many different requirements are facing public organizations of today. First, they need 
to provide high quality services for citizens and private organizations. Second, they 
need to be efficient in order to use public resources in a responsible way. Third, they 
need to be open [1], meaning exposed to public scrutiny; accessible to everyone from 
different communications channels; and responsive to new ideas and demands. Forth, 
they need to handle formal cases in a fair way. Therefore, public organizations 
employ a wide range of means, not at least IT systems. Examples of IT systems used 
in public organizations are case management systems for managing applications from 
citizens, workflow systems for efficient routing of documents, different types of web 
applications and e-services for interaction with the citizens, and business intelligence 
solutions for supporting strategic decisions. 

The use of IT systems in public organizations is, however, not optimal. For 
example, citizens may need to wait for weeks and months for certain services; may 
need to wait for hours in telephone queues for asking basic questions; and may 
receive confusing and inconsistent answers from public officers. Moreover; public 

 � Springer International Publishing Switzerland 2016
Á. Rocha et al. (eds.), New Advances in Information Systems and Technologies,
Advances in Intelligent Systems and Computing 444,
DOI 10.1007/978-3-319-31232-3_37

389



organization may need to spend a large amount of resources to manage unstructured 
information, and may need to be reactive instead of proactive.  

New technologies can address the described problems, if they are properly 
introduced in public organizations. One promising group of technologies that we 
focus on in this paper is language technologies. These technologies are now mature 
enough to have a significant impact on business processes and services. They can be 
applied as new IT systems or as part of existing ones, such as a case management 
system. Language technologies can also be combined in order to provide a more 
beneficial solution for an organization. In this paper we define language technology as 
a technique for processing human language, including semantic techniques (e.g. 
natural language processing and information extraction), statistical techniques (e.g. 
text retrieval and text mining), or a combination of these.  

The large number of existing language technologies and solutions - stand-alone, 
combined, and integrated with other IT systems - makes it hard for both business and 
IT managers in public organization to understand “what” language technologies to use 
in a public organization, “how” language technologies can be used in full, and “why” 
language technologies should be used. In this paper, we present a business and IT 
architecture model supporting business and IT managers to choose an appropriate mix 
of language technologies in a public organization. The contribution of the paper is: 
 

� A high-level graphical business and IT architecture model of public organizations 
showing roles, main information flows and IT systems. The model focus is on 
describing the interaction with citizens in form of customer services and case 
handling. 

� An extension of the model to show how language technologies fit into the model, 
and how language technology can be used to address existing problems.  

Note that a full description of language technologies is not included in this paper, a 
full description of the state-of art regarding the language technologies use cases 
presented in this paper can be found in our previous paper, see [2]. 

The model and its extension is based on an analysis of customer services and case 
management processes in Swedish public organizations. The analysis has been carried 
out as part of a research project, called IMAN2. The IMAN2 project's goal was to 
develop innovative e-government solutions for customer service and case 
management processes by the use of language technologies, with the aim to simplify 
and improve the interaction between public organizations and the actors they serve, 
such as citizens and organizations, both private and public. The project is a 
collaboration between researchers in language technology at Stockholm university, 
Sweden, Royal Institute of Technology, Sweden, the business intelligence company 
Gavagai, the process improvement company Visuera, and the IT consultant company 
Cybercom. Moreover, the project includes a number of Swedish public organizations 
on national as well as local level: the Swedish Transport Administration, the Swedish 
Pension Agency, and a number of local governmental organizations: the 
municipalities of Klippan, Kungsbacka, Nacka, and Söderhamn. These public 
organizations need a well structured way of managing citizen services and case 
management processes. They have all seen language technologies as promising 
solutions. The role of these public organizations in the IMAN2 project is to provide 
research issues to the project based on analysis of their citizen services and case 
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management processes, and to participate in design of solutions based on language 
technologies. These organizations will also act as test beds for designed solutions, i.e. 
software prototypes that the project aims to develop. In this paper we also include 
some experiences from a previous research project, IMAIL, in which the Swedish 
Social Security Agency participated [3]. 

The paper is structured as follows: Section 2 and 3 describes the research 
methodology used and related research. Section 4 presents the business and IT 
architecture model. Section 5 presents how the use of language technologies impacts 
the architecture. Finally, Section 6 concludes the paper. 

2 Research Approach 

The research methodology used in the research presented in this paper is design 
science research. Design science is carried out to change the state of affairs by 
designing and using an innovative artifact. Commonly, the design science process 
consists of several activities that lead to an artifact. We use the activities presented 
by [4]. To identify current problems and the scope of a solution we engaged the 
project participants in process modeling workshops, where existing business practices 
and IT systems where discussed and problems identified. The next step in the research 
project was the design and development of the solution in form of the architecture 
model. The artifact presented in this paper, that is, the business and IT architecture 
model and its extension are mainly based on actions and discussions going on in the 
IMAN2 project, including all participants: researchers, system developers, business 
and IT consultants and managers within public organizations. The model and its 
extension were demonstrated by presenting real case example(s) and how it relates to 
the model. These examples were based on a process analysis and the design of the use 
cases in the participating public organizations in the IMAN2 project. In this paper, the 
evaluation is presented in form a so called informed argument, where the researchers 
discuss if the model solves the identified problem. An evaluation where business and 
IT managers in public organization are asked to express their opinions regarding the 
model is planned to be carried out at a later state. 

3 Related Research 

The work in this paper relates to models of e-government and ICT architectures for 
case management in public organizations. Generally, e-government refers to the use 
of ICT to improve public organizations. The improvement can be in the form of 
several “functions”, such as efficiency, improved interaction with citizens and 
transparency [5]. Models of e-government explains how e-government can be 
performed and how to improve e-government. An appropriate architecture of ICT 
systems helps to fulfill the promises of e-government.  

Several theoretical models for e-government have been proposed, the most well 
know being the four stage model as proposed by Layne and Lee [6]. These models 
commonly describe how e-government can progress from an initial web presence into 
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the ICT supported interaction between citizens and public organizations [6]. In this 
progression, ICT is seen an enabler that improves efficiency and administration 
capabilities [7]. However, ICT development within e-government programmes has 
been criticized for the use of generic “universal strategies” when trying to reach 
efficiencies [8]. In this paper we do not apply a specific prescriptive e-government 
development framework, we rather examine and describe the current practices with 
regards of case handling in public organizations. Furthermore, we avoid prescribing 
universal strategies by focusing on concrete issues and means to overcome them (in 
the form of language technologies).  The contribution of this paper, the business and 
IT architecture model, can be used as a concrete part of an existing e-government 
framework, or as a standalone tool. 

Even though there exist numerous commercial systems that especially target case 
management in public organizations, surprisingly little research have been done into 
how these systems are used in practice. However, several authors have suggested IT 
architectures that may help public organizations.  Dias & Rafael [9] suggest a division 
into a front-office and a back-office system, serving the same purpose as we have 
found in the form of Web forms and Case handling systems.  Another example is 
Salhofer & Ferbas [10] that proposes an architecture that allow the use of process 
descriptions, this is similar to what existing commercial case handling systems are 
offering. Moreover some guidelines existing for governing the utilization of e-
government service platforms [11]. To the best of our knowledge, there is no previous 
research describing the business and ICT architecture of Swedish public 
organizations.  Our contribution is to firstly examine what type of systems are in use, 
and which roles that are actually using them. Secondly we suggest an extension to this 
architecture model by suggesting how several issues could be solved by the 
introduction of language technologies. 

4 The Business and IT architecture of Public Organizations 

Public organizations handle different types of incoming request form the citizens, 
ranging from small routine request for information to complex cases that require 
extended interaction. The case handling in public organizations are managed by 
having clearly defined roles for the actors involved, as well as having IT support for 
case handling. Based on our experience within the IMAN2 project we have identified 
two main types of case processes, and a number of supporting IT systems that are 
used.  

Generally, the two types of requests can be distinguished are; general questions 
and formal case requests. 

A general question is a request for information about the public organization and 
its services. For example, a citizen can ask which plans exist to build block of 
apartments or highways in the neighborhoods of the citizen, or how to apply for a 
driving license. 

A formal case request is a request for access to certain services that require some 
form of formal investigation at the public organization. For example, a citizen can 
request a permission to build a house on a certain property, or request extra support at 
home for a person that is not able to manage cocking and cleaning. This type of 
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request is regulated by national and/or regional laws and/or rules. This type of request 
commonly starts a formal case process in which an officer investigates the request and 
checks if it is compliant with the national and/or regional laws and rules, and then 
make a decision about the citizen’s right to access the service. 
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Fig 1.  Overview of the case handling in form of general questions and formal case request, 
roles, and IT support systems 

These two types of requests need to be managed by public organizations. Figure 1 
describes somewhat simplified how a traditional public organization manage these 
two types of request. General questions are often managed by a customer service in 
the public organization. For example, a citizen contacts the customer service via 
telephone. The service officer at the customer service can answer the question, or 
make use of domain experts in the public organization if the service officer does not 
have the skill set to answer the questions. In many organizations, the citizens can also 
contact the domain expert directly, often via a telephone operator that direct the 
citizen to the right expert. Some general questions result in a formal case requests, see 
Figure 1. The citizens can also directly contact the public organization for a formal 
case request, via phone or mail. Formal case request are registered in a register system 
of the public organization, and the management of these formal request are usually 
supported by a case management systems. Formal cases are often carried out by case 
worker, a role that can be played by the same person as is playing the role of domain 
expert, mentioned above. The case worker will also contact the citizen via phone and 
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mail to inform the result of the formal request. The process of managing formal cases 
is described in Figure 1 as well.  

The management of the two types of requests in a traditional public organization, 
described above, is not optimal. Different type of IT solutions can be introduced for a 
more effective management of the requests, see Figure 1: 

 

� Web Info. A public web site with info, for example Frequently Asked Questions, 
can give the citizens easy access to answers of often asked questions. An example 
of a web info system is the extensive information that the Swedish Tax Agency 
has published on their web site. 

� An eMail System. Questions from citizens can be sent to the customer service via 
email. These questions via email can be forwarded to a domain expert. For 
example, the Social Security Agency receives requests on issues related to 
parental leave and sickness leave via mail. 

� Web Forms. Web forms on a public web site can be used for formal case 
requests. For example, tax declarations can be filed to the Tax Agency by using 
their online forms. 

� A register system. This system is used to have a formal registry of all formal 
cases that are handled. Usually, each case is given a unique case number that is 
public. All Swedish public organization are required to have a registry that 
contains the formal cases.  

� A case handling system. This system supports the handling of the cases, for 
example by providing workflow and/or content management support. For 
example, most Swedish municipalities, such as Klippan and Nacka, has a case 
handling system that support the operational handling of cases.  

� A routing system. A routing system can be introduced to integrate the web forms, 
the register system and the case handling systems, so that a case can automatically 
be registered in the register system as well as automatically be started in the case 
management systems when a citizen post a formal case request via a public web 
form. This type of system is more seldomly used, instead routing is done 
manually. For example the Transport Administration performs manual routing of 
2000 request per month. 

When introducing new technologies, such as language technologies, the existing 
roles, way of working and the IT systems may be affected. In the following section 
we will examine how the use of language technologies may affect the existing IT 
systems.  

5 Operational and Strategic use of Language Technologies 

This section describes a set of use cases, each use case describing a possible use of 
language technologies in public organizations. The use cases can be used by business 
and IT managers in order to better understand what language technologies can be 
applied in their organizations, and how they affect the presented architecture. Note 
that we in this paper focus on the language technologies impact on the architecture, 
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for technical details about language technologies state of art please refer to [2]. The 
business cases impact on the business and IT architecture are visualized in Figure 2. 
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Fig 2.  Language technology businesses cases, positioned in the architecture 

5.1 Automatic and Semi-Automatic Message Answering 

Automatic message answering is a business case in which citizens’ requests for 
information are managed automatically by a system sending back answers 
instantaneously without human involvement (see A in Figure 2). Such a system can 
also be used by customer service agents (see B in Figure 2). A semi-automatic 
message answering system is a system suggesting answers to the users which can 
choose among different suggested answers and/or can edit the suggested answers.  

Effects on IT system types: Modules for automatic message answering can be 
connected to the e-mail and web forms systems that public organizations use. The 
benefit with using this use case in combination with web forms is that the citizen 
immediately can get an answer on the web, and based on this decide to send a new 
request or not. The use case, when applied in an ACM setting as described above, can 
be used in tandem with a case handling system. 

Real Case Example: The Swedish Pension Agency estimates that it takes around 10 
minutes to answer an email. They want to lower that time to 7.5 minutes with the 
introduction of a semi-automated message answering system. The message answering 
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system will suggest templates to the service agent with different answers given the 
type of questions in the email. The service agent will then choose a template and 
adapt it given the question from the citizen, before sending the answer to the citizen. 
The Swedish Pension Agency are in the state of introducing the system, and estimates 
to create around 25-30 templates to be used in the system. The goal is that these 
templates should be able to be used in 10-20 percent of all of the email questions from 
citizens. An important part of the semi-automated message answering system is to 
maintain the templates. However, no organization has been designed for that yet in 
the agency, but at least one employee will be responsible for maintaining the 
templates.  

5.2 Phone Call Summation 

Phone call summation is a business case in which a telephone conversation between a 
public agent and citizens or employees in private organization is automatically 
transformed into a written summary by a system, thereby providing a documentation 
of the conversation in text form (see C in Figure 2).  

Effects on IT system types: A natural point for integrating of a call summation 
system would be to integrate it with the system being used while a case agent has a 
conversation with a citizen.  Based on the system types identified earlier, a call 
summation system would fit well with a case handling system.  

Real Case Example: The Swedish Pension Agency handles request via both mail, e-
mail and phone. Particularly elderly people are inclined to ask questions via phone. 
With the use of call summation it would be possible to extract structured information 
from the phone call and use that before, while and after handling the requests. For 
example, one type of case that the pension agency handles is applications for housing 
supplementary allowances. While in contact with an agent, the system could aid the 
case handler to document what is being said. Today this kind of documentation is 
done manually and partially after the conversation has ended. With support for text 
summation it would be possible to perform the documentation automatically, allowing 
the agent to focus on the conversation. The Swedish Pension Agency might 
implement such a solution in the future. 

5.3 Case Routing 

Business case description: Case routing is a business case in which a case is 
automatically routed by a system to an expert with the right knowledge to handle the 
case (see D in Figure 2). The categorization can both be based on meta-data, such as 
the form used for the request, and on free text contained in the request.  

Effects on IT system types: Case routing provides the means to build, or extend an 
existing routing system. Based on the experiences of the organization participating in 
the IMAN2 project, it is however likely that language technology based case routing 
will extend existing case handling systems. 

Real Case Example: The Swedish Transport Administration handles about 2 000 
written request per month. The agents handling as well as the requests are divided into 
customer services and case handling officers. The customer service handles request 
that can be quickly resolved, for example, requests regarding the current highway 
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status, temporary routes. The case handling officers handles cases concerned with a 
number of sub-categories: railway, highways, ferries, transport logistics and large 
projects. One possible use of automatic case routing would be to first sift out the 
“small” cases that the customer service can handle promptly. The remaining cases 
could then be routed to a case handling officer. The category “large projects” are an 
example of a category that is changed often, and thus an automatic categorization 
must be updated to cover new projects as they are planned.  An example of a project 
in the domain of the transport administration is the creation of a new turnpike. The 
creation of a new turnpike could cause a lot of questions from the citizens. 

5.4 Citizen Intelligence Analysis 

Business case description: Citizen intelligence analysis is a business case in which 
external information that affects an organizations activities are collected. This 
information is analyzed to make long-term strategic decision and short-term resource 
reallocations. Analysis can be based on sources such as newspapers, TV and radio 
channels, and on information from social media. Figure 2 shows how information is 
gathered via the public organizations agents’ interaction with the citizens during 
telephone calls, and email communication (see G in Figure 2), and then analyzed in a 
business intelligence system (see E in Figure 2). BI can be defined as an umbrella 
term that is commonly used to describe the technologies, applications, and processes 
for gathering, storing, accessing, and analyzing data to help users make better 
decisions [12]. In this example, text summation is a useful tool for supporting the 
analysis, since telephone calls can be easily analyzed when transformed into text. 
Moreover, analyzing the public use of automatic and semi-automatic question 
answering system (see H in Figure 2) can also be used for better understanding the 
interests and needs of citizens. Finally, social media (see F in Figure 2) can be used to 
identify trends that can influence the public organization.  

Effects on IT system types: Intelligence analysis does not fit well with the initial 
system types identified in the IMAN2 project. The reason is that the system types 
used are mostly focused on the operational perspective, that is, they support day to 
day activities. However, software for intelligence analysis would fit well with a 
business intelligence system, see E in Figure 2. 

Real Case Example: The customer support at the Swedish Pensions Agency is 
highly dependent on its environment in the form of traditional and social media. For 
example if a minister make an announcement about desired changes in the pension 
system, the customer support will immediately get a lot of phone calls about how this 
affect the individual retiree. By the use of business environment analysis it is possible 
to monitor traditional press and social media to early discover if a debate is rising. 
This would allow the pension agency to allocate the necessary resources to their 
customer support. 

5.5 Sentiment Analysis 

Business case description: Ordinary categorization of cases gives a structured way of 
sorting and analyzing data based on what the case contains. However, when using 
traditional categorization it is easy to firstly miss how customers express values and 
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opinions about offered services. Secondly, by using pre-defined categories it might 
also be easy to miss details in the cases.  Sentiment analysis is a business case in 
which customer views and sentiments are collected during the interaction with 
customers (See G and F in Figure 2). Existing language technologies can support 
sentiment extraction from text that is aimed at expressing an opinion, such as reviews, 
but also from a more general text that is not focused on expressing an opinion, but 
still might do [13].   

Effects on IT system types: Sentiment analysis software can be interconnected with 
systems that store requests formulated in somewhat free form by citizens. E-mail 
systems, and case handling systems are appropriate sources for analysis if they contain 
the requests as formulated by the citizens, while a request that is made by filling in a 
standardized and rigid form in is not suitable for analysis.  

Real Case Example: The municipality of Kungsbacka is interested to identify 
ongoing discussions in social media about services provided by Kungsbacka 
municipality, especially the citizens’ value and expectation about the services, in 
order to become a more pro-active municipality. A first prototype of such a solution 
has been presented to Kungsbacka, and a discussion has been started to test the 
prototype in a real setting. 

6 Conclusions 

Public organizations are under the pressure to serve citizens request swiftly and with 
high quality. While many public organizations have, and are developing, online 
services that give citizen direct access to information there is still a need to improve 
how the handling of information requests are done. In this paper we highlight the 
possibility of using language technologies to improve operational and strategic 
processes in public organisations. We present a business and IT architecture model. 
The model introduces an overview of the roles, information and IT systems 
commonly used in public organizations for citizens’ interaction. We furthermore 
extend the model to show how language technologies can be used for supporting 
processes in public organizations. Both the model and its extension are grounded in 
Swedish public organisations via the IMAN2 project. 

The model and the extended model aim to be understandable and applicable. 
Introducing two common requests types (general and formal), as well as a set of roles 
and typical IT systems make it easy to discuss and describe a public organisations 
current way of working. Furthermore, by using the model it is possible to discuss how 
new technologies could be applied. The extended model describes how language 
technologies can be used in order to solve problems, thereby helping organisation to 
decide if they should apply language technologies or not. The model can be further 
extended by including new technologies. 
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Ricardo G. Martini1, Cristiana Araújo1, Giovani R. Librelotto2, and Pedro R.
Henriques1

1 Algoritmi Research Centre, Department of Informatics
University of Minho - Gualtar - 4710-057, Braga, Portugal

2 Programa de Pós-Graduação em Informática - Universidade Federal de Santa
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Abstract. In this paper we discuss the construction of a Reduced CRM-
compatible form ontology for the virtual Emigration Museum based in
the international standard for museum ontologies, CIDOC-CRM. To ex-
tract knowledge from the information of the virtual Emigration Museum
when navigating through it, abstract data models should be used to con-
ceptualize, the emigration documents stored in a relational database.
In that way, resorting to an ontology (as abstract layer), the informa-
tion contained in those documents can be accessed by the end-users (the
museum visitors) to learn about the emigration phenomena. We also de-
scribe how we instantiate the ontology through a parser that automat-
ically translates a plain text description of emigration data into RDF.
Finally, we also discuss the choice of a triple storage system to save the
RDF triples in order to enable the use of SPARQL to query the RDF
data.

Keywords: Emigration Museum, Emigration Documents, Ontology, RDF,
Triplestore, CIDOC-CRM

1 Introduction

The institutions holding cultural heritage – like libraries, museums, archives –
are responsible for the technical treatment, preservation and dissemination of the
documentary collections [1]. This kind of repositories is fundamental to compre-
hend History, contributing not just for the patrimonial wealth of a country but
also for the council’s history.

In the context of this work, we are particularly interested in bringing together
the documentation about the emigration movement with the aim of creating a
virtual Emigration Museum.

We discuss along the paper the digital preservation and exploitation of emi-
gration documents via a web interface using an ontology.

In general it is known that libraries, archives, and museums hold many docu-
ments in paper. However, to consult and learn about the documents information
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in paper becomes a hard task (since often the documents are old and handwrit-
ten). Moreover, the excessive paper handling causes a rapid degradation [1].

Those facts rise up the need to preserve all documents in digital repositories.
Avoiding excessive paper handling and making its data available on the web,
it is possible to consult, relate, and understand the information in an easy and
interesting way. But to allow the data available on the web and extract some in-
formation of it, it is necessary to translate the data to a machine understandable
format.

To handling this data, Semantic Web3 technologies like Resource Description
Framework (RDF) enable the creation of datasets on the web, so applications
can consume the data and present them in an human-readable format [2].

The combination of different documental fonds related to the emigration
movement like biographies, almanacs, passport application forms, passports, ship
information, can bring a significant value to the existent data, and this bring
to us the necessity of represent data and information (all kind of emigration
documents) in RDF, because it facilitates, even in different schemas, the data
merging [3].

The work here reported is a crucial part of a doctoral project that focus on
the goal of automating the creation of web-based virtual Learning Spaces using
ontologies and Domain Specific Languages to specify the virtual environment.

The main goal of the work reported in this paper is the creation, automatic
instantiation through the translation of plain text to RDF notation, and ex-
ploitation of an ontology for the emigration phenomena in Portugal. We adopt
the international standard for museum ontologies called International Commit-
tee for Documentation - Conceptual Reference Model (CIDOC-CRM4). Having
the ontological view of the fond described in RDF, we consult the information
using SPARQL Protocol and RDF Query Language (SPARQL).

In Section 2 is presented the Emigration Museum and its documental assets.
In Section 3, CIDOC-CRM standard for ontology description is introduced and a
Reduced CRM-compatible form ontology, to describe the emigration domain, is
discussed. Section 4 discusses data representation alternatives in order to simplify
the storage and query of the ontological triples (subject, property, and object).
The development of a parser to convert the triples from a plain text description
into RDF notation is described in Section 5. Finally, in Section 6 the paper is
summarized, conclusions are drawn, and directions for future works are proposed.

2 Emigration Museum and its Documental Fond

International Council of Museums (ICOM5) defines virtual museums as “a logi-
cally related collection of digital objects composed in a variety of media which,
because of its capacity to provide connectedness and various points of access,

3 http://www.w3.org/standards/semanticweb/
4 http://www.cidoc-crm.org/
5 http://icom.museum/
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lends itself to transcending traditional methods of communicating and inter-
acting with visitors; it has no real place or space, its objects and the related
information can be disseminated all over the world” [4].

The Emigration Museum is not an exception. It has cultural information
extracted from a collection of documents inherited from a municipal archive to
be exhibited to the public. Besides the backoffice archive, this museum has some
thematic exhibition rooms [5].

In this paper we focus on the archive, because it holds the relevant documents
to study and understand the emigration phenomena. The structure and content
of the documents considered in this work were detailed in the paper [6].

3 CIDOC-CRM Ontology

The objective of CIDOC-CRM is to promote a shared understanding of the Cul-
tural Heritage domain by providing a common and extensible semantic frame-
work that any Cultural Heritage information can be mapped to. In this way, it
can provide the semantic glue needed to mediate between different sources of
information, such as that published by museums, libraries and archives [7][8].

To understand how CIDOC-CRM is organized, Figure 1 presents its core,
showing the main entities and relations.

Fig. 1. Core Structure of CIDOC-CRM (adaptated from [8])

CIDOC-CRM is an event-based ontology where the main entities are related
to Temporal Entities as depicted in Figure 1. As their name implies, Temporal
Entities are concepts related to events in the past and because of this, they are
related to a temporal length of events (period), so they can have date and time
associated to the Time-Spans entity. The Actors, Conceptual Objects, Physical
Thing and Places classes can not be directly linked to time (Time-Spans), so
they need to be associated to events (Temporal Entities).

A Place can be anything that describes a location (geographical or e.g., in
the bank of the Douro River or on top of Eiffel Tower).

Actors are entities that hold a legal liability. An actor can be an individual or
a group; the first one is related to a person and the second one can be associated
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to a company, for example. Actors interact with things (Conceptual Objects and
Physical Things) through events.

A Physical Thing is something that can be physically destroyed and, case
some part is preserved, it can be turned into something new. By other hand,
Conceptual Objects can not be crashed. For instance, a physical thing like a
smartphone, or a magazine can be destroyed, but the information (content)
related to that physical thing can not. To destroy a Conceptual Object it is
necessary to extinguish the source, i.e., anything that represents that concept,
including people.

Things in CIDOC-CRM can have Appellations. They can be a name, an iden-
tification number, etc. Furthermore, different organizations have distinct classi-
fication types. In CIDOC-CRM, these classifications are called Types and they
classify things. For instance, events can have diverse types like birth, marriage,
race, earthquake, flood, war, etc. Both Appellations and Types can be related to
any entity.

Besides, the CIDOC-CRM ontology has name conventions that should be
followed. Any concept starts its name with the capital letter “E” (of Entity)
followed by a numerical code (e.g. E39 Actor, E53 Place, etc.). The relations
are no different, they start their names with the capital letter “P” (of Property)
followed by a numerical code (e.g. P89 falls within, P131 is identified by, etc.).

Section 3.1 details how the emigration documents – held by Municipal Archive
of Fafe – were described in CIDOC-CRM.

3.1 Onto ME, an Ontology for the Emigration Museum

After a CIDOC-CRM in-depth analysis, it was possible to correlate the compat-
ible entities of the ontology with the emigration documental fond.

Thus, a compatible CIDOC-CRM based ontology was instantiated and re-
used. When an ontology is in accordance with certain rules imposed by the
standard ontology, it is called Reduced CRM-Compatible Form [7].

To demonstrate how the emigration documents, that belong to the Municipal
Archive of Fafe, fit in CIDOC-CRM, we show in Figure 2 an example of the
previous ontology fragment instantiated with the information collected about
the emigration movement of a person.

As can be seen in Figure 2, the main event is E9 Move, which refers to the
emigration document that reflects a passport application form identified by the
number 161. E9 Move has four relations describing:

when the movement has occurred: described by E52 Time-Span named ‘TS1’,
which in this case (P78) is identified by ‘1963-05-21’, an E50 Date;

where the emigrant moved to: described by E53 Place named ‘PL1’, which
in this case (P87) is identified by ‘França’, an E44 Place Appellation;

who emigrated: described by E21 Person named ‘2828624’, an E21 Person,
which in this case (P131) is identified by an E82 Actor Appellation ‘José
Carlos Magalhães’. E21 Person has a type to identify its role in E9 Move.
So person ‘2828624’ (P2) has type ‘Emigrant’;
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Fig. 2. Reduced CRM-Compatible Form instantiation example

who carried out 6: described by E21 Person named ‘65’, an E21 Person,
which in this case (P131) is identified by an E82 Actor Appellation ‘Fonderies
de Sens’. E21 Person has a type to identify its role in E9 Move. So person
‘65’ (P2) has type ‘Contractor’. Notice that it is not possible to determine,
from the sources, whether the contractor is a person or a company (E74
Group). So, it is always described as an E21 Person.

After describing the emigration documents using the CIDOC-CRM compat-
ible form ontology, the need to represent the data in a machine-understandable
format rose up. Section 4 presents the data representation formats used.

4 Data Representation

To define and use an ontology, an explicit representation should be adopted.
There are several representation languages that can be used for that purpose, like
eXtensible Markup Language (XML), RDF, Web Ontology Language (OWL),
among others. They vary in expressiveness [9].

CIDOC-CRM ontology can be described in such languages, but usually RDF
is the one chosen by the museum community. The creators of CIDOC-CRM
have chosen RDF aiming at an easy understanding by both computer experts

6 Notice that exist other objects related to this same property, with the difference in
the E55 Type. In this project there are types like: who intermediates the emigration
movement (the intermedary); who is calling the emigrant (the caller); etc.

405The Reduced CRM-Compatible Form Ontology ...



and non-experts [7]. So in this work RDF is used to describe the knowledge
present in the emigration documents.

As aforementioned in Section 3.1, it was crucial to verify if the ontology
created adequately represents our documental fond. In a first step, presented in
Section 4.1, to specify the triples representing the emigration assets, a description
in plain text was created.

The flow depicted in Figure 3 shows the way to query in SPARQL the triples
database starting from an ontology described in a specific notation (RDF).

Fig. 3. Data Representation’s schema

According to the flow of Figure 3, the ontology triples must be translated
from the textual representation to RDF. This task was carried manually in a
second step, as detailed in Section 4.2. This RDF description was stored in a
triple database (Apache Jena TDB) to be queried through a SPARQL end-point
(Apache Jena Fuseki).

Finally, and after understanding this manual process, it was automated by a
compiler that translates plain text triples to RDF. The compiler was generated
by ANother Tool for Language Recognition (ANTLR7) version 4; the process of
translating the input (text triples) into RDF notation can be seen in Section 5.

Next sections describe the textual and RDF specifications used before storing
the triples in a database appropriate to be queried by SPARQL.

4.1 Plain Text Triples

As mentioned in Section 4, to understand the structure and content of the em-
igration documents, we created a plain text description that follows the triples

7 http://www.antlr.org/
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concept (subject, predicate, object). An example of this plain text description
can be seen in Listing 4-1.

Listing 4-1. Triples specified in the plain text description

1 161 :E9 Move
2 P4 has time−span :TS1
3 P26 moved to : PL1
4 P11 had pa r t i c i p an t :2828624
5 P14 c a r r i e d out by :65 .
6
7 TS1 : E52 Time−Span
8 P78 i s i d e n t i f i e d by:1963−05−21 .
9 . . .

This example describes exactly the same piece of knownledge previously
shown in Figure 2; ‘161’ is an E9 Move concept that has some relations de-
scribed between lines 2 and 5. E52 Time-Span has relations specified starting at
line 8. Notice that the “...” sign at line 9 indicates that exist other specifications
(not listed) to describe the entire example of Figure 2.

This representation step is illustrated in Figure 3 by the node instances that
are described in the plain text description. The plain text specification can be
created in two ways: (1) simply using a text editor; or (2) using the RDF Triples
for CIDOC-CRM Ontology Generator web application – which was developed
by us and aids in the specification of the text triples (also depicted in Figure 3).

Having the plain text triples specified and the structure of the documents
understood, it is necessary to describe them in a machine-readable format, so
SPARQL can handle with it.

4.2 RDF Triples

Resources in RDF are identified by Uniform Resource Identifiers (URIs) and
described with properties and property values, where: (1) Resources are subjects
in RDF with a URI; (2) a property (a.k.a predicate) is used to describe the
relations (e.g. ‘is identified by’, ‘moved to’, etc.) between the subject and the
property values; and (3) a property value (a.k.a object) is an object that can
be another subject or a literal. The aggregation of a Resource, a Property, and
a Property value is known as a triple (subject, predicate, object), as already
mentioned.

Thus, from the plain text representation, we can derive RDF triples to create
our domain ontology. Listing 4-2 shows an excerpt of the RDF specification
manually created to describe the example of Figure 2.

Listing 4-2. Triples specified in the RDF notation

1 <rd f :RDF . . .
2 <rd f : De s c r ip t i on rd f : about=”161”>
3 <rd f : type rd f : r e s ou r c e=”E9 Move”/>
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4 <P4 has time−span rd f : r e s ou r c e=”TS1”/>
5 <P26 moved to rd f : r e s ou r c e=”PL1”/>
6 <P11 had par t i c ipant rd f : r e s ou r c e=”2828624”/>
7 <P14 car r i ed out by rd f : r e s ou r c e=”65”/>
8 </rd f : Descr ipt ion>
9

10 <rd f : De s c r ip t i on rd f : about=”TS1”>
11 <rd f : type rd f : r e s ou r c e=”E52 Time−Span”/>
12 <P78 i s i d e n t i f i e d b y rd f : r e s ou r c e

=”1963−05−21”/>
13 </rd f : Descr ipt ion>
14 . . .
15 </rd f :RDF>

Notice that the RDF file is describing exactly the same triples created in the
plain text description (Listing 4-1).

5 Plain Text Description to RDF CIDOC-CRM
(TXT2CIDOC)

Once understood how triples (both plain text and RDF) are specified, and the
difficulty of manually describe the domain as a triple dataset in RDF, we feel
the need to automate this process. With that in mind, we build a compiler
TXT2CIDOC.

The first step in this case was to create a grammar in ANTLR that recognizes
the language used by us to write the plain text description. A snippet of the
grammar can be seen in Listing 5-3.

Listing 5-3. txt2rdfcidoc Grammar

1 grammar txt2rdfcidoc;

2
3 txt2rdfcidoc : (objectConcept NEWLINE (relationObject

NEWLINE)* relationObject endStat)+ ;

4 objectConcept: object ’:’ concept ;

5 relationObject: relation ’:’ object ;

6 object : OBJECT ;

7 concept : ’E21 Person ’ | ’E53 Place’ | ’E9 Move’... ;

8 relation : ’P131 is identified by’ | ’P2 has type’

9 | ’P26 moved to’ | ’P4 has time -span’... ;

10 endStat : ’.’ ;

For the sake of space, notice that at lines 7 and 9 there is a “...” sign indicating
that exist other alternatives to identify a concept or a relation in CIDOC-CRM.

So, the main contribute here is the translation of the plain text to RDF nota-
tion. This translation process is represented by a translated to relation displayed
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in Figure 3, that is used to illustrate that the compiler gets as input the tex-
tual description to be recognized according to the grammar and generates RDF
triples.

This process ismade by listening events thrown from a Java parse-tree walker.
As shown in Listing 4-1, it is necessary to override some methods automatically
created by ANTLR and used to visit each production of the grammar. These
methods are called listeners and they work when the walker enters and exits a
parse-tree node. Listing 5-4 shows the code of a listener to illustrate the approach
(we use again the same running example).

Listing 5-4. A listener fired on entry in the node for the objectConcept production

1 @Override public void enterObjectConcept (
t x t 2 rd f c i d o cPa r s e r . ObjectConceptContext ctx ) {

2 St r i ng ob j e c t = ctx . ob j e c t ( ) . getText ( ) ;
3 ob j e c t = ob j e c t . r ep l a c e ( ” ” , ” ” ) ;
4 i n s t an c e s += ”\n<rd f : De s c r ip t i on rd f : about=\””

+ ob j e c t + ”\”>” ;
5 St r ing concept = ctx . concept ( ) . getText ( ) ;
6 concept = concept . r ep l a c e ( ” ” , ” ” ) ;
7 i n s t an c e s += ”\n\ t<rd f : type rd f : r e s ou r c e=\””+

concept +”\”/>” ;
8 }

The entry method of Listing 5-4 gets the text associated with the symbols
object and concept and replaces any white space by the underline “ ” charac-
ter. After that, it concatenates the object and concept texts to the instance

String, which should contain, after visiting all the tree nodes corresponding to
the recognized grammar rules, the entire RDF description to be written in the
final RDF file. This file is created when the Java walker visits the node for
txt2rdfcidoc production by the last time (this is, on exit).

So, when the txt2rdfcidoc exit listener executes, the RDF file (as shown in
Listing 4-2) is created.

After having the RDF file created, it should be stored and available in a triple
database to be queried by SPARQL. In this work, Apache Jena Framework8 was
used to implement these tasks.

6 Conclusion

This paper presented a task that corresponds to one of the working phases of
a bigger project that focus on the idea of creating virtual Learning Spaces to
impart knowledge of cultural heritage information. The project here discussed
aims at describing a documental fond of the Municipal Archive of Fafe (composed
of emigration documents) in a machine-readable format in order to be possible

8 Triple store (TDB): https://jena.apache.org/documentation/tdb/ and SPARQL
server (Fuseki end-point): https://jena.apache.org/documentation/fuseki2/
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to extract the information about the emigration phenomena to build a virtual
Emigration Museum. The basilar layer of the doctoral project – development of
the digital repository – was already published in [6].

To achieve this, it was necessary to create an ontology based in CIDOC Con-
ceptual Reference Model and automatically instantiate it through the translation
of plain text to RDF. This compiler based translation was an important task,
because manually creating the RDF triples is a time consuming and error-prone
activity taking into account the RDF syntax.

As future work, this project can be extended to bring together the infor-
mation not only about the passport application form, but another sources like
biographies, letters, ships’ route, etc. Thus, the final virtual Emigration Museum
can be enriched with more knowledge about the emigration phenomena.

More information about this work can be seen in the TXT2CIDOC website
at http://www4.di.uminho.pt/~gepl/txt2cidoc/.

Acknowledgements: This work has been supported by FCT – Fundação para
a Ciência e Tecnologia within the Project Scope: UID/CEC/00319/2013. The
work of Ricardo G. Martini is supported by CNPq, grant 201772/2014-0.

References

1. Young, S.F., of Illinois at Chicago. Library. Special Collections Department, U.:
Don’t Throw it Away!: Documenting and Preserving Organizational History. Special
Collections Department, University Library, University of Illinois at Chicago (1995)

2. Shadbolt, N., Berners-Lee, T., Hall, W.: The semantic web revisited. IEEE Intelli-
gent Systems 21 (2006) 96–101

3. : RDF 1.1 primer. Technical report, World Wide Web Consortium (2014)
4. Schweibenz, W.: The development of virtual museums. In: Virtual Museums. Vol-

ume 57(3). ICOM (2004)
5. Monteiro, M.: O museu da emigração e os “brasileiros” do rio: o público e o privado

na construção demodernidade em portugal. Revista da Faculdade de Letras História
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Abstract. This paper is focused on receivables management and possibilities 
how to use available information technologies. The use of information 
technologies should make receivables management easier on one hand and on 
the other hand it makes the processes more efficient. Finally it decreases 
additional costs and losses connected with enforcing receivables when 
defaulting debts occur. The situation of use of information technologies is 
different if the subject is financial or non-financial institution. In the case of 
financial institution loans providing is core business and the processes and their 
technical support are more sophisticated than in the case of non-financial 
institutions whose loan providing as invoices is just a supplement to their core 
business activities. The paper shows use of information technologies in 
individual cases but it also emphasizes the use of general results for further 
decision making process. Results of receivables management are illustrated on 
the data of the Czech Republic.  

Keywords: receivables management, registers of financial institutions, 
insolvency register, Czech Republic 

1   Introduction 

Receivables are one kind of enterprise's assets displayed in a balance sheet which are 
generated through enterprise's sales activities. Receivables are legally enforceable 
claims for payment. A customer does not pay directly because of using invoices but 
the payment is done within an agreed time frame. According to International 
Financial Reporting Standard (IFRS) 9 receivables are obviously a part of portfolio of 
financial assets measured at amortized costs [16]. Receivables have on one side their 
advantages, on the other hand they are also connected with many disadvantages [1]. 
Their advantages are based on the competition environment when payment conditions 
create one part of a competitive advantage and they enable another financial source 
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for the customer. The disadvantages are connected with risk of non-payment, late 
payment which has to be financed by other financial links. 

There are many researches done in the field of enforcing of receivables which can 
exist in two main kinds - individual and collective enforcing. These researches focus 
especially on the level of satisfaction, recovery rate of receivables because forfeiture 
proceedings in the case of the individual enforcing and insolvency proceedings in the 
case of the collective enforcing are enforcing of the last instance. The recovery rate of 
receivables is very low in these special cases. When a creditor is not secured then the 
recovery rate is only in percents [9], [12] and [13].  

During recent years our research team have taken attention especially to a theme 
connected with insolvency register and its efficiency leading to data processing and 
enforcing of receivables [14] and [15]. The main aim of these activities is to improve 
the environment and achieve higher recovery rates of receivables for creditors. Due to 
problematic receivables the affected creditors do not have revenues from their 
business activities. It could have a significant impact on their following running a 
business when they have to find additional resources for financing the problematic 
receivables. 

This problem is much broader than only the last instance as forfeiture proceedings 
and insolvency proceedings. Therefore we have decided to turn our attention to the 
broader topic as receivables management. The task for management does not start 
with insolvency proceeding but it starts with signing a contract itself. On one side 
there is an enterprise which plays a role of a creditor. This enterprise is holding the 
receivables in its assets' structure. On other side there is a subject which plays a role 
of debtor who is holding payables in its capital structure. Further characteristics 
depend on the kind of the contract between these two parties. An object of the 
contract can be strictly financial as a loan, mortgage or leasing or based on non-
financial business activities as selling services or products. Financial institutions use 
other approaches leading to signing the contracts than classical enterprises whose 
business model is based on the selling of products. The debtor can be natural as well 
as legal person, non-entrepreneur as well as entrepreneur etc. The paper will discuss 
on the next pages the role of information technologies in receivables management for 
different business parties and it will provide as well as suggestions and 
recommendations for better receivables management. 

2   Receivables Management 

Receivables management does not stand alone because it is a part of turnover cycle 
and working capital management which involves management of inventories, 
receivables, cash management as well as payable management [7]. Increased attention 
to working capital management has proven advantage during last economic crisis in 
the Czech Republic. It is proved in [11] that enterprises managing working capital 
cycle would have had a higher chance to overcome the last global crisis which was 
caused by external economic conditions. The general receivables management can be 
described by five steps as in [1], especially for non-financial enterprises. The first step 
is deciding the length of the payment period or discounts for clients paying in 
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advance, on the time of delivery or before the end of classical payment period. The 
second step is a decision about the contract itself because the classical contract can be 
accompanied by a guarantee as a bank guarantee, warrantor or securitization by 
tangible assets. The third step is an assessing client's creditworthiness which can be 
done by the enterprise itself or passing that to special parties as credit or rating 
agencies. The step four is establishing credit limits leading to minimization of 
problematic receivables but non-affecting flows from customers. When the payment 
has a delay or the customer does not want to pay or is not able to pay then the process 
of enforcing receivables will start. 

These general five steps provide a basis for a decision making process in the case 
of each client. For each client the five step process should be done originally 
respecting the general limits decided for a whole enterprise. For small clients the 
beginning of the process can be done automatically and interventions come only in 
the case of troubles. For large clients the full process should be done carefully and not 
automatically because it is a decision problem which is not well structured. The use of 
the information technologies can be applied in each step but a range depends on the 
specifics of the contract and the product. 

2.1   The Possibilities of Use of Information Technologies   

The quality of receivables management and the level of the use of information 
technologies also depend on the situation if the creditor is systematic or non-
systematic. In the case of systematic creditor the process would be more sophisticated 
and compliance. A specific case of systematic creditors are financial institutions 
which can play a role of banking or non-banking institution. The objects of their 
contracts are different kinds of loans as mortgage, consumer credit, credit cards, 
banking account overdraft or leasing etc. The financial institutions have the most 
sophisticated process of receivables management and the highest possible level of the 
use of information technologies in this process as well. 

Financial institutions.  The information technologies play their irreplaceable role 
in the assessing client's creditworthiness. The financial institution collects information 
about the client. First it is always the size of the asked loan. In the case of natural 
persons it would be age, marriage status, number of dependents, size of regular 
income, value of assets used for a guarantee etc. In the case of legal persons it is the 
length of history existence, field of economic activity, value of assets used for a 
guarantee etc. Worthy variable is a client's history. It is more profitable to enter into a 
contract with a party with which you have already had a common history. The client 
has had some kind of account or the client paid off the previous loan etc. 
Unfortunately there are many financial institutions on the market and the common 
history would lead to impossibility to get new customers. The customers would be 
100% loyal to their financial institutions. The real situation in the market economy is 
different because the customers can choose or switch their financial institutions 
almost without limitations. It would lead without monitoring the personal situation 
that the customers have too many loans at several financial institutions. The financial 
institutions would not know the real situation of their clients and they would be 
exposed to a higher risk of late payments or even non-repayment of the loans. The 

The Role of Information Technologies in Receivables Management 413



core business would be affected and financial institutions would have to ask higher 
interest rates to cover costs connected with enforcement of receivables or bad loans 
which have to be write off at the end. 

The reaction to this possible situation is registers which contain clients' history 
about loan contracts. There are two main kinds of registers in the Czech Republic 
[10]. The first register is Banking Register set up in June 2002 by the enterprise 
CBCB – Czech Banking Credit Bureau, a.s. This register functions for banks and 
building banking societies. The second register is Non-banking Register set up in June 
2005 by the enterprise Leasing and loan credit bureau, z.s.p.o. This register functions 
for leasing providers, factoring enterprises, credit companies and other entities having 
a relationship creditor-debtor. Since beginning 2006 both registers have started 
mutual exchange of information. Both registers are technically provided by the 
enterprise CCB – Czech Credit Bureau which is owned by the international group 
CRIF. CRIF is the leading provider in the continental Europe one of the biggest 
providers of credit registers and systems for credit decision making process in the 
world. Figure 1 proves that the solution used in the Czech Republic by CRIF is also 
usual worldwide. 
 

 
Fig. 1. CRIF in the world [5]  

The both registers work on the same bases and assumptions. The main difference is 
that Banking Register contains all information about loan contracts in the banking 
sector because all banks operating in the Czech Republic are involved. On the other 
hand Non-banking Register contains only information about loan contracts entered at 
the register's partners. According to estimations Non-banking Register should contain 
between 80-90% about all non-banking loan contracts. It is caused by the situation 
that some financial providers are not members of register partnership. The reasons can 
be different as the size of loan provider or lower transparency of this provider. 
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Both registers work technically similar. The assessing of client's creditworthiness 
can be displayed by figure 2. The client asks for a loan. The financial institution sends 
a request to register which generates a credit report. The credit report contains a 
historical debtor profile. There is information about all available credits, size of 
month repayments and especially reports about late repayments. For good functioning 
it is necessary to upload and update data in the register regularly how it is showed in 
the part data processing on the figure 2. 

  

Fig. 2. Register functioning [10]  

Non-financial institutions.  The position of non-financial institutions is less clear 
because their business in the comparison with financial institutions is different. 
Receivables are generated in the connection with the main activity as selling goods, 
own products or providing non-financial services. The main business is not to provide 
this kind of short-term loans or in case of intensive investment units long-term loans 
but to provide the good, product or service. The payment conditions which set up the 
lending situation are part of the contract and they are reaction to business environment 
for creation or sustaining corporate competition advantage. The decision of non-
financial institutions if they should provide a credit and for how long time depends 
first on the factor if they have already had a common history with the discussed 
business partner. 

Common history means that these two partners already traded with each other and 
they have had common experiences in the past. The enterprise should have reports 
reflecting existence of payment with delays and other obstacles as paying other 
amount, losing invoice etc. These reports can exist in many forms. For a small and 
partly middle sized companies the records can be in the paper form or in the simple 
form of Excel sheet showing the payment history. In the case of large companies this 
thing has to be solved more sophisticated because the number of customers is 
rocketing with the comparison of small companies. The payment history is a part of 
corporate information system which connects invoice system, accounting, cash 
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management, ordering system, warehouse data and many other which are not directly 
relevant for our purposes.  

If we come into contact with a customer without common history we are in the 
harder position because we do not have any experiences, any relevant data which 
would help our decision making process. Classical business enterprises do not have 
registers as financial institutions but they can use services of rating and scoring 
agencies. These services can be used only once for evaluating a specific business 
partner. Other possibility is that these services are used permanently as an access to 
the database which can be seen as an alternative to registers of financial institutions. 

Evaluation done once means that the enterprise asks rating/scoring agency for 
assessing a specific business partner. The specialized credit scoring agency in the 
Czech Republic is Bisnode Česká republika, a.s. Worldwide active is company Dun & 
Bradstreet which is able according to information on its webpages to provide Industry 
standard report for moderate risk assessment for 409 $ [6]. These agencies take into 
account many variables and characteristics of the evaluating enterprise. The result is a 
report which contains a classification of the evaluating enterprise. The classification 
can be done by rating scale (AAA-D), by colors of traffic light (green means make a 
deal, yellow is not clear, red is a danger and contract should not be closed) or by a 
percentage on the 100% scale which shows the security. 

The scoring of these specialized agencies is based on the use of information 
technologies. These enterprises collect data about other entrepreneurial entities and 
then they evaluate it using different models. With an effort to convince customers the 
enterprise Bisnode Česká republika, a.s. illustrates its scoring with used variables [2]. 
These variables and questions are if the evaluated enterprise does not have debts, how 
the enterprise pays its invoices, if it has assets, what the values of cash liquidity and 
financial ratios are, how the comparison with the last time period is, if the enterprise 
generates profit or loss, the regional impacts, the industry branches impacts, the 
enterprise's history, existence of subsidiary company in troubles, who the owners and 
management are, the company's size and results from the insolvency register. These 
factors are collected and processed in a system by a scoring model. Unfortunately 
these models are not publicly known because they are part of company's know-how. It 
is not clear which approach is used, how the criteria are measured, weighted together 
etc. The scoring does not use only financial information derived from financial 
accounting statements but also qualitative data which characterize enterprise's 
management, environment, product etc.  Processing these large amounts of data is 
now possible thanks to available information technologies. Without these 
technologies the approaches for assessing could not be so sophisticated and using 
multivariate approaches. 

Other possibility is to have permanent online access to a corporate database. This 
kind of corporate database usually contains financial accounting data and payment 
specification (on time, delay or even insolvency/bankruptcy). This database can have 
a supplement as the traffic light (or similar evaluation) which evaluates each 
enterprise by colors according the level of risk. The traffic light is based on the 
agency's model which takes into account some factors which we have already 
discussed. This supplement does not have to be always included. It means that final 
evaluation has to be done by the company itself based on the data displayed in the 
database. 
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2.2   The Results of Using Information Technologies   

Results of using information technologies in receivables management do not have 
only conclusions as the evaluation of specific evaluated business unit. The gained 
results can be more generalized. We can illustrate that by the figure provided by 
Bisnode. The figure shows the division of entrepreneurial entities among different 
classes of risk in the Czech Republic. Other division could respect regional or 
industrial disparities. The general results enable faster decision making process when 
we evaluates a new subject. We can use a faster evaluation for subjects from non-
problematic regions and industry sectors. On the other hand we can take more 
attention to subject coming from problematic sectors or regions. 
 

 
 

Fig. 3. The number of entrepreneurial entities according their level of risk in the Czech 
Republic [2] 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Defaulting debts [8] 
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General conclusions can be got also from registers used by financial institutions. The 
results could be observed in the division according to regions, age groups, gender etc. 
Although the biggest group of bad debts is connected with age groups 35-44 and 45-
54 (61% of debts in default and 59% of defaulting debtors from all age categories), 
these age groups do not have the highest level of default risk [8]. It is caused by the 
situation that these age groups use the debts the most. Another age groups have the 
highest level of risk - the youngest and oldest age group how it is proved by figure 4. 

2.3   Recommendations   

Using information technologies itself does not mean that there would not be mistakes 
in the business partners' choices. Management should respect following 
recommendations. On one hand we have available data and scoring reports on the 
other hand we have to respect results provided by the reports. These results have to be 
incorporated part of decision making process and they cannot be omitted due to 
specific conditions. In other words the information has to be use consistently. If the 
relationship between company and a new business starts the process does not finish 
with the evaluation at the beginning. The new business relationships have to be 
monitored and these data have to be collected for further use. The monitoring is 
especially important in the case that problems would occur and the business partner 
dos not fulfill conditions based in the contract and invoice. The company has to 
regularly monitor if the payment discipline of the business partner is not worsening. 
The monitoring is easier when the corporate information system enables connection 
of ordering system with invoices and banking account or cash register showed in 
financial accounting. If the company does not own a sophisticated IT solution as the 
corporate information system (especially case of SME) still the company should 
monitor the payment discipline of its customers. The worse payment discipline can 
cause serious troubles in operation management and it may result in secondary 
insolvency. 

It does not matter if there is information system or just simple paper evidence but 
the outputs have to influence decision making. If the payment discipline gets worse 
there has to function alert which would warn the company. First the company can 
start a communication with a partner. The problem can be only technical as not 
arrived invoice, unreadable invoice or incorrectly entered payment. It also can be 
much serious as that the company does not want to pay or is not able to pay. Then the 
process of enforcing receivables starts. The alert function is also necessary for not 
starting new contracts with someone with bad payment discipline or for modification 
of conditions as paying directly and not using invoice time period.  

2.4   Information Technologies in the Last Instance of Receivables Management 

As last instance of receivables management it is meant the situation when all classical 
methods how to be paid failed. Classical methods are represented as phone calls, 
letters, personal meetings with a defaulting debtor. Classical methods are followed by 
last instance of individual or collective enforcement of receivables. In the case of 
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individual enforcement we do not connect with other entities who are also affected 
creditors because they do not exist or we prefer individual solution. It ends up in court 
which order forfeiture proceeding. The proceeding is done by a distrainer's office. 
Collective enforcement is also connected with a court trial but the process is usually 
much more difficult due to more affected creditors. The defaulting subject finishes in 
insolvency which is done by insolvency administrator.  

The results of forfeiture proceedings as well as insolvencies should be publicly 
available because it can protect other entities to come into a business with an ailing 
defaulting partner. The insolvency register meets this condition although it has many 
shortcomings discussed by [14] and [15]. To get data about forfeiture proceedings is 
not easy because they are not publicly available for free as in the case of insolvency 
register. The environment is less transparent and clear for creditors who are not 
enough protected. Getting data about efficiency of executions is hard never ending 
work [13]. There are some registers/systems which work on the paid principle as 
Centrální evidence exekucí [3] and Centrální registr dlužníků [4]. In the case of 
Centrální evidence exekucí the each question is charged (60 CZK per piece) even 
when the answer is negative (the person is not included in register). When you realize 
that evaluated person is included you have to pay a new fee to get information about 
the specific forfeiture proceeding. That helps to create environment which is based on 
insufficient data and it protects more defaulting debtors than creditors. 

3   Conclusion 

This paper was focused on the receivables management and possibilities how to use 
information technologies for improving efficiency and results of this process. The 
specific situation was illustrated on the case of the Czech Republic. Firstly the 
importance of receivables management is emphasized. Then there are detected phases 
in which information technologies can be applied. Possibilities how to use 
information technologies differ if the business entity is a part of financial or non-
financial sector. In the case of financial institutions the decision making process 
setting up the existence of receivables is more sophisticated, structured and regularly 
replicated and therefore also the use of information technologies is an obvious part of 
this decision making process. For non-financial institution the process setting up the 
existence of receivables is a part of broader activities. These activities are connected 
with the core business as selling bought goods, selling own produced products or 
provide non-financial services. 

Monitoring of maturity of debts helps to sustain recovery rate of receivables on the 
highest possible level (of course in connection with evaluation business partner before 
running a common business). Reporting about maturity of debts enables to generalize 
recommendations which groups are more prone to default. These groups should be 
checked more before signing a contract. The groups can be characterized by the 
region, size, business sector, age, gender etc. 
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Abstract. A CSIRT is a group of experts in information security which 
provides services such as alerts and warnings, incident handling, observatory 
technology, security audits, forensic computing, among others. Therefore, they 
have constant communication with the target audience via email, telephone or 
in a website. A website works as the main contact with the target audience, for 
this reason, when creating a website for the CSIRT, special care must be taken 
with technologies when using and applying security controls in order to avoid 
computer attacks that may jeopardize the reputation of the CSIRT. This paper 
describes a proposal related to content and security controls of the CSIRT 
website that must be considered.  

Keywords: CSIRT, Systematic review, website, security controls, Wordpress. 

1   Introduction 

According to the Smart’s CEO Mexican informatic security company, "attacks on 
websites were one of the most common risks that companies face in internet security 
in Mexico" and globally there are more than 35 groups of computer criminals active, 
which have anonymity and ubiquity to steal information and control gates [1]. This 
suggests that Mexico cannot escape as the target of computer attacks. According to 
the portal of the organization FIRST (Forum of Incident Response and Security 
Teams), in México there are only four CSIRTs, which is considered a small number 
compared to countries like the USA which have 70 CSIRTs [2].  

Works like [3], [4], [5], [6] specify technological resources that are necessary for 
the operation, among which is the website. For many people, the first contact that they 
have for a CSIRT is done through the website [6]. On the website you will find 
information such as the mission, vision, services, contact information and safety 
warnings publications and manuals for computer security awareness [7]. It is even 
possible to put information security incidents on the same website through web forms, 
in which questions related to the incident are answered, so that makes it much easier 
to classify the impact and then to analyze it according to the CSIRT’s internal process 
[5] In this context, up to now, the content and the security controls has not been 
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standardized and which should be taken into consideration during the development of 
the CSIRT website. Therefore, this paper proposes the content type, technology and 
the security controls for the CSIRT website, in order to establish a more secure 
website to avoid computer attacks which could jeopardize the CSIRT reputation. To 
establish the proposal, it has collected information through a systematic review, 
official websites FIRST portal inspection with a Web Scraping and extracting 
information from the same website with a web scanner. 

This paper is organized as follows: section 2 introduces to the basic concepts, 
section 3 shows the contents of a CSIRT’s website, section 4 shows how was the 
selection of website technologies, section 5 shows the systematic review about of 
security controls for a CSIRT's website, section 6 presents the proposed content and 
security controls to be taken in the CSIRT website and finally section 7 conclusions 
and future work are presented. 

2   Basic concepts 

Before presenting the proposal development, it is important to establish the main 
concepts used which are CSIRT, website, security controls and Web Scraping.  

2.1   CSIRT 

A CSIRT (Computer Security Incident Response Team) is a specialist team in 
information security dedicated to respond computer security incident [8]. The term 
CSIRT is typically used in place of the protected term CERT, registered in the US, by 
the CERT Coordination Center (CERT / CC) [3]. Several abbreviations for the same 
type of team are used: 

• CERT or CERT / CC (Computer Emergency Response Team / Coordination 
Center, Computer Response  Team / Coordination Center emergencies). 
• CSIRT (Computer Security Incident Response Team). 
• IRT (Incident Response Team). 
• CIRT (Computer Incident Response Team). 
• SERT (Security Emergency Response Team). 

2.2   Website 

A website is composed of several objects. An object can be a HTML, an image, a 
Java applet or a video clip. All web objects are linked using a single URL (Uniform 
Resource Locator), which is the most common way of identifying a Web resource. A 
URL identifies precisely and without ambiguity the hostname, port number and the 
full path of the object on the web server. 

The website is indispensable in a CSIRT [3], [5], [6], [8] also contains multifaceted 
security requirements. However, many web browsers, servers, network protocols, 
extensions browsers and security mechanisms were designed without analytical 
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foundations. To further complicate things, the web continues to evolve with new 
browser features, protocols and standards. 

2.3   Security controls 

Also called safeguards for the Magerit methodology [8], the security controls are 
mechanisms of protection from threats, reducing the frequency of threats and limit the 
damage caused by them. The security controls may be good practice to define security 
controls for software or hardware. 

2.4   Web scraping 

Web Scraping is the process to automate the collecting of useful information from a 
website [9]. This is done by software programs, which simulate the navigation 
information extracted from a human being on the World Wide Web either by using 
the HTTP protocol. 

Having established the basic concepts, the following sections describe how to 
identify the recommended content on a CSIRT website, how did it obtained 
technology usage for the development of the website and the relevant security 
controls to protect the website. 

3   CSIRT website content 

The purpose of this section is to show how the content elements of a website for 
CSIRT were obtained. To achieve this, an analysis of the content proposal using a 
Web Scraping and an analysis of 10 sites CSIRT/CERT officers was performed.  

3.1   CSIRTs officials pages analyses 

A tool to extract information from official pages of CSIRTs in the FIRST 
organization portal that have a lot of registered CSIRT was used. The tool is a web 
scraping which works collecting information from websites. Then in the Fig. 1 
graphically represents the operation of the tool. 
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Fig. 1. The Web Scraping tool. 

The content and functionality obtained by inspecting CSIRTs official websites that 
are listed in the portal FIRST are presented in the Table 1. The websites were SIRCC, 
CERT Australia, HR-CERT, ISIRT, CERTA, CERTBw, ID-SIRTII, among 300 
official websites of CSIRT. 

Table 1. Found elements. 

Content Functionality 
CERT Info News 
FAQ Site Map 
Mission and objetives Multilingual 
Contact information Search engine 
Events Vulnerabilities knowledge based 
Documents Indicentes reporting online 
Tools Restricted access area 
Notices / Vulnerabilities List distribution mail 
News / Safety notes Publications by RSS 
Indicators / Statistics  
Links (related sites)  

3.2   Manually inspection of website Content 

The results showed in Table 1 were reinforced by a manually inspection from the 
content of 10 CSIRTs/CERTs websites. The sites were chosen randomly considering 
they are registered formally into the FIRST portal. During the analysis were found 
another items, which complement the items shown in the Table 1. The results are 
listed in Table 2. 

Table 2. Comparative analysis about 10 sites CSIRT / CERT. 

Features 
/Website 

INCIBE UNAM-
CERT 

INFOTEC CERT US-
CERT 

CERT-
EU 

NCI ENISA TERENA TF-
CSIRT 

CERT Info Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 
FAQ Yes No Yes Yes Yes No No No No No 
Mission and 
objectives 

Yes Yes Yes Yes Yes No Yes Yes No No 

Contact 
information 

No Yes Yes Yes Yes Yes Yes Yes Yes Yes 

Events Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 
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Documents Yes Yes Yes Yes Yes Yes No Yes Yes No 
Tools Yes Yes Yes No No Yes No Yes No No 
News / 
Vulnerabilities 

Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

Indicators / 
Statistics 

No Yes No No No Yes No No No No 

Links (related 
sites) 

Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

Security in 
your language 
/ Tips 

No Yes No No Yes No No No No No 

Blogs Yes No No Yes No No No No No No 
Courses No No No Yes No No No Yes No Yes 
Incident 
report 

Yes Yes No Yes Yes No No No No No 

Alerts’s 
subscription 

Yes Yes No Yes Yes Yes Yes Yes Yes No 

Social 
networks 

Yes Yes Yes Yes Yes No No Yes Yes No 

 
As shown in Table 2, the items that complement Table 1 are: Security in your 
language/tips, blogs, courses, alerts’s subscription and social networks. 

4   Technology selection 

In order to identify the technologies, languages and tools used to create the website of 
a CSIRT, a census of the technologies used in official sites of CSIRT was obtained 
from the forum page of safety equipment and response to incidents (FIRST, Forum of 
Incident Response and Security Teams) [10]. As a result, 40 official websites of 
CSIRT to know what technologies are used with the WhatWeb tool version 0.4.8 [11] 
were analyzed. The goal of this tool is to answer the question "What is this website?" 
which identifies technologies including CMS, blog platforms, analyzes packets, 
javascripts libraries, web servers and embedded devices. Thanks to its 900 plugins, 
you can also identify specific versions of technologies, email addresses, and SQL 
errors [12]. The Fig. 2 shows an example of information that displays the tool as a 
result to inspect in a website. 

 

 

Fig. 2. Information extracted from cert.gov.ua website with WhatWeb tool. 

The most prominent technologies cores were 18 sites using Apache as a web 
platform, 8 of them use ASP.NET, 25 of them are made in Wordpress and only 6 in 
Drupal, among other technologies. Therefore, it was decided that the platform should 
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use Wordpress, which is most used in the world [13] and Apache is a server to create 
the CSIRT's website providing it more specialized security. 

5 Implementation of Security controls 

Once the technologies and design used for CSIRT website have been already defined, 
as a result of the inspection of websites shown in the previous section, the specific 
security controls are proposed for Wordpress. Because Wordpress is the most popular 
CSM in the world, this attracts a lot of attackers, which objective is to penetrate the 
security system [13].  

To identify the security controls, a systematic review is performed [14], [15]. It is a 
research method developed to obtain, analyze, and evaluate all the relevant researches 
of a particular research question or area. This method has 3 steps: planning, review 
and publication. The following main elements of the systematic review: the research 
questions, search string, result of the consultation and primary studies are described. 
• Research question: What are the best security practices and technologies 

focused on protecting a website made with Wordpress? 
• Search string: (Security && Wordpress) 
• Result of the consultation: The search string was performanced in 4 formal 

sources for its search, which were IEEE, Springer Link, ACM and Google 
Scholar. Table 3 shows the number of results shown by source. 

Table 3. Number of query results in formal sources. 

Search string IEEE Springer Link ACM Google Scholar 

(Security && 
Wordpress) 

9 66 410 10900 

 

• Primary Studies: The primary studies were obtained by executing the selection 
process. It consists of five steps: (1) Take the search string and adapt it to the data 
sources of the search engine; (2) Filter studies using the inclusion and exclusion 
criteria related to the following information: 

o Inclusion Criteria:  
� Studies written in English. 
� Studies not older than five years from its publication (eg, 

studies published within the period 2010-2015). 
� Studies whose title is related to the topic and containing at least 

two keywords or related terms, synonyms or abbreviations. 
� Studies whose keywords contain at least two terms or related 

key terms, synonyms or abbreviations. 
� Best practices related to the wordpress technology. 
� Security extensions or plugins for wordpress. 
� Attacks most commonly used in Wordpress platforms. 
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� Concept testing on wordpress security tools. 
o Exclusion Criteria:  

� Studies that do not meet the inclusion criteria. 
� Studies where the summary (abstract) or the conclusion are 

ambiguous or personal opinion. 
� Considered obsolete version of wordpress.  
� Case studies of attacks without consider wordpress.  

 
(3) Read the titles, abstracts and keywords, to identify potentially relevant 
studies. (4) Apply the remaining inclusion and exclusion criteria reading the 
introduction, methods, and conclusion and, if necessary, all the study; and (5) 
Select the primary studies. 
 

As Table 3 shows, of 11,385 studies found after running the search string in the data 
sources, only 10 studies met all the inclusion and exclusion criteria. Once the primary 
studies were selected, the security controls were established as part of the proposal to 
CSIRT website security controls. The proposal is showed in the section 6.2. 

6   Proposal 

The proposal obtained by the tools and the systematic review related to CSIRT 
website contents and security controls are described. 

6.1   CSIRT website contents 

As mentioned in section 3, an analysis of official pages of CSIRT was performed 
using a tool and inspection of 10 websites. This analysis allows us to propose the 
following website content recommended for CSIRT website. 

• Home: The home page of the CSIRT’s website. This page aims to show an 
image that is eye-catching with a link to sections of incident reports and 
safety tips. 

• Safety Tips: This section should show the tips and security alerts that will 
allow users to improve their security practices that are displayed. 

• Publications (papers): This section contains several documents relating to 
research and security activities of the CSIRT that have been conducted, and 
which are available to read and download it. 

• Contact: This section contains contact details and location of CSIRT. 
• About (mission, vision and objective): This page displays information 

about the activities carried  out by the CSIRT. 
• News: On this page the news and latest security notes are presented. 
• Vulnerabilities: This section displays the vulnerabilities and more recent 

incident. 
• Events: This section contains the scheduled events displayed along with 

contact information related to computer security and computers.  
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• Posts (publication, vulnerability, news, incident, event, tip): This page is 
really a generalization of the different types of publications that will be made 
on the site, such as security tips, news, events, events, publications and 
vulnerabilities. 

6.2   CSIRT website security controls 

As a result of the systematic review addressed in section 5, the security controls 
recommended on a website created with Wordpress are described. 
 
Cache memory: A cache is a type of optimization that is used frequently to save 
memory, processing and able to speed time to load a website considerably. 
Wordpress, by nature, is slow, because are adding more utilities, themes or 
complexity to the site also the programming language that works with Wordpress 
(PHP) is inefficient. Any website can suffer massive traffic (slashdotted) so it causes 
the website to stop responding, this is a consequence of insufficient cache storage. 
The solution is cached pages, this is to keep static copies of files in hidden directories 
and redirect incoming visits to these pages, in addition to speed things up for visitors, 
also significantly reduces CPU use [16]. Unfortunately Wordpress cache has not been 
included yet, but it has different caching options. The website that was implemented 
was WP Super Cache, this works rewriting in the .htaccess file to redirect the 
Wordpress requests for dynamic pages saved in a hidden directory on the user 
installation static files. 
Tracking performance problems: If the Wordpress site suffers performance 
problems and is not being attacked, it is very probable that it has a bad configuration 
with respect to the network, plugins, themes or Wordpress database. If the problem 
persists, use tools like Yslow [17], together with Firebug it can be utilized to verify 
that there are many images on the site or elements to boot. If not, the user can try a 
plugin called WP Tunner and visit the main page below it, it will be seen all queries 
to the database and so realizing if it comes to problems with the engine of the 
database. Another option is to disable plugins or change the subject by default to 
verify if it has better performance [13]. To lock login Wordpress there is a plugin 
called Login Lockdown, which works by blocking a range of IP after many failed 
attempts to access in a short period of time [16]. 
Remove the head generated tag: One of the things that wp_head () adds is the theme 
of Wordpress, it is a tag that shows the specific version of Wordpress being used, this 
helps developers to see how many versions of wordpress are there in the world, 
however, this can also allow to alert a hacker on which version of Wordpress that is 
being using on the site and find vulnerabilities. The following code is to remove the 
tag: Remove_action(‘wp_head’, ‘wp_generator’) 
Security in .htaccess and wp-config.php files: There are many ways in which 
hackers can use the .htaccess file maliciously. They could rewrite rules to redirect 
visitors to other sites instead of genuine. Another way to misuse the file is to write a 
file in a subdirectory of Wordpress full of SPAM links and use the directories PHP as 
auto_prepend_file or auto_append_file to include the file index.php theme file 
running. To protect this regard, we recommend placing permissions so that only the 
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administrator can edit the .htaccess file and that can also change the .htaccess file to 
ensure that only the administrator can view and edit the wp-config.php file.  
Change location files: You can move your wp-config.php file and wp-content folder 
to a different location index.php. All this helps to minimize the attack by a directory 
exploit writable in predictable places. An important file to move is the wp-config.php 
because of their database passwords and other important data that are stored in it. You 
can move the file to a location outside the published Web server folder and 
Wordpress that automatically detect the new file. To move the contents of Wordpress, 
you must define all constants in the configuration file to plugins that require a specific 
route not stop working. 
Database Security: You must choose a good credential (choose a good password) to 
the database as well as changing the prefix of the tables and making backups of the 
database regularly. To change the default prefix Wordpress is easy through the 
installation process, in Wordpress database setting and the option to change the prefix 
will be shown. 
Backup database and files: Backing up your database is frequently essential if you 
intend to restore your site when a disaster occurs. This can be provided by your 
hosting company although it is always advisable to have your own backups. There are 
many plugins that help making backups, one of them is the WP-DB-Backup, once 
installed, it is possible to backup with tools menu. You can automate the process by 
using tools like rsync or FTP clients to synchronize, download and update copies 
whenever needed. 
Monitor security issues: You must choose a good credentials (choose a good 
password) to the database and change the prefix of the tables and support database 
regularly as well. It is easy to change the default prefix Wordpress account through 
the installation process, in setting the Wordpress database, the option to change the 
prefix is showed. This works as a protection to SQLInjection basic attacks, but it does 
not stop it completely. This is useful when an attacker makes use of automated 
hacking tools for Wordpress sites. 
Monitoring security problems: There are many plugins that keep safe installation of 
Wordpress. The following shows a list of the plugins [9], [18]: 
• WP Security Scan checks the file permissions, passwords, database security and 
more. It provides tools to fix many of the problems identified. 
• Wordpress Firewall monitors HTTP requests with a blacklist firms known as 
malicious and can send an email when something appears suspicious. 
• Exploit Scanner searches in the database and files any malicious input, such as files 
full of spam links. Audit Trail is helpful to let you know when someone has attempted 
to access. 

7   Conclusions and Future Work 

There is currently no specific regulations on the content that is recommended to have 
in a CSIRT’s website. However the CSIRT’s website is vital because it allow the 
contact and communication between the CSIRT and the target audience through 
publish alerts, threats and to make people aware of the dangers of the Internet among 
other things. This paper concludes that not all official CSIRT sites have the same 
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structure, content or are made with the same technologies. Thanks to the research by 
the systematic review, the content and the security controls were obtained for one of 
the technologies most used for creating websites, which is Wordpress, according to 
the sample of 40 sites analyzed.  
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Abstract. Recently, cloud computing (CC) has attracted the attention of many 
researchers and professionals as it provides a variety of solutions for different 
types of technical problems. One of these solutions is storage services. Cloud 
storage (CS) is expected to meet health industry expectations for maintaining 
health records and data. The importance of this focus in this research is that 
many healthcare providers face many challenges in managing their healthcare 
services in general and in controlling their costs more specifically. They are 
further challenged by adopting suitable novel technologies that could improve 
the quality of health services without increasing the cost, i.e., of storage 
services. CS service is one such technology that promises to store health 
records remotely allowing access to such records ubiquitously. This research 
reviews relevant literature about CC as a management solution for deploying 
health records and maintaining patients’ data. The suggested solution uses 
metadata to identify healthcare records in order to store and manage them. The 
research proposes an architecture that enables healthcare providers store and 
manage their data. 

Keywords: Cloud storage, healthcare records data, metadata, Storage 
Management Architecture 

1   Introduction 

Due to the proliferation of many health information systems in hospitals, health data 
has increased exponentially. This raises the need for efficient and effective data 
storage and management systems. In addition, there is a plethora of local storage 
systems that are readily available to manage storing health records and health data. 
However, storing and managing health data in local storages is costly and inefficient 
and most importantly, minimizes the opportunity of sharing such data with other 
related stakeholders which could increase the overall health value. Indeed, many 
healthcare provides struggle in providing quality healthcare services, managing 
healthcare records, storing the huge amount of data, providing data communication 
among healthcare institutions, decreasing the ever growing healthcare budget related 
mostly to adopting new technologies that could manage such issues. In review of the 
literature [1,3,5,8,14,16], the main issues are summarized as follow: 

a. Difficulties in exchanging healthcare data because the data are not unified. 
b. Difficulties in managing healthcare records 
c. Data communication issues between different health-care organizations 
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Cloud computing (CC) can be one vital solution for healthcare organizations that 

are seeking to improve healthcare services provided to health clients as it could 
decrease the cost of storing health data. The use of electronic health records (EHRs) in 
CC is one powerful application [1]. Healthcare industry is expected to spend $30 
billion over nine years (2011-2019) [2]. CC allows healthcare organizations to 
facilitate the efficiency and scalability of system’s management. However, not all 
organizations fully succeed in using CC as a storage and as a management solution 
due to many limitations. These limitations are related mainly to storage performance 
and data identification. 

This research investigates using CC as a storage and management solution for 
healthcare industry. The rest of the research is organized as follows, the following 
section provides background information about health records and health 
terminologies and discusses background information about CC. The section then 
discusses different management solution for managing healthcare records in the cloud. 
The following section introduces the suggested framework to handle and manage 
healthcare records. This is followed by an evaluation of the suggested framework. The 
final section concludes with final remarks and suggesting future work. 
 

2. Literature Review 

2.1 E-Health and digital health records 

The terms electronic health record (EHR), electronic medical record (EMR), 
electronic patient record (EPR) and personal health record (PHR) define a set of 
concepts, including records collection about patients, medicines and diseases. These 
records are collected in order to process the data for health services [8]. “EHR” or 
“EMR” is a systematic collection of electronic health information about an individual 
patient or population [8]. The collected data is generated and maintained within 
healthcare institutions to give healthcare providers, patients and physicians access to a 
patient’s medical records [11]. Many processes can be done to the Digital records. It 
can transfer quickly from one place to another. Digital records allow the doctors to 
review the patients’ health history and help the hospitals to get a complete picture of 
the patient case. Digital records open the door for new opportunities in analyzing 
treatments, decisions making. Digital Records and e-health improve the efficiency and 
effectiveness of the health services [16]. 

2.2 Cloud Computing:  A New Economic Paradigm 

The CC is getting most IT stakeholders’ attention as it delivers on-demand services 
over the Internet in a more efficient and effective manner. Buyya [2008] defines CC 
as “A type of parallel and distributed system consisting of a collection of 
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interconnected and virtualized computers that are dynamically provisioned and 
presented as one or more unified computing resources based on service-level 
agreements established through negotiation between the service provider and 
consumers.” CC includes four deployment models: 

a. The private cloud: That is operated and managed by one consumer only. 
b. The community cloud: that is shared by many organizations within a 

individual community. 
c. The public cloud: that is owned by one organization which called service 

provider. Public cloud is available to all clients. 
d. The hybrid cloud: that is a combination of two or more of the other cloud 

types. 
 
In addition, CC has three main famous models [4]: 

a. Infrastructure as a Service (IaaS): It provides on-demand services for 
infrastructural resources. Infrastructures services can be logical such as: 
virtual machines (VM) or physical such as: processors, storage and network 
access. 

b. Platform as a Service (PaaS): It provides platform resources such as: 
operating systems and software development frameworks. By using PaaS the 
users can develop their own cloud-based applications. 

c. Software as a Service (SaaS): It provides on-demand applications over the 
Internet. In SaaS the cloud provider owns the applications and the consumers 
pay a fixed subscription fee. 

 
Different initiatives have been proposed and implemented in health domain to use CC 
as a management solution for deploying health records and maintaining patients’ data. 
Patrick et al. [12] suggested a model of ehealth in the cloud to manage health care 
records in Ghana. The proposed solution was designed to manage patients’ records 
into hybrid cloud, which is an integration of both Private, and Public Clouds. The 
researchers claim that storage of data depends on the data type as stored into many 
servers to handle data bandwidth. If the data includes sensitive information such as 
family medical history, tests results or medication, then it will be stored in the private 
cloud. Otherwise, it will be stored in public cloud. Data Management are also based 
on data types. Doctors can manage the private and public data. On the other hands, 
patients can manage their own data that is located in the private cloud only. The 
proposed model of Ghana solves performance by separating tasks into servers, which 
are distributed between private and public clouds. However, it is not clear if the 
proposed solution works well as there is no real implementation or lab prototype of it. 

A different approach [9] also considered the case of e-Health in China. The China 
project deployed EHR system into the cloud. In this project a private cloud was set up 
within the hospital system based on the IaaS model since they does not need to 
investigate the hardware and software requirements for the system separately. It will 
allow manage and monitor their data and increase its stability by using the private 
cloud and ViDs (Village Doctors) systems that is equipping village doctors and allow 
them to collect individual patient’s information by using Health Information 
Technology. The planned system is designated for rural areas usage by using ViDs. 
ViDs systems work without Internet access, which is ideal in rural areas with limited, 
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or no Internet access. In their proposed design, they solve the issue of disconnection 
and the availability of cloud however the data is updated in the servers only when 
there is a connection and there is no integration between different ViDs. Moreover, all 
the data are stored in servers without separation and administrators do the 
management remotely by accessing the system’s web pages. Reddy et al. 13] 
proposes a design of a Cloud framework for Health Monitoring System (CHMS). It 
gathers patients’ health data through data acquisition devices and communicating this 
data using communication systems like: 3G and wireless devices to Telemedicine 
Repository (TMR). In the TMR, which is hosted in the Cloud, the data is processed 
and store in EHR system that also located in the cloud. The proposed CHMS has a 
web portal that allows users and health care agencies to access the records whenever 
they want. The advantage of CHMS is that it supports remote consultation between 
patients and medical professionals. CHMS has been tested by experimenting the 
performance against the response time and the data throughput. However, there is no 
real implementation that reflects the efficiency of the proposed system. Moreover, the 
data management was not discussed in the proposed system. The system might face 
downtime issues as it is based on communication module that uses wireless and 3G. 

CHISTER [3] is an approach that relies on Cloud to support EHR system. 
CHISTER designed to have a two level modeling approach for an EHR system. The 
first model consists of data storage that defines entities and represents the semantics 
for storing the data. The second model consists of an archetype model that represents 
domain level constraints and defines clinical concepts. The authors claim that this 
approach makes the system more manageable and robust, as a change in one model 
will not affect the other model. To evaluate the performance of CHESTER, a 
prototype and benchmark of the performance was made. However, the complexity of 
operations in files creations and in checking the semantic of files each time makes this 
scheme unscaleable. 

Rodriguez-Martinez et al. [14] illustrate MedBook, a platform that supports 
exchanging health records and billing activities. It is a SaaS platform built on top of 
open source cloud technologies and running on the top of an IaaS platform. Web 
services and web applications are used to support placing new records for billing 
activities or for creating new accounts. Health records are stored in a collection of 
cloud resident relational database instances. Health care providers have control over 
their services. Records have IDs and based on append-only database. Whenever an 
entry enters the system, it updates all the associated records based on its ID. The 
authors argue that this design allow to have trace back for the entire medical history 
of a patient. It is already implemented but no performance test applied to the system. 
Medbook has limitation on its legislation status since its built using open source CC. 
 

Thuemmler et al. [15] discussed how to manage e-health data records in the cloud. 
FI STAR architecture based on Hybrid Cloud and the approach used is to bring the 
software to data paradigm. The requested services will be downloaded to the health 
system that locates in private cloud. The data will not be allowed to pass from private 
to public cloud. It consists of 3 main parts: Provider Edge, a Consumer Edge and an 
Application Store. The Provider Edge based on Public Cloud and includes software 
and the services. The Consumer Edge will be a platform software which will be run 
on top of a Service oriented Architecture. To manage all the activities, the authors 
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claims that the single point between bridges (private and Public) will allow close 
managing to all the health records. No evidence provided to test the efficiency of the 
suggested approach. Table 1 summarizes the advantages and limitations of each of the 
above approaches. 

 

Table 1.  Summary of different CC as a management solution for deploying health records and 
maintaining patients’ data.   

 
Managing health records in cloud is important and can be achieved through an 

effective storage solution and through identifying healthcare records. This mean, if the 
healthcare records are identified by metaData then it can be easily managed and 
exchanged. Identifying data helps to facilitate storing and retrieving tasks. Recent 
studies have showed that the performance is an issue in their proposed solutions. For 
example, some research reported limitations in data performance as all the data are 
stored in one repository [9, 14]. There are no separation between servers, which 
results in having bad data management. However, others [3, 12, 15] separate the tasks 
and health data into servers and into hybrid clouds but they fail to find a way to 
identify the data so it can be retrieved later on. Metadata can help as it could structure 
the healthcare records. 
  

 

3   HealthCare Records Manager 

In the proposed solution we will solve the challenges of managing healthcare data and 
enhancing the storage performance. The approach that we will use is to manage 

Project Advantages Disadvantages 
Ghana system  
[12] 

Handle performance by separating 
tasks into servers 

No real implementation No meta data for 
storing data 

China System [9] Solve disconnection issues by storing 
data into ViDs system 

Data are updated only when their is a 
connection to cloud performance issues 

CHMS [13] Collect and store data even in remote 
places 

bad data management - 
Scalability and mobility issues down time 
issues 

CHISTER [3] Solve performance issues – it 
capture meta data so better data 
management 

Complex - scalability issues 

MEDBOOK [14] Data recognition based on ID Performance issues - storage bandwidth issues 

FI STAR [15] Handle the growth of data bandwidth no evidence provided 
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healthcare data based on MetaData identification that are related to the types of 
healthcare records. For example [5]: patients’ records, Audit log records and health 
library records. MetaData [10] is “data about data“. It Provides two functions: First, it 
allows users to browse and find healthcare records because it provides a mechanism to 
identify the data based on its structure. Second, Metadata clarifies the relationships [6] 
that mean it can help to associate health terminologies because not all the healthcare 
institutions use the same terminologies. Moreover, to enhance the management of 
healthcare data, we need a mechanism to store and retrieve data in an efficient way. 
To do so, we suggest to use a module that helps to identify the best storage based on 
criteria like: storage space. Storing and retrieving healthcare data can be considered as 
direct indicator for an efficient management system [7]. Thus, taking this challenge 
into consideration is very important. 

Inspired by the previous literatures review on managing data in clouds, and our 
own studies from healthcare data management, proposal architecture is described as 
shown in Figure 1. First we will describe the proposal architecture and then we will 
discuss the execution workflow. 

3.1   The Proposed Architecture 

Figure 1 shows the proposed solution, which consists of three layers: First layer is 
user access layer that has General interface which allows communication between 
healthcare institutions and system. Healthcare institutions and users of the system can 
access the general interface anytime and anywhere as long as they have access to the 
Internet and membership to the healthcare institution society. Second layer is 
management layer that performs the Meta data management services. It plays the role 
of middleware between user access layer and storage layer. The role of management 
layer is to integrate the data between storage layer and user access Layer. 
Management layer makes it easy for users who want to store data as it takes care of 
finding the optimal storage. Users don’t need to know how and where the data is 
stored. Management layer checks the status of the storage and send the data to the 
optimal storage. The third layer is Storage layer that responsible of storing the data in 
cloud. 

 
The architecture of the system provides the ability for healthcare institutions to store 
and manage their data in variety range of storages. The system allows the users to get 
benefits from managing the healthcare data by utilizing the Meta data as a solution for 
management. Management layer which is the core layer in the proposal, contains the 
following components: 

a. Metadata Assigner: Data that enters the system needs to be assigned with 
Meta data for management purpose. There are two meta data proposed: The 
unified Meta data for all the records and the additional Meta data for each 
record’s type, for example: For patients Records, the Metadata is Patient 
Account Number-Patient Last Name-Patient First Name-Date of Admission. 
For audit Log Records Metadata is: Who access data, which data, where, 
when, why. For Health Library Records Metadata is: How many copies in 
the library – who checked them – Location 
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b. Optimum Storage Locator: determine the optimum storage to store the data 
based on: size and types of resources to be stored, storage space status, and 
network speed 

c. Pre-Processing Convertor: this component is responsible of preprocessing 
the data in case it needs to be converted to another form before it is stored in 
the storage. 

d. CS Adaptor Bus: This component allows scalability as it connects all the 
storage. It stores the data to the CSs. By CS Adopter Bus, the healthcare 
institutions can add as much health data as they need.  

 
The expectation from Healthcare Records Manager is as the following: 

a. Improve the performance of storing and retrieving healthcare data Better data 
management by using the optimal storage locator 

b. Allow better communication and data exchange be-tween all the healthcare 
institutions by identifying health records using Meta Data 

c. Allow scalability of data storage as the CS adopter bus can add as much CS 
as the healthcare institution need        

3.2   Management Execution Flow  

The management execution flow starts when the users and health care providers 
transfer their data stored in their local systems and local devices to management cloud 
system to share them. Management cloud system determine the type of data 
transferred and provides a Meta data structure according to the type of the records. 
The user needs to fill the Meta data of the transferred data in order to make it easy for 
later on retrieval. The Optimal Storage Locator will determine the best storage for the 
data and its Meta data based on the selection criteria. It is important to notice that, the 
preprocessing module will act only if the data doesn’t suit the needed format. 
Moreover, the users will not notice all the details steps such as storage selection and 
data conversion. Evaluation of the proposed solution: Expected Outcome/ 
contribution: Improve the performance of storing and retrieving healthcare data Better 
data management by using the optimal storage locator Allow better communication 
and data exchange between all the healthcare institutions Allow scalability of data 
storage as the CS adopter bus can add as much CS as the healthcare institution needs. 
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Fig. 1. Storage Management Architecture 

4.   Evaluation of HealthCare Records Manager 

 
4.1 Prototype Implementation: 
 
The system will be connected to many data servers that connected to the Internet. The 
user will access the interface to send healthcare data over the Internet to the data 
servers, which then manage the records in the optimal storage. When the user wants to 
retrieve the healthcare data, he or she will access the data server through a Web-based 
interface. The prototype will be built by using Google App Engine. We will create a 
class, which is the interface to manipulate health data to cloud. The language used for 
implementation will be java. We will connect to Google cloud by using Data store 
with JDO. The messages will be routing through the Message Routing that based on 
XML format. To access CS components, we will use CS API that is provided by 
Google. 

 
4.2 Prototype Evaluation: 
The evaluation of the proposal will be based on measuring scalability and 
performance of the data. An initial prototype is proposed in order to evaluate the 
efficiency of the proposed solution and to validate its possibility. First, it is important 
to test each component separately, in isolation, to make sure it’s performing the 
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expected behavior. The testing can be done by using tools like unit testing. Measuring 
the followings will test the scalability performance: 

a Speed vs. concurrent clients 
b Speed vs. healthcare size (small 4kb – large files 100MB) 
c Throughput scalability: scales up to bandwidth limit 
d Metadata scalability 

 
Moreover, different performance measurements will be illustrated to evaluate the 
performance. The test will include measuring the performance varies by uploading 
different size of health records to check the speed of the performance. Also, the 
network speed will be tested against the compressed health records and the normal 
health records. It can be predicted that the compressed health records will have better 
and faster transformation in the network than the normal health records and thus can 
help in health and clinical images transformation as it have large sizes. Also, the 
performance of the Optimal Storage Locator will be checked by measuring the storage 
space of each cloud and then if the Locator successes in determining the best storage 
cloud then its performance will be accepted. Also, the performance time of the 
Optimal Storage Locator will be measured by running sample to measure the time 
against the response. The goal of the heuristic algorithm is to find the optimal storage 
for healthcare data with minimum time. The expected result should show very fast 
response in less than 500 ms in a test environment. 
 

5. Conclusions and Future Work 

 
In this paper, we have proposed the Healthcare Records Manager in Cloud by using 
the power of Meta Data to identify healthcare records and also by using Optimal 
Storage Locator module, which allows finding the optimal storage for healthcare 
records. We have also proposed an architectural design for healthcare records in 
Cloud as a solution for managing and storing healthcare records in cloud by using the 
concept of Meta Data. Finally we suggested a prototype to evaluate the proposed 
Healthcare Records Manager by testing the scalability and performance. In the future, 
we plan to carry out some further activities, which could improve the performance of 
Healthcare Records Manager. First, we plan to Implement Evaluation prototype and 
also we plan to classify more Types of Healthcare records in order to include it in 
Meta Data structures. Finally, security issues will be addressed in the next phase of 
this research. 
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Abstract. In tourism, marketing it is very important to take into consideration client 
opinions. The majority of this type of work focuses on textual classification. We 
have proposed a methodology that uses a semantic orientation of texts in order to 
identify: a) the classification of text-based opinions and, b) a semantic focal group 
in which textual opinion differs from polarity. For this reason, we have designed a 
mechanism that identifies levels of concordance between opinion and emotion in a 
text. When there is no concordance found between such variables, a focal group can 
be identified – the latter of which is very important for tourism operators. The 
results of our proposal are favorable in terms of identifying precision levels and 
they also help to provide conclusions and scope for future work related to the 
original proposal.  

 
Key words 
Tourism, Opinion, Tourism Package, Ontologies, Sentiments, Emotions, Polarity. 

 
1. Introduction 
Global tourism marketing strategies do not always take into consideration consumer needs 
during the elaboration of Tourism Packages (TP). The latter concept is essential to 
understanding consumer behavior. In fact, TPs are becoming more and more sophisticated 
today as consumers’ needs become more demanding and more complex. A basic principle 
of marketing is to enable consumer markets to identify the precise nature of a product or 
service.  
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In a similar vein, there are thousands of tourist destinations that are appealing to global 
travellers. However, many of these tourist destinations lack individual promotional 
strategies or do not have an established marketing campaign that includes TPs. In this 
sense, if a tourist operator is unaware of the needs of tourists, it is very difficult to create a 
suitable tourism package.  
Generally speaking, many tourists seek travel experiences that include basic services and 
products that are available in one’s own country. For example, Internet access, clean and 
safe accommodation, or just a cup of coffee-all of which are considered to be fundamental 
aspects of any TP. The majority of case studies that are used to help to identify a market 
segment are thus based on the actual requirements of the traveller. These normally consist 
of price, number of days spent travelling, the proximity to bus or train stations, and also 
basic services.  
In fact, for tourism operators this is something that demands hard work and analysis, as 
well as good decision-making skills. [1]. Designing a TP also facilitates exchange and 
transaction. Indeed, it is often believed that this process should terminate with the sale of a 
TP. However, what is more important is that which occurs after the purchase. In other 
words, how we deal with information stemming from customer experience.   
Our proposal primarily consists of identifying customer feelings after using a TP. The aim 
is to obtain a result – whether it is one of positive, negative, or neutral satisfaction. This 
will facilitate the improvement of marketing and services associated with TPs.  
For this reason, we focused mainly on customer opinions obtained from written tweets 
about TPs, and also by applying text mining algorithms that identified the subjectivity of 
opinions and polarity scales (positive, negative, or neutral), which were associated with 
the service. Our main objective, however, was to identify the semantic orientation of texts, 
which lead to the semantic treatment of opinions for a TP. It is also necessary to highlight 
that client opinions were not extreme (0.1), but rather intermediate values that formed part 
of the neutral opinion value scale.  
Our proposal thus consisted of individual elements that were examined together with the 
aim of taking into account the neutral values, which were rated as “normal” in terms of 
opinion. For this reason, we adopted the proposals of [2], which describe the level of 
pertinence in which it is possible to identify an emotion. However, prior to working with 
opinions, it was necessary to filter them by means of calculating the semantic orientation. 
In this sense, we only validated only those opinions that were semantically close to 1.  
This helped to differentiate the normal clients (semantic concordance) from those without 
such concordance or those that are considered to be a semantic focal group. A semantic 
focal group is very important for tourism operators; it helps to identify whether clients 
provided accurate information or not about a product or service. In the following sections, 
we describe the State of the Art related to our research. This was done after proposing a 
methodology.  
In the methodological section, however, we used text-mining definitions that enabled us 
to obtain semantic polarity and a semantic orientation of the subjective opinions of the TP. 
Finally; we tested the hypothesis with datasets so as to obtain the conclusions and to 
assess future research possibilities.  
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2. State of Art 
The information that flows during the execution process of a TP is very important for 
tourist operators who need to improve their services. Consumer behavior in social 
networks was examined using text mining techniques, which helped to classify it 
according to customer preferences and to obtain information about client segments that 
preferred one TP over another [3].  With regard to customer opinions, we can also 
distinguish those that are spam [4].  
Moreover, when they are processed as subjective opinions, they constitute noise in text 
mining process. Once the user’s opinions have been validated, one can process the 
subjectivity and obtain classifications of tourist destinations (good, bad, average). The 
VIKOR model is used to classify tourist destinations according to user opinions, to filter 
irrelevant commentaries, to extract feelings or sentiments, and to quantify them, [5]. We 
used the VIKOR principle, but with Semantic Orientation (SO) values close to 1, since it 
was necessary for the opinions to be close to semantic management.  
The multi-dimensionality of the model both enables the classification of places to be 
precise and aids the decision making process of the tourist operator and the consumer. The 
process of identifying valid opinions is very important in this study as it contributes to the 
semantic treatment of the data- making them a precise as possible for tourism operator 
consultancy. The customer opinions are not only used for text mining and for classifying a 
sentiment, but also for obtaining preferences.  
When we examine social networks in relation to tourism and the evaluation of hotels, we 
aim to look at customer satisfaction and online management of the topics that are 
addressed in conversations with the clients [6]. This is an area that the clients consider to 
be of vital importance since it links the conversation and client opinion with the entity.  
For example, the extract the hotel was clean becomes a positive opinion regarding the 
entity ‘Hotel’ by establishing a semantic textual relationship.  
These semantic representations have already been used for decision making in tourism. 
Combining semantics and information technology algorithms has thus enabled the 
classification of tourism documents [7] [8].  The design of semantic structures for tourism 
is related to consumer behavior, which is generally obtained by means of surveys that 
include measurements such as percentages, averages and standard deviations. These are 
also key aspects in tourism research.  
In this case, we worked with text mining techniques for semantic treatment and proposed 
the usage of the fuzzy logic since the client opinions were between (0 or 1), or had 
intermediate values which were expressed in the text with phrases such as more or less 
and average - a definition, which in our proposal, is used to describe the neutral state of a 
client with respect to an opinion about an entity. The PANAS proposals and the levels of 
proposed pertinence in [2] are utilized in our research with the aim of identifying an 
emotion and its level of pertinence.  
 
3. Methodology 
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One example of the text that we analyzed in this research study is that which has been 
compiled for the data set: opinions_hote725721. 

 
The above text is an example of an opinion about a hotel. The hotel_72572 dataset 
contains more than 100 opinions about hotel services. Our proposal consists of identifying 
irrelevant opinions so as obtain an emotion and polarity of the text. 
 
3.1. Irrelevant Opinions 
Opinions have polarity. However, in order to construct a syntactical tree, one needs to 
have concepts and sentiments (feelings) linked together. This will enable us to create an 
affective space.  By establishing these concepts, and by having sentiments (feelings) 
linked to this concept, we can use the polarity scale to calculate the valence of a concept. 
Moreover, because it is a dependency-based concept, it can transfer its valence to the rest 
of the concepts based on the proposed clauses or rules.  
One should remember, however, that in order to obtain polarity, it is necessary to use 
dictionaries or lexis where the concepts are already related (which should be done in 
advance and should include a polarity and a related emotion). We can use Table 1 for this 
as it provides us with a polarity level. In addition, we can obtain the affective spaces, i.e. 
provided that we link each phrase of the text (entity) with a polarity. Moreover, with 
polarity, and through the incorporation of feelings and emotions, we can also apply a 
diffused classifier, i.e. with the aim of allocating the affective space to the new opinions.  
The following code can be used to carry out this process: 

                                                           
1 http://www.cs.cmu.edu/~jiweil/html/hotel-review.html  
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In the above example, Code 1 can be used to obtain a semantic orientation (SO) of the 
phrase “This is”. Although there is a prior classification of the sentences, the previously 
created corpus2 may also contain syntactic dependency trees (syntactic n-grams) and 
semantic dependency. All this helps to comprise the affective space. In our case, however, 
the previously built corpus is comprised of the opinions provided by tourism clients.  
One may also use diffused classification. In this case, it is not only about obtaining 
semantic orientation, but rather about obtaining the level of valence based on polarity. The 
affective space may also be comprised of emotions that have an “emotional level” and 
that can be treated with diffused logic.  
 
3.2. F-CLUSTER 
What is important, however, is to relate the concept (phrase) with an emotion and polarity 
(range). Lexis is used as affective spaces. This includes affective phrases (taken from 
affective dialogue) in the same way that characteristics are included in the training grid. 
The algorithm Fuzzy c means (f-cluster), which is used to obtain groups based on a 
corpus. It is based on the function that helps reduce errors for each of the groups found in: 

Jm =    , 1<= m < ∞3 

As an example, we are going to apply the f-cluster classification to our series of data:  
                                                           
2 http://ajax.googleapis.com/ajax/services/search/web?v=1.0&q=%s 
3 formula 

Code 1. Semantic Orientation 
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Table 1. Dataset polarity vs. emotions 

Table 1 is related to the polarity of texts and the most repeated or most prominently 
experienced emotions in this study. The source code obtains the following f-cluster 
classifications:  

 

The results are shown below: 

 
As a result, a high level of error is produced due to the small quantity of existing data in 
the dataset.  The results of the centroids are as follows: 

Positive Negative Class 
16 6 Sad 
20 19 Sad 
21 14 Neutral 
7 7 Happy 
56 35 Happy 
1 1 Sad 
2 3 Neutral 
36 11 Neutral 
29 19 Sad 
17 35 Neutral 
26 17 Sad 

 

Code 2. Fuzzy Cluster 

446 N.S.B. Sánchez et al.



 
Here, for example, we find high values for the entries. We later observe the pertinence of 
the grouping as follows: 

 
Below, we can see low values for cluster 1 (probable errors of the algorithm).  Cluster 2 
shows high values like those in cluster 3. The grouping of the entries per class are shown 
in the following diagram: 
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Figure 1. Distribution of emotions vs. polarity 

Figure 1 shows that groups are created based on the distribution of emotions.  For this 
example, the groups are homogeneous. What is interesting to note in this graph is that the 
groups do not mix with each other, which gives us the “preliminary” conclusion that 
emotions and polarity serve as mechanisms to identify client groups and valid opinions. In 
Figure 1, the affective spaces are shown, i.e. where each emotion is related to the text 
polarity. This has helped create more homogenous groups.  
However, for the time being, and for the purpose of this study, they are not mixed. The 
level of emotion is reflected in the level of pertinence for each class. The emotional levels 
of [2], from 0 to 4 are taken into account to identify the emotion in our research, e.g. by 
placing a 0 where the emotion does not exist and a 4 when the emotion is found at its 
highest semantic level. When referring to the semantic level, it is important to highlight 
that the relationship with polarity must be precise.  
Thus, where an emotion has a high level of polarity, then the positive or negative polarity 
must also be high.  
 
3.3. Analysis of emotion and polarity 
In this study we used dictionaries that enable us to obtain a semantic correspondence of 
opinions, that is, once they had been filtered via SO. These dictionaries are described as 
follows: a) ElhPolar, this dictionary relates the word to the level of polarity. (For example, 
a_ciegas (blindly): negative) [9]. This dictionary is currently available in Spanish. 
Moreover, with this dictionary, we can emulate the proposals by [10] with SenticNet, and  
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b) EMS relates words with emotions. (For example, ‘victimized': 'cheated'). This 
dictionary is available in English.  
In order to provide a more concrete example, the words were translated into Spanish4. 
With this particular dictionary, we can emulate the proposal provided by [10] such as with 
WNA (Affective Spaces). Code 2 helps us to obtain a correspondence between an emotion 
and the polarity of a text.  If there are no coincidences, there is a problem in terms of 
consumer opinion. Therefore, one may obtain focal clients for the tourism operators.  

 
Figure 2. Semantic correspondence 

Figure 2 shows the semantic correspondence of a dataset of opinions.  The negative 
polarity is the most common, which corresponds to the emotions of Angry and Sad, 
namely those emotions that that possess an emotional classification.  For example, a 
specific client may be said to have valid opinions and consequently they may be taken 
into consideration by the tourist operator in decision making. Therefore, when this 
concordance does not exist, we have a focal group that must be studied in detail as shown 
in the Code 3. 

4. Experimentation 
During this stage, we worked with the dataset_72572 with the aim of corroborating our 
methodology.  The results are shown below: 

                                                           
4 EMS can be obtained from: https://pythonism.wordpress.com/2013/06/16/elementary-sentiment- 
analysis-on-a-text-using-python/#more-1256.  
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Table 2.  Valid opinion selection 

Table 2 shows that our methodology is precise. In other words, it is capable of identifying 
the valid opinions of the clients. For this reason, we took the 25 positive values with the 
aim of identifying their semantic correspondence. The values obtained by the F1Score 
indicate that there is equilibrium in the results.  

 
 
 The results are shown below: 

TP TN FP FN Precision Recall F1Score 
16 2 2 5 0.88 0.5 0.64 

Table 3. Semantic correspondence 
The precision value in Table 3 is very important for our research. Apart from identifying 
concordance, it helps us to obtain a high level of precision in the focal group. However, 
the Recall value is considered to be low here. In addition, the error level should be 
reduced. Indeed, our methodology does not take into consideration certain opinions that 
form part of the focal group. We also analyzed the level of pertinence that was obtained 
with fuzzy logic. Table 4 shows the results obtained with fuzzy logic: 

TP TN FP FN Precision Recall F1Score 
21 15 8 4 0.72 0.65 0.68 

TP TN FP FN Precision Recall F1Score 
42 9 7 12 0.85 0.56 0.67 
50 12 4 4 0.92 0.75 0.82 
37 8 8 17 0.82 0.5 0.62 

Code 3. Semantic correspondence 
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Table 4. Identification of Emotions: Polarity vs. Emotion 
 
Table 4 shows that the proposals by [2] function better for our experimentation stage, that 
is, with an F1Score value of 0.82. Three emotions are highlighted in the experimentation 
stage: Sad, Happy and Neutral.  For neutral emotions, the important point was to 
determine that neutral may result in an opinion. For this stage, only some certain opinions 
were taken into account. The results from the experimentation stage are shown below: 
 

       

 
 

Figure 3. Emotion vs. Polarity 

Figure 3 shows that a sad emotion may exist in a text –e.g. where there is a neutral 
negative-positive and a neutral-negative polarity. This implies that there are incoherencies 
in consumer opinions, which should be taken into consideration for the focal groups. In 
fact the emotions that are displayed are sad – despite that fact that they are found to be 
positive. The same result occurs for the happy emotion. For neutral, there is only the 
Positive –Neutral scale, which indicates that those that show a neutral polarity are more 
positive in written texts, and are consequently not that neutral. 

5. Conclusions and future work 
In this study, we described the semantic treatment of tourist opinions. We began by 
validating opinions using text mining techniques, i.e. with the aim of identifying the 
semantic correspondence and semantic focal groups. The semantic and focal 
classifications are important for tourist operator since they help us to identify which 
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clients should be focused on when proposing a new PO. The results show that our 
proposal is precise and that we can carry out a group classification and selection of 
opinions.  
In other words, where the different values for neutral opinions demonstrate that there is a 
neutral-positive or a neutral-negative polarity. This constitutes one of the most important 
findings of our work, which is linked to the identification of a focal group. However, it is 
not complete. We need to improve the recall values since the methodology does not take 
into account values that correspond to valid opinions. In a future publication, we will try 
to improve the error margin and design ontologies that include various classifications.  
With this new methodology, we can assess the relationships between entities and semantic 
treatment. This will be very important not only for group classification, but also to 
establish relations between different PO. 
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Abstract. This paper presents a novel approach on flexible and knowledge 
intensive process management, driven by a large automotive industry case study. 
The automotive company in analysis requires a very dynamic behaviour, based 
on high flexibility of both people and equipment. Market has been imposing a 
decreasing of automotive products life cycles, increasing the number of line 
adaptations during the entire value chain, resulting in an increased complexity 
from product design to production. To handle this complexity, new knowledge-
based methods and technologies to model, simulate, optimize and monitor 
planned and existing manufacturing systems are required. Existing large 
Enterprise Information Systems impose totally structured and predictable 
workflow, while knowledge intensive processes are flexible and unpredictable, 
involving high amount of human-decision and interaction. This lead to the need 
of development of highly specialized applications. This paper presents a novel 
hybrid approach, including work, information and communication management, 
to support knowledge intensive processes. The application of the new solution in 
the automotive engineering process management proved to be very effective and 
efficient, leading to significant savings. 

Keywords: Hybrid Process Management; Knowledge Based Engineering; 
Collaborative Engineering; Product Design and Development; Manufacturing 
Planning. 

1   Introduction 

Nowadays, automotive industry is driven by mass-customization and high quality 
and productivity standards. Time to market is critical due to the imposed shorter life 
cycles of the products, increasing the number of facelifts and respective production line 
adaptations during the entire value chain. This implies a fast reaction and proactive 
production system based on product, process and human resources flexibility [1] [2]. 

The presented use case is based on a flexible multi product assembly line that 
produces three car models. This paper is focused on the planning stamping processes, 
which involve high levels of collaboration, communication and human decisions. These 
kind of processes require a very forceful and dynamic behaviour, which is achieved 
through qualified and motivated people, continuous improvement and innovation.  

The company has a specific Business Unity (BU), dedicated to dies construction, 
together with other four tool shops, supports die constructions as a core technical 
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business worldwide. With a workforce around 230 employees, equipped with modern 
milling machines and try-out presses, this BU is able to follow-up several die-sets 
projects from analysis phase till the process validation phase.  

Every time a new car model is launched, a new die-set project is raised for stamping, 
been managed by a dedicated team that has to handle a huge amount of information 
flowing through the different stakeholders and during several phases of project. Having 
the right information at the right moment, to make fast and well based decisions is 
usually a challenge planners and managers have to face. 

After analysing the as-is processes, it was possible to assert that the continuous 
updates on each die-set (DS) status were consuming a considerable amount of time and 
resources, turning the decision making process more reactive instead of the desired pro-
active approach. It was also possible to see that valuable information is spread by 
numerous departments and specialists. This approach represents a severe concern since 
it can be the cause of wrong or slow decisions due to misinformation in a process that 
is very time dependent. 

This show us that this process can possibly generate high amounts of information 
that need to be searched, organized, reported, kept, tracked and stored for future 
projects causing the concerns regarding the reaction times and reliability of 
information.  

The current state of the process weaknesses can be summarized and identified in the 
following list: 
� Transversal and hierarchical projects involving several departments and 

objectives within the organization; 
� Human intensive processes with high level of improvement and feedback loops; 
� Processes dependent on individual expertise;  
� The number of people involved and information’s storage formats are 

incompatible with a pro-active approach;  
� Management based on individual trust; 
� Low capacity for knowledge capture and reuse; 
� Lack of standardized knowledge based databases fed by past experience and 

personnel knowledge; 
� The current storage method for data makes it difficult to gain access to it; 
� Ad-hoc communication flow; 
� The reliability of the data is compromised because of the communication 

methods and data formats;  
� Time dependent processes that do not allow on-time/online monitoring;  
� High risk of misinformation. 
Having analysed the as-is state in detail by considering the process mapping it is 

possible to understand that all the weaknesses can be eliminated by providing means to 
have a proactive approach in the die-set manufacturing process.  

This paper presents a complete solution to support collaboration in knowledge 
intensive work environments in the scope of automotive engineering and planning, 
including integrated work, information and communication management. 
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2   Approaches and state of the art  

 Knowledge intensive processes are not suitable for traditional automation and 
enterprise information systems and new knowledge-based methods, technologies and 
tools are required [1]. 

It is observed that in many cases the existing information and communication 
technologies tools are not capable to manage the daily activities due to the lack of 
flexibility regarding dynamic and changeable environments [3] [4]. Large enterprise 
information systems impose structured and predictable workflow, while projects are 
flexible and unpredictable, involving high amount of human-decision and interaction 
[3] [5]. Moreover, many times, large enterprise information systems are not able to 
manage the communication and information inherent to the knowledge-based process 
itself [4] [6]. Thus, during the project execution, team members are forced to use office 
productivity tools such as spreadsheets and text editors as well as shared folders and 
internal email and phone to manage processes in flexible and unpredictable work 
environments [3]. 

This lead to the need of development of small and highly specialized applications 
with few features, available in any alternatives (Tablets, Phones, PC) and cross linked 
in order to support the product designers, process planners, and shop floor managers in 
their daily activities with a special focus on supporting collaboration in knowledge 
intensive work environments [3]. 

Process management research tends to focus on situations that are responsive to 
formal analysis and modelling.  However, in several domains, it is not possible to 
structure or model processes using formal notations. The total flow of so called semi-
structured processes is not known a priori and many times, only the high level phases 
are defined [1] [8]. 

The characteristics of a structured process include: 
� The scope is totally defined and all the activities are known; 
� It is possible to identify  the initial state, the final state, and all potential 

transitions; 
� The process is suitable for fully automation. 
Despite the apparent simplicity of the above characteristics, many companies try to 

completely automate this kind of processes with no success due to the fact that a full 
definition of a knowledge based process is not possible [6] [8] [9]. 

In fact, humans are better than computers for non-structured and ambiguous 
situations [1]. On the other hand, computers tend to be better than humans for full 
structured processes. This situation lead to a more difficult decisions where companies 
need to determine when a process should be fully automated or not [10] [11].  

Some important implications of non-structured processes include [10] [13]: 
� Inputs may not be completely definable;  
� A priori optimization is not definable since optimization implies the use of rules; 
� Increased flexibility, since a non-structured process cannot be fully described. 
The case presented in this paper falls into these two extremes and when a new car 

project starts, the top management defines only some milestones that are controlled in 
an automatic way. However, the work to be done between each milestone cannot be 
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automated once it relies on human intensive knowledge and decision tasks, even if the 
final results are known. The combination of these structured and unstructured activities 
are equally important in terms of leading the project to its success [10].  

In summary, decision making involve two types of processes: a structured process 
is a process that can be reduced to fully-defined rules leading to high efficiency but low 
flexibility (typical workflow management systems), while a non-structured process is 
not reducible to fully defined rules, leading to high flexibility but low efficiency and 
control (typical ad-hoc managed processes). We call a process as semi-structured when 
it contains both structured and non-structured sub-processes leading to a flexible and 
efficient hybrid approach. This kind of processes are suitable to be supported for what 
we call Hybrid Management Systems, as depicted in Fig 1.  

 
Fig. 1. Flexibility vs. Efficiency in Process Management 

3   Detail analysis of the process 

The die-set development process was split into three main stages: planning, 
machining and evaluation stages. In fact, each process instance can be deployed and 
implemented in partnership between the buyer and suppliers, or simply by the buyer or 
the supplier. Here, the decoupling point depends on the level of expertise of the buyer 
to deploy and control this process. 

The planning is one of the most critical stage of the DS development process, since 
the outcomes of the activities involved can strictly affect the performance of the overall 
process execution. Based on the assumptions that the DS specifications have, the 
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following activities must be performed: Team Definition, Simulation & Feasibility 
Study, Capacity & Resources Allocation, Die Concept & Process Simulation and 
Components Design. 

Starting from the team definition, each technician is responsible for a series of die-
sets, distributed to a small number of suppliers (one or two maximum in order to 
enhance the buyer-suppliers relationship). Then it is necessary to execute the right 
simulations and feasibility tests, in order to understand if the technical specifications of 
each die-set are correct from a product and manufacturing point of view. After 
validation of the technical specification for each die-set, it is important to understand if 
the plant, where the die-set is going to be used, has the resources necessary to apply the 
die-sets designed. In other words, if the facilities have enough space to store the die-
sets, during the “homeline” try out and production, as well as understand if there is any 
available press capable to apply, for instance, the forces and torque necessary. Known 
and validated the die-sets, as well as the necessary resources, it is possible to build a 
3D model of each die-set, as well as plan the die-set construction, in terms of budget, 
time and quality. Here it becomes critical to specify the quality standards to be validated 
at the end of the process execution. 

The following stage, the machining, is where the supplier has to transform the die-
set 3D model into a final and usable die-set, capable to produce the parts as specified 
by the product owner.  

The final stage must be focused on the evaluation and improvement of the die-set 
model built, towards the successful production of the idealized parts. Here, both 
company requirements and quality standards defined during the planning stage must be 
taken into account. Thus, as first action, technicians must build some prototype parts in 
order to validate if the dies are fulfilling the expected quality standards. After all 
product requirements being validated the manufacturing process is tested thought a pre-
series evaluation. If minor problems are identified, then correction action must be taken 
in buyer’s house, following an iterative approach. 

Given this scenario, it is clear that managing a die-set program for a new car project 
or for a new car variant requires a holistic view of managing several hundreds of 
individual instances that depend on each other. When some decisions are being made 
individually it can affect other running projects. For example a decision in the 
development of one DS can have indirect consequences in other running DS 
development projects. Additionally, it requires managing several suppliers, 
stakeholders and documents that are being continuously updated into new versions due 
to improvements or unpredictable changes in the product development. The challenge 
is how to manage effectively the product development process when the information 
collected is dynamic, comes from multiple sources (stakeholders and software tools) 
and has dependences. 

The process of dies manufacturing is highly complex and very human intensive 
(only highly skilled resources based on experience and expertise are chosen). It has a 
step-by-step methodology with a high level of improvements and feedback loops, 
through the lifecycle of the product development, demanding a very flexible and real 
time monitoring process.  
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Despite this, the complexity of the DS development process increases because each 
step can be performed by a different expert team with different goals. The existing 
interdependencies must be taken into account to avoid lack of consistency. 
Additionally, there is a huge amount of information and communication flow being 
managed. 

The need to control these flexibility due to product development time constrains led 
to the development of a Hybrid Process Manager (HPM) application that is helping to 
control the several steps and sub-steps, tasks and activities of the process in terms of 
time, information and communication flow. Moreover, information generated along the 
different activities of the process life cycle, is classified and catalogued according to its 
relevance for the process execution, in order to optimize the time and effort necessary 
to make decisions. 

The product development communication process was being made through the 
traditional support form of paper or e-mail, which was easily forgotten, lost or ignored 
when the work environment have excess of information. The developed communication 
functionalities allow connecting all stakeholders and interdisciplinary teams that are 
involved in the product development. This guarantee real-time communication, 
information regarding updated documents, problems or other issues, saving time and 
improving the decision making process.  

As stated before, the product development process of building a new die, requires a 
lot of expertise, experience and knowledge that are valuable on solving problems and 
which were not captured, stored or re-used. The knowledge reuse process will be made 
through ticketing functionalities where the user can document in detail the problem of 
the part being developed, list of actions, method, solution, and verification and action 
plan. This information can be re-used when needed through a database with a problem-
solution-result repository.  

The product development process, as stated before, is very complex and requires the 
management of a high quantity of tasks with their problems and constrains. In order to 
keep track on the status of the tasks it will be monitored by an application which will 
allow the user to identify if a task has a delay. 

Traditional process management is mostly mechanical, mono-causal and non-
dynamic with a linear structure that is unsuitable to solve the above challenges. The 
flexibility desired due to the dynamic system of product development requires a new 
approach that will allow to breakdown the communication and collaboration barriers 
between the product-process-factory-production levels. The adoption of the developed 
tool supports the company in facing this challenge and enables a faster and a more 
efficient product development process. 

4   Solution 

The aim of the Hybrid Process Manager solution is to facilitate the flow of 
information among partners, making it more reliable and actual, allowing a closer 
control and fast reaction. Thus, it is strictly linked with planning activities on the 
stamping area, covering a special challenge related with the launch of a new model. 
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Working in cooperation with other departments or external partners, stamping 
planning department has to manage a pack of dies-sets (the tooling necessary to produce 
new parts for a new model), track the flow path, schedule, define milestones, handle 
project changes, evaluate risks and define actions, as well as control costs and capacities 
along the project development.  

In order to successfully accomplish this mission, for each project this department 
need to collect and manage huge amount of information and knowledge, coming from 
inside and outside of the factory. Indeed, managing all this information not only is 
intensively time consuming, slowing down decision-making process, but also hinders 
project reliability, increasing its uncertainty. 

Specifically, the aim of the solution is to manage the product development process. 
Currently these actions have been done manually using numerous physical, electronic 
files and calls. Therefore all the information needed and used in the process is spread 
around several departments, reducing the reliability of the entire process to a minimum. 
To solve this, a new approach and solution is needed. 

HPM solution addresses the main challenges that are typical in this kind of semi-
structured and knowledge intensive collaborative environments by implementing the 
following functionalities: 
� Dashboard for holistic view of project status; 
� Real time monitoring and control of the ongoing work activities;  
� Totally integrated knowledge and documents management; 
� Technical integration with Windows and Office tools, which are widely used 

by project teams; 
� Integrated communication/messaging along the process activities in the scope 

of each project/phase/to-do, eliminating the internal and project related email; 
� Problem solving support - tickets management integrated with all entities. 

The HPM solution relies on an ASP.NET web application and takes advantage of 
Microsoft SharePoint foundation services. The application runs on Microsoft Windows 
Server on top of Microsoft SharePoint Foundation Server and its data model is 
implemented in SQL Server RDBM System.  

LINQ-TO-SQL is used to enhance the connection between server side C# 
programming and database. Several libraries are used in order to integrate the 
application with native windows functionalities as well as Office tools, which are 
widely used by knowledge intensive workers. The process manager UI is a totally web-
based HTML5 and JavaScript technologies enabled. Several control libraries such as 
telerik for AJAX.net and HighchartsJS were also employed in order to have a rich and 
high usable and flexible interface. 

During the requirements elicitation process, it was clear that all stakeholders use 
Microsoft productivity tools in their daily work. Thus, it becomes obvious that a 
seamlessly integration with Microsoft productivity tools such as windows explorer, 
outlook and office tools is critically necessary.  

Giving this context, is was decided to develop the application on top of .NET and 
SharePoint foundation frameworks in order to take advantage of its functionalities. 
Thus, the eApp is designed to run on windows server IIS using Microsoft SQL server 
and SharePoint Foundation services. Nevertheless, a Windows Communication 
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Foundation (WCF) RESTful API was developed in order to have an integration 
endpoint with any kind of application such as java EE, android, iOS and others. 
Moreover, MVC Frameworks such as AngularJS can be employed to develop 
customized GUIs for specific devices like smartphones or tablets. 

5   Validation 

During the process analysis and re-definition, a set of Key Performance Indicators 
(KPIs) was defined in order to measure the impact of the solution. Thus, for the 
successful implementation of the solution, the following KPIs were defined:  

Overall Report Lead Time (ORLT): Required time necessary to create an overall 
report in hours is given by the equation 1.  

 

 (1) 

 
Overall Report Resources (ORR): Required resources necessary to create an overall 

report in persons is given by equation 2.  
 

 (2) 

 
Reaction Time on Critical Status (RTCS): The Reaction Time on Critical Status KPI, 

measures the mean elapsed time between the problems raise moment till its closing, 
when they’re solved. It’s measured in hours and can be calculated using the equation 3. 

 

 (3) 

 
Phase Lead Time (PLT): The Mean time between the start of a project type phase 

and the effective closing of that phase.  This KPI is measured in hours and can be 
calculated using the equation 4. 

 

 (4) 

 
Project Schedule Variance (PSV): The variance between the project schedule and its 

real execution time can be calculated using equation 5. 
 

 (5) 
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The solution was evaluated in real engineering environment inside the company, by 
the stamping planning team, which involves eight planners and a manager for each 
project. During this evaluation phase, a specific project has been used to test and verify 
the functionalities implemented. Each stakeholder has a specific credential to access, 
test and validate the functionalities, giving feedback for continuous improvement. 

It was possible to measure and calculate the KPIs previously defined and compare 
the results, lead to the savings that are presented in the following table. 

Table 1.  KPI values and savings. 

KPI Acronym Units AS-IS Result Actual Result Savings (%) 
TACD minutes 30 5 83,0% 
ORLT hours 3 0,5 83,0% 
ORR persons 9 2 77,8% 
RTCS hours 20 5 75,0% 
PLT months 4 3,5 12,5% 

6   Conclusions  

As shown by the results of KPIs from previous section, the introduction of the 
Hybrid Process Manager in the automotive engineering collaborative environment 
prove to be very effective and efficient, leading to good results in terms of savings.  

The introduction of the HPM made possible that managers avoid asking for reports 
and a lot of time and paperwork is now saved. HPM allowed planners to concentrate in 
important issues improving the product and avoid non-value added efforts and time on 
collateral activities. Other advantage is the data collection built in the solution storing 
historic and experience retrieval modules, allow access to expertize, knowledge and 
best practices collected from previous projects and available to incorporate in future as 
a factor of knowledge sustainability.  

The comprehensive dashboard allows the real time report of the project status, 
leading to savings in reporting time and resources. 

Due to integrated documentation and information management, team members have 
now instant access to the right information at the right place and in the right moment, 
leading to a reduction of time to access critical data. 

The communication functionalities and issues tracking, involving the allowed key 
players to participate more actively and fostering the team spirit.  

This solution has proven to be very effective and efficient when applied in hybrid 
work systems and in particular in the automotive engineering collaborative processes.   

In summary, the project has improved the communication, the cooperation and trust 
the exchanged information, which are key factors for a successful project. In future, 
with the integration of suppliers, the solution aims to allow a chain reaction and a huge 
impact on speeding up the product development and time to market allowing also a 
faster response to external changes. 
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Abstract: In a dynamic, globalized and uncertain reality, the Technologies of Information and 
Communication ICT, play a key role in the development of organizations from different fields such as 
technological, economic, financial, service and production among others, adequate critical is preparation 
and training from a corporate perspective, to focus on what we now call government Information 
Technology (IT Government), in order to give a response to the many needs of these, because beyond the 
purely technical and technological elements is important to recognize the organization of comprehensive, 
holistic with a synergy own that seeks the fulfillment of its objectives under increasing profitability and 
earnings maximum.   
In this article the different IT Government developments are explored, the most used in the world and who 
have made a significant pattern in organizational development and model of e-government posed by the 
Ecuadorian government, is the purpose to examine Ecuadors e-Government model. 
   
Keywords .-IT Government, ITIL, Cobit, Iso 2700, Models of IT government, e-government.  
    
1 Introduction  
For the operation and development, improve their efficiency safety and planning strategy meeting the 
challenges of today, every institution depends on information technology (IT)[1]. Due to the nature of the 
technology, in many cases other agencies declare their ignorance on the subject, which contributes to 
further isolate the IT area. THE difficulty most important of it Government is to align the strategic it goals 
with the Organization; the it areas are subject to different pressures because they must support the running 
of the business, support in addition regulatory pressures, technical and commercial. Quick response to these 
pressures can easily lead to lose alignment with the Organization and dedicate himself to solve punctual 
problems [2]. Produce the concept of governance and everything to do with it to achieve alignment and 
integration with the corporate governance has been a major effort of the Academy, consulting firms, 
research partnerships, regulatory bodies and standards organizations. Several efforts can demonstrate, to 
mention some, ITGI, ISACA and Enhancing Corporate Governance in the Bank's Banking Organizations 
for International Settlements (Basel Committee on banking supervision, 2005 & 2006) whose reports had 
origin, among others, by the Enron scandals [3], [4] and [5] where ultimately there had been fraud in 
information that corporations, shareholders and the world, taking advantage of the lack of control on 
information technologies.   
This article shows an evolution of IT Governments, and its status in the Organization of private and public.   

2 Conceptualization  
According to the RAE- Royal Spanish Academy,  governance is defined as "art or way of governing that 
he is proposed aimed at the achievement of sustainable economic, social and institutional development, 
promoting a healthy balance between the State, civil society and the market economy (RAE, 2005) and 
Government is the element that is to organize people with the purpose of achieving the objectives of the 
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community among which stand out the protection of the territory, the safety of its inhabitants and their 
integral development.   
Several concepts have revolved around Government, corporate governance, according to ITGI [6] 
corporate governance is a set of responsibilities and practices carried out by the Board of Directors and 
executive management. According to the OECD (2004), corporate governance is the system by which 
companies are directed and controlled. CAF - Andean Development Corporation in its regulatory 
framework to improve business practices in the countries that comprise the region (Bolivia, Colombia, 
Ecuador, Peru and Venezuela), defines corporate governance as a set of practical, formal and informal, 
governing relations between administrators and all those that mainly invest resources in the company, 
shareholders and creditors.   

Corporate governance and Government business are closely related, since the corporate delivery reports of 
an economic cycle and accountable on that information, it is necessary to control the execution of all 
processes that generate this information, which is the Government's business, where are the assets of the 
company and among those assets is the information technology i.e., the concept of IT Governance is within 
the Government's business, which is a dimension of the corporate governance and this takes years ago, i.e., 
does not come from the Cobit framework. Figure 1 shows the two dimensions of corporate governance: 
corporate governance and Government business.   
  

  
Figure 1. - Government of the company in a broader way, with two dimensions: corporate governance and Government of the 

business [1].  
   

The government information technologies integrates and institutionalizes good practices to ensure that 
the technologies of the Information on the company supports business objectives. It facilitates that the 
company make the most your information, maximizes the benefits, capitalizes on the opportunities 
and win competitive advantage [7].   

  
Figure 2.-adaptation of the model by Peter Weill and Jeanne W. Ross [8].  

It could also be defined as: "Is the efficient use of IT resources to support the fulfillment of the objectives 
of the business [9]".   

As well as good corporate governance is to ensure and to align the key business decisions, with the 
vision and strategy of the company, a good IT governance is critical to ensure that the decisions of 
IT are aligned to the objectives of the company [10].   
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The IT governance activities can be grouped into five areas of focus that are illustrated in Figure 3 (ITGI, 
2007):   
   

  
Figure 3.-IT governance focus Areas  

   

One of the keys to the success of the performance of IT is the report IT Governance Broad Briefing of the 
ITGI (2003) optimal investment, utilization and allocation of IT resources (people, applications, 
technology, facilities, data) in the service of the needs of the company. The majority of companies cannot 
maximize the efficiency of your IT assets and optimize costs associated with these assets.   
According to the IT BSC [11] there are four perspectives, each one designed to respond to a question about 
how to make the company's business, so that government information technology and business aligned. 
(Figure 4).   

 

Financial  Customer Provide good return on the investment in the IT enabled business investments  
Manage the business risks associated with IT  
Enhance corporate governance and transparency  
Improve guidance and service to the customer  
Offer products and services competitive  
Establish the availability and continuity of service  
Create agility in responding to the requirements 

Internal   

Learning and growth  

business change  
Obtain costs for service delivery optimization  
Useful/reliable information for strategic decision-making  
Improve / maintain the functionality of the business process  
Reduce process costs  
Provide compliance with external laws, regulations, and contracts  
Provide compliance with internal policies  

  Manage business changes  
Improve / maintain operational productivity and staff  
Manage business and product innovation  
Acquire / maintain personal skills and motivated  

Figure 4.-perspectives according to the BSC to align the business with IT    

    
3 The main trouble of IT Government  
Insufficient available of the IT staff; problems with the delivery of service; and difficulty to check the 
value of the Information Technology (IT), [12], continue to be the main problems for executives in 
companies around the world according to a new report by the Institute of IT Government (ITGI for its 
acronym in English), an independent, not-for-profit institution.   

ITGI commissioned a global survey of 749 executives from CEO/CIO level in 23 countries to determine 
priorities for Government and the problems with the you who have had to face. According to the 2008 
IT governance Global Survey, which is available for free download at www.itgi.org, 58% of 
respondents mentioned that the insufficient staff is a problem, compared to only 35% in 2005. 
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Likewise, 48% said that problems with the delivery of service continued to be the second most common 
problem and a 38% points to staffing problems with few skills. 30% of respondents reported problems 
in anticipation of the return of the investment outlay of IT.   

The study is a follow-up to the 2003 and 2005 surveys and da monitoring trends in IT in the past four years. 
Many important advances in business IT-related are identified in the report, including:   

a. 93% of respondents said that the IT are something very important within the corporate strategy - 
an increase of 6% compared to 2005.   

b. IT are always present on the agenda of the Board of Directors, according to the opinions of 32% 
of those surveyed - compared to 25% in 2005.   

c. 18% of respondents said that the IT Department always advises the company on potential business 
opportunities - only 14% reported the same in 2005.   

d. Awareness of the framework objectives Control of information and technology (COBIT for its 
acronym in English) related to the IT Government exceeded 50%, almost doubling since 2005.   

e. The use of COBIT doubled (from 8% in 2005 to 16%).   

Areas for improvement include alignment - 36% of respondents reported that the alignment between the it 
strategy and the corporate is average, poor or very poor. In addition, the implementation of activities 
relevant to ITGovernment varies around the world. The percentage of organizations that are in the process 
of implementing or have already implemented practices of IT governance in different regions are:   

• Latin America, 27%   
• Asia, 44%   
• Europe, 50%   
• North America, 50%   

In relation to Latin America, [13] considered that while the responses of those interviewed in Latin 
America show one lower percentage of implementation of practices of IT governance, with respect to other 
regions, the study showed that Latin America is the region considered most frequently as "very important" 
information technology, which confirms the great potential that is in this region to implement best practices 
of Government you like COBIT and Val IT.   

"The point is that many organizations around the world are sacrificing money, productivity and competitive 
advantage unnecessarily to not implement an effective governance," said Lynn Lawton, CISA, FCA,  FIIA, 
PIIA, FBCS CITP, International President of ITGI. "Companies with good governance have shown that 
provide a better return for investors and the same happens with the Government. Executives need to direct 
their IT for optimal advantage, manage IT-related risks and measure the value provided by them."   

Throughout the literature is an important number of frameworks designed to support the implementation of 
various aspects of the IT governance; Each focuses on different aspects of  IT Government priorities, 
making them largely complementary. However three main frames can be reviewed.   
    
4 Models Standards and framework of reference of  IT Government    
   

4.1 Basic management model IT .- With the progress and investment in ICT in organizations, 
cadres and managers expect profitable results for the company, which put it at the forefront in the markets. 
However cases of everyday life examples such as: failures in the implementation of ICT solutions, 
inadequate or obsolete technology, incomplete processes, lack of vision, budgets exceeded etc. Paul 
Strassmann, known North American consultant, points out that a direct relationship between the companies 
in ICT investment and return that get that investment [14] there is. Fundamentally the management of ICT 
should point you to the following:   

• The alignment of objectives with the objectives of the Organization   
• Opportunities and generate greater profitability   
• Use balanced, fair and equitable resources for ICT   
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• Risk minimization   
 According to the presented control frames shows the presence of standards that support the IT Government 
in any of them, that allow to realize the 'how' to different it controls.   

4.2 The ISO standard dealing with corporate governance: ISO 38500 (ISO/IEC,  
2008).- It was published in June 2008. It is based on the Australian standard AS8015:2005. It is the first 
of a series of standards on IT (ISO/IEC, 2008) Government. Its aim is to provide a framework of principles 
that organizations address used it to evaluate, direct, and monitor the use of the technologies of the 
information [15]. IT is aligned with the principles of corporate governance contained in the Cadbury Report 
[16] and in the principles of corporate governance of the OECD (OECD, 1999). The standard defines six 
principles of good corporate governance of IT: responsibility, strategy, acquisition, performance, 
conformance, human behavior. The model of governance presented by the standard positions three tasks 
areas: evaluate, direct, and control, as the key to give direction and monitor the performance of the roles of 
the management in the conduct of the Organization for the planning, implementation and operational use 
of IT [17]. Figure 5 illustrates the model.    
  

  
Figure 5. Model of Government IT ISO/IEC 38500 (Toomey,2009)  

  

4.3 ITIL.-v3.- ITIL (Information Technology Infrastructure Library) is the set of concepts and best 
practices for the management of IT services (ITSM) for development and IT operations established by the 
Office of trade of the Government of the United Kingdom (OGC). ITIL postulates that support, 
administration, and operation is carried out through five processes: incident management, handling 
problems, configurations management, change management and management of deliveries.   
  

4.4 ISO 20000.- Is recognized worldwide as a standard to certify the services management of companies 
and organizations, ISO/IEC 20000 (International Organization for Standardization) and IEC 
(International Electrotechnical Commission) (ISO/IEC, 2005a) (ISO/IEC, 2005b). The ISO/IEC 20000 
standard emerges as a response to the requirements of customers who not only wanted to work with them 
certified consultants, but that also required that the companies were certified.   
4.5 ISO/IEC 27002 (ISO/IEC, 2005 d) ISO/IEC 27000.-is a set of standards developed 
by ISO (International Organization for Standardization) and IEC (International Electrotechnical 
Commission), which provide a framework for managing the security of the information usable by any 
organization, public or private, large or small. Security can be seen as a measure of robustness of a system, 
with regard to a policy of safety [18]. This international standard establishes guidelines and principles 
generate them to initiate, implement, maintain, and improve the management of information in an 
organization security. Objectives of control and controls are recommended to meet the security 
requirements that have emerged from an assessment of risks [19] is a standard of good practice consisting 
of eleven domains, 39 control objectives and 133 controls for information security.   

4.6 CALDER-MOIR.- There are several frames of work and standards for the Government of IT, but 
somehow, none provides the complete set of IT governance. When these frames of work and standards are 
used collectively, become very confusing and obstructing the main purpose of the Government's IT [20].  
Many frameworks in existence, none is in itself a full IT government framework.   
The frame of Government of the Calder-Moir IT is a metamodel for models and coordinating the 
Government of IT providing structural Guide to focus the Government of IT. Using this model, the 
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organization can get maximum benefit from all other frames of work and standards [10]. It is a simple tool 
to help organizations implement the ISO / IEC 38500 for the Government in the real world.   

4.7 GTI4U Model 
Designed since 2008 and published in 2010 by the team of researchers GTI4U, at the request of the sector 
TIC Commission of the CRUE; conceived as a model of the it governance adapted to the University System 
Spanish (SUE) especially based on the standard ISO 38500. The model GTI4U consists of 3 levels:   

1. Elements of the ISO 38500 standard.   
2. A maturity model MM for each one of the principles of the standard.   
3. Different types of indicators related to the IT governance practices.   

   

4.8 COBIT Model.- The need for ensuring the value of ICT, ICT risks management as well as the 
increase in requirements for control information, understood now as key elements of the Government of 
the company. The value and the risk is defined as the possibility that can demonstrate an adverse event, 
misfortune or setback a loss, hence critical control for the Government's ICT[2[1]]. The approach to 
processes of COBIT subdivided ICT into 34 processes according to areas of responsibility: plan, build, run, 
and monitor; offering a vision of end-to end of ICT. The concepts of enterprise architecture will help 
identify those resources essential for the success of the process, i.e., applications, information, 
infrastructure, and people. COBIT supports the Government's ICT, by providing a framework that ensures 
that: TIC is aligned with the business, ICT train business and maximizes the benefits, ICT resources are 
used responsibly and risks of TIC are administered properly.   

  
Figure 6.- Principle of Cobit (ITGI, 2007)  

   

5 IT Government on the company   
Currently technological in any modern organization dependence have a graph up, practically in all kinds or 
business process, employees are in contact with different devices and components of the universe of the 
IT, establishing a relationship close between these business processes and technology and, consequently, 
with its resources and associated infrastructure.   
In 2012 the study "The future role of the CIO;" Digital Literacy', of CA Technologies company, pointed 
out that "87 percent of CIOS, s1 believed that ignorance of managers on the application of technology to 
business hampered business growth".   

Indeed, in many organizations, public and private, business units do not perceive the multiplier effect 
of the IT or as these may improve the effectiveness and efficiency of its business activities. I.e., the 
value of the information technologies, is not known as there are, generally, not relative to the 
performance before and after application measurement: what labor is saved, how much the time of a 
process or activity limits are reduced, novel uses of information have been developed for the business, 
what new capacity is available. It's direct benefits for the performance and economic management of 
the business units; Therefore, those business units will be unique corporate departments ready to meet 
and measure the usefulness and the warranties provided by the use of the IT and are themselves who 
can lead the development of these services and systems, since, usually, the Department and the 
specialist personnel of IT impugn those data, indicators and measurements to calibrate the impact and 
cost-effectiveness of these services and systems. It seems clear, then, that are not technical departments 
who should be directed and controlled employment present and future technologies of the information 
of an organization. [22].   
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5.1 IT Maturity   
Despite the omnipresent character of the information technologies in the professional environments, it 
is not difficult to find examples of projects and technological services that have failed after having 
generated great expectations. This circumstance, coupled with the lack of insight clear about the 
proportionality between it investments and the productivity of the workers has generated great mistrust 
by the governing bodies of the organizations; at the same time, the lack of methods enabling to properly 
align the IT with the business goals and then take measurements that demonstrate the benefits of a 
proper administration of the IT, to these governing bodies has caused a substantial delay in the 
positioning of these technologies within the organizations; and although many organizations have 
ignored their role and have avoided making decisions in administration of them due to these factors, 
today it is unthinkable to most of them that, in one way or another, have taken on the importance of a 
proper administration of the IT.   

In recent years, these factors have accelerated the pursuit of solutions that allow you to manage the IT 
properly, getting metrics of measurement and valuation that obtained the confidence of the governing 
bodies and ensure that investments generate the corresponding value of business with minimal risk. Thus, 
little by little, have appeared concrete action frameworks in the form of methodologies, standards or 
models of good practices that have led to significant progress in this regard.   

  
Figura 7: Evolución de la madurez de las organizaciones en materia de administración de las IT (Fuente CESEDEN)  

   
5.2 Management Resources or Services   
    
It is patent, therefore, as in the last decade the way of maturity when it comes to managing the information 
technology has led to all kinds of organizations, private and public, to the paradigm of management by 
processes with an undisputed service orientation. ITIL (library of the infrastructure of information 
technology), the main model of good practice for the management of IT services, born in the bosom of 
the public administration of the United Kingdom, said that the resources and capabilities constitute the 
assets of the service. Organizations use them to create value in the form of goods and services: resources 
are the direct entrance to the production start-up and become value through the management, organization, 
personnel and knowledge.   

The capabilities represent the ability of an organization to coordinate, manage and implement resources 
in order to produce value.   
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Figure 8: Resources and capabilities are based on the creation of value (source ITIL version 3)

    
The acquisition of resources is relatively simple compared with the acquisition of capabilities, but 
capabilities can not generate value, by themselves, without adequate resources. The combination of 
resources and capabilities form the basis for the value of a service. These are suitable assets to the 
provision of IT services:   

• Management: is a system that includes leadership, management, policy, performance, standards 
and incentives; It promotes, coordinates and supervises other types of assets.   

• Organization: are active configurations of people, processes, applications and infrastructure that 
implement all organizational activities.   

• Processes: process assets include algorithms, methods, procedures and routines that facilitate the 
activities and interactions of implementation and management.   

• Knowledge: these assets are an accumulation of achievements, experiences, information, 
perceptions and intellectual property related activities and specific contexts.   

• People: people represent the capacity of creativity, analysis, perception, education, assessment, 
leadership, communication, coordination, empathy and trust.   

• Information: these assets are collections, patterns and significant abstractions of data applied in 
the context of clients, contracts, services, events, projects and production.   

• Applications: they can be of many different types and include artifacts, automations, and tools 
to support the performance of other types of assets; the value of the applications is derived from 
its relations with other assets.   

• Infrastructure: the infrastructure assets have the peculiar property of exist in the form of layers 
defined in relation to the assets that give support, especially people and applications. Include, 
basically, software applications, computers, storage systems, telecom equipment, cables, wireless 
links, access control devices, systems of monitoring, buildings, electricity, air conditioning and 
water supply, without which it would be impossible that the people and the   Applications could 
operate.   

• Financial capital: economic assets are needed to sustain the property or the use of all types of 
assets.    
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Figure 9: The management of resources and capacities of the ITIL framework  
   
From the moment in which Richard Nolan introduced in 1973 his "model by stages" for the application 
of IT in organizations, there are many that have proposed models of gradual improvement. These 
models very soon became suitable instruments for developing quality improvement programs, thus 
helping organizations move up the ladder of maturity.   

Existing frameworks of best practices and standards serve as guide organizations to achieve 
"operational excellence" in the IT services management. Thus, the "requirements of the management 
system of the service (SGS)", include the design, transition, provision and improvement of services to 
comply with the requirements of the service and, therefore, add value for the customer and the service 
provider. The supplier requires an approach based on integrated processes when you plan, establishes, 
implements, operates, controls, reviews, maintains and improves a system of service management. 
Integration and coordinated implementation of a SGS provides a continuous monitoring, as well as 
greater effectiveness and efficiency.   
   
The service provider should define the scope of the SGS; create, implement and maintain a management 
plan; implement and operate the SGS for design, transition, provision and improvement of services; use 
the appropriate methods for monitoring and measuring of SGS and the services (internal audit and 
review the address); and maintain and improve the SGS, according to a policy of continuous 
improvement of SGS and the services. Minimum processes for the provision of the service are: to) level 
of service management, b) service reports, c) management continuity and availability of the service, d) 
preparation of budget and accounting services, e) capacity management, f) management of the security 
of the information, g) business relationship management, h) management of suppliers, i) management 
of incidents and service requests, j) management of problems, k) configuration management, l) 
management changes, and, m) delivery and deployment management.    

    
 5.3 IT Service Providers    
 Always within the scope of the management of services, other than that of good governance or the IT 
governance, from the hand of the cited standard, ISO 20000 has been introduced the concept of service 
provider: this organization or part of an organization that manages and provides one or more services to the 
customer. The ITIL reference model distinguishes three different types of service providers:   
(a) type I, internal service provider,   
(b) type II, services unit Shared and,   
(c) type III, provider of Services   
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In Ecuador, several institutions have been isolated in the process of TI efforts, the National Development 
Plan 2009-2013 provides a national long-term strategy, which seeks to diversify the productive matrix. On 
the other hand, the National Plan of development 20132017 plasma the strategy for the reduction of poverty, 
to support and facilitate these two great national interests, the State needs to improve its management and 
the quality of its services, for which the use of the Information and communication technologies (ICT) 
becomes a key factor.   
  

Electronic State institutions generated several initiatives to improve governance, so each entity generated 
one or more projects to meet its institutional strategic objectives.   

These isolated institutional efforts have contributed to some extent to the development of e-Government in 
the Ecuador. Fruit of these efforts have generated a set of systems, portals, applications and solutions   

The efforts have left several lessons learned, which will allow to conceptualize the key projects of the Plan 
with a view to achieving the greatest possible success. The lessons learned are detailed below:   

a. It is essential to involve the citizen / citizen initiatives and activities of e-Government so that 
outcomes are aligned to your expectations.   

b. Necessary lifting, standardization and optimization of cross-governmental processes, before the 
automation of the same, even before the automation must be ensured that the rules and regulations 
are approved; This will prevent duplication of efforts and waste of public funds.   

c. It is essential to establish a vision unique and shared by the public entities for projects and 
initiatives to produce the desired results.   

d. In project management established knowledge management to ensure the transfer of the same and 
maintain projects regardless of the people.   

e. Establish standards for project management and encourage its use with the objective of training 
public servants and implement projects based on the best practices to achieve the same success.   

f. Implement centralized tracking and e-government projects investment control procedures to 
ensure the efficiency and effectiveness of the investment.   

  

Implement a strategy of change management that allows the incorporation and institutionalization of new 
approaches.   

In may 2014, the public administration National Secretariat, approves a Plan of e-Government and defined 
the model of e-Government for the Ecuador and the strategy for its implementation. This plan contains 
three strategic objectives which are near Government, open Government, efficient and effective 
Government. Additionally identify the resources necessary for the achievement of the goals, which 
constitute the 4 pillars of the Plan and are: regulatory framework; Services and processes; Information 
technologies and Communications; and, individuals. The development of these pillars seeks to evolve at 
the level defined by the UN e-Government maturity.   
  
In this model of e-Government organizes ICTs in the most convenient way to improve the way of relating 
of the four main actors (Government, citizens and citizens, productive sector and public servants), thus 
eliminating the barriers of communication and strengthening relationships and alliances with stakeholders 
in a society increasingly interconnected and globalized. This is defined in relations G2C - Government for 
the citizen, G2G - Government for the Government, G2B - Government for the productive Sector 
(Business), G2E - Government and public server (employee).    

A. Indicators of current situation of Ecuador in the context of global  
At this point is the diagnosis of the country highlighting major data this is a composite indicator, which 
measures the willingness and the ability of Governments to use ICTs as tools to provide and make delivery 
of public services to this citizenship indicator is based on a survey of the comprehensive presence online 
of 193 States members of the United Nations, which evaluates technical Web sites as well as e-government 
policies and, in general, strategies through the technologies of information and communication for the 
provision of public services.   
Evolution shows that the Ecuador has not submitted a homogeneous effort in development for eGovernment 
actions so there has been a setback in the ranking, however this does not mean that the country has not 

  
6 IT Government in Ecuador   
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produced progress in the different components, but if indicates that other countries have advanced at a 
greater pace than Ecuador.   
Another indicator that should be taken into account is found in the Global Information Technology Report 
(GITR) and the Networked Readiness Index (NRI), prepared by the World Economic Forum. This is the 
result of several analysis assessing the influence and impact of ICT on economic development and work in 
a networked society.   

   

  
Figure 12.-situation in Ecuador according to GITR  

The data placed to Ecuador in the 96 year 2012 position and position 91 in 2013. Despite this slight 
improvement the situation in the country is at a clear competitive disadvantage against other countries in 
the region like Colombia, which on average is 10-position above Ecuador.   

B. Description of the model of ITgovernment of Ecuador   
The e-government model is based on the use of modern management techniques to achieve the goals and 
objectives of the Plan. These objectives make the purpose and are the basis of measurement of a 
Government that is legitimized through results that provide benefits to citizens and society as a whole and 
which are measured internationally. This does not exclude that the results should be in tangible benefits 
for people, the productive sector, the State and administration, and any other related actor. The model 
articulates and sets the strategy, and this design leads to a strategic plan.   

As e-government solutions are diverse, ranging from forms and methods of work, to complex computer 
systems interoperable, through regulations, laws, and regulations these strategic instruments acquired 
different forms. Strategic instruments are a means and ends to achieve goals and its conceptual design 
today is a requirement in any plan, since they define the potential space that validated any future action, 
which in this case are e-government solutions. These instruments reflect international successful 
experiences and requirements expected for the Ecuador. In some cases these strategic instruments are 
concepts or guiding ideas, technological means that grouped to others, are prerogatives contractors, or 
define an ecosystem of strategies. In any case, for the purposes of simplicity of this Plan, called les 
strategies.   

Finally, the model of Government Complete electronic solutions, which have been called the Park of 
solutions in very broad terms.   
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Figure 13.-model of electronic Government of Ecuador  

   
1. The e-government model has four elements: pillars, objectives, strategies and solutions Park. The pillars 
grouped to the enabling elements. They are understood as those resources that develop solutions to achieve 
goals, develop and mature e-Government. Figura 13.  

The pillars are:   

• Regulatory framework.   
• Services and processes.   
• Information technologies and Communications.   
• People   
  
2. The objectives are the ultimate goal of the e-Government plan, where are all the efforts.   

3. Strategies are the means to achieve the objectives. The solutions leverage strategies, while more 
strategies apalenquen greater is its contribution to the development of e-Government and the 
achievement of the objectives.   

4. The Park of solutions is the set of programs, projects and standards that leverage strategies to achieve 
the objectives.   

The results of this assessment show the following points to consider: a) sparse presence of it governance 
processes, b)  IT Government units boast a poor planning. c) the development and construction of 
software applications do not have control of the transition operation, d) it is noted that IT Government 
entities units are overturned to the operation and care of incidents, with poor preventive processes, and 
e) there is evidence of a lack of monitoring, evaluation and assessment for measuring performance, 
achievement of objectives and compliance with standards and controls developed it projects. Only 
7.5% of institutions showed to develop these processes. This lack makes government institutions most 
exposed to risks associated with the failure to comply with regulation, leading it services do not meet 
the requirements of users and projects and investments of IT is don't end up in a timely manner and fail 
by the costs, delays, ill defined scope or changes to corporate priorities. [23].   

7 Conclusions   
In today's environment and competitive dynamics, the possession of technology doesn't itself a competitive 
advantage for organizations. It is the management of that technology that can give you a competitive 
advantage or a differential factor with special emphasis on the management of the risks arising from the 
use of information technology   
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Can be seen in the Ecuador there is an increasing trend of use of information and communications 
technologies; therefore required a boost suitable for the enhancement and development of ICT in pro 
generate progress in the country's economy. The importance that has the efficient use of ICT in the 
development of the country promotes to improve the quality of life of its population   

Experiences in relation to the development of e-Government in several countries are evident and often 
respond to the "Millennium Goals". These advances have a low level of recognition in the Ecuador. 
Increasing innovation in technology, easy access to the Internet and the wide variety of mobile devices 
show that people are now more interconnected, so there is greater social demand for the Ecuador to 
accelerate the implementation of e-Government.   
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cloud computing as an alternative solution for south 
african public sector: 

a case for department of social development 

Simon Motlatsi Maluleka1,1, Nkqubela Ruxwana2,  

Abstract. The South African (SA) government adopted Open Source Software 
(OSS) with the aim to reduce ICT services cost, less dependencies on 
outsourced proprietary technology, skills and flexibility. However, the SA 
government was less successful in achieving this aim due to OSS 
implementation challenges such as support, funding, training, awareness and 
human factors. In the midst of the OSS challenges, a potential alternative to 
address the same objectives aimed by OSS is Cloud Computing adoption. 
Cloud Computing is the latest phenomena that promises better potentials 
especially ICT cost reduction, effectiveness and efficiency of IT services. 

The purpose of this study was to explore the feasibility of Cloud Computing 
adoption in SA government as cost effective approach for ICT services. To 
achieve this purpose, the study applied mixed research methods, selected a 
single case study. A triangulation of data collection methods was used to 
promote validity and reliability of study findings, where primary data was 
collected using questionnaires, interviews, and document review. The Diffusion 
of Innovation (DOI) was employed as the underpinning theory that guided the 
study. Key findings reveal that Cloud Computing solution promise to be a cost 
effective alternative for ICT services. The study recommended Cloud 
Computing as a cost effective alternative for ICT services in SA government. 

Keywords: Cloud Computing, Open Source Software, Innovation, 
Government. 
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1   Introduction 

The South African (SA) government adopted Open Source Software (OSS) in the 
year 2002 with the aim to achieve economic value since OSS is perceived as having 
potential advantage for affordable ICT solution [1]. This OSS adoption had several 
objectives such as costs reduction and less dependency on outsource proprietary 
technology and skills; further to provide affordable software for enterprise and 
government; as well as reliability and flexibility [1][2]. 

 
In spite of the efforts and investments injected on OSS the implementation by 

several departments within the SA government, it is sadly reported that the intended 
objectives have not yet been fully realized even after a decade since the adoption of 
OSS as a cost saving approach by SA government. This is due to challenges such as 
support, funding, training, awareness, and human factor [2].  

 
In the midst of OSS challenges, one recent invention of ICT solutions promising 

even much better potentials, especially the realization of ICT costs reduction is “Cloud 
Computing” model.  Cloud Computing offers the benefit of reducing costs, increasing 
flexibility and improving ICT’s responsiveness to organizations [3], far better than that 
provided by OSS. 

 
It is therefore important for a SA government to explore Cloud Computing as an 

alternative solution for a SA government. This paper presents Cloud Computing as an 
alternative cost reduction mechanism for ICT services in a SA government.  

This paper discuss the notion of Cloud Computing, Research Methodology 
employed, present findings and results. The paper further discuss findings and make 
recommendations. 

 

2   The Notion of Cloud Computing 

Cloud has been used as a metaphor for the Internet. It has therefore derived from a 
depiction in the network diagrams as a sketch of cloud which represented transfer of 
information from one point to the other. 

 
 2.1   Defining Cloud Computing 
 

Cloud Computing have been defined by different authors in various ways. Cloud 
Computing is defined as an innovation that takes technology, services and 
applications which have similarities to those on the Internet and turns them to a self-
service utility [4]. Cloud Computing is a model for supporting unlimited, convenient, 
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on-demand network access to a shared pool of configurable computing resources i.e. 
networks, servers, storage, applications and services that can be rapidly provisioned 
and released with minimal management offered or service provider interaction [9]. 

 
2.2 Cloud Computing Models 

 
According to National Institute of Standards and Technology Cloud computing is a 

model for enabling convenient, on-demand network access to a shared pool of 
configurable computing resources such as servers, storage,  networks, servers, 
applications, and services) that can be rapidly provisioned and released with minimal 
management effort or service-provider interaction [4]. Cloud Computing model 
provide a cloud purpose and how cloud is located as on Fig. 1. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 illustrate three Cloud Computing dimensions, deployment models and service models. 

2.2.1 Cloud Computing Deployment Models 

Cloud Computing deployment models are categorized into four types which are 
Community Cloud, Hybrid Cloud, Private Cloud and Public Cloud [4]. 

 
Public Cloud is a set of hardware, networking, storage, applications and interface 

owned and operated by a third party for use by cloud consumer. This type of model is 
managed relatively repetitive or straight forward workloads such as electronic mail (e-
mail) service where the cloud provider optimizes the environment so that it is best 
suited to support large number of customers [5]. 
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Private Cloud is a model that the infrastructure is dedicated to one organisation. It 
is not shared with other organisations. Datacentre is hosted by the organisation itself 
or at a rented space (the same organisation the consumer belong to). The organisation 
owns and has a full control of infrastructure [6]. 

 
Hybrid Cloud is the model which when the organisation decides to combine both 

Public and Private Cloud, the service of Public and Private clouds are joint. This 
creates a backup where Private Cloud capacity is exhausted and there is a need for 
additional capacity [7].  

 
Community Cloud model is also known as “vertical cloud”, it caters for a group of 

organisations with a common set of requirements or objectives [8]. This means that, 
not everyone in the organisation has access to community cloud. This model is 
dedicated to a specific community within the organisation e.g. Community of Practice 
in the organization [9]. 

2.2.2 Cloud Computing Service Model 

Cloud Computing service models explain different types of services the cloud 
provides. Service models are categorized into three service types which are Software 
as a Service (SaaS), Platform as a Service (PaaS), and Infrastructure as a Service 
(IaaS) [9]. 

 
SaaS is the way cloud users are first introduced to the cloud because is designed to 

implement a specific business process. Most business users are found that SaaS 
represent a more cost effective, flexible and secure alternative to traditional on-
premises applications [5].  

 
PaaS is an abstracted and integrated cloud based environment that supports the 

development, running and management of applications. Application components may 
exist in a cloud environment or may integrate with applications managed in private 
clouds or in data centres [5]. 

 
IaaS is the simplest of cloud offerings as it is an evolution of virtual private server 

offerings and provides a mechanism to take advantage of hardware and other physical 
resources without any capital investment or physical administrative requirements [8]. 

  
 
3. Benefits of Cloud Computing 
 

Cloud Computing can significantly improve IT services in public sector [10]. Some 
of the benefits offered by Cloud Computing in the government are economic scale, 
flexibility, rapid implementation, and consistent service [8],[9],[11]: 

 
Economic scale: Cloud Computing can cut out upfront or reduce capital expenditure 

as a result then reduce IT administrative burden [12]. It does not require a lot of capital 
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investment. It uses pay-as-you-use approach which you pay only for the services used 
[11]. 

 
Flexibility: Cloud Computing increases flexibility because of on-demand computing 

across technologies and reduces solution implementation times. There is no need to 
secure additional hardware and software as can add or subtract capacity as based on the 
demand and pay for only what is used [12].  

 
Rapid implementation: Cloud Computing does not require to procure hardware, 

software licenses or implementation services and certification process. It also helps 
execution of projects within the required time frame [13].  

 
Consistent service: Cloud Computing offers higher level service which is reliable 

and provide immediate response to emergency situations. The user can use variety of 
computer devices including portable devices. Network outage is sent to IT department 
for response [13]. 

 
4. Research Methodology 
 
4.1 Research Approach and Design 
 

According to [14] all research begins to a certain extent with existing knowledge 
and previous research.  

 
Mixed Methods Research was used for this study to have a degree of depth validity 

and reliability which requires both approaches. In validating findings the researcher 
can conduct in-depth interviews and may find certain patterns exist in the data and set 
out numerical questionnaire to clarify the findings [15]. The purpose of using Mixed 
Methods in this study is to best fit the research problem by obtaining one data source 
which is significant, the results need to be explained, generalize exploratory findings. 
The secondary method (qualitative) was used to enhance the primary method 
(quantitative). 
 
 
4.2 Research Strategy 
 

A case study approach was adopted for this study to help explore how feasible 
Cloud Computing is and how it could be adopted as a cost effective ICT service 
approach in the South African government. Case studies design can be classified in 
two types: single and multiple case studies [16], [19]. Single case study is for 
corroborate or challenge a theory or may be used to represent a unique case [16].   

 
In this study, a single case study was used, where The National Department of Social 
Development (DSD) was selected as a case because it was a key focus for OSS 
intended aim. The case was selected on the basis that it provides a condensation of 
specific in-depth issues as experienced in SA government, thus findings could 
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possibly be used to address other issues of this nature in other government 
departments [16]. 
 
 
 
4.3 Data Collection 
 

A case study can use interviews, observation, questionnaires and documents 
techniques [17] among others. The primary data collection techniques used in this 
study were closed-ended questionnaires, semi-structured interviews, and document 
review to increase the credibility and reliability of data. 
 
4.4 Sampling Design 
 

A sample is a representative part of the target population selected [18]. For the 
purpose of this study Purposive Sampling was selected because is sample type used for 
people or other units that are chosen for a particular purpose [23]. The researcher 
choose this sampling type because was more appropriate to get participants that have 
knowledge and understanding of Open Source Software and Cloud Computing.  

  
Population for this study were officials from Information Technology (IT) division 

within DSD. Participants include Senior Managers, Managers, Business Analysts, 
Developers, IT supports, IT specialists and consultants. Questionnaires were 
distributed to 28 officials plus 2 consultants, which makes a total of 30 but 28 were 
returned fully completed and considered in the study. 6 participants were interviewed. 
 
4.5 Data Analysis 
 

Data received from participants of this study were all completed without any errors 
and omissions. In this study, the process of data analysis was based on data reduction 
and interpretation. [19] asserts that data analysis in qualitative research involves data 
preparation, coding and interpreting data. The study analysis followed four steps as 
suggested by [19] where triangulation was adopted. 

 
Step 1: Designed qualitative and quantitative data collection instruments. 

Quantitative data was collected using questionnaire and qualitative data using 
interviews and document analysis. 

 
Step 2: This step organised and bring meaning to the collected data on step 1. The 

step organise data to create understanding in answering the research questions. 
Statistical Package for the Social Sciences (SPSS) was used to interpret quantitative 
data and DOI for qualitative data. 

 
Step 3: This step merged two sets of results and synthesize the results. The step 

further ensures reliability and accuracy of the study results. 
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Step 4: This step provides discussion of the results from merged data and a more 
comprehensive understanding. This step further enables the researcher to suggest a 
framework for Cloud Computing adoption for South African government. 

 
In quantitative research, data was analysed using computer software packages such 

as Statistical Package for the Social Sciences (SPSS) to analyse pre-coded numeric 
data. While in qualitative research, data can be analysed using Diffusion of Innovation 
(DOI) which is relevant for this study to provide a guiding technique for the study. 

 
SPSS had integrated services of computer programmes to employ reading of data 

from questionnaires. It enable manipulation and data management in different methods 
and produce statistical reports [20].  Data was analysed using SPSS as a computer 
program for analysing quantitative data. 

 
5. Findings and Results  
 

This section presents findings and interpretation of data obtained through the 
multi-data collection instruments, questionnaires and interviews. In the questionnaire, 
participants were asked to identify OSS challenges at DSD and Cloud Computing 
benefits. In the interviews, participants where asked how can Cloud Computing be an 
alternative solution to OSS. Document review was used to assess Cloud Computing 
cost reduction approach. 
 
5.1 Open Source Software implementation challenges at DSD    

Open Source Software have proved to have implementation challenges over the years 
and these failure could not enabled cost reduction of IT services as initially aimed by 
its objective. Figure 4 indicate Open Source Software implementation  

 

 

Fig. 2: Open Source software Implementation challenges at DSD 
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Lack of support is the most OSS implementation challenge on top of the list with 
82.14% of respondents that DSD is experiencing. 75% of respondents indicated that 
user resistance is another contributing factor of OSS implementation failure. 64.29% 
of respondents perceive compatibility with proprietary software while migration cost 
and lack of approved standards are lower at 60.7% of respondents both. The least 
contributing factor towards OSS implementation failure at DSD is Poor IT 
infrastructure with 50% of respondents. 
 
5.2 Benefits of Cloud Computing 
 

There are various advantages of cloud for different enterprises over and above the 
most popular cost reduction advantage the graph represents the key benefits relevant 
to the context of SA government departments. 

Fig. 3: Cloud Computing Benefits 

 
According to DSD respondents, Cloud Computing can benefit DSD by cost saving 

and easy implementation which they rated 78.57% both. Other benefits include 
flexibility and increased effectiveness (75% and 71.43% respectively). Respondents 
perceive Cloud Computing to have a consistent service as they rated 67.86% though 
most respondents don’t perceive Cloud Computing to be secure as they rated 42.85%. 

 
5.3 Cloud Computing Challenges 

 
As much as Cloud Computing can offer uncountable benefits, it has some 

challenges. According to [23] major challenges faced by Cloud Computing adoption in 
government are: the need for scalability, reliability, securing data in the cloud, open 
standards and interoperability, revise procurement practices, resolve potential legal 
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issues, regulate the cloud market, redefine the roles of the IT workforce, assess the 
Return on Investment (ROI) of Cloud Computing and government cloud coordination. 

 
[6], [24] attest that cloud security is a serious concern that should be addressed 

before an organization decide to adopt Cloud Computing. Though cloud security is a 
risk, there are security measures that can be considered, Cloud Data Security 
(CloudDataSec) and Security Management as a Service (SMaaS). 

 
5.4 Cloud Computing as an alternative solution 
 

The study findings reveal that Cloud Computing promise to be cost reduction ICT 
alternative compared to OSS and any other traditional ICT solutions.  

Participants acknowledged the cost-effectiveness of Cloud Computing for SA 
government, and strongly recommended the adoption of Cloud Computing as an 
alternative ICT solution. When asked about the benefits of Cloud Computing, they 
emphasised the cost-effectiveness of cloud computing as a key benefit, and the 
following comments were made: 

Out of six interview respondents, this is what five respondents said regarding cost 
reduction. The Respondents were asked” What are perceived benefits of using Cloud 
Computing at DSD” 

Respondent 1: “Allow to use as you go (pay per use model), Cost saving and 
maintenance.” 

Respondent 2: “Visualization in the cloud driver might be costly, can have a quick 
response which is cost and time saving.” 

Respondent 3: “Save cost – capital investment” 

Respondent 4: “Save money because it use pay as you use model and maintenance of 
servers.” 
Respondent 5: “Cost saving – no worry about the space or maintaining the service” 

 

The study also considered migration of E-Mail service to cloud. E-Mail service was 
mentioned to be the mostly used service in the department and promise to save over 
44% of the current E-Mail service spending. 
 
6. Discussions of findings 

This results show that OSS had implementation challenges at DSD. Some of those 
challenges are lack of support and user resistance. This challenges correlate with 
challenges of ICT’s at DSD. There should be proper support structure and conduct 
awareness activities. 

 
According to [2] lack of support, compatibility with proprietary software and user 

resistance are the top three OSS implementation challenges followed by migration cost 
and lack of approved standards. DSD respondents attested that these are the challenges 
they experienced with regard to implementing OSS in the department. 
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The researcher was given access to E-mail service invoices. The researcher also 

sourced E-mail quotation service from the cloud provider to analyse possible cost 
reduction. From these documents, it was evident that DSD can save 44% of ICT 
service cost if adopts cloud E-mail service such as Unified email Management (UEM) 
over OSS. 

 
Findings further revealed that Cloud Computing will provide relative advantage to 

the department [10] [11] [12] [22] [23]. The department should consider mitigating 
the security concern and ensure that that user’s gain confidence with their information 
hosted on the cloud. 
 
7. Recommendations  

It is therefore recommended that SA government consider Cloud Computing as an 
alternative solution for SA government for effective cost reduction approach. Security 
measures need to be addressed before cloud implementation. To aid the adoption 
process, the study recommended a Cloud Computing framework for the SA 
government based on the study findings to aid Cloud Computing adoption process. 

 
The framework proposes factors such as need analysis, solution assessment that 

should be considered by government departments to guide adoption of an appropriate 
cloud service cloud service. These factors are complimented by continuous 
improvement, change management, project management and leadership.. 

 
8. Conclusion  

ICT solutions can play a strategic role towards service delivery improvement in the 
SA government. However government departments are reluctant to invest in ICT 
solutions due to lack of ICT skills, high cost of ICT solutions, performance issues, 
downtime and disaster recovery and so forth. 

 
This study therefore suggested Cloud Computing as an alternative solution for ICT 

service cost reduction as was aimed by OSS. Cloud Computing promise to offer more 
advantages which are cost reduction, rapid implementation, flexibility, increased 
effectiveness and consistent service. The findings of the study revealed that indeed 
Cloud Computing can reduce ICT services cost, effective and efficient. 
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Abstract. The growing importance that Information Systems (IS) have in our 
companies naturally brings about a need to rely and trust in their use. There are 
a number of technologies which help ensure the security and trust in the IS use. 
However, technology alone does not solve all the problems, which is why there 
is a need for well-defined information systems security policies in order to 
ensure the data integrity and confidentiality. Nevertheless, there is a lack of 
information concerning the contents that such policies must have. This work 
aims to contribute to the filling of this gap. It presents a synthesis of the 
literature on information security policies content and it characterizes 15 Small 
and Medium Sized Enterprises (SMEs) information security policy documents 
as far as their features and components are concerned. The content analysis 
(CA) research technique was applied to characterize the information security 
policies. The profile of the policies is presented and discussed and propositions 
are made for possible future works. 

Keywords: Features and Components of Information Security Policies, 
Information Security, Small and Medium Sized Enterprises.  

1   Introduction 

The massification of computer use as well as the vast internet use within 
organizations has brought about an increasing exposure of information. SMEs are also 
being affected by this problem but have fewer resources available to intervene in the 
management of information security. 

According to [1], information is an asset which, like any other asset, is important 
and essential to an organization’s business, and must therefore, be appropriately 
protected. Information is currently seen as one of the most important resources within 
an organization, giving a decisive contribution to its higher or lower competitiveness. 
In the view of [2] and [3], information security must be understood within the 
organization’s context of culture, policies, organizational structures and operating 
environment used in order to ensure the integrity, availability and confidentiality of its 
information. Among information security controls, the literature gives a central role to 
information security policies. 

Despite the significant number of studies on the topic of information systems 
security (ISS) policies, until mid-2000s the literature revealed a limited number of 
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empirical studies on this security measure. Indeed, some authors had pointed to 
limitations on the research performed, such as the inexistence of a coherent theory 
about information security policies [4] and the inexistence or low expression of 
empirical studies focusing on the adoption, content and implementation of 
information security policies [5,6]. Since the time when these observations were 
made, several studies of empirical nature on ISS policies have arisen, such as [7]. The 
majority of the works in this last set of studies promoted surveys that addressed the 
intentions and behaviors of employees, examining factors which facilitate or inhibit 
compliance with ISS policies. These works, however, did not consider the specific 
ISS policy documents held by organizations nor the connection between the wording 
in those documents and employees’ behaviors or intentions to protect information 
systems assets. 

The literature on this topic may have been enrichened, but its focus can be quite 
wide. As it is not viable or even conceivable to address all the aspects regarding ISS 
policies, we decided to focus this work on their content. Therefore, we studied 15 ISS 
policy documents formally adopted in SMEs and centered our analysis on their 
content. 

The paper is structured as follows. After this introduction, we review the literature 
on the features and components of information security policies. Then, the research 
questions are presented and the research strategy is described. Afterwards, we present 
the main results of the study. The paper ends by drawing conclusions and suggesting 
future work. 

2   Architecture of Information Security Policies 

Information security protects information from several types of threat in order to 
ensure business continuity, minimize damage and maximize both return on 
investments and business opportunities [8]. 

In order to reach this level of protection, companies must stop worrying only 
about crackers’ attacks or about the implementation of firewalls and/or anti-viruses. 
They must start focusing their attention on the creation of an actual information 
security culture. For [9], setting a firewall does not alone ensure the security of 
internet access. Therefore, according to this author, a set of other considerations must 
be established, such as policies, procedures, norms and other management 
instructions. 

The ISS policy is a document which must describe the recommendations, rules, 
responsibilities and security practices to be adopted by the company so as to achieve a 
desirable standard of information systems protection. Since the security policy has to 
be formulated according to the company in which it is going to be implemented, its 
drafting is a complex task and complies with a series of features and components. 
These two points constitute the content of an ISS policy and are therefore defined 
below.   
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2.1   Features of Information Security Policies 

One of the policies main features is the way they are structured, with different authors 
recognizing different forms of structuring. The author [10] acknowledges the 
existence of organizational policies, which establish general guidelines for the 
information security program, and of technical policies, which establish the security 
requirements that a product or a computer system should observe. In turn, [11] 
acknowledge the existence of three fundamental structures for policies: 
� Individual policy – In this structure, the organization creates a separate and 

independent security policy for each technology and system used. 
� Complete policy – In this structure, which is the most common according to the 

authors, the organization centrally defines, controls and manages one single 
document which includes all the technologies used and provides general 
guidelines to all the systems used by the organization. 

� Modular complete policy – This policy is centrally controlled and managed as in 
the case of the complete policy, and it consists of general sections, with 
descriptions of the technologies used, and discussions about the systems 
responsible and appropriate use. For this author, this is the most effective 
structure for information security policies. 

An additional important feature is related to the policies language. Security 
policies must be written in a simple and understandable language, free from 
technicalities and ambiguous terms which may prevent their clear understanding. 
Their precision must not be jeopardized, which is why a policy must be written in a 
clear way, thus not generating any doubt or question from its recipients. 

The length of a policy depends on the amount and complexity of the systems and 
agents that it covers, as well as the level of abstraction applied in its writing, since a 
document with a high level of abstraction will not come into extensive detail. The 
author [12] recommends a length ranging between one and five pages. 

The most common approach is a policy containing few words and that is widely 
directed. Therefore, its text must be direct, succinct and concise.   

The way the policy will be disseminated among all the users of the information 
system must also be taken into account. The policy may be provided in paper or in 
digital format. This aspect must be analyzed according to the kind of company so as 
to ensure that the dissemination is as effective as possible. 

Finally, but not less important, security policies must follow a periodic updating 
process subject to relevant organizational changes such as: staff increase, changes in 
the computerized infrastructure, high staff rotation, development of new services, 
regionalization of the company, change or diversification of the line of business, etc. 
The periodicity of the policy review ranges from six months to one year.  

2.2   Components of Information Security Policies  

Although it is accepted that an ISS policy may vary considerably from organization to 
organization, this possibility has not prevented some authors from bringing forward 
some guidance on the elements that policies should typically include. 
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By comparing several information security standards, Hone and Eloff isolated the 
following elements as generic components that ISS policy should include [12]: 

• Need for and Scope of Information Security 
• Objectives of Information Security 
• Definition of Information Security 
• Management Commitment to Information Security 
• Approval of the Information Security Policy 
• Purpose or Objective of the Information Security Policy 
• Information Security Principles (risk management, compliance, access 

control, etc.) 
• Roles and Responsibilities 
• Information Security Policy Violations and Disciplinary Actions 
• Monitoring and Review 
• User Declaration and Acknowledgement 
• Cross References (to other information security documents) 
• General Elements (authors, date of policy and review date of policy) 

Defining a security policy which: 
• Includes the organization’s information security general framework and 

goals 
• Considers legal or contractual requirements regarding information security 
• Is aligned with the risk management strategic context of the organization in 

which the ISS policy is being implemented and maintained 
• Establishes the criteria for evaluating risk 
• Is approved by the direction. 
Most certainly, one of the main points to be defined in an ISS policy is the goal 

and target of its corresponding information system, its priorities regarding services, 
users, methodologies and technologies, among others. Thus, one of the most 
important aspects to be considered is the scope of action that the policy intends to 
establish. 

The following policy structure can be used as a basis for creating information 
security common policies [13]: 

• Policy Title: Name of the Policy Area  
• Policy Purpose: Briefly illustrates the purpose of the Policy  
• Policy Applicability: Defines various internal and external entities as well as 

the people to which a particular Policy statement will apply 
• Executive Owner: Identifies the person who has the ultimate authority and 

responsibility for any changes and updates in the policy. Any changes or 
updates in the policy have to be approved by the Executive Owner 

• Custodian: The person who is responsible for maintaining, communicating, 
and updating the policy based on directions from the Executive Owner 

• Enforcement: Defines the consequences of any violation of the policy 
• Policy Sub Area: Defines sub areas of a policy area, e.g. Logical Access 

Management – Access Control 
• Policy Statement: This section describes the control statements’ part of the 

specific policy 
• Policy Effective Date: This section defines the date from which the policy is 

applicable and is to be followed 
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3   Research Strategy 

Since the aim of this work is to analyze the documents which go under the name of 
ISS policies, we started with a literature review, always focusing on the features and 
components of a policy. Subsequently, we had to collect ISS policies. Given the 
intention of making a comparison between several policy documents, we decided to 
restrict the collection of documents to a single group of enterprises. With this option, 
we sought to minimize the possibility of documents belonging to different enterprises 
having different features and components, due to particular characteristics of each of 
those enterprises as well as specific information security needs. 

The enterprises that we selected for the collection of the policies was that of 
SMEs. These enterprises was chosen for two main reasons. Firstly because in 
Portugal, SMEs represent 99.8% of business. Their representativeness is extremely 
high, which makes them deserve more attention in many respects. Secondly, because 
when focusing our attention on SMEs, a study carried out by [14] revealed that among 
the 307 SMEs surveyed, only 15 stated to have an ISS policy. One of the conclusions 
drawn from that study was that the implementation and consequent adoption of an ISS 
policy has not yet become a reality in SMEs. 

The status of SME is defined in the Decree-Law n. 272/2007 of November 6, 
according to the companies’ number of permanent workers, which must be under 250; 
the turnover, which must be under or equal to 50 million Euros; and an annual 
balance-sheet total which must be under or equal to 43 million Euros. 

In Table 1, we present the number of workers and their representativeness within 
Portuguese business. 

Table 1. Number of workers and percentage in 2012 in Portugal 

Type of Enterprise N. of Workers Percentage 
Micro 1-9 94.6 
Small 10-49 4.7 
Medium sized 50-249 0.7 
SME= 1+2+3 1-249 99.8 

3.1   Research Questions  

The analysis of the documents enables us to globally list the features and components 
of the 15 ISS policies under study. Among the features and components, there are 
some specific issues which deserve our attention. 

Thus, with respect to the policies’ features, we will address the following issues: 
1. What is the length of the policy documents? 
2. How are the policies written? 
3. What is the expected durability of the policy documents? 
4. What is the structure of the policies? 
5. How are the policies delivered? 
6. What kind of documents are the policies? 
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With respect to the policies’ components, we put forward the following specific 
questions: 

1. What components do the policies contain? 
2. Are there any components that make part of all the policy documents? 
3. Are there any components that are not present in any of the policy 

documents? 
4. What is the purpose of the policies? 
5. What is the scope of the policies? 
6. What kinds of responsibilities do the policies determine? 

3.2   Research Method 

The use of a research method is paramount since it represents the means to an end. A 
research methodology does not look for solutions but chooses the way to find them, 
integrating knowledge through the methods which are applicable to the various 
scientific or philosophical subjects. Although there are several ways to classify them, 
research approaches are normally distinguished between quantitative and qualitative 
[15]. It is acknowledged that the choice of the method must be made according to the 
nature of the problem being addressed. Therefore, we considered appropriate to 
follow a quantitative research method (traditional scientific research), based on the 
positivist rational thought, according to which through empirical observations, we 
build theories (expressed in a deductive way) that try to explain what is observed. 
Among the possible research methods to use, we applied the CA. 

CA is a method which differs from the other research methods because instead of 
interviewing or observing people, the researcher deals with pre-existing records and 
interferes based on those records. 

CA is a research technique for the objective, systematic, and quantitative 
description of manifest content of communications. So that this description can be 
objective, it requires a precise definition of the analysis categories, in order to enable 
different researchers to use them and get the same results. So that it is systematic, the 
whole relevant content must be analyzed in relation to all the meaningful categories. 
Finally, quantification allows the provision of more precise and objective information 
concerning the occurrence frequency of content features [16]. 

4   Results 

The aim of the study is to characterize the content of ISS policy documents that have 
been adopted by SMEs. Such characterization will be made by answering the twelve 
research questions listed in point 3.1. 

The length of the documents analyzed ranges from a maximum of 10 pages and a 
minimum of one page. The average length is 3.6 pages. With regard to the number of 
words, the documents analyzed ranged between a maximum of 3987 words and a 
minimum of 212 words, with a mean of 1266 words. 

Most ISS policies are easy to read and understand, appropriately structured and 
written in a clear and intelligible way. Some documents use a number of technical 
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terms from the information security domain, but there is a concern to define them 
either immediately after their use or grouped in a list containing the respective 
definitions. 

None refers to the durability of the document or to the periodicity in which the 
policy must be revised. 

Another finding from the analysis of the 15 documents is that none of them 
constitutes a purely technical ISS policy. The analyzed documents can be classified as 
organizational policies. 

With respect to the way the policy is delivered to the users of the SME Information 
System so that they become acquainted with it, we found that in 9 of the cases (60%), 
the policy is handed in person by the head of the IT department. In the remaining 
cases, the policy is delivered in digital format. 

Among the 15 policies, 14 (93%) have a clearly identifiable title. Nevertheless, the 
title of the documents varies considerably, though they may be grouped into the 
following categories: regulation (six cases), norm (five cases), manual of rules and 
procedures (one case), job instructions (one case), rule (one case) and policy (one 
case). Despite this variety, most of the titles include a reference to IS or IT, such as 
information, IT equipment, email, internet, computers, and applications. 

In Table 2, we present the components of a policy as well as the frequency of their 
presence in the 15 documents. 

Table 2. Components Contained in the Information Security Policies 

 Policies 
Components 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Nº % 

Objective of the information security  X   X    X X      4 27 

Purpose of the policy  X X X X  X X X  X X  X X 11 73 

Scope of the policy  X X    X X  X X X X X X 10 67 

Definitions    X X    X       3 20 

Guidelines  X              1 7 

Requirements X X X X X X  X X X X X   X 12 80 

Directives  X X X X X X X X X X X X X X 13 87 

Responsibility X X X X X X X X X X X X X X X 15 100 

Responsibility of the owner  X         X     2 13 

Communication of incidents          X     X 2 13 

Allocation of resources  X      X X       7 47 

Punishments   X X X  X X X  X X  X X 10 67 

Communication procedure   X            X 2 13 

Policy communication targets  X X X          X  4 27 

Statement of notification X X  X X   X      X  6 40 

Location of the policy       X X      X X 4 27 

Author of the policy X X X      X   X X   6 40 

Date of approval  X  X  X X  X X  X  X  8 53 

Date of entry into force          X X     2 13 

Approval of the policy  X  X  X X X  X X X  X  9 60 

Contacts X  X X X  X X X X X X X  X 12 80 
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The components which are present in more than 50% of the documents are listed 
here in a decreasing order of frequency: Responsibility, Directives, Requirements, 
Contacts, Purpose of the policy, Scope of the policy, Punishments, Approval of the 
policy and Date of approval. Among these components, only one is universal to the 
15 documents, namely responsibilities. 

With regard to the components which are not present in any of the documents, we 
can highlight the following: Executive summary, Relation between security and 
business objectives, Coordination among organizational entities, Ethics concerning 
information security, Threats, Review date of policy and Approval of reviews. 

In some documents, the purpose of the policy was stated as the reason for the 
formulation of the policy and in other documents to specify what the SME wants to 
achieve with the policy. The incidences of the purpose are the IT resources (nine 
cases), internet and email (one case), information (one case). 

As far as responsibilities are concerned, the major types of responsibilities 
allocated to users or organizational units, i.e., those that appear in more than half of 
the documents, are listed in Table 3. 

Table 3. Types of Responsibilities 

 Policies  

Responsibilities 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Nº % 
Information security policy X X X   X   X X     X     X 8 53 
Internal organization of information security     X         X           X 3 20 
Responsibility for assets X  X   X X X X X X X X X X X 13  
Secure areas               X X           X 3 20 
Operational system access control     X   X X X X X   X X X  X 10 67 
Protection against malicious code X  X   X     X X   X X X  X 9 60 
Backup     X   X X X X X   X X X  X 10 67 
Security management network  X X X  X   X X X   X X     9 60 
Media Handling    X       X         X  X 4 27 
Exchange of information X X                   X X    4 27 
Monitoring             X         X  X X 4 27 
Requirements for access control     X         X             X 3 20 
User access management               X           X 2 13 
User responsibilities  X X    X   X X     X     X 7 47 
Network access control    X   X X X X   X   X    7 47 
Operating system access control         X X  X X   X X  X 7 47 
Application and information access     X         X X           X 4 27 
Of the IS safety requirements             X               X 2 13 
Security of system files         X X X X X     X X X X 9 60 
Security in development and support processes X      X X    X   X   X X X 8 53 
Compliance with legal requirements               X X         X X 4 27 
Compliance with the security norms              X X X           X 4 27 
Other information security object       X X        X         3 20 
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The responsibilities which appear in over 50% of the documents are listed here in a 
decreasing order of frequency: Responsibility for assets, Operational systems access 
control, Backup, Security management network, Protection against malicious code, 
Security of systems files, Security in development and support processes, Information 
security policy.  

With respect to the responsibilities which are not contained in any of the analyzed 
documents, we can highlight the following: Information Classification, Security 
Equipment, Cryptographic Controls, Job Changing, Before Employment. 

5   Conclusions 

This study involved the analysis of 15 ISS policies adopted by SMEs and focused on 
the features and components of the policies. This work contributes to the literature by 
analyzing information security empirical materials and bringing more practical and 
practitioner oriented perspectives to information security research. By focusing on the 
substance and form of actual ISS policies, it elucidates an area of information security 
research that has been largely ignored, in spite of its practical relevance for the 
improvement of information security by organizations and it supplements the 
literature whose traditional focus has been on individual intentions towards ISS 
policies. 

Within this context, we consider that, in order to achieve organizations’ wellness, 
it is important to implement security measures which take into account the 
confidentiality, integrity and availability of the information contained in information 
systems [17,18] so as to prevent, detect and respond to the threats which such systems 
are exposed to and therefore, protect information. 

The research method used in the analysis of the documents was the content 
analysis. Since it consists of a technique aiming at an objective, systematic and 
quantitative description of the symbolic behavior and since its object is the content of 
communication, the content analysis revealed to be the appropriate method for this 
kind of research. 

This research work has some limitations, namely as far as the number of 
documents collected and the delimitation of the study to SMEs are concerned. We 
must point out that a more significant number of documents would lead to a more 
sustained analysis. However, it is important to acknowledge that the adoption of ISS 
policies is not institutionalized in SMEs, and also that these policies are usually 
documents strictly reserved for the company, which makes it difficult to access this 
type of security control. 

In the light of all this, among future works which can be conducted, we highlight 
the creation of a model of an information systems security policy which may be 
adopted and adapted by various companies according to their organizational culture. 
Another possible work may consist of relating the content of the policies which were 
analyzed to the recommendations found in literature. 
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Abstract. It is almost a commonplace to note that we now live in the 
information age. This fact gives information a central role, being a natural 
consequence the need to look more objectively to the information value. In an 
attempt to contribute to this response, at least from a specific application area, 
this article focuses on the use of scientific information by researchers and their 
process of valuation. The main objective of the research is to analyze models 
and propose amendments, or even a new model with a view to a better 
perception of the value of information.  

Keywords: Information; Bibliometric study; Citation analysis; Information 
systems. 

1   Introduction 

In the present era of the Information Economy, based on the aggregation and 
exploitation of a huge amount of data (Cyberspace), the information can be linked 
virtually to everything, subject to changes and processes that strive for increasing its 
value, seeking to satisfy numerous needs of consumers [1]. In this perspective, 
knowing the value of information (quantitatively or qualitatively) can be of great 
importance, especially when linked to critical processes, such as the decision taken in 
the financial field, clinical data in healthcare, or even risk analysis in Information 
Systems Security. To answer this need, several models have been investigated, mainly 
based on the analysis of the sources, the perception of the impact and likelihood of 
occurrence of any anomaly [2]. Using as a case study the development of scientific 
information, this work aims to contribute to a better understanding of information 
valuation models and to propose a more efficient one, in the perspective of 
information systems and scientific research, based on bibliometric parameters already 
known and used in the rea. This paper also describes an ongoing survey whose main 
objective is to study how researchers handle, objectively or subjectively, the value of 
the information they use or retrieve. The added value to existing methods is the 
exploration of qualitative factors within the existing quantitative bibliometric 
parameters. 
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1.1   The concept of value 

By doing an extensive bibliographic review on the economic value of information, in 
the work "The value of information - approaches in economics, accounting, and 
management science", published in the Journal of the American Society for 
Information Science, Repo [3] states that theories as the theory of Shannon 
information, dealing with probabilities, not with meanings, provides a fragmented 
view of the concept of "value", making it unable to produce a working definition for 
the value of information. In our case, looking for a working definition of information 
to infer its value, we face the same difficulty. Value and meaning is quite subjective 
when it comes to individuals, difficult to measure and we did not find practical 
measurements in the constructs, within Information Science. Bibliometric is the field 
of study that comes closest to this ideal. However, these metrics measure the quality 
and quantity of scientific production, not necessarily the value of the information 
itself. Its measurements can be good indicators, but do not determine the value of the 
information, nor clarify the evaluation process carried out by a particular user. The 
alternative would be to use the sociology knowledge, which comes up as interesting 
fundamentals in Information Science, but it was not in our interest to build an object 
of study from the sociological bias, eventually missing the vision of the information 
system. So, a more practical and robust view, oriented to the study of psychological 
constructs with a tradition of analysis and established value, was required. In our 
particular case, the vision of economic value in itself would not be so decisive, but the 
constructs developed to make it viable are much more promising. Evolving a market 
concept over the scientific research development process may seem an inadequate 
adaptation of concepts for very diverse areas. On the other hand, the business context 
of globalization and intense competition, as well as a continuous technological 
development, has become the issue of information security risk, also a rising issue in 
the Information Systems Management perspective. Besides, we should take into 
account that every executive is an information user, and to understand their decision 
process it will require inevitably to understand their use of information sources, which 
is implicit to the value question. In this context, the study of the interaction and 
mutual influence among the various information sources [4] is crucial for 
understanding the decision-making dynamics. Finally and as we may expect, in this 
study area there are some usage models of information well established, but not so 
well formalized. 

More objectively, why it is so important to determine the value of information? 
There are many practical and academic reasons for this, as denoted above. But we list 
the ones we consider most important based on several studies [3], [5] and [6]: 
1. Determine the value assigned to the user information is of fundamental importance 
in the discovery of the consumption patterns by knowledge workers and a central 
element in the issue of Information Literacy in Information Science; 
2. The vision of information as a commodity and the use of rational methods to infer 
its value can provide the empirical foundation necessary to build more realistic 
models of how is performed the collaborative process (with regard to exchange of 
information) in scientific research groups; 
3. A combination of economic, social and behavioral approaches can provide a 
method of practical assessment of resources to be made available by universities and 
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research institutes by signing databases and scientific resources to faculty and 
researchers; 
4. This same view can also contribute to the systems theory, to lay the foundation of 
how the information should be treated in the implementation of information systems, 
especially those who are facing the management information area; 
5. Finally, it is a vision that can complement the various existing information metrics, 
essential in any process concerning Management of Information Systems (MIS). 

We are not referring to the use of research sources or as share information with 
colleagues, but how the individual selects and values the information he/she needs 
diary. What are the search and selection criteria they use? What makes them using 
certain information and not another? Also we do not mean here the pure subjective 
aspects, but to a cost/benefit relation that is established and that leads him/her to use a 
particular source and not another. There seems to be a lack of knowledge on this 
reality because studies tend to focus more on processes of evaluation the work 
produced than in the reality of the information management by people who do 
information related work. In this way, interesting questions cease to be addressed, 
like: How scientists as individuals perceive their interactions with the academic 
ecosystem, and how they use the information resources available to fill their 
information needs? 

1.2   Research models in Information Science 

Wilson [7] presents various search models of information and makes a study of 
several different types of scientific researchers, such as social, medical and chemical 
scientists, and determines the eight basic features in any such process: initiation, 
chain, demand (browsing), differentiation, monitoring, extraction, verification and 
completion. Initiation concerns the initial search process by the most appropriate 
available sources to the subject or theme, as required. Chaining is the next step, when 
the first evidences are taken to make sense and to form a conceptual framework. 
Normally there is a chain of references that connect to each other.In searching or 
browsing there is a semi search targeted to specific local sources about the objects 
defined by previous searches. The differentiation is about a finer awareness of the 
quality of consultation and of the material sources. In source monitoring the level of 
quality of the documents used in researching is maintained and renewed. The 
extraction ultimately makes up the download of material previously selected 
throughout the process. Verification comprises an assessment of the information, and 
its accuracy on the subject researched. Finally, the completion phase triggers the 
seeking of complementary information in order to complete a task or project. Wilson 
believed that the pursuit of information is dependent on the quality of information, 
and that it would depend on the search pattern and the ease of access to it. Studding 
the overall search process the author works with two quite subtle concepts: 
information seeking behavior and information searching behavior [7]. Information 
seeking behavior is intentional quest for information to fulfill a certain goal, and this 
process requires using several types of information systems (manual or automatic). 
Information searching behavior is the researcher's behavior when using these various 
types of systems, and involves cognitive activities to judge the relevance of 
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information [7]. The former refers more to an initial search behavior analysis to found 
references. The second is an analysis of behavior, judgmental attitude, towards what 
was found, and can be considered as the moment when content assessment takes place 
- it is an attitude of valuation. From the perspective of information systems the basic 
concern is the process by which users are informed by an information system. The 
information is often evaluated as a psychological process, and therefore capable of 
being evaluated by measuring psychological constructs. The user attitudes are seen in 
this perspective as reflecting the value of an information system, and derived from the 
usage users make of the system it is possible to infer what value the system has for 
him/her. The reason for choosing this approach is its proximity to the perspective 
developed in Information Science, in particular studies on the acquisition of 
information and its dissemination in organizations. The MIS definition of attitude 
concept will be important in this work, especially in the final proposal of a model: a 
predisposition learned to respond in a consistently favorable or not, with respect to a 
particular object [8] (see Fig. 1). 

 

 
Fig.1. Schematic representation relating attitudes, beliefs, intentions and behavior toward 
particular object information according to the MIS approach. (Source: Swanson, E. B.: 
Measuring user attitudes in MIS research: A review. Omega, 10,2, 157-165 (1982)) 

 
Attitudes can be distinguished as beliefs, behavioral intentions and actual behavior 

[9]. Beliefs give a security dimension to a particular attribute identified with that 
object. The intention locates the information sought in a dimension of possibilities 
and associates a certain action to it. The behavior itself is the action end opposite the 
object. 

2   Similar models in MIS 

In the economic field the information behavior is linked mainly to the corporate 
decision process. Everything begins with a stimulus / opportunity that force the search 
for more information, leading in the end to a decision process. Choo [10] considers 
four classical models of decision making in organizations: the rational model, the 
process model, the political model and the anarchic model. The rational model was 
initially developed by March and Simon [11] and refined by Cyert and March [12] 
and then by March [13] alone. It is basically a cognitive model, supporting the 
decision-making process at achieving goals and always collecting information about a 
problem. It is guided by norms and simplified routines. The procedural model is 
presented in the Mintzberg, Raisinghani and Theoret work [14]. Unlike the previous, 
this is a more "unstructured" model, being guided not so much by the cognitive and 
logical aspects, but the context that presents itself. The model the resulting model 
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these various adaptations comprises several phases. The identification phase is the 
need to make a decision and develop an understanding of the issues involved in the 
decision, and involves recognition and diagnostic routines. At this stage the need for a 
decision is defined as information need. The diagnosis tries to understand the stimuli 
that trigger the decision and the relevant causal relationships by seeking information, 
consulting the existing channels, in addition to opening new channels [15]. In the 
following phase of development, is the search for solutions to the problem, consisting 
of search routines (research) and creating routines (development / projects). In the 
alternative selection phase are evaluated and is the choice of a practice solution. In the 
stage routines are probing and evaluation [15].The political model was developed by 
Allison [15] and it approaches the decision-making process as a game, where different 
"players" occupy different positions and exert varying degrees of influence, according 
to the rules and their respective bargaining power. Here prevails the political aspect, 
each of which exerts its power according to their position in the game. In the anarchic 
model, organizations are "organized anarchy" with problematic situations decision, 
without much definition and inconsistent with technological processes that are not 
well understood and where the dedication of time people are not well defined. The 
procedural models is considered the one that best represents the decision-making 
process and have chosen primarily based on the model of Mafra Pereira and Barbosa 
[16] in a study of models of strategic decision-making in small businesses, with a 
sequence of steps in decision-making process: the pre-decision, the decision itself and 
the post-decision. The time to pre-decision consists of four steps: identifying the need 
for decision, type of information required, choice of information sources and content 
analysis obtained at the end of the search process. The decision itself includes the 
factors that influenced more effectively. The moment of post-decision consists of 
three steps, which correspond to the implementation of the chosen decision, 
evaluating the results obtained and the registration of the decision as explicit 
knowledge for future similar decisions, including around a learning factor in the 
process. 

3   Proposal of a model 

Based on the previously described models and taking into account the case study, an 
adapted model was designed (see Figure 2), which will be validated by applying a 
proper questionnaire in two groups of researchers. 
 

 
Fig. 2. Model proposed to identify the process of evaluation of information by the researcher 
based on the original model of Mafra Pereira& Barbosa: Strategic Decision Making Model 
General(X Enancib, 5, 2009). 
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In our adaptation of the original model, we use only 7 steps, because our goal is 
much more specific than the original model - to analyze the search and the use of 
scientific information reaching some sort of equation valuation at the end. As in the 
original model we divide the process in three stages. The pre-decision evolves in 4 
steps, where the researcher starts his decision-making process on the information 
needed. The first step reflects the time the researcher identifies a necessity. In this 
process we can already begin to identify how the researcher appreciates the 
information when searching for primary sources of information that will likely be 
even informal. In the second step a further refinement happens, the definition of the 
content will really look at the universe originally intended, probably with the 
definition of key-words. In the third step the researcher identifies the reason for the 
choice of certain bases, and even at this stage there is an influence of non-formal 
channels of information. Here again we try to identify if there are other sources 
besides the databases. Finally, the fourth step, where the researcher tries to identify 
the obtained information content (texts) ending this phase of pre-decision.At the stage 
of decision comes the fifth step, aiming to identify the critical occurrence that leads to 
the final choice (relevance, originality, familiarity with the author, prestigious 
publication and others). At the stage of post-decision the researcher identify the level 
of satisfaction and learning. And here we have also identified the way this evaluation 
is measured.In the proposed model we do not considered fundamental issues such as 
initial informational identification and document type. However, it is necessary to 
form the above description of the process of the investigator decision. We hope to 
make a significant contribution through the questionnaire, where we can validate this 
model and also provide insight into the field of metrics to enable infer values for 
factors such as evaluation forms of Informational Content, Satisfaction and Learning 
level in the decision-making process the researcher. We believe that the result of this 
measurement may give us the indication of the value of information, not just in 
general but also individual, group or field of knowledge form. 

4   Conclusions 

The discussion about the value of information was addressed over time in many 
works in the field of Information Science and Information Systems. However, it was 
never seen as an end in itself. The quantitative bibliometric that emerged satisfied 
some contexts, such as databases valorization and citation analysis. The publication of 
indexes also cater well to the practical issues of valuation information. The 
investigation of the use of information has always been more linked to Information 
Science area, mainly through the analysis of information behavior. This can be easily 
deduced through the references of our work and the base model we used. The classic 
models, in both areas of Information Science and Information Systems, indicate their 
ability, in which we also believe, but they lack their applicability behind the specific 
environments they were made to. So our main issue is to look for a more general 
model, even if we only take as case study the information valuation process assumed 
by researchers. What we are attempting is not to create something entirely new, but 
rising a discussion that we consider important for the two areas - Information Systems 
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and Information Science - using a theoretical framework and tools that have been 
developed over time, from a new perspective. Through a survey we try to capture the 
user experience regarding the use of information (assuming this really helps to form 
the basis of their attitude towards it), and to find the factors that can contribute to that 
goal. We believe that the overall model explained in this paper can give us the 
answer. 
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Abstract. The main goal of this paper is to analyses “Which project 
management model best fit a mega event like the 2016 Olympic 
Games?” The organizations which participate in the Olympic Games 
project management in Rio are under the pressure of external scenarios 
of uncertainty and also several constraints to manage all the Olympic 
resources and need to deal with limitations of costs and time – the 
model adopted can help to achieve a major success of the event. 
According to studies made on the past, Olympics Project Managers face 
various challenges and the models adopted can help to achieve the 
ambitious goals of the event. The main finding of this research is that 
project management maturity models benefits management approaches 
and reinforce the definition and the use of strategic plans enhancing the 
control techniques of project management and also that a sustainability 
dimension is necessary to orchestrate the successful completion of a 
project with the amplitude of Olympic Games.  

Keywords: Project Management, Project Management Models, Sustainability, 
Maturity  

 

1   Introduction 

The 2016 Olympic Games will take place in Rio, Brazil. It will be the major 
event of sports industry of 2016 and it will be necessary to manage several 
sports structures and to integrate diverse kinds of resources with efficiency. In 
order to accomplish that goal the companies that are conceiving and 
developing the games structures adopted several project management models. 
In order to analyze the project management models this research will try to 
answer the research question “Which project management model best fit a 
mega event like the 2016 Olympic Games?” The limitations of resources, 
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costs and time are variables that influence the project management model 
adoption. 

According to studies made on the past Olympics Project Managers face 
various challenges and the models adopted can made an integration of various 
and disperse project management tools. The efficient management of the 
Games is also important for the sustainability of the project using monitoring 
and reporting tools on the economic, environmental, and social performance 
of the Olympic Games. According to the structure of this paper it will presents 
a literature review that covers project management models. It will discuss the 
importance that project management can deliver as a useful integrative tool 
for managers in the 2016 Olympic Games and will also present a model 
proposal of project management sustainability of this mega-event. 

2   Literature Review 

2.1   Project Management 
 

Project management is an important tool for organizational development and 
for running mega sports events. It helps to achieve the objectives of a project 
and the focus of any project management plan is on its successful results [1]. 
Project managers are responsible for the effective and efficient delivery of the 
project and in achieving its goals assuming a leadership style to accomplish 
their role. All projects begins with the breakdown structure of the work into 
several tasks, along with the respective timelines for the tasks, the financial 
resources, the human resources allocation and the responsible matrix, where 
the leader of each working package is identified [2].  Resources are normally 
a constraint for a project managers: time, human resources and the budget 
available for the project. These are constraints for the project managers that 
will try to plan the tasks and the resources allocated to achieve the project 
goals [3]. For mega events such as the Olympic Games, timeline is very 
important since the Games need to take place during the scheduled time due 
to the large number of individuals and organizations associated with the event 
and the complicated logistics involved [4].  

Project management definition, planning and review techniques are the 
most critical dimensions of project management, namely, the work breakdown 
structure definition, the budgeting, the review and cost control preventing 
deviations from the project planning. These techniques help to control the 
project and to enable the organization to achieve its goals.  The review of the 
project it’s crucial because it helps to identify the tasks that may not be able to 
accomplish the goals in terms of schedule and costs. It requires control 
measures to be adopted to prevent a negative impact on the overall project.  

Although it is widely accepted that mega-events such as the Olympic 
Games have a large impact on and leave an important legacy to the host city, 
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the Olympic Games have not been part of the sustainability debate. The high 
concentration implied by the Games in time, in space and in investment need 
to be analyzed in light of the sustainable development impacts in 
environment, in society and in economic ecosystem. Games organizers and 
the IOC need to ensure host cities as well as their citizens, are left with a 
positive long term legacy in terms of life quality and also economic and 
financial structure in order to maintain the sustainability of the host countries. 

 
2.2   Maturity Project Management Models 

 
Project management can beneficiate from models as the maturity models 
which provides an approach for continuous improvement and for developing 
prospective scenarios. First, in an increasingly competitive environment, it is 
necessary to ensure that the successful results of one project can be extended 
to future projects, not only supported on the procedures standards, but also on 
the leadership role and on the responsibilities of the project manager [5]. 
Practices and techniques of project management are recognized by many 
organizations in various industries as being essential skills, which benefit 
businesses [6]. These skills are measured through the use of benchmarking 
and comparative models. Hillson [7] clarifies that the benchmarking process 
aims to diagnose strengths and weaknesses, to measure the current capacity 
and to identify areas for improvement. According to Kwak & Ibbs [8], most 
companies consider using practices and support tools which are applicable for 
project management processes, as they permit them to adapt to changing 
business environments, yet they need a reference model for the efficient 
implementation of such tools.  

Maturity in project management consists of developing repeatable 
processes and systems which lead to project success [9]. Project management 
maturity models emerge which provides companies with the necessary 
mechanisms to allow them to identify the key areas for opportunity and 
improvement in project management tasks. Additionally, these models serve 
to develop comparative indicators for the application of project management 
practices and techniques across organizations which operate in the same 
business environment or sector. Maturity has been expressed by organizations 
as a potential key factor for increasing performance, for achieving goals and 
for being successful. Organizational project management maturity and 
competency seem to be promising variables which are both related to project 
success [10], [11]. Dinsmore [12] believes that maturity shows how an 
organization has progressed in relation to the incorporation of project 
management as a way of working, thus reflecting its effectiveness in 
completing projects.  

Basically, the purpose of the maturity model is to provide a framework for 
improving an organization’s business result by assessing the organization’s 
project management strengths and weaknesses, by enabling comparisons with 
similar organizations, and by measuring the correlation between an 
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organization’s project management level and its project performance [13], 
[14],[15].  

Hastak and Shaked [16] provided a three layer risk management model 
developed for the construction industry, but that can also be applied to other 
sectors as sports industry. This model suggests that a project faces three levels 
of risks that are interrelated to each other, project level risks, market level 
risks and finally the macro level risks. While the project level risks are 
associated with the technology, financials, resources and design of the project, 
the market risks are associated with the market in general but considering the 
same factors. The macro level risks are associated with the operations of the 
project in a given macro environment and thus include the economic, political 
and other financial risks. 

 
2.3   Project Management of Mega Sports Events 

 
Emery [17] carried out a research across 11 countries involving 178 
organizers of major sports events and found that the most important factors in 
determining the success of such an event are the sponsors, sporting authorities 
and the media. In case of Athens Olympics for instance the sports facilities 
were planned to be ready at least 10 months before the scheduled games to 
enable the actual testing of all the facilities before the mega event [18]. This is 
indicative of the high levels of facility management techniques being used by 
the organizers to minimize the risks of failure during the event. 

To prevent the failure project management, business models are important 
mainly when aspects like the budgeting management is not effective and the 
planning does not reflect the reality, refers Jennings [19] in his research on the 
cost overruns in case of major events like the Olympic Games. Flyvbjerg and 
Stewart [20] found that the Olympic Games from 1960-2012 faced cost 
overruns, with an average overrun of 179 per cent in real terms. The 
researchers also compared other major sporting events with Olympics and 
found that the incidence and cost overrun in case of Olympic Games was 
significantly higher than any other sporting event creating awareness for the 
financial and social sustainability of the host city. 

In terms of the sustainability of the event and also the host city it should be 
important to define a plan venues for other uses than the Olympic Games, and 
also the possibility to use temporary infrastructures, because evidence from 
the past shows that many competition venues built for the Games have 
received poor post-Games usage and the financial support of this structures 
contributes for the increase of the economic crises of the host countries [21].  

One solution is found in the design of multi-purpose venues. It is indeed 
preferable to conceive spaces which can be modified according to the 
circumstances. The Games last for only 16 days and reusing Olympic 
facilities is one of the greatest challenges to the host city authorities in terms 
of both city activity and financial profitability.  
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3   Conceptual Model 

Project Management is the application of knowledge, skills, tools, and 
techniques to project activities in order to meet their demands, being carried 
out by means of the integration of the processes of initiation, planning, 
execution, monitoring and control, and closure, as it offers the Project 
Management Institute[ 1) (PMI, 2013). 

The application of knowledge, skills, tools and techniques to achieve the 
goal of the project is carried out by a person responsible: the project manager. 
The main responsibilities of project manager are: Identify the needs of the 
project; Establish clear objectives and tangible; Meet the expectations of all 
stakeholders; Promote the due establishment between quality, scope, time and 
cost. This latest award is the need to balance three conflicting factors (time, 
cost and scope or quality) factor being the remainder, the consequence of 
balance. Therefore, if there is time, cost and scope, the consequence will be 
the quality of the project. Another turn, if there is time, cost and quality, the 
consequence will be the scope of the project. 

This way, the project management includes the balancing of conflicting 
restrictions the project that include, among others: scope, quality, schedule, 
budget, resources and risk. 

The relationship between these factors is that if any of them change, at least 
one of the other will probably be amended, in what is called Theory of triple 
restriction [22]. 

Successful Projects are those that deliver the product or service specified 
within the scope, time, and budget and with qualities and this is precisely 
what is expected of the committees’ organizers of the 2016 Olympics. 

The professional project management is essential for doing the right thing 
(effectiveness) in the right way (efficiency) seeking the effectiveness by 
means of a strategic planning, i.e. by a process of mobilization to achieve 
success through a proactive behavior [23], considering the current 
environment and future aiming to: Produce all deliveries planned; Complete 
within the timeframe planned; Run within the approved budget; Deliver 
according to all functional specifications, performance and quality; Meet all 
of the goals, objectives and goals; Achieve all stakeholder expectations. 

In this context of project management of mega-events and for its success, it 
is therefore essential to define a model of project efficiency and sustainability 
for the success of the event, including also awareness for the future of the 
country [24]. Those proactive behaviors must be integrated into the earliest 
stages of the Games’ conceptualization and planning, being part of a strong 
governance based on principles of sustainable development. 
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4   Methodology 

The methodological approach of the research was quantitative and also 
qualitative. The qualitative techniques to collect and analyze data was content 
analysis from the literature review of papers on project management and also 
Olympic Games. The search of articles was based on the keywords "project 
management", “Olympics Sustainability” and "Olympic Games” and the 
period being considered was between 1996 and 2015. And also an interview 
with a project Manager of the 2016 Olympic Games Committee in order to 
understand the models of project management used and the process of 
planning and execution of this sportive mega event. 
For the quantitative analysis it was conceived a questionnaire based on the 
theoretical framework with 36 questions. All questions, or statements, are 
assumed to have the same weight. A scale of six choices, ranging from 
‘‘disagree completely’’ (1) to ‘‘agree completely’’ (6), was adopted to 
measure the responses. The informants represent both small and large 
companies, based in different locations, and from a wide range of industries 
working for the sports mega event Olympic Games 2016. 

5   Results and discussions 

With the constant search for techniques of project management, the 2016 
Olympic Games organization has matured the use of the procedures indicated 
by PMBOK© Guide (A Guide to the Project Management Body of 
Knowledge). The large investments in infrastructure, technology and energy, 
leads the construction companies and the service providers to invest heavily to 
put in practice the Framework of PMI (Project Management Institute) that 
helps to conceive and to manage the Olympic Games mega projects [25].  

Since the conception of the idea of the Olympic Games project to its 
execution, there is usually a time frame of several years during which the 
planning needs to be undertaken and thus planning becomes even more 
important due to the potential risks associated with the external and macro 
factors. 

The objectives of project management are to enable the project to be able to 
achieve its desired objectives and cost [26]. Project management in case of 
mega events such as the Olympic Games also needs to ensure that the project 
is also able to create a long-standing reputation for the host nation to be able 
to organize events of such scale to enable the country to pitch for such events 
in future as well [27]. To ensure that all stages of the project are successful it 
began with several phases and procedures. The following table (1) shows the 
phases, the respective activities, the sponsor and the schedule of each phase: 
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Table 1.  Olympic Games Phases.  

Phases Activity Sponsor Time 
Initiation The countries interested in 

hosting the Olympics 
applies for. 

IOC   9 years before the games. 

Announcement of the 
winner 

 

IOC Seven years before the 
Olympic Games 

Planning Develop venues project 
plan 

OCOG From winner announcement 
to implementation starts 

Implemen 
tation 

Implement venues project 
plan 

OCOG Vary by venue (legacy or 
temporary), at least 6 
months 

Games 
Time 

Starts games operation OCOG From Olympic Athletes 
Village opening 

Monitoring 
and 
Controlling 

Track venues projects OCOG 
Central 
Planning and 
IOC 

From planning to Closing 

Closing Decommission venues OCOG One week after games time 
operation finishes.   Four 
weeks of duration, in 
general 

 
For the Olympic Games to become an example of sustainability, they must be 
integrated early into long-term urban and regional policies based on principles 
of sustainable development [28]; [29]. This dimension need to be considered 
when defining a project management model for this kind of mega-events. 
 
5.1   Project Management Model Proposal 
The project management maturity model, as the framework and tool to 
evaluate the level of organizational project management capability [30]. The 
maturity stages of the model proposal of this research includes three 
dimensions. The first stage or level, is Technical Project Management. At this 
level project managers concentrates on the resources and tasks [31] and all the 
techniques they can use to plan, implement and monitorize the project work 
packages. 

The next stage is the Project Governance Model consisting in managing 
the internal team efforts in order to achieve predefined project goals with 
predetermined constraints to time and resources of all kind [32], namely, 
financial, equipment´s, technology and others. 

At the third stage is the Project Sustainability Model consisting in the 
integration of a set of projects considering a long-term strategy. Sustainable 
development principles must be integrated into all phases of the projects 
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conceptualization, feasibility, bidding, strategic and operational planning, 
operations and dissolution [33]. At this level the managerial approach must be 
wider, and include a balanced view on how to distribute scarce resources 
between competing desires. 

The research hypothesizes that an organisation in general is less capable 
on its first stage than in the final stage of the model. An organisation should 
be more capable on Project Governance than Technical Project Management. 
Further it should be more capable on Project Sustainability than in Project 
Governance. 
 
Table 2 Maturity Stages of a Project for Sports Mega Events 
 
Project maturity stages      

 Mean S.D.  Minimum Maximum  Cronbach Alpha 

      

Technical Project Management 4.31  0.78  2.35  5.76  0.8763 

Project Governance Model 3.64 0.93  1.59  5.87  0.8871 

Project Sustainability Model  3.85 0.91  1.45  5.55  0.8388 

 
As showed in table 2, the three concepts of maturity levels have high internal 
consistency as shown by the help of Cronbach alpha. There is a very high 
correlation between the three concepts: all correlation coefficients are 
significant at the 0.01 level. However the number of observations is too low to 
conduct a factor analysis to identify the variables that explain the pattern of 
correlation. 
 
Table 3 Dimensions of the Project Maturity Model for Sports Mega Events 
 
Dimensions  

 Mean S.D. Minimum Maximum Cronbach 
alpha 

Technical Project Management      

Project Management Techniques 4.17 0.91 1.76 5.68 0.6955 

Risk analysis 3.75 0.96 1.00 5.69 0.6523 

Responsibility 3.88 0.98 2.00 6.00 0.6432 

Project Governance      

Decision Taking 4.16 1.09 1.36 6.00 0.5312 

Knowledge Sharing 3.65 1.04 2.00 6.00 0.7736 

Co-operation 4.11 0.77 2.00 6.00 0.5627 

Project Sustainability      

518 M.J. Sousa et al.



Strategy 3.99 0.89 1.55 5.66 0.5566 

Integrated approach 4.14 0.95 2.00 6.00 0.6278 

Partnerships for sustainability  4.19 1.23 1.00 6.00 0.4955 

Mitigation measures  3.80 0.95 1.50 5.68 0.7043 

Sustainability monitoring and 
reporting tools  

3.85 1.10 1.55 5.69 0.4823 

Education 3.50 1.22 1.55 5.66 0.7289 

 
Table 3 studies the different dimensions of maturity, broken down into 
Technical Project Management, Project Governance and Project 
Sustainability. We observe large differences between organisations as they are 
expressed through large values for standard deviations and considerable 
differences between minimum and maximum values. In this sense the 
questionnaire is able to distinguish between the situations of the different 
companies and might be used by an organisation to measure its own 
performance. Some of the concepts have a low Cronbach alpha and need to be 
studied using a larger sample. 

7   Conclusions 

This paper proposes a Project Management Model for a sports mega event 
like the Olympic Games 2016. It considers dimensions like the project 
management techniques and also strong governance and the ability to play an 
active part in promoting measures favoring sustainable development of the 
host city. This will imply changes in the nature of Olympic Games planning 
and efficiency using the main techniques of project management, but also 
incorporating sustainability principles. Applicant and bidding cities must 
understand the opportunities and the risks of hosting a mega event such as the 
Olympic Games. Hence the need to work towards maximizing the Games’ 
benefits and minimizing their potential negative effects. The return on 
investment is in the long term and is certainly worth the efforts. 
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Abstract. Nowadays, the ERP systems (Enterprise Resource Planning) have an 
important presence in most industries due to the benefits they offer, in this way, 
it is critical their acceptance and use by the end users. The main goal of this 
study is to determine the factors that influence the intention to use ERP systems, 
employing the model UTAUT (Unified Theory of Acceptance and Use of 
Technology) as a theoretical base. Also the Confirmatory Factor Analysis 
(CFA) with a sample of 121 end users was used to validate the proposed 
extended model. The results show that the intended use of ERP systems was 
significantly influenced by training in problem solving and adaptation to local 
government regulation, in that order of importance. 

 Keywords: ERP, adoption models, TAM, UTAUAT 

1   Introduction 

The phenomenon of globalization has intensified competition in the business world, so 
then companies must increase the quality of their processes by process integration and 
optimized information flow. The solutions offered to support this purpose have a 
common denominator: ERP Systems. These systems emerged as business solutions 
since the early nineties, and they offer several benefits, including efficiency, quality, 
productivity and profitability [1]. Thus, from the 90's, thousands of companies have 
been implementing ERP systems. A multi-module system that helps organizations to 
become more agile their business processes [2].  

According to Soto-Acosta [3], ERP systems play an important role in information 
processing in organizations, giving more flexibility and shorter response cycles in 
their operations, in this way, the success of this type of projects is crucial for the 
company competitiveness. However, ensuring the success of projects of ERP systems 
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to take advantage of its benefits, requires efforts which are accompanied by 
technological and organizational changes, since it is expected that the business 
processes will be done in new ways, including how to how people do their specific 
work [4]. This article seeks to answer the following question: What factors can predict 
the levels of acceptance of ERP systems in large Peruvian companies? 

This article is divided into 5 sections. Section 1 contains the introduction. Section 2 
contains the literature review about ERP systems, the models of acceptance and the 
factors composing them. In Section 3, the research methodology is presented. Section 
4 contains the analysis of the results. Finally in Section 5 the conclusions of this study 
are presented. 

2. Literature Review 

2.1 ERP Systems 

In the most basic definition, according to Addo-Tenkorang et al. [5], an ERP is a 
business information system which integrates and controls all business processes 
throughout the organization. The enterprise resource planning (ERP) is a business 
information system that has been designed to integrate and optimize business 
processes and transactions in a corporation.  

In the opinion of Suganthalakshmi et al. [6], an ERP is an integrated software 
package consisting of a standard set of functional modules (production, sales, human 
resources, finance, etc.) developed or integrated by the provider but able to be adapted 
to the specific needs of each client. The current generation of ERP systems also offers 
reference models or templates of processes that aim to transfer the current best 
practices to the business processes of the organization. 

2.2 Technological Acceptance Model 

Various theories and models of technology acceptance have been developed in the last 
30 years by different authors. Among the most important models are: Innovation 
Diffusion Theory (IDT), Theory of Reasoned Action (TRA), Social Cognitive Theory 
(SCT), Theory of Planned Behavior (TPB), Technology Acceptance Model (TAM) , 
Motivational Model (MM), Technology Acceptance Model 2  (TAM2), Unified 
Theory of Acceptance and Use of Technology (UTAUT). The term "acceptance" in 
the literature does not have a single definition. Davis [7] describes the acceptance as 
user decision about how and when they will use a certain technology. 

The acceptance of technology by users has been the subject of several previous 
researches. There are many models that have been used for this purpose, as the 
Technology Acceptance Model (TAM), versions 1, 2 and 3. TAM is up to date the 
reference model in the research on the acceptance or rejection of a technology by users 
and moreover has been the basis for creating new models that seek to explain the 
factors that influence acceptance levels in particular contexts. Another popular model, 
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the Unified Theory of Acceptance and Use of Technology (UTAUT) [8], is also one 
of the most used because its authors determined that offers a higher percentage of 
explanation of the intention and use of technologies. Even since the 2012, this model 
has a special version called UTAUT-2, which target is the consumer technology 
contexts, that is where the user must pay to use the technology. In Table 1, the list and 
description of acceptance models are presented. 

 
Table 1.  Models and theories of acceptance. 
 

Model Year Models and Theories Description 
   
TRA 1975 Fishbein and Ajzen [9] proposed a derivative psychology 

database model, which seeks to measure the behavioral 
intention and performance. 

TAM 1989 Davis [7] proposed two factors to determine the attitude of 
individuals with regard to any technology, this attitude is the 
basis of the intention of use. 

MPCU 1991 Thompson [10] proposed this model to predict the intention 
of use of the PC. 

MM 1992 Davis [11] proposed this model derived from psychology to 
explain behavior, adoption and usage of the technology 

TPB 1995 Taylor and Todd [12] extended TRA to include another 
additional variable to determine the intention and behavior. 

C-TAM-
TPB  

1995 Taylor and Todd [13] integrated social and normative factors 
and  for behavioral control. 

IDT 1995 Rogers [14] provided a sociological approach that attempts to 
explain how individuals or groups adopt an innovation. 

SCT 1995 Compeau [15] proposed this model applied to information 
systems to determine their use. 

TAM2 2000 It was excluded the attitudes from the original model, 
incorporating other factors classified into two groups: those 
related to the processes of social influence and also the 
factors related cognitive processes. 

UTAUT 2003 Venkatesh et al. [16] integrated eight models to measure the 
user's intention and use of technology (TRA, TPB, TAM, 
MM, C-TAM-TPB, MPCU, IDT, SCT). 

TAM3 2008 It incorporated elements based on perceived ease of use with 
the aim of producing practical guidance and suggestions for 
the professionals. 

UTAUT2 2012 UTAUT extension model to study the acceptance and use of 
technology in the context of consumption. 

 
Each model consists of a set of influence factors which are responsible for the 

predictive power of the model. Some of these factors are repeated in more than one 
model and many others have been derived and / or refined to meet the different 
contexts of each investigation. Table 2 presents the factors related to each of the more 
important acceptance models. 
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Table 2.  Factors associated with the models and theories of acceptance. 

Model Factors 
TRA Attitude, subjective norm 
TAM Perceived usefulness, perceived ease of use 
TPB Attitude, subjective norm, perceived behavioral control 
IDT Complexity, relative advantage, compatibility, visibility, testing capability 
TAM2 Perceived usefulness, perceived ease of use. Subjective norm, Experience, 

voluntariness, Image, demonstrability of results, Relevance of work, quality 
of the result 

UTAUT Expectation of performance, effort expectancy, social influence, facilitating 
conditions 

TAM3 Perceived usefulness, perceived ease of use, subjective norm, experience, 
voluntariness, image, demonstrability of results, relevance of work, quality of 
the result,  

UTAUT2 Expectation of performance, effort expectancy, social influence, facilitating 
conditions, hedonic motivation, price, habits 

 

2.3 Application of the Technology Acceptance Models 

Next, it describes some applications for each of the more important acceptance 
models which are reviewed in this study. 

� Theory of Reasoned Action (TRA): The theory of reasoned action seeks to 
predict consumer intentions and behavior, thus also provides a relatively simple 
basis for identifying where and how to direct attempts to change consumer 
behavior. 

� Technology Acceptance Model (TAM): The TAM model has been applied in 
numerous studies of information technology, such as word processing, 
spreadsheet applications, email, web browsers, web sites, etc. 

� Theory of Planned Behavior (TPB): Recently, several studies found that TPB 
help to better predict behavioral intention related to the health than TRA 
model, Given That the TPB has improved the predictability of intent in various 
fields related to health, Such as condom use, leisure, exercise and diet. 

� Innovation Diffusion Theory (IDT): A literature review conducted by Nor 
[17] indicates that the applications for IDT model have been mixed. For 
example, IDT was used in the development of tool, used as part of research and 
comparative studies with other theories, such as TAM. 

� Technology Acceptance Model 2 (TAM2): Like its predecessor, TAM2 is 
useful to measure the levels of intent and use of new information technologies, 
in any context either individually or in groups, personal or corporate. 

� The Unified Theory of Acceptance and Use of Technology (UTAUT): 
Several researchers use UTAUT theory to study the process of acceptance of 
innovation by the users. Its power predictive about the use of technology is up 
to 70%, a much higher rate than other technology acceptance models [8]. 

� Technology Acceptance Model 3 (TAM3): TAM3 is useful in explaining the 
differences between relationships and behaviors of the factors in the pre and 
post implementation stages of some technologies. 
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� The Unified Theory of Acceptance and Use of Technology 2 (UTAUT2): 
The UTAUT 2 model is useful in the context of use of consumer technologies 
such as e-learning, telephony, internet, etc. 

3   Research Methodology 

This research applies a model variant of the Unified Theory of Acceptance and Use of 
Technology (UTAUT) to explore the factors that determine the use of ERP systems. 
Using an online survey, 121 ERP system users were respondents. The purpose of the 
study is to verify if the results of the study clearly show that the factors:  government 
regulation, data quality and problem solving training, play a key role in the intended 
use of ERP systems. The chosen model is the Unified Theory of Acceptance of 
Technology (UTAUT), based on the following: 

� Due to be the technology acceptance model that offers greater explanation in 
an organizational context. 

� Another argument for supporting our choice of model UTAUT, is due to the 
results of the investigation of Williams [18], who found that a significant 
number of studies in recent years, 450 studies, refer to the theoretical model, 
but only 10% of them, have used in the practical field, this fact representing an 
opportunity to explore their empirical use. 

Finally, the UTAUT model contains factors which are the result of reviewing 
multiple theories and previous models that were developed in research of different 
areas of knowledge. Since its publication, the 2003, it has been the baseline model for 
studies of various technologies with positive results [16].  

Basically there are two types of users who were part of the survey process, these 
are: 

� Experts (specialists): This group includes employees who have leadership 
roles, functional leaders and were also key project implementation members for 
the ERP system. 

� End users: participants in the projects of organizations that have implemented 
or are implementing ERP systems. 

 

Table 3 presents a general description that provides a demographic overview of the 
respondents who participated in this study in terms of gender, age, education and 
experience. 

The survey was developed through a website format, with a questionnaire 
consisting of 20 questions of the following types: single answers, multiple answers, 
rating scale (Likert scale) and demographic questions. It was sent in groups and 
individually to a number of people on the basis of the given sample in the quantitative 
study.  
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Table 3.  Demographic information. 

Variable  Frequency Percentage 
Gender Male 74 61% 

 Female 47 39% 
Age Less than 30 38 31% 

 31-40 70 58% 
 41-50 11 9% 
 51-60 2 2% 
 More than 60 0 0% 

Education Technical 22 18% 
 Graduate 28 23% 
 Master 71 59% 

Experience Less than 1 year 16 13% 
 1 to 2 years 29 24% 
 3 to 5 years 47 39% 
 More than 5 years 29 24% 

 
The goal is validate the assumptions based on the gotten results. The Likert scale 

which was used is: 5 Strongly Agree, 4 Agree 3 Neither agree nor disagree, 2 Disagree, 
1 Strongly Disagree. In addition to the standard baseline model variables, new variables 
were used in order to extend the model: government regulation, quality of data and 
training in problem solving.  

The indicators for each factor are a set of questions that capture the respondents' 
opinion on the influence of each factor on the dependent variable: Usage Intention. 

The questions related to Government Regulation were: 

� RG1: The system has the necessary local adaptation. 
� RG2: I have the necessary knowledge of aspects of legislation and safety 

regulations for using the system. 
� RG3: The adaptation of the system in regulatory terms is supported by a group 

of people against difficulties. 
� RG4: The adaptation of the system in regulatory terms is not compatible with 

other systems that I use. 
The questions related to Quality of Data were: 

� CD1: The current data is the expected in order to use the system correctly. 
� CD2: I have the necessary knowledge of the situation of the initial data. 
� CD3: The quality of the initial data is supported by a group of people against 

difficulties. 
� CD4: The quality of the initial data is not compatible with other systems that I 

use. 
The questions related to Training in Problem Solving were: 

� ER1: My training helps me to use the system. 
� ER2, I have the necessary knowledge to solve the problems of the system. 
� ER3: The features of the ERP system help me to solve their problems easily. 
� ER4: The procedure for solving problems is supported by a group of people 

against difficulties. 
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� ER5: The procedure for solving problems is not compatible with other systems 
that I use.  

The questions related to the dependent variable: Usage Intention, were: 

� IU1: I intend to continue using the ERP system in the future. 
� IU2: I plan to continue the frequent use of the ERP system. 
� IU3: I intend to increase my use of the ERP system in the future. 
� IU4: I would recommend to my colleagues to use the ERP system. 
 

The population is made up of large companies in Peru within their different 
productive sectors or economic activities. The universe of these productive sectors on 
which companies will be chosen is based on the fourth revision of the International 
Standard Industrial Classification (ISIC), adopted in Peru under Resolution No. 024-
2010-INEI 29 January 2010. 

4. Analysis and Results 

In this study the focus of structural equations (SEM) of data through the SPSS and 
SPSS Amos tools for data processing is used. The results of the Confirmatory Factor 
Analysis (CFA) in its third iteration, Table 4, shows that all the loads of the indicators 
for each factor exceeds the value of 0.6 and the mean variance of each factor is equal to 
or greater than 0.5, minimum criteria to use this type of approach in order to validate a 
model.  

As part of the final model, they remained two of the three factors proposed as part 
of the baseline model; these are Government Regulation and the Training in Problem 
Solving.  

 
Table 4.  Confirmatory Factor Analysis 3. 

 
Factors Observed 

Variables 
CFA 3 

Factor Loading * Loading Squared AVE 
     

Government  
Regulation (RG) 

RG4 0.79 0.63 0.6 
- 
- 
- 

RG3 0.72 0.52 
RG2  - -  
RG1  -  - 

Quality of Data (CD) - -  -  -  
     

Training in Solving 
Problem (RP) 

RP5  - -  0.5 

Usage Intention (BI) BI4 0.81 0.65 0.6 
- 
- 
- 

BI3 0.72 0.51 
BI2 0.67 0.45 
BI1 0.82 0.67 
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4.1 Government Regulation 

To over 80% of respondents, it is important to have a specialized support to facilitate 
the adaptation of the system and the corresponding adoption by users (see Fig. 1). 74% 
of the respondents also consider that the adaptation of the system to local regulation 
should be aligned to other systems to facilitate the integration thereof (see Fig. 2) 

 
Fig. 1. Specialized Support Fig. 2. Compatibility with other systems of the 

organization 

4.2 Quality of Data  

This factor was part of the model until its second iteration, where the main indicator 
was the importance of the audit to the Data Quality for users of ERP systems, agreeing 
77% (see Fig. 3) 

  
Fig. 3. Audit of the quality of data Fig. 4. Training helps you use the system 
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4.3 Training in Solving Problem 

This factor also proved to have a direct and positive influence on the intention to use 
ERP systems. One of the questions was about the procedure to follow to resolve the 
problems, agreeing 61% of respondents that there must be compatibility with existing 
systems procedures (See Fig. 4). 

4.4 Usage Intention 

When he asked if he intended to continue using the ERP system, 73% of the people 
answered agree, 24% strongly agree, while 2% were neutral and only 1% disagreed 
(See Fig. 5).  

When the users were asked if they had plans to continue the frequent use of the 
ERP system, 75% answer agree, 22% strongly agree, while 2% were neutral and only 
1% disagreed (See Fig. 6). 

 

 
Fig. 5. Continue the use of the ERP system Fig. 6. Plans to continue frequent use of the 

ERP system 

 

When the users were asked if they would recommend using the system to their 
colleagues, 79% answered agree, 14% strongly agree, while 5% were neutral and only 
1% disagreed (see Fig.7).  

When the users were asked if they intended to increase the use of the ERP system in 
the future, 69% answered agree, 26% strongly agree, while 3% were neutral and only 
1% disagreed (see Fig. 8). 
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Fig. 7. Recommend to their colleagues using 
the ERP system 

Fig. 8. Increase the use in the future 

5. Conclusions 

Evaluation studies of user acceptance towards new technologies facilitate the 
understanding of the factors that influence the intention to use these technologies in 
business. In this way this understanding becomes a key element to ensure the 
successful of the implementation projects. Large amounts of money are invested to 
deploy these technologies in businesses and their returns of investment, largely, are 
defined by the levels of acceptance of end users, so it is important to plan and 
implement actions to influence the attitude of the Users in order to promote effective 
use of these technologies.  

The results of the study clearly showed that the factors: government regulation and 
training in problem solving play a key role in the usage intention of ERP systems. For 
that reason, government regulation must be regarded as a critical factor in 
implementation projects of ERP systems in large Peruvian companies, especially due to 
the ERP systems which are selected for those companies came from the overseas. 
Additionally, these kind of large companies in their capacity as major contributors are 
rigorously more audited in terms of taxation, internal control and security, according to 
the local regulations. Training in problem solving, is a special type of training which 
should be most widespread in implementation projects of ERP systems, in order to 
achieve autonomy and improve the performance of end users with this technology since 
the beginning of his operation. This is important because it increases the user's trust 
towards the benefits of the system and consequently reduces their resistance to change. 
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Abstract. This research focuses on the role of Information 
Technologies (IT) as a driver for creating new business. The research 
question is “What are the key businesses that are emerging due to IT?”  
The research was supported on a qualitative methodology through 
documental analysis and semi-structured interviews to IT Managers of 
organizations which represents the main economic sectors. The 
technologies under analysis were Internet of Things, Cloud Technology, 
Big Data, Mobile Technologies, and Artificial Intelligence and 
Robotics. A main result of this research was the new disruptive business 
that are emerging from the impact of this technologies on the markets. 
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Artificial Intelligence, Robotics 

1   Introduction 

Creating a theoretical framework that helped preparing and understanding the 
work in the field about the role of Information Technologies (IT) as a driver 
for creating new business was the first goal of this research. 

The Internet, mobile technologies, artificial intelligence, big data, robotics, 
nanotechnology, and other disruptive technological phenomena are potentially 
causing profound changes in organizations and society [1]. 

The Internet has changed the music industry, tourism, trade and services 
and the digital assumed a huge importance in all economic activities. Emerged 
new services such as e-tourism, e-health, e-marketing, and digital learning, 
among others. 

The artificial intelligence is changing the industry, especially in areas that 
require close collaboration between people and computers. The Big Data is 
changing the way we organize, access, select, visualize and use information. 
Robotics has introduced major changes, mainly in the automotive industry, 
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aeronautics and also health. Nanotechnology is changing the computer 
industry, the energy industry and the health industry. 

These advanced technologies are assumed to be drives of change and have 
a great impact on the economy through the creation of new business [2] [3]. 

The article briefly explores the new information technologies, followed by 
the presentation of the methodology and the research findings. The article 
concludes with emergent business which are being developed through the 
massive use of IT. 

2   Emerging IT in the Era of Digital 

The introduction of digital products, services, channels, and interfaces 
emerges from the knowledge sharing processes in organizations and digital 
technology are transforming all kind of industries [4].  

The definition of digital differs in terms of types of digital technologies: 
Internal technologies include analytics, search engine optimization, 
competitive intelligence, and social media monitoring; and External 
technologies consist of the platforms used to reach customers and deliver 
content—website, ads, landing pages, e-mail campaigns, and apps of all kinds 
[5], [6], [7].  

In resume, companies are adding digital offerings such as analytics, 
mobility, social media, and smart-embedded devices into their core businesses 
[7].  

Digital technology, and particularly its manifestation as big data analytics, 
will become a fifth strategic dimension needing to be accounted for in many 
companies. More and more firms will need to find a way to integrate this 
capability into their existing business models. Digital technologies can be 
used to create user and consumer communities, provide brand building and e-
commerce channels [8]. 

On the other hand, organizations need to define its digital vision and 
leaders must translate that vision into a set of targets that drive to success. 
Even if the digital function is not measured as a business, it should have clear 
performance indicators that create accountability and serve as guideposts of 
progress. 

 
Thus, the main technologies analyzed in this research are the following: 
 
1. Internet of Things (IoT)  

During the past few years, the Internet revolution has redefined the 
business-to-consumer (B2C) industries, such as the communications 
industry, trade and financial services [9], [10]. Focusing on the Internet of 
Things it’s possible to state that is a network of systems, equipment and 
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devices capable of acquiring and processing information that can be 
shared using the internet communication protocol [10]. In the coming 
years, the Internet of Things will change the manufacturing, energy, 
agriculture, transport and other industrial sectors [11]. These 
technological implications will lead to new business opportunities [12], 
[13], [14], [15], [16] along with new risks, for companies and for society, 
as it combines the global reach of the Internet with the ability to control 
the physical world, including machines and plants [9]. It will also 
radically transform work processes due to new interactions between 
people and machines [3].  
 
 

2. Cloud Technology:  
Is a model of technology and Internet-based services in real time or on-
demand. According to the National Institute of Standards and Technology 
(USA) cloud computing is a model that allows access to the ubiquitous 
network upon request from a shared pool of configurable resources (eg, 
networks, servers, storage, applications and services) that can be rapidly 
provisioned and released with minimal management effort or interaction 
with the service provider [17]. The concept involves use, anywhere and 
platform independent applications through the Internet without being 
installed on personal computers or organizations. Application providers 
develop, store, perform maintenance, update, backup and scaling, which 
allows a reduction of costs through new business models [18]. The 
concept of cloud computing includes among others the concept of 
Software as a Service (SaaS), there is no need to purchase software 
license usage, being paid a value for the resources used and / or by the use 
of time. The Cloud services further include Platform as a Service (PaaS), 
for example, an application framework and Infrastructure as a Service 
(IaaS) provides technical infrastructure components such as storage, CPU, 
memory, and network [17]. 
 

3. Big Data:  
This is a new phenomenon associated with increased volume of data [19] 
as a result of the Internet, social networks and mobile devices. The 
potential value of this data has led to the development of new 
management techniques and analysis of large data sets such as images, 
text or speech. Skills such as data analysis, data selection, data security is 
of great relevance to all employees of an organization [20]. This 
technology allows you to capture and interpret data, in order to enable 
companies to have access to details of their operations, in order to make 
strategic decisions, including intelligence on solutions based on analysis 
of large volumes of data with the following characteristics: volume of 
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data to be analyzed; variety of data which result in different information 
for the same operation [21]. Speed, veracity and value of the data. 
 

4. Mobile Technologies:  
Include mobile communications devices and applications that are 
integrated and that allow multiple uses and collaboration. Mobile 
technologies bring new business models for companies and offer 
opportunities for growth and new working methods [22]. There are 
innumerable possibilities of using mobile devices as they allow access to 
information in real time [23]. Examples of these technologies include: 
laptops or notebooks, palmtops or PDAs, smartphones, GPS devices 
(global positioning system). These mobile devices allow you to perform a 
set of activity, increasingly important for businesses and for the individual 
as they allow to send high-definition photos, videos, PowerPoint 
presentations and messages, allow also make information updates, make 
payments, consult balances and statements, manage the contact list and 
calendar. Access and send e-mails quickly and practice and allow access 
to information anywhere, anytime. Allow also to be trained from mobile 
devices (m-learning). 
 

5. Artificial Intelligence:  
Is the development of computer systems able to perform tasks that 
normally require human intelligence? This technology has numerous 
applications in industry [22]. Human tasks can be defined in a tight and 
computers form may mimic this, the AI currently being applied in 
different situations, such as games, software, security systems, robotics, to 
writing recognition devices and voice, medical diagnosis and 
telecommunications programs [24]. There is also the application of 
Artificial Intelligence to Business Intelligence processes, through the 
processing of dynamically calculated indicators. 
 

6. Robotics:  
Integrates technologies that automate systems and have very small, high-
performance sensors. The new generation of robots work alongside the 
people and flexibly perform many tasks in unpredictable environments 
[22]. Examples include unmanned aerial vehicles, vacuum cleaners, as 
well as consumer products such as toys and equipment for the home. 
Robots are still limited to the factory assembly lines and other controlled 
tasks, but a new era of robotics is emerging and will allow its use through 
GPS technology, like smartphones, in other precision activities [22]. 
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The analysis of this technology helped to identify potential new business [4], 
[5], [6], [7], [8] which were explored with the people interviewed during the 
empirical research process. 

3   Research Methodology 

The methodological approach of the research was qualitative and the main 
technique to collect and analyze data was content analysis from the literature 
review of papers on emergent technologies and also new business. The search 
of articles about the new technologies emerging to the markets was based on 
the keywords "emergent technologies" and the period being considered was 
between 2010 and 2015. 
 It was found 19,128 papers on ScienceDirect database and the search 
was restricted to the domain of information science resulting in 69 papers 
about emergent technologies analyzed individually and only 2% of the papers 
analyzes more than one of the technologies on discussion in this paper. The 
Wordstat software for content analysis to extract and analyse the article’s 
title, abstract and keywords was used to extract expressions. As a 
result, up to 162 expressions were identified. Meaningless expressions 
were excluded while the rest were retained and grouped thematically. It 
was possible to identify more than 70 expressions considered valuable 
as presented in table 1: 
 

Table 1 - Emergent Technologies 

descriptor Content 

Internet of 
Things 

Internet; network of systems; internet communication 
protocol; industrial sectors; new business; physical 
world; interactions between people and machines. 

Cloud 
Technology 

On-demand; cloud computing; ubiquitous network; 
service provider; platform independent applications; 
Internet; Application providers; Software as a Service; 
Platform as a Service; Infrastructure as a Service. 

Big Data 

Volume of data; Internet; social networks; mobile 
devices; analysis of large data sets; data analysis; data 
selection; data security; intelligence; variety of data; 
speed; value of the data. 

Mobile 
Technologies 

Mobile communications devices; Mobile applications; 
Mobile technologies; new business models; new 
working methods; mobile devices; information in real 

IT as a Driver for New Business 539



descriptor Content 

time; smartphones; GPS; access to information 
anywhere, anytime; m-learning. 

Artificial 
Intelligence 

Computer systems; Human intelligence; applications in 
industry; cybernetics; games; security systems; 
robotics; writing recognition devices; voice recognition 
devices; medical diagnosis; telecommunications 
programs; Business Intelligence; dynamically 
calculated indicators. 

Robotics 

Automate systems; high-performance sensors; robots; 
unpredictable environments; unmanned aerial vehicles; 
vacuum cleaners; consumer products; factory assembly 
lines; controlled tasks; robotics; GPS technology; 
smartphones; precision activities. 

 
This expressions associated to the six emergent technologies helped to create 
the semi-structured interview. The interviews were realized with IT Managers 
from seven organizations in order to understand the new technologies that 
were emerging and the new business arising from the technological 
innovation market. 

The sample of this study relied on available subjects, who were easily 
accessible [25]. The main criteria for selecting the subjects were that they 
must be IT Managers. All the participants took part in this research on a 
voluntary basis. 

The procedures of content analysis dealt with single interview transcripts 
by the following (adapted to the context) steps [26]: 
(1) Review the interview transcripts thoroughly and find the key themes and 

patterns. 
(2) Produce labels for these key themes. 
(3) Revise the labels to be the systematic categories, which match the 

literature. 
(4) Sort the interview transcripts into the systematic categories. 
(5) Find the links among the categories for the individual interviews. 
(6) Examine the differences and similarities of the data for each category. 
(7) Integrate the links of the categories among the seven subjects. 
 

This process helped to identify disruptive opportunities for new business 
that emerged from new technologies arising to the markets. 
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4   Findings from the research 

In the analysis of the interviews it was identified and explored the disruptive 
opportunities for new business according to the technologies identified in the 
literature. 

 
1. Internet of Things 
Create new products and services: IoT will help to create and distribute new 
products and services at an unprecedented rate and scale. Create and destroy 
industries: IoT brings new opportunities for generating new economic 
opportunities and industries. IoT allows to define and create new digital 
processes, new infrastructure to manage the huge amount of data that needs to 
be treated. It will transform the way work is done: the IoT will lead to the 
redefinition of new types of jobs to be created and will reshape the nature of 
the work. 
 
2. Cloud Technology  
Potential to change the way of provisioning IT services within large 
companies. Use of hardware features and software delivered computers over a 
network or the Internet, as a service. The concept of Cloud Computing offers 
the flexibility and speed of execution to allow companies increase agility and 
respond faster to changes in the market. Resources are massively scalable 
over the Internet.  Cloud is an infrastructure that can enhance the markets and 
makes them more competitive. 
 
3. Big Data 
The IT industry will have several disruptive opportunities because of Big Data 
for most of the software and hardware in order to store and manage large 
amounts of data. Short-term opportunity lies in operational efficiency and 
productivity. In the long run, there will be new business models around pay-
per-use services. Vertical industry segments will emerge through shared 
relationships with customers and partners. 
 
4. Mobile Technologies 
It can be applied to various organizations and also to the market itself, in 
terms of purchasing, logistics, distribution, service, sales and maintenance. 
Business models based on App Stores allows easy access to personalized 
information on mobile devices anytime and anywhere. 3D screens for 
smartphones and tablets will drive large-scale use of 3D products. This trend 
is starting through portable game applications because of the increasing 
amounts of data. It can be applied to data simulations with 3D application for 
military purposes, medicine, fashion, architecture, and entertainment, among 
others. 
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7. Artificial Intelligence and Robotics 
The latest generation of robotics by applying AI systems achieves significant 
advances in productivity and improving performance. For example, the 
automation of the cars, which allows them to be self-directed, could lead to 
reducing the number of accidents, avoid human error and lapses in 
concentration, among others. Robots have faster access to information and 
store large amounts of data. 

In medicine can be used to perform high-precision operations, as they are 
able to respond without emotions, and can also aid in the diagnosis of 
diseases, as they can analyze an enormous amount of data in real time. 
 
These technologies are changing the way markets and organizations work. 
The possibility of workers bring their own technological device to work 
(BYOD), leads to structural changes in work organization. 
 
Accordingly, new business are emerging associated to new clusters like e-
education, energy, e-tourism, e-health, creative industries, smart cities and 
intelligent transport systems, as showed in Figure 1. 

Figure 1.  New Business 

 
 

The focus of the clusters should be in coordination between the various 
existing economic activities, establishing symbiotic relationships of growth. 
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Innovation favors a growth oriented to the market and more sustainable by 
creating opportunities to expand these activities in new ways, with new joints 
and greater economic and financial sustainability. 

 
The different clusters have activities which may have a multiplier effect on 

other clusters, acting as a "broad-spectrum technologies" which encourages 
innovation and differentiation increasingly important in the construction of 
competitive advantages. 

 

5   Conclusions 

This paper identifies the main technologies that are emerging in the market 
and their impact on the creation of new businesses. Emergent technologies 
create opportunities for innovation, leading to many changes. For example, 
the Cloud computing has generated a disruption through innovation in 
business models. Furthermore, they originate new ways of doing business, 
such as Internet solutions of Things which will provide integrated business 
process solutions. 

Organizations tend to develop new skills, strengthening its competitive 
position by adopting technologies such as, Internet of Things, Cloud 
Computing, Mobile Technologies, Big Data Artificial Intelligence and 
Robotics. 

Technology drives new business models, but it is important to develop the 
human capital of the organizations and prepare them for the new market 
challenges. 
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Abstract. Rapid changes in the business environment are increasing the 
pressure on organisations to ensure the delivery of successful projects to fulfil 
their strategic goals. The use of emerging information systems and technology 
(IS/IT) has rapidly grown in several contexts, including healthcare. There have 
been two major drivers for the investments in Health IS/IT: the ever-increasing 
burden from chronic disease with costs growing significantly faster, and; the 
recognition of the need for greatly improved quality and safety in the delivery 
of healthcare. Both of these key drivers have led to very heavy investments in 
IS/IT in order to enable timely information-sharing for clinical decisions. The 
authors argue that by combining the Project Management (PM) approach with 
the Benefits Management (BM) approach, one can improve the current low 
success rate of implementations  and enhance the reliability of the delivery of 
benefits from investments in IS/IT. 

Keywords: Project Management, Benefits Management, Project Success, IS/IT 
Health investments. 

1   Introduction 

 
The investments on IS/IT for healthcare are financially relevant and still growing 
worldwide. Therefore it seems wise that the organisations should give more attention 
to adopting formal project evaluations and benefits management methodologies in 
order to ensure that the expected benefits from investments are eventually realised [1], 
[2], [3]. Since the late 1960s we have been witnessing an increased boom in IS/IT 
healthcare investments and this phenomenon has expanded dramatically over last 10 
years. IS/IT for healthcare refers to any tool or framework that enhances the 
communication, processing or transmission of information by electronic means for the 
purpose of improving human health [4]. IS/IT is recognised as a key instrument in 
healthcare delivery and in public healthcare [5]. The globally accepted assumption is 
that technology can, and does have a positive effect on healthcare, although the 
evidence supporting its practical use is low [6]. In fact, many decisions on the 
implementation of the IS/IT in healthcare are made with little or no information about 
the impact and consequences of its use [7]. Project Management is a set of initiatives 
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and management activities that is required to ensure that projects are delivered 
according to plan [8], and that they achieve the expected objectives and benefits 
[9].The practice of project management has evolved over the last thirty years and 
project success assessment has become more linked to the needs of business, or to its 
customers, rather than just technical issues [10]. However the assessment may differ, 
depending on the perception of the different stakeholders involved. Nowadays the 
“iron triangle” (time, cost and quality constraints) is inadequate to measures the 
success of projects, as success is not related exclusively to the completion of a 
project´s scope, but also to the achievement of business objectives [11]. Success is 
perceived differently by the different stakeholders involved in the projects [12]. 
Usually stakeholders have different perspectives about the purpose of the project and 
different expectations about what outcomes should be achieved by the project [13], 
[14]. According to Walsham [15], the involvement of different stakeholders during 
the earlier phases of the project design is essential for a project’s success. Shenhar and 
Dvir [16] defined the four dimensions of project success as being: 1) efficiency- 
meeting schedule, cost and scope; 2) impact on the customer - meeting the 
requirements, customer satisfaction and benefits for the customer; 3) business Success 
– sales, profits, cash flow, service quality and market share; 4) preparing for the future 
- new technology, new market, new product line, new core competency and new 
organisational capability.  

2   Health IS/IT 

Worldwide surveys show that around 70-80% of all information systems and 
information technology fail (e.g. CHAOS report) [17]. Despite best practices and the 
definition of the procedures and methodologies applied, we continue to see flaws in 
the implementation of information systems based projects [18]. The CHAOS report 
[17] study ranks the most common risk factors and is a recipe for successful projects. 
When IS/IT is successfully developed and implemented, there is wide consensus that 
it offers tremendous opportunities to help healthcare professionals in their daily 
operations and with the efficiency and effectiveness of care [19], [20]. A reliable 
patient information system is crucial for the quality of care and is one of the key 
factors of a patient-centred approach. The computer-based patient information system 
has the potential to store and retrieve large amounts of information and it is a reality 
that its use improves the effectiveness and efficiency of patient care. Since the 1990s, 
the computerisation of healthcare organisations has rapidly increased [21], [22], [23], 
[24] and the systems failures’ reports that have accompanied these decades of 
implementation [25], [26], [27], [28] evidence enormous loss of money and loss of 
confidence in IS/IT from the side of users and managers. The use of IS/IT in 
healthcare is recognised as being a major factor for the promotion of improvement in 
patient care [29] and it is usually widespread in any modern hospital [30]. IS/IT in 
health provides an important impact on administrative operations, namely, a decrease 
in paperwork and the workload of the professionals, and it also increases efficiency 
and expands access to affordable care. Furthermore, it has also been shown that it is 
effective in preventing medical errors and in reducing health care costs. 
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The introduction of IS/IT systems offers tremendous opportunities for healthcare 
professionals and they radically affect health organizations, namely, by accessing a 
large amount of information regarding patients, support for the clinical decisions and 
direct access to vast resource and knowledge data bases [31]. IS/IT in healthcare 
should deliver relevant medical information about patients and support decisions 
based on the latest scientific research [23]. There is a broad consensus that 
organisational factors are more crucial to the successful implementation of IS/IT than 
just purely operational matters [32]. Obtaining successful change is much easier with 
the commitment of all stakeholders, and the earlier this involvement is achieved, the 
easier is the path to a successful project [33]. The implementation of IS/IT in 
healthcare is distinct from other projects in other sectors. The key differences are 
mainly related to the environment, the diversity of systems and devices and the 
challenge of integration and interoperability, all of which are requirements for 
meeting the expectations of different stakeholder [34]. The effective integration of 
IS/IT practices for health professional applications tends to be influenced by several 
factors, which are related to individuals, professional groups, organisational and 
contextual characteristics, as well as to the nature of their own intervention [35] [36]. 
One of the most critical factors that are recognised by the academic literature is 
resistance to change by healthcare professionals, particularly amongst doctors [37] 
[38]. The complexity of systems, organisational diversity and the amount of 
investment needed, and also the difficulties on the successful IS/IT adoption, are all 
largely justified by the way that IS/IT is implemented, and by the need to identify best 
practices and to act on a number of critical factors in order to reduce the chance of 
failure [39] [40]. According to Reyes-Alcázar et al., [35] the critical success factors 
that need to be considered for the health sector are the following: 1) a patient-centred 
approach - needs and expectations of end-users [36]; 2) leadership - the importance on 
improving the quality of healthcare [37]; 3) team work – a multidisciplinary process 
focussed on a healthcare team that shares common goals [38]; 4) autonomy and 
responsibility – the need for a greater degree of autonomy amongst health 
professionals [39]; 5) an integrated view of healthcare - the quality of patient care as 
perceived by end-users is a key element [40]; 6) professional skills – promoting skills 
encourages professional development [35]; 7) results focussed – the measurement and 
evaluation of clinical performance, hospital management and end-user satisfaction 
[41]; 8) internal and external audits – the concept of continuous quality improvement 
[42], [43], [44]. 

3   Benefits and Project Management approaches 

Benefits and Project Management methodologies are crucial for the success of IS/IT 
investments, mainly in the areas that experience complex system integration, such as 
IS/IT Healthcare projects. Many factors can lead to failures in IS/IT projects in 
healthcare, such as: incomplete or unclear scope, planning, failure to identify and 
involve stakeholders and communication and risk management problems [45], [46]. 
The management of the project stakeholders’ needs is an essential part of project 
management and is crucial for ensuring project success [47]. Any intervention 
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concerning the public service perspective should be based on their expectations and 
their needs [35]. Over the last decades, a significant amount of literature has referred 
and advocated a patient-centred approach for healthcare [36]. The benefits 
management process approach focusses especially on the benefits of IS/IT 
investments [3], [48]. The potential benefits are identified, a realization plan is 
defined and then the results are reviewed and evaluated. Benefits management 
comprises a set of management activities which are designed to ensure that an 
organisation realises the benefits from an investment. In recent years there has been a 
significant interest in benefits management. Although it has been recognised for more 
than one decade, there are still many projects and programmes that fail to realise their 
expected benefits. Recent surveys highlight that only a minority of responding 
organisations had adopted a comprehensive approach to managing benefits [49]. 
There are a set of principles to follow for realizing benefits through IS/IT 
investments, namely [50]: 1) just having the technology does not necessarily give any 
benefit, or generate value; 2) benefits occur when IS/IT allows people to carry out 
their work differently; 3) benefits result from changes and innovations in ways of 
working; 4) all IS/IT projects have outcomes, but not all outcomes are benefits; 5) 
benefits must be actively managed if they are to be realised. Benefits are typically 
delivered through extensive changes to business practices and decision making.  
There is a consensus that organisational factors are far more critical to successful 
implementation than technical considerations [51]. Problems are often the result of 
either a lack of common understanding of the purposes of changes, or from different 
perspectives as how to achieve them successfully [52]. In this study, we follow the 
Benefits Management model developed by Cranfield University of UK [3]. This 
model is widely cited, and is one of the most well-known in the literature [53]. The 
Benefits Dependency Network (BDN) is the key central tool of the model (Fig.1). It is 
a framework designed “to enable the investment objectives and their resulting benefits 
to be linked in a structural way to the business, organisation and IS/IT changes 
required to realise those benefits” [54]. 

 

 

Fig. 1.  Benefits’ dependency network [3] 
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Developing a BDN is an interactive process, as it requires changes which are 
identified and a network of interrelating changes and benefits evolves and the 
feasibility of achieving some of the benefits originally identified will be questioned 
[33], [55], [56]. Building the BDN (Fig.1) highlights that the objectives and the 
related benefits were achieved by the combination of the business changes powered 
by the enabling changes and IS/IT enablers. A BDN depicts the business changes that 
can enable organisational change [57]. The majority of business value from 
investments in IS/IT comes from the changes that the organisation is able to make 
[54], [55], namely: 1) in a new build, or by reformulating old processes; 2) new 
functions and responsibilities; 3) new teams, groups or operational divisions; 4) new 
governance; 5) new measurements and metrics; 6) Redefinition of the appraisal and 
reward schemes; 7) new procedures for managing and sharing information. The IS/IT 
investment enables and performs organisational change, not only in managing the 
technology issues needed to improve business processes and organisational 
performance. The realization of benefits obviously depends on the correct 
implementation of the technology.  Studies suggest that success and failure in projects 
depends on organisations ability to accommodate and exploit the capabilities of such 
technology. Changes in business represent how the organisation wants to work in the 
short time, but other investments and changes will need to be made in the future. 
Benefits’ management considers a five-stage cycle [54]: 1) identifying and structuring 
benefits; 2) planning the realization of benefits; 3) executing the realization of 
benefits plan; 4) evaluating and reviewing results; 5) the potential for further benefits.  
The initiation process is a crucial stage of the benefits’ management approach. In this 
phase, all the desired benefits should be identified and documented. Best practices 
recommend the involvement of the key stakeholders in order to maximise the 
likelihood of their commitment to the benefits achieved. The realisation of benefits 
plan should include the key assumptions and a risk analysis of those benefits that are 
expected to contribute to outcomes, and this should be seen as a crucial component of 
the decision-making processes. Ward et al., [3] highlight that, without a plan, it is 
difficult to predict how an organisation might effectively realise business benefits. 
Business cases represent the interface between business and investments [58], and 
thus it is extremely important to ensure that this interface is well defined [59]. 
Benefits’ monitoring compares results with benefits the realisation plan during the 
project, and assesses whether any internal or external changes have occurred that will 
affect the delivery of planned benefits [56]. The benefits’ management process 
includes a stage of post-implementation review, which is a crucial project phase. This 
review stage should not focus just on technology usage.  Instead, the review should 
explore which of the expected benefits have been achieved, whether any unplanned 
benefits arose, and which planned benefits are still expected, but may well need 
additional attendance in order to ensure that they are fully completed. Benefits’ 
review is the process by which benefit delivery is addressed and evaluated and it is 
when new opportunities for further benefits are identified.  Reiss et al. [57] highlight 
that the relationship between projects, programmes and benefits is frequently quite 
complex, especially regarding the following aspects: 1) Projects do not deliver 
benefits, but create simple deliverables; 2) Programmes rarely deliver benefits 
directly, but create capabilities that will enable the desired benefits to be achieved; 3) 
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Benefits management processes ensure that the capabilities created are used to deliver 
anticipated business benefits. 

4   Framework 

In our framework (PM&BM) (Fig.2) we combine the PMBOK 5th version (PMI, 
2013) project management approach [60], with the Cranfield Model [3] benefits’ 
management approach.  
 

 
 

Fig. 2.  PM&BM framework 
 

In Table 1, we show the combined phases from these two approaches. There are five 
process groups required for PM&BM projects. PM&BM processes are linked by the 
outputs which are produced. The output of one particular phase becomes the input for 
the subsequent phase. For example, planning processes provide a project management 
plan and a realization of benefits plan for the executing group. This processes groups 
that have clear dependencies and which are typically performed in each project. The 
PM&BM processes group are often identified prior to completing the project, and can 
have interactions within a processes group, and among processes groups. 

Table 1. PM&BM life cycle processes groups 

Initiating  Commit the organization to a project and set the overall solution 
Define project objectives alignment with strategic objectives 
Approvals, resources and assignment of the project manager 
Establish the connections between drivers, objectives and benefits 
Identify benefits and business changes 
Identify stakeholders and change and benefits’ ownership 
Build the business case 
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Planning  Scope statement and scope management plan 
Work breakdown structure 
Project schedule and schedule management plan 
Resource requirements, cost management plan, and project plan 
Measurements scales for benefits and required changes. 
Stakeholders agreement for the benefits and the required changes          
Business case approval that supports the realizations of benefits plan 

Executing  Managing work results and requests for change 
Using tools and techniques in the implementation of the project plan 
Business changes management  
Follow up of the realization of benefits 

Controlling 
 

Performance reports, change requests, updates and corrective actions 
Updates to the risk  management plan 
Evaluation of benefits’ achievement and lessons learned 

Closing Formal acceptance and closure 
Successful projects Project management success (time, budget, requirements/quality) 

Strategic alignment, changes and stakeholders’ expectations 
Further benefits Identify new opportunities and identifying new benefits 

It is also understood that alongside planned benefits unplanned benefits often emerge 
which are the consequence of an implemented change or another gained benefit. The 
achievement of benefits obviously depends, partially, on an effective implementation 
of technology assets. However, evidence from project successes and failures shows 
that it is organizations’ inability to accommodate and exploit the capabilities of the 
technology that causes the poor return from many investments in IS/IT [61]. The 
realization of benefits plan and the benefits’ dependency network are means of 
ensuring that these links are made explicit. Besides, these are the basis for the 
business case, as this is the tool that includes not only those benefits that are intended 
to be identified and specified, but also how each one can be achieved [54], [61]. 

5   Conclusion 

Projects are powerful assets which are designed to bring about change and deliver 
some form of benefit. Projects are affected by internal and external factors and their 
success is largely dependent on the satisfaction of stakeholders’ expectations. The 
evaluation and the realization of benefits are both processes which assist organisations 
to spend money wisely and then account for the amounts spent. Changes and benefits 
achieved are expected to continue after the end of a project. IS/IT assets support a 
greater capacity for the planning, monitoring and evaluation of activities in healthcare 
and they maximize health gains through the efficient allocation of resources. IS/IT 
also provides greater support for healthcare operations, assisting the integration of 
information and facilitates for the efficient flow of processes and clinical acts. This 
study highlights that a combination of benefits and project management outcomes 
could contribute to enhancing the chances of success through the systematic 
application of best practices, namely: 1) The involvement of different stakeholders in 
defining objectives, expectations and benefits; 2) Creating a greater awareness of how 
project results lead to achieving objectives and to the corresponding benefits; 3) 

Improving the Success of IS/IT Projects in Healthcare ... 553



Establishing a formal method for planning and evaluating objectives, expectations and 
benefits, in line with initial requirements; 4) Creating an environment of learning and 
improvement. The authors argue that this combined approach provides a more 
efficient and useful framework for supporting decision-making which helps 
organisations improve the success of their projects. 
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Abstract. Nowadays, more and more organizations are using Business Process 
Management (BPM) to prepare themselves to deal, in an effective way, with the 
increasingly difficult conditions of modern markets. Essential to BPM is the 
collection of tools which support the operationalization of the business process 
concept – BPM tools. These tools deal with business process models, which 
have to be described with a suitable language. In the present, BPMN is 
considered the standard modeling language to describe business processes. 
Once a business process is modeled, a process simulation approach might be 
used in order to find its optimized version. Therefore, the simulation of business 
process models, such as those defined in BPMN, appears as an obvious way of 
improving processes. This paper advances work previously published by the 
authors regarding BPM tools capabilities in terms of the simulation of BPMN 
process models. In this context a platform to support the characterization of 
BPM tools regarding process simulation capabilities has been developed. This 
platform might be helpful to users who want to select the most adequate BPM 
tool regarding their simulation needs.  

Keywords: BPM tools, BPMN, process modeling, process simulation. 

1   Introduction 

Nowadays, more and more organizations are using Business Process Management 
(BPM) to prepare themselves to deal, in an effective way, with the increasingly 
difficult conditions of modern markets. Indeed, it is widely recognized that a business 
processes oriented management provides organizations with increased levels of 
performance and flexibility, as they can respond to the needs and changes of the 
markets in a most efficient and effective way [1]. 

Essential to BPM is the collection of tools which support the operationalization of 
the business process concept – the BPM tools. Due to the increasing relevance of the 
worldwide BPM market, BPM tools producers are improving their tools in order to 
gain higher market acceptance [2]. 

Core to BPM tools is the concept of business process model, which has to be 
described with a suitable language. Regarding the modeling of business processes 
there are several languages in use today, such as BPMN (Business Process Model and 
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Notation) [3], EPC (Event-driven Process Chain) [4], or UML-AD (Unified Modeling 
Language – Activity Diagrams) [5], to name just a few. 

Since its conception, the BPMN has gained worldwide acceptance, and is now 
recognized as the standard process modeling language to use in the development of 
BPM projects. The use of this language has simplified the way organizations 
represent and communicate their business processes, as BPMN allows business 
process modelers to represent complex business processes easily and effectively [3]. 

The modeling of business processes, using the BPMN language, allows 
organizations to obtain graphical representations of their processes. Using the 
produced diagrams (Business Process Diagrams), organizations can assess whether 
their processes present anomalies, inconsistencies, inefficiencies and, therefore, 
improvement opportunities. The inability to quantify the processes weaknesses can be 
eliminated by organizations through the use of simulation. This approach allows 
organizations to anticipate process behaviors, based on estimations and mathematical 
calculations performed with the aid of a computer, thus letting them identify and 
quantify its shortcomings and anomalies. 

This paper advances work previously published by the authors regarding BPM 
tools capabilities in terms of the simulation of BPMN process models. In a previous 
paper [6], we have analyzed the business process modeling and simulation areas, to 
identify the elements that must be present in the BPMN language in order to allow 
processes described in BPMN to be simulated. We concluded that, although there are 
several BPM tools with simulation capabilities which support BPMN, they still 
present several limitations regarding the simulation of process models. In this context, 
a platform to support the characterization of BPM tools regarding process simulation 
capabilities has been developed. This platform, which is completely extensible in 
terms of the characterized BPM tools and simulation properties to be supported, might 
be helpful to users who want to select the most adequate BPM tool regarding their 
simulation needs. 

Concerning the structure of this paper, first we very briefly mention the BPMN 
language. Next, we identify the elements that the BPMN language and BPM tools 
have to incorporate in order to enable the simulation of business processes –
simulation properties. In the following, we present the results of the analysis we made 
to some well-known BPM tools, regarding their support of those simulation 
properties. These results constitute the initial base of the platform we have developed 
to characterize BPM tools simulation capabilities, which is prepared to incorporate 
other evaluations, of the same or other BPM tools, using the same or other simulation 
properties. The core functionalities of this platform are also presented. 

2   The BPMN Language 

Before a business process can be analyzed, optimized, implemented and managed, it 
has to be modeled. Models of business processes are developed using specific 
languages, of which BPMN is one of the most widely used. BPMN stands for 
Business Process Model and Notation and is a language that has appeared in 2004, 
developed and sponsored by the Business Process Management Initiative (BPMI), 
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and later adopted as standard by the Object Management Group (OMG). The first 
version of BPMN was developed in order to standardize the graphical representation 
of business processes, providing a set of "graphic symbols" for the various elements 
of the process, with a coherent meaning and ability to represent their possible 
combinations [7]. 

White [8] argues that the main objective of BPMN is to provide a notation that is 
understandable to all the stakeholders around organizational processes, from business 
analysts, who document or define the models of business processes, to technical 
developers, who are responsible for developing the IT solutions that will support the 
those processes, and finally, to all users who will control and manage the processes 
developed. 

The notation for the graphical representation of the language elements was 
designed so that different elements are distinguishable from each other and noticeable 
for modelers. For instance, it is normal to associate rectangles to business process 
activities, while decisions are represented by diamonds [9]. 

To organize the graphic elements of the language, BPMN distinguishes among five 
specific categories (flow objects, data, connection objects, swimlanes and artifacts). 
The flow objects, which are the major graphic elements to represent the behavior of a 
business process, are divided into three groups (events, activities and gateways). The 
data category provides the information necessary for the activities, and is divided into 
four groups (data object, collections of data, input data and output data). The 
connection objects define the way objects are linked and the order in which activities 
are performed during the process. Currently there are three groups of connection 
objects (sequence flows, message flows and associations). Swimlanes are divided in 
two categories (pool and lane). Pools allow the identification of the actors involved in 
the process. In order to increase the detail, pools may be sub-divided in lanes. 
Artifacts are used in order to provide additional information about the process that is 
represented. Currently, there are two types of artifacts (group and notes), and the 
process modeler can add more than one artifact to the process model. 

3   BPM Tools and Process Simulation with BPMN 

It is widely acknowledged today that simulation experiments are a reliable and 
credible source of insights with regard to the support of decision-making in 
organizations. Indeed, the ability to anticipate, in a tangible and understandable way, 
the probable results of a decision before making it in the real world, allows managers 
to better ground their decisions. Simply put, simulation assists managers in their 
decision-making duties, since it allows them to develop and analyze various scenarios 
of possible interest. The use of simulation to analyze “what if” scenarios eliminates 
the costs and risks that are inherent to testing them in a real environment. 

As Sakurada & Miyake [10] put it, simulation is a technique that may be applied to 
understand the behavior of a system, with the purpose of assessing the consequences 
arising from changes made to their processes and/or physical settings (e.g. the 
capacity of the resources to execute tasks and the final aspect of the facility), without 
any disturbances to current operations. 
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With the growing importance of BPM in organizations, the use of BPMN to model 
their business processes is gaining more and more followers. If the elements needed 
for the simulation of processes were incorporated into the BPMN language, then one 
would be able, not only to model the processes, but also to simulate them. That is, by 
using the BPMN language enriched with the proper elements needed to support 
simulation, users not only have the ability to model business processes, but also the 
ability to simulate the processes modeled, with all the advantages of testing and 
analyzing different scenarios without any risks to the real system [11]. 

BPMN has been designed to standardize the graphical representation of business 
processes, without any concerns about simulation. Therefore, there is a need to define 
a set of "extensions" to the BPMN language, in order to allow process models 
developed in BPMN to be simulated. These are properties that the proponents of the 
BPMN language did not anticipate, but that are essential, so process models can be 
simulated. 

In [6] we have identified a set of simulation properties grouped into six classes: 
Context Definition, Time Consumption, Control, Resources, Costs and Priorities (see 
Table 1). Some of these properties might be reflected in the BPMN models, others 
relate to the simulation engines themselves. 

Table 1.  Simulation Properties.  

Properties Description 
Context Definition  

Starting Time Setting a start time to run the simulation 

Duration  Setting the duration of the simulation 

Time Unit Defining the time unit of the simulation 

Cost Unit Defining the cost unit of the simulation 

Replications Number of replications of the simulation 

Time Consumption  

Transfer Time  Time spent in transit from one activity to the next  

Waiting Time Time spent waiting to be executed (queue time) 

Processing Time Time spent in the execution of an activity (probability distribution) 

Control  
Arrival Rate  Definition of the process triggering pattern (probability distribution) 

Branch Probabilities Definition of probabilities for each branch out of a gateway 

Resources   

Capacity Setting the number of resources available to execute each activity 

Allocation Plan Definition of a sharing plan for the execution of activities 

Unavailability Definition of unavailability periods for resources 

Schedule Definition of work schedules for resources 

Costs   

Activity Definition of the processing cost of an activity 

Resource Definition of the hourly cost of each resource 

Priorities 
Interruptions Definition of activities that cannot be interrupted while running  

Execution Priority Definition of activities that have priority in execution 
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Concerning probability distributions, there are several distributions, which are 
normally available in every simulation tool (such as Normal, Triangular, Uniform, 
Beta, Exponential, Gamma, Erlang, Binomial, and Poisson), that should also be 
present in a BPM tool with simulation capabilities. 

4   BPM Tools Analysis Regarding Process Simulation 

Until recently, to simulate a business process modeled in, for instance BPMN, an 
analyst had to re-model the process model according to the specific language of the 
selected simulation tool. Such a situation is unjustified and awkward as it involves a 
duplication of work. Fortunately, this situation has begun to change, as more and 
more tools emerge in the market, which allow the simulation of business processes 
modeled in BPMN. 

However, one can find a common pattern among those tools – all of them 
originated from BPM tools vendors, not from simulation tools vendors. So, these are 
essentially BPM tools which have been extended with simulation capabilities, not 
simulation tools which have incorporated BPMN as a modeling language. Therefore, 
it is not clear right now if those tools can, effectively, simulate BPMN business 
processes with the desired level of realism and accuracy. In order to clarify this 
situation we have made an analysis of the following tools, which have made relevant 
incursions in the simulation area, taking into consideration the simulation properties 
identified in Table 1: 

• Bizagi (Modeler version 2.9); 
• BIMP (online version); 
• BonitaSoft (version 6.5.3); 
• Visual Paradigm (version 12.1); 
• BPSim (Trisotech BPMN 2.0 Modeler for Visio version 4.2.0). 

To facilitate the analysis of these tools a simple scenario was developed which uses 
a common business process (“Request of Order Delivery Date”), dealing with the 
approval of the delivery date of an order. The main goal was to assess, for each BPM 
tool, which simulation properties are present or absent. The next table (Table 2) is a 
summarization of the simulation capabilities of each tool, taking into account the 
properties previously identified in Table 1. A mark (X) signals that a property is 
supported by the tool. 

Table 2.  Simulation Properties by Tool.  

Properties BIMP Bizagi BPSim BonitaSoft Visual 
Paradigm 

Context Definition      
Starting Time X X X X X 
Duration X X X X X 
Time Unit X X X X X 
Cost Unit X X X X X 
Replications  X X   
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Time Consumption      
Transfer Time   X   
Waiting Time X X X X X 
Processing Time X X X X X 

Control      
Arrival Rate X X X X  
Branch Probabilities X X X  X 

Resources      
Capacity X X X X X 
Allocation Plan  X X   
Unavailability      
Schedule X X X X  

Costs      
Activity X X X X X 
Resource X X X X  

Priorities      
Interruptions   X   
Execution Priority   X   

Probability Distribution      
Normal X X X X X 
Triangular X X X   
Uniform X X X   
Beta  X X   
Erlang  X X   
Poisson  X X   

 
As we can see, there are substantial differences among tools regarding simulation 

capabilities. Considering that a simulation experiment is intended to faithfully 
represent the real system or, at least, represent it as accurately as possible, BPM tools 
that have limitations concerning the support of simulation properties won’t be able to 
fulfill that requirement, leading to simulation results that might be far away from the 
real ones. 

5   BPM Tools Simulation Capabilities Platform Development 

Based on the identified groups of simulation properties that were identified (Table 1) 
we decided to develop a platform to support the characterization of BPM tools 
regarding their capabilities in terms of simulation support. 

At this moment, a functional prototype of the platform, whose user interface, for 
now, is mainly in Portuguese, has already been developed. We decided to create two 
versions of the platform: a desktop version, with all the functionalities described 
below; and a web version, with a more limited set of functionalities (in particular, the 
extensibility functionalities), but with higher potential to reach more users, as soon as 
we translate the user interface to English. In the rest of this section, we choose to 
present only parts of the desktop version of the platform. 
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In Table 2, one can see the results obtained with our analysis of the five tools 
selected to this study. In that table we only show if a simulation property is, or is not, 
supported by a tool. Of course, a simple indication of presence/absence is not enough 
to properly characterize a given tool, as different tools may support the same 
simulation property with distinct levels of support. To solve that problem, if a tool 
supports a property, we propose to quantitatively characterize the level of support in a 
scale from 1 to 5 (1 - Insufficient;…; 5 - Excellent). 

Besides a quantification of the support level to characterize how a given tool 
supports a given simulation property, there are other requirements that this platform 
must fulfill, in order to be useful. 

One of the requirements we think is of utmost importance is that the platform 
should have the capacity to evolve. The platform should be extensible in the sense 
that the set of BPM tools could be expanded, and also the list of groups and 
simulation properties could be extended, if needed. In Fig. 1 we show some of the 
mockups used to maintain the set of BPM tools, groups of simulation properties, and 
simulation properties. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1. Platform Maintenance – BPM Tools, Groups of Properties and Simulation Properties 
 

The quantification of the support levels must be updated dynamically, taking into 
consideration the opinions of other BPM tool users. Indeed, it would be convenient 
that the contents of the platform could evolve by incorporating the evaluations of 
experienced users (contributors), thus improving its accuracy. In that sense, at each 
moment, the “knowledge” present in the platform would represent the weighted 
evaluations of the users that have contributed to its content until that moment. 

If a contributor wants to make an evaluation, he/she has to select the BPM tool to 
characterize, the property groups to evaluate and, for each one of the selected groups, 
the properties to evaluate (Fig. 2). A contributor might also desire to change an 
evaluation that he/she has done in the past. Of course, this is also possible, as users 
change their opinions about BPM tools, and BPM tools also evolve thus leading to the 
need to change evaluations. 

Simulation of BPMN Process Models: Current BPM Tools Capabilities 563



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Platform Maintenance – Evaluation of BPM Tools 
 

Finally, the platform should assist users in the comparison of BPM tools, taking 
into account their specific needs in terms of simulation support. To do that, users 
should have the possibility to give weights to each of the simulation properties, in 
order to best characterize their needs in terms of simulation. So, users select the BPM 
tools and the groups of simulation properties, in which they are interested. For each 
group they select the desired simulation properties, assigning a value to each one of 
them (in a scale from 1 to 5), thus quantifying their interest in them (Fig. 3). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Selection of BPM Tools, Groups of Properties and Simulation Properties to Analyze 
 

Thus, obtaining the required information in the form of several different graphics 
and reports that he may choose (Fig. 4). 
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Fig. 4. Results of the BPM Tools Comparison 

 
As was mentioned before, at this moment the user interface of the platform is 

entirely in the Portuguese language which, at least in the case of the web version, is 
an important limitation to its more ample usage. In the near future we intend to 
translate all the user interface to English, in order to make the platform available to 
more users.  

6   Conclusions 

With the worldwide acceptance of the BPM (Business Process Management) 
approach by organizations, a class of software tools has gained relevance – BPM 
tools. This is a large family of products intended to support the needs of organizations 
regarding the modeling, implementation, execution, monitoring and improvement of 
their business processes. 

In this paper, we focus our attention, once again, in the modeling of business 
processes using the widely used business process modeling language BPMN. More 
specifically we want to clarify which is the level of support offered by modern BPM 
tools, regarding the simulation of business processes modeled in BPMN. Our interest 
in process simulation comes from the fact that the ability to simulate business 
processes, before their actual implementation in the field, might provide substantial 
gains to organizations and reduce the risks associated to changes. Indeed, by using 
simulation organizations may anticipate the effects of changes in their processes and 
evaluate different scenarios (what-if). 

The analysis of some BPM tools underlying this work has revealed that, besides a 
minimum set of features needed to do simple simulation work, and which is common 
to all of them, there are very distinct simulation capabilities among tools. On the one 
hand, while there are already some BPM tools which may be used to do serious 
simulation work, on the other hand, there are others that still lack essential simulation 
capabilities. Anyway, it became clear that there is already an effort from BPM tools 
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developers, particularly those that support the BPMN standard, in enabling their 
products with simulation features. One can expect that, in a few years, simulation 
capabilities will be standard features of BPM tools. 

This paper complements previous published work from the same authors with the 
presentation of a platform that was developed to support the characterization of BPM 
tools regarding their simulation capabilities. The prototype of the platform, which is 
available as a desktop application and as a web portal, is open to the community of 
BPM tools users, waiting to receive their contributions in order to improve its 
contents. The platform is prepared to continuously evolve and improve its content, 
giving support to users who need to choose a BPM tool, taking into account their 
specific simulation needs. 
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Abstract. This paper sets forth the results obtained after applying a first round 
of the Delphi Method process towards the development of an evaluation model 
for the quality of local government online services. In this first round, we 
submitted a list of thirty quality dimensions divided amongst four domains to a 
group of fifty local e-government experts. The results obtained led us to 
exclude one dimension and assign a set of twenty two dimensions to their 
respective domains. Additionally, the results reveal a certain degree of 
hesitation as to the domain assigned to seven dimensions. Three new 
dimensions emerged. 

Keywords: E-Government, E-Services, Service Quality, Public Services, Local 
Government 

1 Introduction 

With the emergence and the massive dissemination of the Internet, the provision of e-
government services became the norm all over the Globe. The Web constitutes a great 
source of information for its interactive character, ease of use and low cost [1]. The 
first step involves the definition of an e-government. According to Rocha, Silva, 
Lamas, Castro and Silva [2] an e-government, following an encompassing 
perspective, involves the adequate and advantageous use of information and 
communication technologies by government agencies - central, regional or local - 
both in their internal and external relations, and particularly in their relationship with 
citizens. Santos, Melo and Dias [3] refer that the function of an Electronic 
Government is to restructure the organization of public services, adopting 
mechanisms that promote communication amongst different entities, thus simplifying 
processes. An e-government is more than a mere instrument providing cheaper and 
quicker services, it constitutes a mode of operation that ought to be implemented on 
central, regional and local levels in every country [4]. Official government websites 
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offering information and services first appeared on the internet in the mid-nineties, 
followed by the emergence of the term "eGovernment" in society [5]. 

Although we could conceptually perceive the degree of citizen satisfaction 
obtained from interactions with the Central and the Local Government as being 
similar, from our perspective, we are talking about two different realities, as the 
proximity between the citizen and the local administration sphere, as well as the 
jurisdiction deriving from local legislation, cause the citizen to assume a different 
posture in the relationship he establishes with the governmental service provider. That 
is, the level of demand towards a local government is higher owing to its specificity 
and proximity. Although local e-government services may be perceived as an 
extension of central government services, the former have a number of specificities 
that need to be stressed. In this sense, in the local public services context, the 
Government provides electronic services that are heavily influenced by their powers, 
typology, different territorial and local distribution, disparate levels of literacy and 
age amongst populations, different organizational structures, a strong proximity with 
citizens and local companies, different IT maturity levels, disparate channels for the 
provision of services and, last but not least, their strong influencing role over local 
and national legislation policies. The definition of e-Government, consisting of  
"using information technologies to support government operations, involve citizens 
and provide public services", remains valid for the Local Government context [6]. 
Local e-governments form a relevant topic and a solution for the implementation of 
democracy on a local level, providing e-services and rendering access to available 
information easier [7]. As they enjoy a certain pseudo autonomy, it is not uncommon 
to observe significant differences in the provision of the same services by 
neighbouring municipalities or between municipalities of similar sizes. Local 
governments must be closer to people and companies, providing high quality services, 
and displaying foresight and leadership to local communities. Local Public Services 
are thus facing the challenge of administrative modernization, trying to bring the 
residents closer to their services and, simultaneously, dematerializing their processes 
[8, 9].  

Accordingly, concepts, models, frameworks and methodologies need to be 
evaluated in order to measure, in the specific context of local authorities, the quality 
of Electronic Government services, with a view to improve the level of satisfaction 
attached to these services.  

Within the scope of the present study, the concept of local e-government concerns 
the provision of e-services through the internet, that is, online. 

2 Methodology 

This paper is part of an investigation process for the creation of an instrument to 
evaluate the quality of local government online services, and results from a first round 
of a Delphi Method process. In a previous stage we carried out a literature review, 
analysing a carefully selected sample of books, dissertations, theses and papers in this 
area, which allowed us to identify quality evaluation approaches for traditional, 
electronic and e-Government services, as well as an empirical study based on a series 
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of interviews to Local Government experts [10-12]. Based on the collected and 
analysed elements, we prepared a preliminary list comprised by thirty quality 
dimensions, divided into four domains, which formed the basis for the first round of 
the Delphi Method process. 

The Delphi Method, originally developed by RAND Corporation, consists of a 
structured and interactive communication technique that adopts a series of 
questionnaires or rounds to collect and provide information, until a consensus is 
reached for a given theme [13-15,17]. In short, this method tries to identify and obtain 
expert views through a series of questionnaires, called rounds, until a maximum 
consensus is reached. Following the same line of thought, Santos [15] believes that 
this method is especially suited to reach consensus involving opinions, judgements or 
choices, namely to determine, predict and explore group attitudes, needs and 
priorities. This method stands out due to three fundamental characteristics: 
anonymity, interaction with a controlled feedback and the provision of statistics for 
group answers. 

For this first round of the Delphi Method process we invited, by email, fifty experts 
and obtained forty four answers. The members of the panel were chosen from a group 
of experts including IT technicians from local governments, researchers/academy 
members, local government software developers and experienced users. 

The questionnaire, including a list of domains and respective quality dimensions, 
was made available through the web, using a PHP and MySQL tool developed by the 
researchers, and asked the experts to score the relevance of each dimension in a five 
point Likert scale. The experts were also asked to attach a domain to each dimension. 
Additionally, the respondents could suggest new dimensions and domains. The 
criterion adopted to reject a dimension was based on the percentage agreement, 
coefficient of variation of the mean [1] and the percentile of the mean. This 
questionnaire was available from September 1 to September 30, 2015. 

3 Previous Dimensions 

In order to render the Delphi Method process easier, in this first round, and despite the 
fact that the experts were allowed to suggest new dimensions and domains, we 
adopted a predefined list of thirty dimension and four domains defined in the previous 
stages of this investigation [10-12].  

This very list reflecting the perception of the authors, was developed in two stages. 
The first stage, as was previously mentioned, was based on a thorough literature 
review [11], in the course of which fourteen approaches were identified within the 
scope of Service Quality. From this group, nine are specifically connected to generic 
electronic services: SITEQUAL by Yoo and Donthu [18]; WebQual by Loiacono, 
Watson and Goodhue [19]; WebQual by Barnes and Vidgen [20]; eTailQ by 
Wolfinbarger and Gilly [21]; E-S-Qual by Parasuraman, Zeithaml and Malhotra [22]; 
e-TRANSQUAL by Bauer, Falk and Hammerschmidt [23]; the Review of the 
SERVQUAL scale by Li and Suomi [24]; the Framework of Sam and Tahir [25]; and 
e-SELFQUAL by Ding, Hu and Sheng [26]. The remaining five approaches concern 
the e-government context: E-GovQual by Papadomichelaki and Mentzas [27]; e-
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GOSQ Framework by Agrawal et al. [16]; the Proposal by Alanezi, Kamil and Basri 
[28]; e-GSQA Framework by Zaidi and Qteishat [29]; and the Framework of Hien 
[30].  

The second stage [10], which served as a complement to the literature review, 
involved the elaboration of twenty-five interviews, carried out in the form of a 
questionnaire administered to experts and/or users of online e-services involving the 
local public sphere, with a view to prospect and identify new dimensions and domains. 

4 Application of the Delphi Method 

The first step to set the Delphi Method process in motion involved the development of 
a tool to administer the questionnaires. To favour the design, and bearing in mind 
usability, we developed a questionnaire from scratch (Figure 1), programming in 
HTML, PHP, Javascript and MySQL.  

A panel of experts was selected in order to initiate the process. Bearing in mind the 
intended profile and resorting to a convenience sample, we invited fifty prospective 
participants, including IT department responsible figures from local governments, 
software suppliers, university professors and regular e-service users. Despite the 
adoption of a convenience sample, we invited experts from different geographical 
areas. 

The invitation was sent by email, which included the password and the link to 
access the questionnaire. First and foremost, the respondents were given access to the 
statements explaining the purpose of the study and the instructions to fill the 
questionnaire. 

In this first round, we presented a list of thirty quality dimensions asking the 
participants to select those that should be included in an evaluation model for the 
quality of local government online services. For each chosen dimension the experts 
were also asked to choose a respective domain. The experts were also asked to score, 
in a five point Likert scale, the level of relevance attached to each dimension within a 
domain. 

We obtained forty four answers, from twenty three IT responsible 
figures/technicians from local governments, nine service users, seven university 
professors, three politicians responsible for the modernization of local public services 
and two collaborators from software development companies. 

The retention of dimensions for the next round was based on the compliance of at 
least two of the following requirements: 

• Agreement above 50% 
• Mean above the percentile 5 
• Coefficient of variation below 33% 
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Fig. 1. Online questionnaire (http://www.cm-penacova.pt/egovernment) 

5 Results from the First Round of the Delphi Method 

The size of the sample (N=44>30) allowed us to treat the selected ordinal qualitative 
scale of scores assigned to each dimension as a quantitative scale, without losing 
accuracy and in order to estimate the adopted statistical indicators. 

 
5.1 Relevance of the dimensions 

 
We estimated the mean, the standard deviation and the coefficient of variation of the 
scores assigned to each dimension, based on the scores assigned by the experts who 
recognized their relevance. We also determined, for each dimension, the percentage 
of experts that recognized its relevance (Table 1). 
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Table 1. Mean and standard deviation of the assigned scores for each dimension 

 
Mean Standard 

deviation 

Coefficient 
of 

variation 
Agreement 

Safety 4,7 0,599 12,7% 97,7% 

Transparency 4,56 0,666 14,6% 97,7% 

Privacy 4,55 0,593 13,0% 95,5% 

Deadline Compliance 4,55 0,663 14,6% 100,0% 

Information Quality 4,45 0,663 14,9% 100,0% 

Usability 4,43 0,63 14,2% 95,5% 

Reliability 4,38 0,774 17,7% 90,9% 

Service Availability 4,34 0,745 17,2% 100,0% 

Complaints 4,3 0,773 18,0% 97,7% 

Customer Support 4,3 0,674 15,7% 97,7% 

Task Information 4,28 0,724 16,9% 88,6% 

Online Services Advantage 4,26 0,724 17,0% 86,4% 

Accessibility 4,25 0,781 18,4% 100,0% 

Process Management 4,25 0,806 19,0% 81,8% 

Compatibility 4,1 0,8 19,5% 93,2% 

Interoperability 4,08 0,818 20,0% 86,4% 

Empowerment 4,03 0,811 20,1% 88,6% 

E-Participation 4 0,751 18,8% 90,9% 

Technical Website Quality 3,95 0,749 19,0% 90,9% 

Website Access Speed 3,91 0,895 22,9% 97,7% 

Variety of Services Offered 3,89 0,831 21,4% 86,4% 

Processing Speed 3,88 0,9 23,2% 93,2% 

Online Integrity 3,81 1,023 26,9% 84,1% 

Customization 3,8 1,08 28,4% 56,8% 

Alternative Channels 3,78 1,031 27,3% 84,1% 

E-Democracy 3,76 0,796 21,2% 84,1% 

Politicians Role 3,68 0,945 25,7% 63,6% 

Website Innovation 3,66 1,004 27,4% 72,7% 

Website Design 3,34 1,056 31,6% 79,5% 

Emotional Appeal 3,18 1,131 35,6% 38,6% 

 
Only 38,6% of the experts recognized relevance in the “Emotional Appeal” 

dimension. Moreover, the obtained mean is below the percentile 5 (3,268) when 
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compared to all the other means, while revealing a coefficient of variation above 33%. 
Accordingly, this dimension does not comply with any of the requirements set forth 
for its retention, being thus removed from the second round of the process. The 
remaining dimensions comply with the predefined requirements, and they will be 
used in the next round. 
 
5.2 Assignment of domains to the dimensions 
 
We analysed the frequency of domain assignment to each dimension by the experts 
(Table 2). 

Table 2. Frequency of domain assignment to each dimensions 

  Management Technical Service Information 

Emotional Appeal 58,8% 11,8% 23,5% 5,9% 

Customer Support 39,5% 9,3% 34,9% 16,3% 

E-Democracy 73,0% 0,0% 18,9% 8,1% 

E-Participation 65,0% 2,5% 25,0% 7,5% 

Politicians Role 78,6% 0,0% 7,1% 14,3% 

Complaints 39,5% 11,6% 39,5% 9,3% 

Transparency 53,5% 0,0% 9,3% 37,2% 

Alternative Channels 48,6% 16,2% 18,9% 16,2% 

Empowerment 46,2% 25,6% 23,1% 5,1% 

Process Management 75,0% 2,8% 16,7% 5,6% 

Online Services Advantage 44,7% 13,2% 18,4% 23,7% 

Information Quality 4,5% 0,0% 6,8% 88,6% 

Task Information 5,1% 5,1% 0,0% 89,7% 

Deadline Compliance 6,8% 2,3% 90,9% 0,0% 

Service Availability 0,0% 11,4% 88,6% 0,0% 

Online Integrity 2,7% 8,1% 83,8% 5,4% 

Customization 4,0% 4,0% 92,0% 0,0% 

Privacy 7,1% 7,1% 73,8% 11,9% 

Safety 2,3% 20,9% 67,4% 9,3% 

Processing Speed 2,4% 14,6% 80,5% 2,4% 

Interoperability 7,9% 13,2% 78,9% 0,0% 

Variety of Services Offered 5,3% 0,0% 86,8% 7,9% 

Reliability 2,5% 5,0% 90,0% 2,5% 

Website Innovation 0,0% 93,8% 0,0% 6,3% 

Technical Website Quality 0,0% 92,5% 0,0% 7,5% 

Usability 0,0% 95,2% 2,4% 2,4% 
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  Management Technical Service Information 

Website Access Speed 2,3% 90,7% 4,7% 2,3% 

Website Design 0,0% 100,0% 0,0% 0,0% 

Accessibility 0,0% 86,4% 11,4% 2,3% 

Compatibility 0,0% 97,6% 2,4% 0,0% 

 
The shading indicates the highest assignment frequency value for each dimension. 

The results reveal that the “Management” domain displays lower agreement values. 
The “Complaints” dimension divides the experts between the “Management” and the 
“Service” domains. 

In order to determine the consistency of each assignment we estimated the 
percentile 75 for the frequency of each domain (Table 3). 
 

Table 3. Consistency of each assignment of each domain 

Management Technical Services Information 

Percentile 75 46,8% 41,0% 79,3% 12,5% 

 
The shadings in Table 2, namely in Customer Support, Complaints, Empowerment, 

Online Services Advantage, Privacy and Safety, indicate those whose frequency of 
assignment values fall out of the percentile 75, revealing lower consistency. It is 
important to note that four of the eleven dimensions of the Management domain and 
four out of eleven in the Services domain fall below percentile 75 (the dimension 
Complaints appears in both domains below percentile 75), while all the dimensions 
highlighted in the “Technical” and “Information” domains are above percentile 75. 
However, it must be noted that percentile 75 displays a significantly higher frequency 
value (79,3%) in the Services domain, indicating that the dimensions in this domain 
have greater consistency.  

The scores obtained for each dimension considered the quartile of the average 
score for each dimension. Dimensions in the 4th quartile were assigned four points, 
while the ones in the 3rd quartile were assigned three points. The 2nd quartile 
received two points and, lastly, the 1st quartile was assigned only one point. As to the 
“Information” domain, only the median was considered, as only two domains existed. 
In this case, the most scored dimension was assigned two points and the other one 
point. 

From the application of this method, the dimension “Emotional Appeal” was 
excluded, and a set of twenty two dimensions was obtained. Additionally, the results 
reveal a certain degree of hesitation as to the domain assigned to seven dimensions. 

For each dimension we also defined a weight within the assigned domain. Table 4 
shows these results. 

The scores displayed for the dimensions without a defined domain reflect their 
weight when placed in either domain. 
It is worthy of note that three experts allowed us to identify three new dimensions: 

• “Utility” in the existing Service domain; 
• “Settlement” in the existing Service domain; 
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• “ Decision Democratization” in a new “Democratization” domain. 

Table 4. Weight by dimension 

Dimension Domain Weight 

Transparency Management 4 

Process Management Management 4 

E-Participation Management 3 

E-Democracy Management 2 

Politicians Role Management 1 

Deadline Compliance Service 4 

Reliability Service 4 

Service Availability Service 3 

Interoperability Service 3 

Variety of Services Offered Service 2 

Processing Speed Service 2 

Online Integrity Service 1 

Customization Service 1 

Information Quality Information 2 

Task Information Information 1 

Usability Technical 4 

Accessibility Technical 4 

Compatibility Technical 3 

Technical Website Quality Technical 3 

Website Access Speed Technical 2 

Website Innovation Technical 1 

Website Design Technical 1 

Safety Service|Information 4|4 

Privacy Service|Information 4|4 

Complaints Service|Management 3|4 

Customer Support Service|Management 3|4 

Alternative Channels Service|Management 1|2 

Online Services Advantage Management|Information 4|1 

Capacitation Management|Technical 3|2 

 
In the second round of the method we will ascertain the domain to which these 

dimensions should be assigned and adjust all the weights. 
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6 Conclusion 

This paper sets forth the results from the first round of the Delphi Method process 
applied to the evaluation of local government e-services approach under development. 
The Delphi Method process has, to the present moment, proved to be effective and 
allowed us in this first round, and with a significant level of consensus, to present a 
list of dimensions assigned to their respective domains, based on relevance ranking. 

This round has also shown that the preliminary list, which served as a basis for this 
investigation process, is aligned with our initial purpose, to the extent that from all the 
identified dimensions only one, Emotional Appeal, was discarded. Doubts were raised 
as to the domain and the relevance assigned to Safety, Privacy, Complaints, Customer 
Support, Alternative Channels, Online Services Advantages and Empowerment. The 
remaining twenty three dimensions already reveal a high level of consensus, which, 
notwithstanding, must be validated in the next round of the Delphi Method process. It 
is worthy of note that three of the experts allowed us to identify three new 
dimensions. 

As a result, we need to resume the Delphi Method process until a consensus is 
reached as to the relevance of the dimensions and their assignment to their respective 
domains, creating metrics and weights. Subsequently, we will define a method to 
evaluate the quality of local government online services. 
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Abstract. In recent years many web applications regulated by workflows were de-
veloperd in order to permit the collaboration between many stakeholders during
the execution of Business Processes. Generally, these kind of systems are imple-
mented using web technologies in order to be easily designed, implemented and to
be available in different operative systems and platform. Standard general purpose
Business Process Modeling languages such as BPMN can be used to design the
workflow of these systems, but they lack in the definition of which web technol-
ogy has to be used to implemented each single business activity. In this paper, we
propose a novel business process modeling notation named webBPMN including
elements that can be used to model web applications regulated by workflows. We
experimented the notation designing the Business Process of the internship web
application of the University of Camerino.

Keywords. Business Process Management, Business Process Modeling, Web Application

1. Introduction

Inter-organizational Business Processes (BPs) permit to different stakeholders to suc-
cessfully cooperate in order to reach a common target goal [1]. Each stakeholder involved
in the BP pursues its objectives within the cooperation and shares its competencies and
processes to provide the integrated functionality. Implementing a software system that
allow that cooperation among different stakeholders is not an easy task. It requires a deep
analysis of requirements, activities flow and how the actors interact.

Furthermore, many software systems are web based applications in which there are
many stakeholders that collaborate in the same environment [2]. In several cases these
software systems are based on a BP, it means that stakeholders have to perform in a
specific way a predefined set of activities in order to reach goals. For instance, in an e-
commerce web site there is a specific BP that drive the buyer and the seller in order to
complete the purchasing of goods.

One of the main issues during the design phase of a software system is the definition
of the flow of activities that have to be performed by stakeholders [3]. Languages such
as Business Process Modeling and Notation (BPMN) [4], UML Activity Diagram (UML
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Figure 1. BPMN 2.0 Core Elements.

AD) [5], Yet Another Workflow Language (YAWL) [6] or EPC [7] are used to define the
flow of activities in imperative way. The main problem of these languages is that they are
general purpose and do not provide specific elements to design workflows for web based
applications.

In this paper, we propose webBPMN, a BPMN 2.0 variation, in order to include ele-
ments that can be used to design web application based on BP. In particular, we consider
new types of tasks and sub-processes assuming that a single atomic activity can be per-
formed in single Web Page Task and that a web page can be used in order to perform many
activities, then it is a Web Page Sub-Process. Other elements to specify client/server side
functions and events are also designed. The proposed language was used to design the
BP of the internship procedure of the University of Camerino. Its software system was
implemented starting from a webBPMN model.

The paper is structured as follow. Section 2 provides background material related to
BP modeling, the in Section 3 the novel notation is explained. Section 4 demonstrates
the wellness of approach using a real use case, then Section 5 is about related works and,
finally, in Section 6 we treat some conclusions.

2. Background on Business Process Management

Business Process Management (BPM) “includes concepts, methods, and techniques to
support the design, administration, configuration, enactment, and analysis of Business
Processes” [8]. “A BP is a collection of related and structured activities undertaken by
one or more organizations in order to pursue some particular goal. Within an organization
a BP results in the provisioning of services or in the production of goods for internal or
external stakeholders” [9]. Public services structure, their input and output, the interde-
pendencies among different elements can be modeled and implemented using notations
and tools supporting the BP abstraction.

The accuracy of the BP modeling phase is critical for the success of an organization
in particular in scenarios in which it is necessary to adapt to changing requirements. In
order to design a BP different classes of languages have been investigated and defined.

In our work we refer to BPMN 2.0 an Object Management Group standard [4]. It
is the most used language by domain experts due to its intuitive graphical notation. We
have mainly used process diagrams, focusing on the point of view of system users. The
following BPMN 2.0 elements (Figure 1) are the core elements of the language and those
we will use on the approach.

• Events, which are used to represent something that can happen. An Event can be
Start Event represents the points in which the BP starts, and End Event is raised
when the BP terminates. Events are drawn as circles.
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• Activities, which are used to represent a generic work that a company performs
within a BP. An Activity can be atomic - Task - or not - Sub-Process. Activities
are drawn as rectangles with rounded corners.

• Gateways, which are used to manage the flow of BP both for parallel activities
and choices. Different types of gateways are available, the most used are followed
reported. Parallel Gateway has to wait all their input flows to start and then all the
output paths are started in parallel, it can behave as a fork respects to output paths
or as a merge respects to input paths. Exclusive Gateway gives the possibility
to describe choices both in input and output, it can be activated each time the
gateway is reached and when executed it can activate exactly one output path.
Inclusive Gateway gives the possibility to select among multiple output paths
each time they are reached, it can behave also as inclusive merge. Gateways are
drawn as diamonds.

• Data Objects, which permit to model documents, data, and other objects used
and updated during the BP. Objects can also be characterized by a state. An ac-
tivity can require or can generate a data object in a particular state, whereas if
the state is not explicitly reported the activity is state independent. A data object
cannot be in two different states at the same time. If the same object is linked to
the same activity specifying two different states, this means that states are exclu-
sive with respect to each other, therefore when the activity is executed it needs
the data object in one of the available states. A Data Object is represented by a
portrait-oriented rectangle that has its upper-right corner folded over. States are
represented using text within squared brackets located under the object name.

Using BPMN it is also possible to define the participants (or stakeholders) involved
in a BP. Pools can be used as elements containers in order to specify the activities that
have to be executed by a single participant, they are represented via rectangle containers.
Participants can communicate each other using Message Flow that specify that a particu-
lar task or event can be performed only if a message from another participant is received.
Message Flow are graphically represented via a dotted arrows. An example of BPMN
model in which participants communicates is shown in Figure 2. The BP shows that there
are two participants, they are Participant 1 and Participant 2. Participant 1 starts the ex-
ecution of the BP and then he sends a message to Participant 2 executing the task Send a
Message. Participant 2 starts the execution of his BP when he receives the message from
Participant 1, it is why there is a Start Message Event. Then, Participant 2 executes the
tasks Check the Message and Responde in order to send a message to Participant 1 and
ending his BP. When Participant 1 receives this message, he has to choose if execute the
task Do Action 1 or Do Action 2. After the execution of the chosen task the BP execution
ends.

3. WebBPMN

The proposed language named webBPMN is a BPMN 2.0 variation in which standard
BPMN tasks and sub-processes are replaced with activities designed for web based ap-
plications implementing workflows. A new type of data object is also introduced in order
to model the type of data used by web pages to communicate. These kinds of elements
are described as follow.
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Figure 2. BPMN 2.0 Model Example.

Figure 3. webBPMN Main Elements.

• Web Page Task is an atomic activity performed in a generic single web page
(Figure 3-A). When the activity is performed a new page will be open. In this
kind of task the stakeholder has to interact with the software system via a web
page. For instance a Web Page Task can be related to a search page or a form that
the stakeholder has to fill;

• Web Page Sub-Process is a composed activity performed in a complex web
page (Figure 3-B). In this kind of activity the stakeholder should perform more
that one activities in a single page beside client side technologies (such as
Javascript/AJAX) or/and some events can happen. For instance a Web Page Sub-
Process can be used to represent a page in which a web chat is implemented. A
Web Page Sub-Process may contain a set of specific BP elements that are able
to specify the behaviours of the activity. Such as in many others BPMN sub-
processes a start and and end event should be insert. The list of elements that can
be inserted inside are described as follow.

∗ Web Function Task is an atomic activity that can be performed in a web page
without open a new page (Figure 4-i). It can be performed automatically or
manually by an user, it can be client or server side. For instance, it can be used
to call a web service in asynchronous way or to perform any server side request
via AJAX;
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Figure 4. webBPMN Elements that can be used in a Web Page Sub-Process.

∗ JavaScript Based Timer is an event that is trigged by a timer for 1 or more
times (Figure 4-ii). For instance, it can be used to refresh the page or to update
the list of messages and users connected in a web chat;

∗ JavaScript Based Event is a generic client side event that can be trigged by
an user action such as change the value in a dropdown list (Figure 4-iii). For
instance, it can be used to represent the event that is trigged when there is
an error in a Web Form input field. When an event like that is trigged a Web
Function Task should be performed;

∗ Service Based Event is a generic event that is trigged when a Web Service
respondes to a call (Figure 4-iv). For instance, it can be used to start activities
when a login server responds to a request;

• Web Form Data Object is a particular type of data that can be generated by a
web form (Figure 3-C), it means that it can be generated only by a Web Page Task
or a Web Page Sub-Process. A Web Form Data Object is composed by a set of
values and eventually by a set of data files. This data object is generated by a web
page and it can be consumed by another web page. For instance, this data object
can be generated by a form in which an user has to log into the web application
and then it can be consumed in another page in order to verify the credentials.

Using webBPMN a BP designer can use all the standard BPMN 2.0 elements except
tasks and sub-processes. Pools should be used to define which web pages can be acces-
sible by a specific stakeholders. The interaction between stakeholders can be defined via
standard BPMN Message Flows. Gateways are used to drive the route of the flow and
define which pages should be open for each stakeholder.

4. Use Case

The described language has been applied to model the Web Application of the Students
Internship Business Process of the University of Camerino. This is a service that the
Univeristy has to put in place in order to permit studens to start an internship in Italian
Companies - in University of Camerino each Bachelor student must do an internship to
graduate. The proposed webBPMN is shown in Figure 5, it is just a simplied version of
the real one.

Three stakeholders are involved in this business process, the student that has to apply
for an internship, the related company and the Internship office of the University.

The trigger of a process instance is the student that has to do an internship. First,
the student accesses to the Login Page that is modeled as a Web Page Sub-Process since
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several function are needed to verify the identity of the student. The Web Function Task
Request ESSE3 credentias is delegated to request username and password of the stu-
dent, then the Web Function Task Connect to ESSE3 (LDAP Server) connects the user to
ESSE3 system in which credentials are stored. The response arrives in the Service Based
Event, if the credentials are correct the page related to the Select an Internship in the List
Web Page Task is open. In this page the student can see the list of available internships,
he/she can choose one of them in order to open the detail page of the internship specified
by the See Internship Details Web Task Page. The student can candidate to the internship
or return to the page in which there is the list.

When the student applies for an internship the related company receives a commu-
nication. Then, the company will log to the system via the Log to the System Web Page
Task in order to check the student application in the Check Application Web Page Sub-
Process. In this page the company checks the information about the student (Check the
Applicant Student Web Function Task) and, optionally his CV (Check the Student CV
Web Function Task). The company can choose the student for the internship of not, in
case the student is chosen the Send Confirmation of Selection Web Page Sub-Process is
open. In this page, e-mails are sent to the student and to the Internship office of the Uni-
versity via Send the Mail to the Student and Send the Mail to the Internship Office Web
Function Tasks. These tasks are performed automatically by an JavaScript Based Timer
that repeat the execution until mails are sent correctly.

When the company chooses a student for an internship, the Internship office receives
a mail. The office has to log to the system via the Log to the System Web Page Task and
then upload the P7M file related to the internship via the Upload the P7M of the training
project Web Page Task.

Notwithstanding the complexity of the Web Application modeling of the scenario
has revealed that webBPMN permits to define which activities have to be performed in
each web page.
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5. Related Work

In literature, there are just few languages to model web applications. Usually, languages
provide few models to design different requirements of the web the applications.

The model Object Oriented Hypermedia (OO-H) is used to design generic web ap-
plications [10]. In particular, OO-H provides a navigation model named Navigation Ac-
cess Diagram (NAD) that provides the necessary constructs to represent how web site
user navigates between links. It is similar to the concept explained in this paper in which
web pages are represented as business activities, but the used semantics is not able to
represent the activities that can be performed in each web page. There are some language
similar to OO-H such as Object-Oriented Hypermedia Design Method (OOHDM) [11],
they share the same base approach.

Another interesting language is UML-based Web Engineering (UWE) that is an ob-
ject oriented and iterative approach based on UML [12]. Also in this language there is
a navigation model to specify how users navigate between links of the web site. Also in
this case, the activities that users have to perform in each page are not defined by the
model.

Web Modeling Language (WebML) is a language to design web sites [13]. It pro-
vides an high-level graphical representation providing different models in order to design
several aspects of the designed web application. In this case there is the Composition
Model that specifies the pages provided by the web application, instead the Navigation
Model specifies how pages are linked together.

The main issue of these language is that they are not focused on the BP modeling.
They can be used to design a generic web site also if it is not regulated by a BP. It means
that they do not provide a full specification to manage all the possible situations that
can happen in a BP. Instead, thanks to BPMN base notation webBPMN provides a set
of elements that can be used to describe many situation and, thanks to the variation of
the semantics of the BPMN activities it is possible to adapt the language for the web
application modeling.

A language similar to webBPMN is WebWorkFlow that is an object oriented work-
flow modeling language [14]. It can be used to design simple activities flows for web
application. The main lack of the language is that it does not provide a graphical rep-
resentation since it is mainly used to generate an executable application. It means than
also the elements provided by the language are not so much and their semantics are more
related to programming languages than BPs.

6. Conclusion and Further Work

In this paper we present a notation to design Business Processes implemented via Web
Technologies. The notation seems particularly suitable to specify which functions have
to be implemented in which web page. The first experiment related to University of
Camerino Internship BP provides encouraging results.

In the next future we plan to extend the notation including new elements in order to
specify in a better way web technologies and functions. For instance, we will include the
concepts of Session and Cookies extending again the BPMN data objects. We are imple-
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menting a modeling environment to use the webBPMN notation, we are using ADOxx1

to design the webBPMN meta-model. At the end, we will continue the experimental
work considering other use cases in the e-government scenario.
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Abstract. While formal verification of business process models (BPMs) can be
done through model checking (also known as property checking), formalizing cor-
responding properties having the process model available may negatively influ-
ence the formulation of properties to be checked. In addition, properties should
be checkable for several processes. So, we address the problem of formalizing
properties without knowing the process model.
The solution proposed in this paper employs additional models of object life cy-
cles. The new key idea is to formulate properties referring to these additional
models, which together can represent certain business rules. These models have
to be connected with the BPM to be checked in the formalism used for model
checking. This combination facilitates more rigorous model checking with a bet-
ter decoupling of the specification of the original BPM from the properties to
be checked. In summary, this paper presents how a combination of conventional
business process models (given, e.g., in BPMN), models of business object life
cycles, and formalized business rules can be used for verification through model
checking.

Keywords: Verification, business process, business rule, object life cycle, model
checking, property formalization

1 Introduction

Business processes need to have certain properties, e.g., given in business rules. This
is difficult to verify, however, and requires business process models (BPMs), ideally
formally represented. Having also the properties formally represented facilitates the
use of model checking for formal verification, which can, in principle, show that there
are no errors with regard to these properties (see, e.g., [18]).

Business process models such as those expressed in BPMN [16] typically are be-
havioral models, which can be compared to visual programs. Formal model checking
actually has its roots in software verification and the potential for finding errors that
even careful testing cannot, for principal reasons. There is, however, a lesson learned
from testing, which we try to carry over to model checking. It is well known that test-
ing your own code should be avoided. We assume that formulating properties for your
own BPM has similar cognitive influence. We even observed that knowing the BPM
influences the formulation of properties to be checked. It appears to be seductive to for-
mulate properties that are more or less obviously fulfilled in the model, such as temporal
sequences.
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Still, property formulas need to refer to a model for specifying what is actually
checked. So, if the BPM is not known, e.g., for formulating properties according to
a business rule, another model is required. We propose to use additional models of
object life cycles for this purpose. Their states typically correspond to achievements
with regard to these objects in the course of the overall business process.

Of course, these models need to be connected with the given BPM to be checked.
In addition, both models need to be available in a formal representation that a given
model checker can use for formal verification against properties adequately formalized
as well. So, we propose a systematic transformation of a (restricted) BPMN 2.0 model
to asynchronous finite state machines (FSMs) synchronized by signals. Already in the
course of this transformation, the models are connected as well.

The remainder of this paper is organized in the following manner. First, we present
some background material on model checking in order to make this paper self-contained.
Then we discuss related work. After that, we explain our approach to formalizing prop-
erties to be checked with the help of additional models of object life cycles. For the ac-
tual verification through model-checking business processes against a business rule, we
show how a process model in (restricted BPMN) can be transformed to asynchronous
FSMs, and how these FSMs are connected through signals with FSMs representing
object life cycles, so that a given model checker tool has been able to verify the con-
nected FSMs against the properties formalized using the FSM representing an object
life cycle.

2 Background on Model Checking

Model checking (or property checking) is a formal verification technique based on mod-
els of system behavior and properties, specified unambiguously in formal languages
(see, e.g., [3]). The behavioral model of the system under verification is often speci-
fied using a Finite State Machine (FSM), in our case using synchronized FSMs. Their
expressiveness is sufficient for the purpose of this paper, but Petri nets, e.g., could be
used as well, if needed (depending on the given BPM and the tool used). The properties
to be checked on the behavioral model are formulated in a specific property specifica-
tion language. Several tools (such as SPIN [22] or NuSMV [15]) exist for performing
these checks by systematically exploring the state-space of the system. When such a
tool finds a property violation, it reports it in the form of a counterexample.

In this work, we make use of temporal logics such as Linear Temporal Logic or
Linear-time Temporal Logic (LTL) for property specification. More precisely, we use
PLTL (LTL with past). Since a rough understanding of some of their operators is needed
for understanding our formalization approach, let us briefly sketch these here. PLTL
provides expressions of relations between states (path formulas) using operators refer-
ring to behavior over time. In PLTL, the set of traditional propositional logic operators
is extended by time operators such as:

– G (Globally): an expression p is true at time t if p is true at all times t′ ≥ t.
– F (Future): an expression p is true at time t if p is true at some time t′ ≥ t.
– O (Once): an expression p is true at time t if p is true at some previous time t′ ≤ t.
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3 Related Work

Previous related work made it absolutely clear that some representation with defined
semantics is a prerequisite for formal verification, also of business processes. Ligeza
et al. [12] consider a specification of business processes and business rules to a cer-
tain degree complementary. They tried to reconstruct BPMN in the logic programming
language PROLOG to provide formal requirements on model correctness.

Given such a representation, checking correctness properties inherent in the busi-
ness process itself is possible. Wynn et al. [23] verify business processes against four
defined properties (soundness, weak soundness, irreducible cancellation regions and
immutable OR-joins). Sbai et al. [20] show how a model checker can be used to iden-
tify problems with a specification of a business process to be automated as a workflow,
and how a verification of certain correctness properties can be accomplished. Kher-
bouche et al. [11] propose an approach for using model checking as a mechanism to
detect errors such as deadlocks or lifelocks. They describe how a BPMN model can be
translated to a Kripke structure and how this kind of model checking works with SPIN.

Some previous work addressed the question of what to verify a business process
model against, to determine possible violations of certain properties given in addi-
tion to the process model itself. Fisteus et al. [8] propose a framework for integrat-
ing BPEL4WS and the SPIN and SMV verification tools. This framework can verify
a process specification against properties such as invariants and goals through model
checking. Armando et al. [2] show how model checking can be used for automatic
analysis of security-sensitive business processes. They propose a system that allows the
separate specification of the business process workflow and of corresponding security
requirements. In more recent work [1], they show how model checking can be specifi-
cally used to check authorization requirements that are implemented in parts of business
processes. Barros et al. [4] propose to check business processes against execution rules
incorporated in workflows with model checking techniques.

We also think that rules are a major source of properties to check a business process
against. The Business Rule Group defines business rules in the report [9] as statements
that define or constrain the business of an organization. Lovrencic et al. [19] describe
business rules as essential parts in today’s business system model and the need for their
formalization. So, we use a business rule in a running example below for illustrating
our approach for model checking.

Lohmann et al. [13] present an approach based on compliance rules, which are used
to automatically create artefact-centric business processes that are compliant by design.
The building blocks are life cycles of the involved artefacts.

Meyer et al. [14] define a “weak conformance” between process models and syn-
chronized object life cycles. Their algorithm for soundness checking verifies whether
each time an activity needs to access a data object in a particular state, it is guaranteed
that the data object is in or can reach the expected state. In contrast to our approach,
they do not verify against additionally specified business rules.

Estãnol et al. [7] propose a verification approach based on artefact life cycles mod-
eled in UML. It checks certain intrinsic properties such as liveliness of a class or an
association.
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The focus of our work as presented in this paper is, however, formalizing properties
corresponding to business rules, as required for their automatic verification through
model checking. In particular, our approach strives for decoupling property formulas
from BPMs given in BPMN. Still, no previous work in the context of model checking of
business process models addressed this to our best knowledge, including model-based
business process compliance-checking approaches [5].

4 Formalizing a Business Rule as Properties Related to an Object

Life Cycle

There are several options how a business rule can be formalized. For the purpose of
model-checking, a formula in temporal logic would typically refer to the states of the
BPM, but this requires that the property modeler knows the BPM he is supposed to
check. However, as argued above, our formalization approach involves additional life
cycle models of business objects, so that the formulas can refer to their states instead.

Let us explain this approach with a certain kind of business rule in the context
of payments, as suggested as an example by our industrial project partner. It can be
paraphrased as follows: “If the amount of a received invoice is greater or equal than a
threshold level, its payment has to be authorized.”.

Strictly speaking, this business rule defines a characteristic of the data object In-
voice. So, relating its formalization to a model of the Invoice object life cycle seems to
be straight-forward. However, such a model needs to be available in the first place. We
assume that in an enterprise architecture, also the life cycle of business objects should
be available. Otherwise, it would have to be modeled jointly with the process owner.

For our running example, we created the life cycle model of an Invoice object our-
selves, purely based on our naive understanding for illustrative purposes of this paper.
It is represented in the FSM drawn in black at the bottom of Figure 1, labeled as “Arte-
fact(s)”. Apart from a start state, it has the states created, transmitted, paid and booked,
as well as the state authorized. The latter can be reached only through the transition
labeled with the Boolean variable IA, which stands for InvoiceAuthorized. Additional
Boolean variables label the other state transitions and are given in the legend of Fig-
ure 1.

We use such a life cycle model to specify the business rule, without any additional
knowledge of the process itself and especially its control flow. Still, variables for spec-
ifying characteristics of the Invoice object may be relevant, in our example amount.
In addition, the threshold value defined in the customer company is needed, which is
defined as an additional constant. The following PLTL formula defines a property cor-
responding to the business rule as

G(((Invoice.state=transmitted) & (Invoice.amount>customer company.threshold))

→ F(Invoice.state=authorized)) (1)

Still, the business rule is not precisely specified, since it actually involves a piece of
tacit knowledge, i.e., the authorization has to be done before the payment, since it ob-
viously does not make much sense otherwise. Unless this is formalized, however, some
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IA = InvoiceAuthorized; IB = InvoiceBooked; IC = InvoiceCreated;
IT = InvoiceTransmitted; IP = InvoicePaid.

Fig. 1. Connected FSMs Including Transformation from BPMN and Object Life Cycle

process model including authorization after payment would not violate the business
process in the course of its formal verification. So, we have to additionally express in
another property formula that the authorization state must be reached before the Invoice
has been paid:

G(((Invoice.amount>customer company.threshold) & (Invoice.state=paid))

→ O(Invoice.state=authorized)) (2)

So, while the object life cycle on its own does not represent the business rule, of
course, these properties together with it do.

5 Model-Checking Business Processes Against a Business Rule

For a formal and automatic verification of a business process model defined in BPMN
like the one shown in Figure 2, we transform it into FSMs. Since the business rule
properties to check it against are formalized with references to FSMs representing ob-
ject life cycles, we have to connect all these FSMs. For their actual verification against
the properties formalizing the business rule, we used the model checking tool NuSMV.
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Fig. 2. Payment Handling Process in BPMN, Including Authorization
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The process model to be checked in our running example as shown in BPMN in
Figure 2 is based on a simplified version of the “payment handling” process of [21, p.
108], which we use here as a reference process. This payment handling process starts
with the creation of an Invoice. This Invoice is then sent to the Customer. After the
Customer has received the Invoice, she makes the payment of the Invoice. Once the
payment is received, it is booked as paid. After that, this example reference process is
finished.

While the payment is unconditional in this reference process, ours in Figure 2 ac-
tually includes a conditional authorization according to our informally given business
rule. This authorization replaces the simple Payment Activity of the reference process
with a whole process part as shown in Figure 2.

For connecting this process with the object life cycle(s), additional information is
needed in the control flow definition of the former on the state changes in the latter.
For this purpose, we annotate the control flow representation accordingly. For example,
after the Task Create Invoice, the annotation InvoiceCreated provides such information.
It is used in the course of the transformation of the BPM to FSMs for interleaved es-
tablishment of connections through signals with the FSM(s) representing the object life
cycle(s).

Let us sketch first how to transform the BPMN model of Figure 2 to the two FSMs
given at the top of Figure 1 labeled as “Processes”. In fact, the overall process based on
the reference process as sketched above consists of two sub-processes, one in each Pool
of the BPMN model. These two Pools are transformed to two asynchronously scheduled
FSMs. Each of their States, represented by circles in the diagram, corresponds to a Task
in the BPMN model. The control flow as given by the arrows between Tasks in BPMN
is represented through corresponding state transition relations.

In addition, for synchronizing the two FSMs representing the process parts of the
two Pools in Figure 1, Boolean synchronization signals are defined: IT (InvoiceTrans-
mitted) and IP (InvoicePaid). They represent the communication messages shared be-
tween the Pools in the BPMN model. The Customer Payment Process is held in State
Receive Invoice until an Invoice is transmitted from the Delivering Company Process
in State Send Invoice, and the Delivering Company Process is held in State Receive
Payment until the Invoice is paid in the Customer Payment Process, in its State Pay
Invoice.

More generally, such a transformation from (restricted) BPMN models to FSMs and
their interleaved establishment of connections with the FSM(s) representing object life
cycles works systematically according to the following steps:

1. For each Pool in BPMN create an FSM.
2. For each Task or Gateway in this Pool create a State in this FSM.
3. If this Task has an outgoing message, create a corresponding signal setting on each

outgoing transition of this State.
4. If this Task has an incoming message, create a signal trigger on the corresponding

outgoing transition of this State.
5. For each BPMN control flow element create a corresponding transition.
6. For each annotated BPMN control flow element (additionally) create a correspond-

ing signal setting.
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7. For each condition specified on a control flow element (from a Gateway) create a
corresponding signal trigger on the corresponding outgoing transition of the State
(of this Gateway).

In our running example, the FSMs of Figure 1 and their connections result. The
signal handling between the FSMs consists of raising and catching events, where the
particular connections in the figure automatically arise.

Given all these connected FSMs and the property formulas, the model checking
tool NuSMV can do formal and automatic verification. Technically, it schedules the
Delivering Company and Customer FSMs in a random way. For fair execution, i.e.,
each FSM is scheduled for execution at least once after a dedicated time interval, a
so-called fairness constraint has to be added in the code.

For the FSMs representing the object life cycle and the business process of Figure 2,
NuSMV cannot find any violation. However, NuSMV finds counterexamples showing
violations of the properties of Formulas 1 and 2 in the FSMs representing the object life
cycle and the reference business process of [21, p. 108] (as also sketched above).

6 Discussion

So, it is actually possible to formulate additional properties to be checked without know-
ing the BPM model that is to be verified. The link is given by models of object life cy-
cles. Still, the question arises whether the additional effort is worth it. Through the sep-
aration of concerns, cognitive influence on the formulation of properties to be checked
by knowing the BPM is avoided. While this was our initial motivation, there is another
advantage of our new approach. It allows the verification of each BPM connected with
the related object life cycle(s) against the same set of properties (modeling business
rules) due to this decoupling.

As presented in this paper, we explain our approach to verifying BPMN business
process models against business rules specified on object life cycles based on FSMs,
actually synchronized ones, primarily for didactic reasons due to their simplicity. In
fact, most of the existing model checkers at least originally worked with FSMs.

FSMs (including synchronization through signals) are sufficient for our example,
but certain more complex processes cannot be translated to FSMs at all, due to their
inherent limitation of expressiveness. For example, BPMN multi-instance tasks, which
can create a potentially infinite number of parallel task instances, cannot be translated
to FSMs, also not to a fixed number of FSMs that are synchronized with signals.

Instead of FSMs, however, Petri nets may be used. BPMN models can be trans-
formed (automatically) to Petri nets according to, e.g., Raedts et al. [17] and Dijkman
et al. [6].

Still, our approach intrinsically needs additional object life cycle models. These can
be represented in Petri nets as well (possibly even translated from FSMs). As already
indicated above, the approach by Meyer et al. [14] can integrate process models with
object life cycles in Petri nets.

For using model checking tools, yet another transformation from Petri nets to their
specific input languages is needed. For example, Raedts et al. [17] also propose auto-
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matic translation from Petri nets to mCRL2 to facilitate the use of model checking tools
based on this language for the verification of process models.

Based on this related work, our new approach of formalizing properties using object
life cycles can be easily generalized for unrestricted BPMN. Due to the change of the
formalism, the formulation of properties representing a business rule has to be changed
as well. Since Petri nets focus on transitions and places rather than states, small adap-
tations in these property formulas are necessary (i.e., references to places instead of
states).

7 Conclusion and Future Work

In this paper, we address the problem of formulating properties according to business
rules for formal verification of business processes given in BPMN, without knowing
them. Such BPMs focus on the control flow rather than the business objects involved.
Our new approach builds on additional models of object life cycles.

We demonstrate this approach by representing (and extending) a process excerpt
from a book in BPMN, and by formalizing a business rule informally given by our
industry project partner. The corresponding property formulas refer to an additional
object life cycle model, which is connected with the BPM.

For establishing this connection, we currently use informal annotations of BPMN
models. Instead of them, we plan to investigate the use of semantic annotations like
the ones we used in another approach for V&V of service composition and business
processes [10].

This approach follows the principle of separation of concerns by decoupling the
formalization of properties corresponding to business rules from the BPM. As a result,
properties can be checked, in principle, for each BPM connected with the related object
life cycle(s).
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Abstract. Goal models can capture similarities and the variability of a Software Product 
Line (SPL), but they cannot describe the detailed behavior of the SPL functionality. Due 
to this limitation, a process called GS2SPL was defined to systematically obtain, from 
goal models, feature models and the specification of use case scenarios with variability. 
However, the variability and the configuration knowledge of the SPL are tangled in the 
scenarios description, jeopardizing the maintenance and reuse of this artifact. In order to 
handle with this problem, it was proposed a technique called MSVCM. It specifies the 
SPL variability and the configuration knowledge separately from the common behavior 
present in the scenarios, as well as it defines a process to configure the specification of a 
product. However, there is a lack of traceability between the MSVCM scenarios and the 
goals and quality that the stakeholder expects to achieve. Thus, this work proposes to 
obtain, systematically, the specification of MSVCM scenarios from goal models. Using 
goals in SPL allows a systematic derivation of the SPL requirements from these goals. 
This new approach is called GAS2SPL and it is illustrated by using the TaRGeT 
example.  
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2   GAS2SPL 
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2.1   Elaboration of Scenarios 
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UC Obtain Document Requirements
UC02 - Obtain Document Requirements 

Main Scenario 01 Description: Document Requirement Obtained 
ID User Action System Response 
MS01.01   

Figure 2 Use Case Obtain Document Requirement 
 

Figure 1. SR model with cardinality of TaRGeT 
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Table 1 Version 1 Configuration Knowledge of TaRGeT 

Feature Expression Transformation 
Generated Test Suite select scenario UC01.MS 

 

Document Checked Filter Selected UC Document Checked

UC04 - Document Checked 
Main Scenario 01 Description: Check Document 
ID User Action System Response 
MS01.01   

Figure 3 Use Case Document Checked 
 

Generate Detailed Test Suite
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ITD01 Description: Generate Detailed Test Suite 
ID User Action System Response 
ITD01.01   

Figure 4 Intertype declaration Generate Detailed Test Suite 

 
 

Table 2 Version 2 Configuration Knowledge of TaRGeT 

Feature Expression Transformation 
Generated Test Suite select scenario  UC01.MS 
Generated Detailed Test Suite select scenario  ITD01.UC01.MS 

 

Table 3 Version 3 Configuration Knowledge of TaRGeT 

Feature Expression Transformation 
Generated Test Suite select scenario  UC01.MS 
Generated Detailed Test Suite select scenario  ITD01.UC01.MS 
Parameterize Test select scenario  ITD04.UC05.MS 

 

Maintain Consistency of Artifacts

ADV01 
Description: Maintain Consistency of Artifacts  After @consistency 

ID User Action System Response 
ADV01.01   

Figure 5 Advice of the Use Case Maintain Consistency of Artifacts 
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Table 4 Version 4 Configuration Knowledge of TaRGeT 

Feature Expression Transformation 
Generated Test Suite select scenario  UC01.MS 
Generated Detailed Test Suite select scenario  ITD01.UC01.MS 
Parameterize Test select scenario  ITD04.UC05.MS 
Maintain Consistency of Artifacts evaluate advice ADV01 

ADV01 
Description: Maintain consistency of artifacts After @consistency 
ID User Action System Response 

ADV01.01 Detect change in requirements Detects that there was a change in requirements 
from the previous version of the document 

ADV01.02 Update UC Updates test cases related to the UCs modified 
Figure 6 Advice of the Use Case Maintain Consistency of Artifacts 

ITD01 Description: Generate detailed test suite 
ID User Action System Response 
ITD01.01 Generate specific test cases   

Figure 7 Version 2 ITD Generate Detailed Test Suite 

UC02 - Obtaining Document Requirement 
Main Scenario Description: Obtaining document requirement 
ID User Action System Response 
MS01 [AS01]  

Figure 8 Version 2 of the Obtaining Document Requirement 
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upload document document checked check 
test case syntactically

 
 

UC02 - Obtaining Document Requirement 
Alternative Scenario 01 Description: Upload document 
ID User Action System Response 
AS01.01 Upload document Asks the user to enter the path of the requirements 

document 
Figure 9 Alternative Scenario Obtaining Document Requirement 

 
 

Table 5 Version 5 Configuration Knowledge of TaRGeT 

Feature Expression Transformation 
Generated Test Suite select scenario  UC01.MS 
Generated Detailed Test Suite select scenario  ITD01.UC01.MS 
Parameterize Test select scenario  ITD04.UC05.MS 
Maintain Consistency of Artifacts evaluate advice ADV01 
Make Upload Document select scenario AS01.UC02.MS 
Document Checked Syntactically select scenario AS01.UC04.MS 
Filter by Testing Purpose select scenario AS01.UC05.MS 
Include Test Case Permanently select scenario AS02.UC05.MS 
Exclude Test Case Permanently select scenario AS03.UC05.MS 
Filter by Similar Use Case select scenario AS04.UC05.MS 
Filter by Requirements select scenario AS05.UC05.MS 
Filter by Use Case select scenario AS06.UC05.MS 
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ITD01 Description: Generate detailed test suite 
ID User Action System Response 

ITD01.01 @include UC02 Obtained Document 
Requirement - 

ITD01.02 @include UC04 Document Checked - 
ITD01.03 @include UC05 Filter Selected - 

ITD01.04 Generate Test Case Specific Generate test cases for specific use cases of 
the requirements document 

ITD01.05 @include UC03 Maintain Consistency 
of Artifacts - 

Figure 10 Version 3 ITD Generate Test Suite Detailed 

3   Conclusion and Future Works 

 produces 
scenarios with improved modularization in the SPL requirements specification. This 
technique, named MSVCM, represents the variability of the SPL separately from the CK. 
Our approach, named GAS2SPL, produces a more detailed requirements specification for 
SPL since it guides the systematic obtaining of feature model and scenario description from 
goal models. In this work, we introduced the guidelines adapted from the GS2SPL approach 
to systematically obtain aspectual scenarios specified in MSVCM from i* goal models. The 
CK inherited from [10] was also presented to make it explicit how scenarios of specific 
products could be configured. To illustrate the applicability of the process in an example, we 
used the SPL TaRGeT [16]. The quality and consistency of the artifacts produced have a 
strong dependence on the level of detail associated with the information described in the 
models requirements in i*, as well as the experience of the software engineer in relation to 
concepts related to the i* framework, aspect oriented, GS2SPL and MSVCM approaches.  

A quantitative evaluation was conducted of TaRGeT artifacts produced by GAS2SPL and 
GS2SPL approaches to identify which approach generated more modularized sets and had the 
most expressive configuration knowledge. Were evaluated using metrics of modularity, 
adapted from [10], and expressivity, adapted from [9]. Modularity metrics were degree of 
scattering features and degree of tangling scenarios. 

 

To reduce the effort to use the process, it is required a tool capable of making a semi-
automatic application of the guidelines generate the feature model and the aspectual scenarios 
from goal models. This tool should also support the selection of features (product 
configuration) by using softgoals, as stated by the GS2SPL, and the configuration of 
scenarios by using the CK, as stated by the MSVCM.
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Abstract. [Context] Self-adaptive systems are able to modify their own 
behavior according to the environment in which they are inserted. Ontology is a 
set of concepts and relations about a specific domain and can help in the 
requirements communication. The core ontology for self-adaptive systems does 
not cover the four groups goal-oriented modeling dimensions for self-adaptive 
systems (goal, change, mechanism and effects). [Objective] This paper aims to 
complete the core ontology for self-adaptive systems in order to facilitate the 
requirements elicitation and specification. [Method] We had performed a 
comparative study in order to realize the modeling dimensions supported by the 
goal-oriented approaches for self-adaptive systems. So, we complete the core 
ontology for self-adaptive systems with the modeling dimensions concepts. 
[Results] As result, we present some concepts and relationships required when 
modeling a self-adaptive systems. [Conclusion] We obtained more complete 
core ontology to assist the requirements elicitation and specification for self-
adaptive systems.  

Keywords: Goal-oriented modeling approaches, Self-Adaptive Systems, 
Modeling dimensions, Ontology. 

1   Introduction 

Self-Adaptive Systems (SAS) are capable of dealing with a continuously changing 
environment and emerging requirements that may be unknown at design-time. The 
“self” prefix indicates that the systems decide autonomously (i.e., without or with 
minimal interference) how to adapt or organize themselves to accommodate changes 
in their contexts and environments [1].  

Requirements for SAS are difficult to be elicited and specified because of their 
adaptable characteristics and the inherent uncertainty. Systems operating in dynamic 
environments need to deal with anticipations, but not everything can be anticipated. 
So, it is necessary that the system can deal with requirements can change at runtime. 

In recent years, some works have been proposed to specify requirements for SAS 
through goal-oriented modeling approaches (GORE) [2]. For instance, we can cite 
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Tropos4AS [7], Adaptive RML [6] and Design Goal Model (DGM) [8]. These 
approaches were proposed by experienced research groups in GORE and SAS. They 
involve the construction of a modeling language specifically for SAS, i.e. they are not 
general purpose goal modeling approaches, and they were developed for the SAS 
domain. Such approaches allow the specification of self-adaptive systems 
requirements but do not guide the discovery of these requirements. An ontology 
presenting the concepts and relationships may facilitate the discovery of requirements 
to be specified through these approaches. 

In this context, there is a growing interest in the use of ontology-driven approaches 
to support requirements engineering (RE) activities, including elicitation and 
specification [15]. The contributions of ontologies to self-adaptive systems are 
reported by [14][4]. A core ontology for SAS [14] proposes the concept of  context 
and resource. But this core ontology does not cover all goal-oriented modeling 
dimensions for SAS. 

It is important to set a group of concepts and relations that allow modeling oriented 
goals of SAS requirements. This modeling also need to portray the changes happening 
in the goals and on operating environment as well as the mechanisms to make the 
changes and the effects arising from the change. 

In this paper, we investigate whether the core ontology requirements for SAS 
proposed by [14] can represent the main concepts and relationships necessary to 
support the elicitation and specification activities in the SAS requirements 
engineering process. In order to achieve this, we investigate whether the modeling 
dimensions of self-adaptive systems [3] is supported by three GORE modeling 
approaches [6][7][8]. We realize that the goal-oriented approaches for SAS can 
represent the majority of modeling dimensions for SAS. As the self-adaptive systems 
are context-aware, we also review the requirements for SAS core ontology [14] and 
use the 5W1H technique [5] to capture the context information, in order to facilitating 
the communication and specification of the context. Due to this, we propose some 
extensions in this core ontology, in order to it can portray the main concepts in SAS 
and the modeling dimensions. 

The remainder of this paper is organized as follows. In Section 2, we present the 
comparative study for the purpose of evaluate the SAS modeling dimensions 
supported by the GORE approaches. We present the approaches proposed for 
modeling requirements for SAS and a comparative table with the modeling 
dimensions for SAS. Section 3, we propose some extensions in the core ontology for 
requirements for SAS. Section 4 outlines the related works. Later, we discuss the 
ongoing and the venues for future works in Section 5. 

2   Comparative Study 

This section presents the comparative study performed in order to evaluate whether 
the goal modeling approaches proposed to model SAS (Tropos4AS, Adaptive RML 
and Design Goal Model) cover the modeling dimensions for SAS proposed by [3].  

These modeling dimensions are the evaluation criteria that were presented in the 
first research roadmap from software engineering for SAS [11]. The roadmap 
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summarizes the state-of-the-art and to presents critical challenges for the systematic 
software engineering of SAS. Cheng et al. [11] advocate that there is a lack of 
consensus among researchers and practitioners on the variation points among SAS, so 
they refer to these variation points as modelling dimensions. Each dimension 
describes a particular aspect of the system that is relevant for self-adaptation. The 
dimensions are presented in term of four groups: Goals, Change, Mechanisms and 
Effects. It is important that these modeling dimensions be present at the models of 
self-adaptive systems, so that these systems can ensure a more complete 
representation of its features. 

Goals - Goals are objectives the system under consideration should achieve. The 
dimensions related to goals are: evolution, flexibility, duration, multiplicity and 
dependency.  

Change - Changes are the cause of adaptation. Whenever the system’s context 
changes, the system has to decide whether it needs to adapt.  The dimensions related 
to change are: source, type, frequency, anticipation.  

Mechanisms - This set of dimensions captures the system’s reactions towards 
change, which means that they are related to the adaptation process itself. The 
dimensions of mechanisms are: type, autonomy, organization, scope, duration, 
timeliness and triggering. 

Effects - This set of dimensions captures what is the impact of adaptation upon the 
system. The effects dimensions are: criticality, predictability, overhead and resilience. 

The detailed description of the above dimensions can be found in [3]. In the next 
section, we present an overview of the goal modeling approaches we evaluate in this 
work.  

2.1   Tropos4AS  

This subsection presents the Tropos4AS [7] approach. 
Tropos4AS constitutes of a process and a tool-supported design framework that 

complement the Tropos methodology in order to help the requirements engineer to 
capture, specify characteristics specific to SAS. These characteristics include the 
detailed specification of goals, the relationship with the environment the system will 
be deployed in, and taking into account possible failures and corresponding recovery 
actions. It introduces several different goal types, namely maintain-goals, achieve-
goals, and perform-goals. Besides, one new basic relationship, the inhibition, is 
defined. Figure 1 shows the Tropos4AS elements.   

 

Fig. 1. Tropos4AS Elements (adapted from [12]).  
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2.2   Adaptive RML  

This subsection presents the Adaptive RML [6] approach. 
The Adaptive RML uses the core ontology for RE [9] to extend the GORE 

perspective allowing to model optional requirements, preferences, and to treat non-
functional requirements in terms of approximations and quality constraints. The 
Adaptive RML is built on Techne [10] by adding two new concepts, namely, context 
and resource, and two relations, i.e. relegation and influence. 

The adaptive RML allows model information about context, resources and domain 
assumptions that need to be monitored by the SAS in order to enable adaptation; 
candidate solutions can be ranked and evaluated via quality constraints over 
measurements that may be collected by the SAS and they can be associated with 
contexts and requires resource. The Figure 2 presents the Adaptive RML elements. 

 

Fig. 2. Adaptive RML Elements (adapted from [6]).  

2.3   Design Goal Model 

This subsection presents the Design Goal Model [13] approach. 
The Design Goal Model (DGM), proposed by [13], allows the representation of 

requirements as goals, tasks, domain assumptions (DAs) and quality constraints 
(QCs) as illustrated in Figure 3.  The space of alternatives for goal satisfaction is 
represented by Boolean AND/OR refinements with obvious semantics. 

 

Fig. 3. Design Goal Model Elements [12]. 

DGM allows to specify software systems’ adaptation based on high level concerns 
expressed by stakeholders and on the low level, technical aspects of the system. It 
includes design representations as design tasks, design constraints, and design 
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assumptions. Besides goals, tasks, quality constraints, parameters and awareness 
requirements, the Design Goal Model contains design tasks, design constraints, 
assignments and behavioral annotations. 

2.4   Comparative Table 

Table 1 shows all modeling dimensions (rows) and the goal-oriented modeling 
approaches to SAS (columns). Each pair  modeling dimension and goal-oriented 
modeling approach is divided into two columns. The first column, labeled as "S" 
(Satisfy), indicates if the approach attends or not the  dimension. The second column, 
labeled as "C" (Concept), indicates the concept that represents that dimension in the 
approach (in the case of the "S" column is marked with "Y"). 

The cell marked with "Y" indicates that the goal modeling approach has elements 
capable of representing the modeling dimension. The cell marked with "N" indicates 
that the goal modeling approach has no elements capable of representing the 
modeling dimension. The cell is marked with a "-" indicates that it is not clear if the 
goal modeling approach is capable of representing the modeling dimension. 

To perform the analysis, first, we investigated each dimension modeling with the 
intention of fully understand the concept presented for them. Then, the elements and 
concepts of Tropos4AS [7], Adaptive RML [6] and Design Goal Model [13] were 
considered. The results of the comparative study are presented in Table 1. From the 
general analysis of this table, we can notice that none of the goal modeling 
approaches can represent all modeling dimensions of the four groups (Goals, Change, 
Mechanisms, and Effects).   

The modeling dimensions set of Goals has representative elements and concepts 
for almost dimensions (not surprising since they are GORE approaches). Some 
change and effects modeling dimensions can be represented by these approaches, 
since the Mechanisms modeling dimensions do not have a clear element in the three 
goal-oriented modeling approaches investigated. 

Some concepts’ descriptions of the goal-oriented modeling approach look like with 
the modeling dimension’s description, but do not cover every details that the 
description represent (presented in [3]), because of this, these concepts were marked 
with "-". Accordingly, it is not clear whether it can be represented or they depend of 
the software engineer experience to model the dimension, compromising the 
documentation and evolution of the system. 

With this comparative study is possible conclude that the three goal modeling 
approaches studied here have difficulties in represent the Mechanism dimensions 
group, but the others groups (Goal, Change and Effects) have great representation. 
However, it necessary to know what information needs to be elicited to model the 
goals of the system for the product model to be the picture of the system. 

In the next section, we describe the extensions of the core ontology for self-
adaptive systems we proposed to address these issues. 
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Table 1.  Comparative Table.  

Goal Modeling 
Approaches  
 
Main SASs Features  

Tropos4AS 

 
AdaptiveRML 

 
Design Goal Model 

Goals S C S C S C 

Evolution -  -  -  
Flexibility Y Softgoal Y Soft goal Y Softgoal 

Duration Y Condition Y Quality Constraint Y Quality Constraint 
Multiplicity Y Hard goal Y Goal Y Goal 
Dependency Y Dependency Y Inference Relation Y AND-Refinement 

Change S C S C S C 

Source Y Hard goal -  -  
Type Y Goal Y Goal Y Goal 

Frequency Y Condition Y Quality Constraint Y Quality Constraint 
Anticipation Y Failure/Error N  N  

Mechanisms S C S C S C 

Type -  -  -  
Autonomy -  N  N  

Organization -  -  -  
Scope -  Y Context -  

Duration -  -  -  
Timeliness N  N  N  
Triggering N  N  N  

Effects S C S C S C 

Criticality Y Contribution Y Influence Relation Y AND/OR-Refinement 
Predictability Y Error/Plan -  -  

Overhead Y Contribution Y Influence Relation Y AND/OR-Refinement 
Resilience Y Error/Plan N  N  

 

3   Core Ontology to elicitation and specification for SAS 

Ontologies are an explicit specification of a conceptualization and they can be 
logically reasoned and shared within a specific domain. So, ontologies are a standard 
form for representing the concepts within a domain, as well as the relationships 
between those concepts in a way that allows automated reasoning [15]. 
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The core ontology to requirements engineer for SAS [14] is formed by the 
following concepts: Goal, Softgoal, Quality Constraint, Task, Evaluation, Context, 
Resource and Domain Assumption; and the following relationships: Is-a, Depend-on, 
Refer-to, Relegate and Influence. It added two new concepts (Context and Resource) 
and two new relations (Relegation and Influence) to the core ontology for 
Requirements Engineering. These extensions were performed to accommodate the 
changes that might occur at runtime, which not only demands adaptation (i.e. 
dynamically changing from one requirements problem to another) but also requires an 
update to the specification (i.e. refinement of requirements) [14]. 

The core ontology for SAS presented in [14] does not present all the key concepts 
related to the requirements specification for self-adaptive systems, it does not 
contemplate the modeling dimensions presented in [3]. So, in order to complement 
this core ontology with the core and general concepts of SAS, we propose to add the 
concepts of Change, Mechanism and Effects. 

The work presented in [5] proposes the CA5W1HOnto, an Ontological Context-
Aware Model Based on 5W1H. This model presents concepts, instances and contexts. 
The Context Model is based on 5W1H, i.e. Who (Role), Why (Goal), How (Action), 
What (Status), Where (Location), When (Time). 

As SAS are context-dependent, we propose to include the concepts related to 
Context in the core ontology for SAS. The Context is part of a Has-a relationship with 
Role, Action, Location, Status and Time. We also included the Change concept with a 
Has-a relationship with Mechanism and Effect. The Figure 4 presents such extensions, 
highlight in grey blocks, in the core ontology for requirements for SAS. 

The main objective of our extension of the core ontology for SAS is complement 
with the main and more general concepts related to SAS and aid the identification and 
elicitation of the requirements in the SAS context. This core ontology complement 
was proposed aiming to support the requirements engineers to discovery requirements 
during the elicitation activity on a development process to SAS. In this way, the 
modeling of this systems as well as creation and extension of modeling languages can 
be facilitated with the addition of these new key concepts. It facilitates mainly a more 
complete requirements specification, allowing obtaining a more complete goal model. 

The scope of this ontology is the SAS domain, its requirements (functional, non-
functional, and referring to changes) and relations between then. 

To knowledge acquisition, we reused the core ontology to requirements 
engineering for SAS, we analyzed the CA5W1HOnto and the modeling dimensions for 
SAS adding context, changes and mechanisms concepts to core ontology for self-
adaptive systems previously proposed by [14]. 

With the intent to better guide the concepts related to the context, we direct the 
context concept to the model presented in CA5W1HOnto [5]. Besides, some concepts 
were added in order to represent the modeling dimensions for SAS. Following, we 
present the concepts of the core ontology for SAS that they have the same concepts 
presented in [14]. 

• Goal is a concept that represents a functional goal, a quality constraint and a 
softgoal. 

• Task is an activity performed by the stakeholder. 
• The evaluation can be comparative or individual. 
• Domain Assumption is a property that describes the environment as it is. 
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• The Resource concept is referred by a task, a domain assumption or a context 
proposition.  

• The Context concept is a set of information that is presupposed by the 
stakeholders to hold when they communicate particular requirements. 

 

Fig. 4. Design Goal Model Elements [12].  

The core ontology to requirements engineering for SAS presents three kinds of 
relationships: Is-a, Relegate and Influence. A functional goal, a quality constraint, or 
a softgoal is a (Is-a) Goal. A domain assumption, a goal, a task or an evaluation is a 
(Is-a) Communicated information. An individual evaluation or a comparative 
evaluation Is-a Evaluation. The influence relation is when some information 
influences some other information. 

Relegation is a relation between a requirement and others sets of requirements. It 
can only be defined for requirements that we know how to satisfy in different ways 
[14].  

In order to facilitate the goal modeling of SAS, we argue that modeling dimensions 
are very important in the specification of self-adaptive systems and need to be 
considered in the existing core ontology Requirements Engineering for SAS. We 
added a Has-a relation on the ontology to aggregate three of the four modeling 
dimensions groups, for example, change, mechanism and effects. The change is the 
cause for adaptation. The mechanisms is the reaction of the system towards change 
and the effects is the impact of adaptation upon the system. Every change is 
performed through a mechanism and generates effects on the system. 

The systems are dependent on context and undergo changes, so it is essential that 
the software engineer to specify these systems considers these concepts, to the 
resulting model be more efficient and stay closer to the system image. Since it is an 
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core ontology, these concepts are more general and may have sub-concepts or be 
specialized. 

In order to include the particularities of the context through the CA5W1HOnto, we 
create some Has-a relationship with context concept. So, context Has-a goal, role, 
action, location, status and time. 

4   Related Works 

The objective of the work presented in [4] is to support the system analyst to engineer 
adaptive requirements at requirements-time and to make software able to reason on 
requirements at run-time enabling a goal-oriented adaptation. Qureshi and Perini [4] 
present an investigation of the role from goal-oriented modelling languages and 
knowledge representation techniques (ontologies) to analyze source of variability 
which motivate the specification of requirements for adaptive software systems. This 
approach deals with variability design methods based on goal-oriented modeling and 
research on the use of ontology techniques for requirements engineering. What 
differentiates this work of our, it is that this work does not deal with core concepts to 
SAS and it does not cover the goal-oriented modeling dimensions for SAS.  

The study presented at [5] proposes an ontology-based context-aware modeling 
technique. This technique enable specification of contextual information and 
providing context-aware services for context management and reasoning. This 
approach is a context-aware ontological model based on five Ws and one H as a 
method of interpreting and abstracting semantic context. It deals with context, but it 
does not cover neither goal-oriented modeling or requirements for SAS. 

5   Ongoing and Future Work 

This is an ongoing research and we are currently investigating the approaches to 
specify SAS to investigate how an ontology can help in a requirements elicitation for 
self-adaptive systems.  

This paper presented a review of approaches for goal modeling for self-adaptive 
systems with the intent to know which modeling dimensions these approaches can 
represent. The paper also shows core ontology that adds the modeling dimensions for 
self-adaptive systems and guidance with regard to context specification by 5W1H 
technique. 

For future works, we expect implement and validate an ontology for SAS. The 
implementation will be performed using the Protégé tool and OWL (Web Ontology 
Language). The OWL is a language recommended by the W3C (World Wide Web 
Consortium). In order to perform the validation, we intend to perform a survey with 
software engineers that develop SAS and also it is in our interest to conduct an 
experiment intended to evaluate the performance of our core ontology, to see whether 
the engineers make better SAS requirements and design better SAS if supported by 
the core ontology. 
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Abstract. Underlying any Business Process Management (BPM) project is the 
need to represent business processes, using an appropriate language. In this 
paper, based on a thorough review of the relevant literature, we made a 
comparative analysis of five business process modeling languages, widely used 
in the context of BPM projects. The main objective is to understand the 
strengths and major limitations of each one, in order to draw a comparative 
perspective between them. For this purpose, we have created a comparative 
framework in which each one of the languages are characterized regarding a 
number of relevant criteria. Finally, a prototype specifically developed to 
support this framework, is presented. The purpose of this prototype is to assist 
users in choosing a suitable business process modeling language, according to 
their specific needs.  

Keywords: Business Process Management, Business Process Modeling, 
Process Modeling Languages. 

1   Introduction 

This paper aims to analyze and compare some of the major languages for modeling 
business processes, which are used in the context of Business Process Management 
(BPM) projects in organizations. The set of business process modeling languages in 
use today is already quite extensive, which creates difficulties to modelers when they 
need to choose one of them to use in their BPM projects. These projects are 
increasingly valued by organizations, as they need to improve their business 
processes, thus ensuring the adequate implementation of their business strategies, a 
better alignment between those strategies and their IS/IT solutions and, in general, 
improving their business management capabilities [1]. 

Among the various existing languages for business process modeling, there are five 
which are the most influential these days: the BPMN language (Business Process 
Model and Notation), currently in version 2.0, is the most widely used today and 
considered by some as the standard [2]; the EPC (Event-driven Process Chain), used 
within the well-known ARIS toolset [3]; the UML-AD (Unified Modelling Language 
– Activity Diagrams), created by the OMG (Object Management Group), initially to 
support the development of software, and recently with a more widespread context of 
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use [4]; the IDEF (Integration DEFinition), also known for being a family of 
languages with several distinct purposes [5]; and finally the RAD (Role Activity 
Diagram) language, with a special focus on the participants in a business process, 
manly their interactions [6]. 

Among the panoply of languages for business process modeling that exist today it 
is important to clarify the aspects in which they are distinct, highlighting their 
strengths and limitations. Thus, allowing for a more informed choice by business 
analysts (who use them to document and define processes), or by users (who have to 
validate the models built by the former), when it is necessary to choose a language. 

Concerning the structure of this paper, first we identify and describe the set of 
criteria for characterizing modeling languages that our literature review, and our own 
experience in the field, has pointed out as the most relevant. Next, we evaluate each 
one of the five business process modeling languages against the mentioned set of 
criteria, creating a comparative framework. Finally, we present a prototype of a 
system that implements the comparative framework. This prototype has been prepared 
to receive and incorporate feedback from experienced business process modelers and 
analysts in order to improve the contents of the comparative framework. The 
objective is to assist users in choosing the most suitable process modeling language, 
taking into account the specificities of the BPM project they have in hands. 

2   Characterization of Business Process Modeling Languages 

The modeling of business processes has a great impact on the success of any BPM 
project. Therefore, the choice of the business process modeling language to use in a 
particular BPM project is very important and should depend on its specific objectives. 
For instance, the purpose of the project is: 

• Modeling of business processes for simple documentation, regarding its 
communication and dissemination among stakeholders? 

• Modeling of business processes to support the optimization of its operation? 
• Modeling of business processes regarding their implementation using IT? 

On the other hand, the choice of the business process modeling language to use 
should also take into account the characteristics of the processes themselves, such as: 

• Involving predominantly human resources? 
• Or integrating automated processing systems? 
• Consisting of well-structured workflows? 
• Or involving predominantly interactions among people? 

 
Nowadays, the offer in terms of languages/notations for business process modeling 

is considerable and, although all of them share the same goal – to model business 
processes – each one has its own specificities. The five languages that we have 
selected for this study, although being representative of what one can find in this area, 
have different characteristics, strengths and limitations. Thus, it is important to have a 
mechanism to compare them in order to systematize their differences and similarities. 
To this end we have carried out a thorough review of the relevant literature which 
focuses on the characterization of process modeling languages. 
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Different authors use distinct criteria to evaluate business process modeling 
languages, although some criteria tend to receive more attention in the literature: 

• Expressiveness - the capability of the language to represent the many 
different organizational situations, both in terms of the behavioral, 
functional, structural or informational perspectives; 

• Readability - the greater or lesser ease for people to understand and interpret 
the process models defined with the language; 

• Usability - although related with readability, this criterion focuses mainly on 
the complexity of the use of the language; 

• User Friendly - also somewhat related to readability, this criterion refers to a 
greater or lesser attractiveness of the language, in the sense that its use can be 
more or less pleasant and intuitive; 

• Formality - the rigor with which the semantics of the language is defined, 
reducing/removing the ambiguities in the interpretation of the models; 

• Versatility - if the language is suitable only for the documentation and 
analysis of processes, or does it allows the execution/simulation of models; 

• Universality - the greater or lesser disclosure of the language among users, 
with implications in terms of support for their use; 

• Tools Support - the greater or lesser availability of suitable tools to support 
the use of the language; 

• Flexibility - the greater or lesser capability of the elements of a language to 
be used in different scenarios and to represent distinct features. 

The following table (Table 1) systematizes the criteria mentioned above as well as 
the authors found in the literature that used those criteria to compare business process 
modeling languages. 

Table 1.  Comparison Criteria vs Process Languages: Coverage in the existing literature.  

Languages / 
Criteria  BPMN EPC UML-AD RAD IDEF 

Expressiveness [7], [8], [9], 
[10], [11], [12]

[7], [8], [9], 
[10], [11] 

[7], [8], [9], 
[10], [11],  

[7], [8], [10], 
[12] 

[7], [8], [9], 
[10] 

Readability [11], [12], [13] [11], [13] [11], [13] [12], [13] [12], [13] 

Usability [12], [13] [13] [13] [12], [13] [13] 

User Friendly [12]   [12]  

Formality [10] [10] [10] [10] [10] 

Versatility [10] [10] [10] [10] [10] 

Universality [11] [11] [11]   

Tools Support [11] [11] [11]   

Flexibility [12]   [12]  
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Unfortunately, as Table 1 illustrates, there are few examples of authors who have 

compared all the five languages against the same criterion. The exceptions are [7], [8] 
and [10] (regarding the expressiveness criterion), [13] (regarding the usability 
criterion) and [10], (regarding the formality and versatility criteria). 

As one can see, the expressiveness of the process modeling language is, by far, the 
one that has attracted more attention until now. The other eight criteria have had some 
attention, but not as much as the expressiveness one. 

To these nine criteria we have added a few more, as a result of our own experience 
in the business process modeling field: 

• Concision - the greater or lesser capability of the language to represent the 
various facets of a business process using a smaller set of elements; 

• Ease of Learning - the greater or lesser effort required to master and be 
productive in the use of language; 

• Innovation Inducer - the greater or lesser ease with which the language 
induces modelers to discover new solutions and modeling practices; 

• Evolutionary - directly linked to the probability of a language to be updated 
and improved in the future; 

• Collaborative Work – the greater or lesser suitability of the language to 
support the modeling of collaborative work situations in a process (e.g. 
meetings). 

Regarding these five criteria, we simply were not able to find any reference to 
them in the research literature dedicated to the comparison of process modeling 
languages. These clearly represent “work to do” that deserve and will have our 
attention in the near future. 

3   Evaluation of the Business Process Modeling Languages 

Once identified the criteria for the comparative analysis of business process modeling 
languages we have evaluated the selected five languages against those criteria, taking 
into consideration the opinions produced by the authors that have made comparisons 
(Table 1), filtered by our own opinions as users of those process modeling languages. 

In the following table (Table 2) we systematize the results of our study. Each cell 
of the table represents a question like “How do you evaluate the language X 
regarding its support of the criterion Y?” receiving a value in a scale from 0 (meaning 
that language X do not support the criterion Y) to 5 (meaning that language X fully 
support the criterion Y). 

As Table 2 illustrates, while there are criteria which every business process 
modeling language supports, although with different capabilities, there are also some 
criteria which are very distinctly supported by different modeling languages, with 
values from 0 (no support) to 5 (full support). Regarding modeling languages, the 
IDEF family is the one with major limitations, while BPMN stands out as the 
language that offers the best support in the majority of the criteria, which is not 
surprising considering its widespread use in the area of business processes modeling. 
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Table 2.  Process Modeling Languages vs Criteria: Evaluation.  

Languages / 
Criteria  BPMN EPC UML-AD RAD IDEF 

Expressiveness 4 3 4 3 2 

Readability 5 4 4 4 3 

Usability 4 4 4 4 3 

User Friendly 5 5 5 5 3 

Formality 5 5 5 1 5 

Versatility 5 5 4 3 3 

Universality 5 4 5 3 3 

Tools Support 5 2 5 2 3 

Flexibility 4 4 4 4 3 

Concision 4 4 4 4 3 

Ease of Learning 5 5 5 4 3 

Innovation 
Inducer 4 4 3 5 2 

Evolutionary 4 4 4 2 3 

Collaborative 
Work 2 2 2 5 0 

 
Expressiveness was the criterion that best allowed a consolidated comparison 

between the five process modeling languages, due to its coverage by several authors. 
In general, they argue that the IDEF family of languages (in particular IDEF0 and 
IDEF3) is unable to model the organizational context in which business processes 
exist and therefore are quite limited in their expressiveness. Regarding the BPMN and 
UML-AD languages, both exhibit more expressiveness as they allow us to represent 
the four essential perspectives of business processes (organizational, functional, 
behavioral and informational), standing out from the other two process modeling 
languages – EPC and RAD. 

Readability is another criterion that has also been treated by some authors. In 
general all of them argue that BPMN is the language that best serves the two 
communities interested in business process modeling - business analysts and IT 
specialists - as BPMN models can easily be understood by both, which is a plus. This 
fact distinguish and justify the maximum valuation of BPMN in this criterion. On the 
contrary, the low level elements of IDEF leaves this language again in last place. 
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Regarding usability, due to the scarcity of literature comparing process modeling 
languages against this criterion, its assessment was carried out manly based on the 
author’s experience. This is a criterion in which there is a balance between the 
different process modeling languages, with IDEF showing again some difficulties, in 
particular when we have to deal with more complex processes.  

While IDEF is also the least interesting modeling language regarding the user 
friendly criterion, based in our experience with the other four modeling languages we 
claim that they are equally friendly, and very simple and pleasant to use. So, they earn 
the maximum value in this criterion. 

Concerning the formality criterion, noticeably there is a modeling language in 
clear inferiority when compared to the other languages - RAD. This is a language 
that, contrarily to all the others, does not have a formal definition of its semantics, nor 
a standardized representation of its elements. 

In the versatility criterion once again the BPMN and EPC languages stand out. 
These two modeling languages, besides allowing the documentation and analysis of 
business processes, at the present, are the only ones that may have their models 
directly executed by BPMS (Business Process Management System), without 
requiring any translation or mapping to another language. UML-AD is making the 
same route but, for now, is not already there. At the present, RAD and IDEF's only 
allow the development of models for documentation and analysis purposes. 

In the universality criterion, maybe due to their affiliation to the OMG, the BPMN 
and UML-AD languages are the most visible and recognized at a global level. In this 
context EPC, although the fact that it is limited to the ARIS family of tools, also has a 
significant level of recognition at a worldwide level. In the case of RAD and IDEF, 
their user base is very limited. 

Regarding tools support, also as a reason for or as a consequence of the previous 
criterion, BPMN and UML-AD languages have the large base of tools to support 
those languages. At a lower level of tools support stands IDEF and at an even lower 
level appears RAD. The case of EPC is very singular because, being a proprietary 
language of the ARIS family, the tools support is naturally limited. 

In the case of the flexibility and concision criteria, with the exception of IDEF, all 
the process modeling languages receive the same valuation. On the one hand, all of 
them might be adapted to different contexts of use. On the other hand, with a small set 
of modeling elements one might represent a large number of different organizational 
situations.  

Generally speaking, with some minor differences, the ease of learning may be 
considered true to all of the process modeling languages. In fact, with the exception of 
IDEF, which can be a little bit more cumbersome, anyone can become a productive 
modeler after a few days of learning and experimentation with any of the languages. 

Regarding the innovation inducer criterion, the process modeling language that 
we think is more capable to stimulate users in finding new solutions is RAD. Not 
being a formal language, RAD gives users the freedom to search for new ways of 
doing things and innovate. The other languages, more or less impose restrictions, and 
so reduce the creativity of modelers. 

The evolutionary criterion tries to represent the probability of a language to be 
upgraded and improved in the future. There are no doubts that BPMN, EPC and 
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UML-AD will evolve, integrating more and more features. In the case of IDEF, and 
particularly RAD, the perspectives of evolution are much more limited. 

The collaborative work as a criterion to compare business process modeling 
languages will be more and more relevant in the future. Indeed, there are many 
situations during the execution of processes in which two or more people have to 
collaborate (synchronously or asynchronously) in order to execute some work. These 
situations have to be properly represented in process models. In this context, RAD has 
major advantages as it allows the representation of collaborative work very easily. 
BPMN, EPC and UML-AD also allow the representation of collaborative work, but 
not in a direct manner. Once again, IDEF completely misses the point because, as we 
mentioned earlier, it cannot represent the organizational perspective of processes. 

4   Comparative Framework Tool Development 

Having defined a framework to compare business process modeling languages, the 
next step is to develop a tool to implement this framework. To be useful, the tool has 
to support several requirements: 

• First of all, the contents of the framework (Table 2) must be dynamic. 
Indeed, the current values of Table 2 are only the result of a limited study, in 
which the opinions of some authors, and our own opinions, are reflected. It 
would be convenient that the framework could evolve, incorporating the 
opinions of experienced business process modelers and analysts in order to 
improve its content. In that sense, at each moment the contents of Table 2 
would represent the weighted opinions of specialists that have contributed to 
the framework until that moment; 

• Second, the framework should be extensible in the sense that other business 
process modeling languages could be added to it, and also the list of criteria 
could be extended, if needed; 

• Finally, the framework should assist users in choosing the most adequate 
process modeling language, taking into account the specificities of their 
BPM projects. To do that, in the course of choosing a language, users should 
have the possibility to give weights to each of the criteria, in order to best 
describe their needs in terms of process modeling. 

A functional prototype, whose user interface, at the moment, is mainly in 
Portuguese, has already been developed, incorporating the three requirements above. 
It is available as a web portal which is open to the community of experts in process 
modeling languages, waiting to receive their contributions in order to improve the 
contents of the framework. So, the platform is prepared to continuously evolve and 
improve its content, giving solid results to users who need to choose a process 
modeling language, adequate to the characteristics of their BPM projects. 

The next three figures present some of the user interactions with the web portal 
involved in the course of choosing a process modeling language. In the next figure 
(Fig.1) a user selected the criteria expressiveness (in Portuguese, Expressividade) and 
readability (in Portuguese, Legibilidade) as the more relevant criteria to his next 
BPM project. 
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Fig. 1. Selecting the relevant criteria 

Next the user is invited to weight each one of the criteria selected in the previous 
step, choosing one of three values (1 – Low, 2 – Medium, 3 – High). This way a user 
indicates the level of importance attributed to each criterion. In Fig. 2, the 
expressiveness criterion waits to be characterized. 
 

 
Fig. 2. Weighting the “expressiveness” criterion 
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Finally, the results are presented (Fig. 3) 
 

 
Fig. 3. Final results 

In this example, having weighted the two criteria (expressiveness and readability) 
with high importance, BPMN results as the best process modeling language, followed 
successively by UML-AD, EPC, RAD and IDEF. One can also check the score of 
each modeling language by passing the cursor over the corresponding bar. The 
confidence level for each criterion (which depends on the number of existing 
contributions in the knowledge base at that time) is also displayed. 

5   Conclusions 

Due to the widespread recognition of the Business Process Management (BPM) 
approach, the modeling of business processes has recently gained increased 
importance. Nowadays, there is a considerable list of business process modeling 
languages one can use in the context of a BPM project. The fact is that each one of 
those languages has their own strengths and limitations. So, which one should we use 
in a specific BPM project? 

In this paper, taking into account the available literature about business process 
modeling languages comparisons, complemented with our own experience in 
modeling business processes, we developed a framework that compares several 
languages (BPMN, EPC, IDEF, RAD and UML-AD) against a set of criteria. This 
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framework evaluates quantitatively the level of support that each process modeling 
language offers to each criterion. 

The goal of the comparative framework is to provide users with the means to select 
the most suitable business process modeling language, taking into account the 
characteristics of the BPM project. To facilitate the selection task we developed a tool 
that implements the comparative framework, allowing users to easily describe their 
needs in terms of the characteristics that the process modeling language should 
support. 

The comparative framework is available as a web platform, open to users who need 
to select a process modeling language, and to modeling experts who might contribute 
with their evaluation to the content of the framework. In order to accommodate future 
requirements, the framework is completely extensible, allowing the addition of new 
process languages and criteria. 
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Abstract. The analysis of opinions provided by international travellers 
is fundamental to promoting a successful Tourism Package (TP). In this 
study, we propose a methodology that can be used both with semantic 
orientation and with the classification of consumer opinions, that is, as 
either excellent or poor. The results from this classification can be 
provided to tourism operators with the aim of facilitating decision 
making with regard to what the clients want and say. In order to obtain 
the desired results, we utilized text mining algorithms and vectorial 
support machines - processes that enabled us to obtain acceptable level 
of precision and recall. In addition, it helped us obtain conclusions and 
gather data for new research projects in this area.  

 
Keywords. Tourism, Consumers, Opinion, Tourism Package. 

 
1. Introduction 
 
The analysis of customer opinions within the field of tourism is of vital 
importance when making improvements or when seeking to offer an appealing 
tourism package. Both market surveys and visitor’s books provide travellers 
with the opportunity to express their views and opinions using text.  
In fact, many global travellers aim to ensure that their travel experiences have 
a certain level of comfort. Such basic facilities and service include a reliable 
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requirements. This includes factors such as price, length of stay, proximity to 
bus or train stations, and overall travel experience, which includes aspects such 
as comfort and quality.  
In fact, for tourism managers this task requires creativity and analysis, as well 
as good decision-making skills [1]. Moreover, the designing a TP facilitates 
exchanges and transactions. Nevertheless, this process culminates with the sale 
of a TP. What is most important, however, is the follow-up after the purchase, 
that is, the way in which the information obtained from the client experience is 
used.   
The text phrases examined in this research contain information that can be 
processed with text mining algorithms. With this method, we can identify the 
level of the customer’s contentment/discontentment with a tourism service or 
product. This is more commonly known as semantic orientation. In tourism 
marketing it is very important to take into consideration customer opinions.  
Mainly these types of roles focus on textual classification. In this study, we 
propose a methodology that is based on Point Mutual Information (PMI), 
which helps to obtain the semantic orientation (SO) of set phrases (f) that 
contain an opinion. The selection of phrases was achieved by obtaining the 
pattern known as part of speech, which resembles the non-supervised 
classification proposed by [2].  
In this study, the SO is based on the orientation of words and phrases that can 
be consulted by means of Google APIs. The f and the SO are used to train 
Vectorial Support Machines (VSM), which is an algorithm that will be utilized 
to classify the clients’ opinions about new or improved tourism packages. This 
is the basis of our proposal.  
Although the manual analysis of the opinions described in a given text could 
be a tedious task, it serves as an adequate tool to obtain semantic orientation 
and to later classify customer opinions, and especially written information 
related tourists’ opinions in where there are various forms of expressing an 
opinion and various types of clients. 
The following section describes the State of the Art related to our research 
proposal. Demonstrates our theory of combining patterns and algorithms of 
supervised classification to identify and classify the opinions of travellers. The 
results obtained from the experimentation stage can be provided to tourism 
operators, with the aim of taking better decisions based on the classifications 
of Excellent and Poor. 

Internet services as well as refreshments such as tea and coffee - all of which 
are considered indispensible for any successful Tourism Package (TP). What is 
more, these services help the customer to feel like they are at home. 
 
In the majority of study cases these are used to help to identify a market 
segment or “niche” are frequently based on the person’s individual travel 
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case, it was not only a syntactic dependency (syntactic ngrams), but also a 
semantic dependency.  
The overall result of this work is that it provides a framework that can be used 
with concepts, which can be later analyzed in a common vectorial space. The 
classification of these concepts (linked to sentiments) facilitates the 
categorization of emotions and therefore text polarity. As with non-supervised 
classification, the “valid” concepts are identified by means of patterns that 
consist of language, for example: ADJ + NOUN. Here, an adjective and a noun 
comprise a concept.  
This way of obtaining concepts by means of clauses (or rules of dependency) 
requires two concepts to meet the suggested characteristics (patterns) in the 
clause, which it is understood as being valid. Moreover, as each concept is 
linked to a sentiment, and since there is a dependency between the concepts, a 
network of sentiments is created “implicitly”, which is called AffecNet.   
In order to work with AffecNet (affective spaces), a vectorial space has been 
used, which can be reduced by using the main components or SVD, or a 
version known as TSVD. TSVD helps to obtain a positive or negative valence 
of the concepts.  
The series of concepts with similar characteristics and equal valence comprise 
the affective spaces. For example, beautiful day, birthday party and make 
person happy are found in the same directional vectorial space and have the 
same characteristics. For this reason, they are found in the same vectorial 
space [3].  
In this work, the first affective space is that which provides Google APIs. 
Consequently, we developed an algorithm that enabled us to obtain the number 
of hits- i.e. with the aim of classifying a phrase as Excellent or Poor, and 
according to the PMI results. The selection of phrases was carried out in 
accordance with the non-supervised classification patterns proposed by [2].  
 
Table 1 shows the patterns that were taken into consideration in this work and 
for the selection of the set phrases: 
 

 
2. State of the art 
Research by [3] focuses on affective spaces with the aim of carrying out a text-
based sentiment analysis. Liu [2], focus on identifying the polarity of written 
responses based on linguistic merges, common sense computing and machine 
learning.  
This method requires the inter-dependency of concepts. That is, the 
identification of an emotion (attached to a concept), which may be transmitted 
to other concepts according to the strength of the rules of dependency. In this 
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performed almost automatically. For this reason, it was not been necessary to 
carry out various tests to configure the parameters of the algorithm [4].  
One example of this methodology was proposed by [5], that is, where it was 
possible to classify examples of text that were randomly created to train 
algorithms and classify Reuters news items by means of SVM.  
In social networks, tourist opinions generally appear in blogs. The analysis of 
text in blogs may aid the classification of the polarity of an opinion, and by so 
doing help us to identify the real feedback of a traveller. However, blogs can 
often be very long. For this reason, we used micro blogs, which are smaller 
extracts of text. When analyzed, these may provide better results in the 
classification of polarity than when using the entire text.  
In the same way, for the classification we used SVM, thereby improving the 
calculation of precision. The latter was based on the calculation of confidence 
[6]. In this work, we use these authors’ proposals, seeing that the f was 
selected according to patterns. Therefore, not all the phrases were analyzed. 
For our training grid, we used a micro-blog. The selection of phrases in this 
sense produced excellent results for the classification of the polarity of texts. 
For example the elimination of stop words helped improve classification 
criteria in the analysis of tweets [7].   
The text used in tweets, however, was organized with SVM. They likewise 
produced excellent results when polarity was found within the range of 
classification [8].   
In this study, we propose that the rating be considered as the number of hits 
that is determined for each phrase of the subjective text. In the following 
section, we describe our methodology. In which our main contribution was 
identifying the SO of the phrase. This was based on the number of hits and the 
building of a corpus through the selection of non-supervised classification 
patterns. 

Table 1. Patterns used for the selection of set phrases 

 First Word Second word Third word (not extracted) 
1 JJ NN or NNS anything 
2 
3 
4 
5 

RB,RBR, or RBS 
JJ 

NN or NNS 
RB,RBR, or RBS 

JJ 
JJ 
JJ 

VB,VBD,VBN, or VBG 

Not NN nor NNS 
Not NN or NNS 
Not NN or NNS 

Anything 
 
 

   

 
The patterns in Table 1 help us to identify which phrases form part of the 
analysis as well as to identify the SO and to classify the text. The vectorial 
support machines can be used to classify text of different sources – and be 
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The following code helps us to obtain the semantic orientation of the phrase: I 
stayed in this hotel for one night, which is an example taken from a tourist’s 
opinion about a hotel. This phrase meets the criteria for the second pattern of 
non-supervised classification.   
Here, Code 1 is used to obtain the semantic orientation of the set phrase: “I 
stayed in this hotel for one night”. Despite there being a prior classification of 
the sentences, a previously compiled corpus2 was comprised of syntactic 
dependency trees (syntactic n-grams) and semantic dependency- both of which 
are used to comprise the affective space. 

                                                           

2 http://ajax.googleapis.com/ajax/services/search/web?v=1.0&q=%s 

 
3. Methodology 
The methodology proposed in this work focuses on the semantic orientation of 
affective spaces. We worked with a corpus comprised of: 
sentiment_detection_hotel_reviews_dataset1. Below is an example of the 
customer’s opinions that are found in the training grid: 
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1 https://github.com/ucd-
spatial/Datasets/tree/master/sentiment_detection_hotel_reviews_dataset 



 

 

In order to obtain the SO, we used the PMI measurement. Proposed by [2]: 

 
The SO was based on PMI, which facilitates the classification of the phrase 
according to the number of hits that are found in the Google API enquiry. 
 
Support Vector Machine 
In our study, the application of SVM for the classification of texts obtained 
excellent results; the reason for this was that they could be activated with a 

SO(phrase) = log2 ((hits(phrase NEAR 
“excellent”)hits(“poor”)/(hits(phrase NEAR 

“poor”)hits(“excellent”)) 

(1) 

Code 1.  PMI 
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non-linear space that was separable from a linear space. The transferring of 
data from an initial space to another one of greater dimension is achieved by 
means of the kernel function. A nuclear function or kernel is an internal 
product within the sphere of characteristics. This has its equivalent in the input 
space; i.e.:  

 
Where K is a positive symmetrical function that meets the mercer conditions. 
With the selected phrases, the SO begins to classify the text. As with the new 
text for the test, only the phrases that meet the requirements of the pattern were 
selected. Once this classification had been analyzed by an expert or had been 
compared with the polarity of opinions, it could be included in the training 
grid. The results are then analyzed with Precision and Recall.  
4. Experimentation 
In order to obtain the training grid data, we utilized the opinions gathered in 
the dataset called: sentiment_detection_hotel_reviews. Two volunteers were 
selected for this  were experts about tourism and could identify the phrases 
according to the set patters.  The code described in this study could then be 
executed. The results were as follows: 

 

 

Table 
2.  

Results 
of the 

classifi
cation 

Table 2 shows the results of the classification. Three algorithms were analyzed 
to corroborate the results. This table indicates that SVM obtains better results 
than J48 and the neuronal network. This provides validity to our theory, which 
seeks to promote patterns that can be used to select phrases that are to be 
classified.  
The kernel that was used for SVM was Regression Analysis since we also 
worked with an interval to define when it was  necessary to use the rating of 
Excellent ad Poor.  The following figure shows the results of working with 
different levels for the interval- being the one which provided a better result 
for the Excellent category: values between 80% and 90%. Figure 1 and Table 3 
show the following results: 

K (x,x’) = < (x), (x’)> (2) 

Algorithm  TP TN FP FN Precision Recall F1Score 

J48 60 46 14 12 0,81 0,76 0,78 

Neural N 

SVM 

55  

66 

44 

52 

16 

8 

17 

6 

0,77 

0,89 

0,73 

0,86 

0,75 

0,87 
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Figure 1.  SO of the set phrases for the ‘Excellent’ rating 

 

 

 

Table 3.  Results of 80 and 120 selected phrases. 

The selection of the phrases with values of 0.80 and 0.90 for SO obtained an 
acceptable F1 Score. Here we used various values for the excellent rating 
seeing that we did not have a referential value to identify the best phrases, 
which is why we needed to carry out various experiments. 

5. Conclusions and Future Work 
The creation of clauses (rules) can be converted to work with patterns. Patterns 
have polarity. However, in order to construct a syntactic dependency tress, one 
needs concepts and sentiments linked to these concepts, which would enable 
us to have an affective space.  
While the concept can be linked to sentiment and polarity, we may also 
calculate the valence of a concept.  Likewise, for dependency purposes, we can 
transfer this valence to the rest of the concept dependency according to the 
clauses or rules that are proposed.  
One needs to remember, however, that in order to obtain polarity, one need to 
use dictionaries or lexicon where the concepts are already related (in advance) 
with a polarity as well as with an emotion.  In our case, Google APIs help us to 
obtain a SO, which is related with polarity. The classification was carried out 
with various levels for the interval of SO, and demonstrated that the SVM were 

TP TN FP FN Precision Recall F1Score 
96 44 16 4 0,85 0,73 0,79 
101  52 8 19 0,92 0,86 0,8 
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adequate for our methodology. Moreover, these values may be corroborated in 
future work so as to be used as standards for classification.  
The results of the SO and the classification may be provided to tourism 
operators so that they can classify the phrases of the clients as Excellent and 
Poor and to take better decisions in relation to creating tourism packages. In 
addition, one can also obtain the affective spaces seeing that we can link each 
phrase of the text (entity) to a polarity.  
For this, it would be necessary to have labeling machines and apply the Kappa 
C coefficient with polarity, sentiment and emotion so as to apply the diffused 
classifier and identify the affective space pertaining to a new customer 
opinion. This classification may also be supervised.  
For example, one could use a Bayesian network to classify the emotion linked 
to ngrams and syntactic n-grams. The latter provides considerable aggregate 
value to our research. All these aspects will be taken into consideration for 
future work related to this initial research proposal.   
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Abstract: Different EWSs have been developed for various categories of cri-
ses/disasters, which are based on specific models and cater to various decision 
support needs. There is no general methodology to be followed by organiza-
tions that are exposed to risks. Throughout this research, we aim to put a gen-
eral methodology and set standard rules for risk-prone organizations or sectors 
that need an early warning system to prevent or at least reduce these risks. This 
research suggests a generic EWIS model that can be adapted to the dynamic 
needs of the field of crisis management. The generic model is made up of a se-
ries of sub-models, each of which consists of a set of processes that are con-
nected together based on their functions. The generic model can be used - with 
some modifications- in any type of EWIS. The information systems that uses 
the proposed generic model will provide decision makers, governments and 
people with alerts to prevent or at least reduce the risks of crises and disasters.   

Keywords: Early Warning, Model, Forecasting, Indicator  

1   Introduction 

A number of models have been developed for effective early warning information 
systems. These models are mostly deterministic, simplistic or inconsistent in 
application and assumption. Using the proposed generic model, we will be able to 
integrate the advantages of the previous models in an enhanced and effective one. 
Fawcett (1994) has defined the conceptual model as a set of concepts and statements 
that integrate the concepts into a meaningful configuration [1]. According to the 
business dictionary a model is defined as graphics, mathematical (symbolic), physical, 
or verbal representation or a simplified version of a concept, phenomenon, 
relationship, structure, system, or an aspect of the real world [2]. The generic EWIS 
model offers a more general framework than conventional models as it outlines 
standardized rules and guidelines that enable organizations in different sectors to 
build an effective EWIS. A generic model is developed as an approach to solve some 
of the shortcomings of conventional models. We can define the EWIS model as "A 
group of principles and general normative rules that can be applied to any EWIS, 
regardless of its specialization and functions". The proposed generic model is an 
integration of a number of different sub-models into a single composite logical model 
(Figure 1). The proposed approach depends on structured modeling; to simplify the 
design of the generic model, we have broken it down into a set of sub-models, each of 
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which has multiple processes grouped together according to their similar functions. 
The proposed model will be a guideline for any organization or any sector in the 
country that wants to have an EWIS for crises preparedness, Furthermore, there are 
other advantages for using the generic model, which can be summarized as follows: 
1. Sharing information, knowledge and expertise between different organizations. 
2. Reducing the time and effort required to build EWIS from scratch. 
3. The model allows for iterative development and can evolve over time.
4. The generic model can be applied in different sectors with little modification.  
5. The generic model can include multiple sectors at the same time. 
6. The generic model will support any information system in producing more 

effective and accurate predictions for the future. 
7. Eventually, new sectors (such as education, health, etc.) can be added on at a later 

stage and are nearly completely supported by the existing model. 

2  Building the Generic Model 

Various researchers have identified what they consider to be the essential compo-
nents of a successful EWIS model; for example, a paper by Verstegen (1999) suggests 
that the EWIS model should have five components: selection of indicators; communi-
cation of warnings; reception of warnings; early warning education; and the genera-
tion and maintenance of awareness [3]. However, this model does not specify the 
methods or steps of data collection. Moreover, it does not explain how to measure the 
precursors, evaluate the event or specify the forecasting models. Along the same lines, 
Lundin (2008) suggests that an EWIS is responsible for issuing forecasts, warnings, 
and responses [4]. Yet, the model he proposes does not clarify how the data is collect-
ed and analyzed; or explain how to prepare future forecasts or how to select the most 
suitable model for forecasting.  Obviously, there is no agreement on the ideal struc-
ture or function of an EWIS [5]. This means that the structure and functions of  EWIS 
may vary from one organization to another and from one field to another. Therefore, 
after reviewing most of the previous studies about the major components of an EWIS 
model we suggest that any EWIS should take into consideration five essential models, 
The first model (Detecting the Risks) includes functions that capture and analyze the 
event/crisis information. The second model (Analyzing the Risks) determines the set 
of mathematical indicators that should be measured frequently. The third model 
(Choosing the Critical Factors) allows for the selection of the most important factors 
that affect or stimulate the crisis. The fourth model (Future Forecasting) provides 
future forecasts depending on the data calculated from the previous model and finally 
the fifth model (Issuance of Warnings) is concerned with sending warnings (alerts) to 
users. The proposed EWIS is based on the conceptual model, which consists of a set 
of ten sub-models; the major inputs of the proposed EWIS depend on heterogeneous 
information, which is gathered from different sources, including (news, statistics, 
reports, databases, radio, TV, data, etc.). The major outputs of the proposed system 
are a set of warnings. The generic model is constructed and refined through the in-
cremental prototyping concept (iterative series of prototype). The proposed EWIS is 
built through multiple iterations of prototypes, which are used to progressively refine 
the design. The generic model will be divided into ten Sub-Models (see Figure 1, 
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Figure 2). The following flowchart can be implemented and tested by designing a 
powerful IS which can be used not only as a decision-support tool for emergency 
management personnel, but also as a planning tool that can assist any sector to better 
plan emergency preparedness and response activities.   

 
 

Figure 1: The Main Components of the Generic Model 

The next pages will illustrate the components of each sub-model, as the followings: 

1. Creating the Sub-Model "Societal Detection of Events"  

The first sub-model is divided into a series of critical processes such as:  
1. Designing a form to collect data from various sources. 
2. Collecting data from different sources. 
3. Filling the predefined form with the data obtained in the previous step. 
4. Checking any missing values in the form. 
5. Verifying and validating the data. 
6. Classifying the data. 
7. Analyzing the data. 
8. Building a data entry module for the data. 
9. Classifying the data (health, construction, crime, .etc.). 
10. Choosing the best sector to group the data% 
11. Adding a new sector if needed% 
12. Saving the data%  
13. Grouping relevant events% 
14. Sorting of all relevant events% 
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2. Creating the Sub-Model "Detecting the Highest Frequency Events"  

The sub-model is divided into a series of critical processes such as: 
1. Collecting detailed data about the event. 
2. Checking the frequency of each event. 
3. Sorting the events according to the frequencies of their occurrence. 
4. Creating the risk/threat agenda. 
5. Choosing a risk/threat to study. 

Example: 
1. Event data is collected from various data sources. 
2. The number of occurrences is calculated at a specific time (see Table 2).  
3. The EWIS selects the most frequent event; "Drug Abuse among Youth" (see 

Table 2), because this event has the highest number of occurrences. This 
event was detected from multiple sources over the period from 2006 to 2010. 

4. After analyzing the data, the system found that this event is increasing on an 
annual basis (see Table 4). 

Table 1: Event Occurrences Table Format 

Time Frame  No of occurrences Event/Phenomenon 
1/1/2010 to 31/12/2010 ������������������� Event 1/ Phenomenon 1 
1/1/2010 to 31/12/2010 ������������������� Event 2/ Phenomenon 2 
������������������� ������������������� ����������������������� 

Table 2: Event Occurrences Example 

Table 3: Drug Abuse Event Occurrences (2006-2010) Example 

Table 4: Indicators Time Series Data (2003-2010) Example 

Year Indicator A Indicator B Indicator C Indicator D 
2003 70 65 4% 40% 
2004 80 80 5% 45% 
2005 850 85 5.5% 48% 
2006 105 100 7% 49% 
2007 111 105 7.2% 55% 
2008 120 120 7.7% 60% 
2009 140 140 9% 62% 
2010 160 165 10.6% 69% 

** The sample data represented in the previous tables is not real data 

Event /Phenomenon No. Of Occurrences Time Frame 
Drug abuse (youth) 34 1/1/2010 to 31/12/2010 
Spinsterhood 24 1/1/2010 to 31/12/2010 
The collapse of buildings 22 1/1/2010 to 31/12/2010 
Hooliganism 21 1/1/2010 to 31/12/2010 
Child molestation 20 1/1/2010 to 31/12/2010 
Drug trafficking 14 1/1/2010 to 31/12/2010 

Year 2006 2007 2008 2009 2010 

No of occurrences 12 16 20 25 34 
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3. Creating the Sub-Model "Determining Early Warning Indicators"  

The value of indicators in EWIS is very important to evaluate the 
event/threat/risk [6]. Indicators are just what their name implies: conditions that, if 
observed, could be indicative of a threat’s emergence or its potential for emergence,.  
The best indicator lists are those that address all the key threat components. There are 
two crucial questions that arise when the issue of identifying “early warning” indica-
tors is posed. First is the question regarding the specific condition or situation for 
which we require early warning indicators (i.e., “Of what”) and second is the question 
regarding “how early.” The answers to these questions will determine which indica-
tors we should examine and monitor.   
Example:  The system detected that the event "Widespread drug abuse among the 
youth" has the highest number of occurrences in the year 2012 and the early warning 
indicators for this event are: 

1. Indicator (A): Total number of addicted youth. 
2. Indicator (B): Total number of drug cases. 
3. Indicator (C): The proportion of youth detained in drug cases to the total youth 

population = (total number of youth detained/ total youth population) * 100. 
4. Indicator (D): The proportion of local people detained to the total number of 

arrests = (total number of local youth detained in drug abuse cases/ total youth 
detained from all nationalities in drug abuse cases) * 100 

The sub-model is divided into a series of critical processes such as: 
1. Determining the indicator. 
2. Defining and describing the indicator. 
3. Determining the variables involved in calculating the indicator. 
4. Analyzing the links between the variables. 
5. Determining the measuring unit. 
6. Revision and validation of information. 
7. Testing the indicator by using real data. 
8. Applying the indicator. 

4. Creating the Sub-Model "Building Time-Series Data"  

The sub-model is divided into a series of critical processes such as: 
1. Collecting historical data about the selected event. 
2. Checking the validity of data. 
3. Adding the time series data to the event (database). 
4. Reviewing the missing values for each indicator. 
5. Saving the data into the database. 

5. Creating the Sub-Model "Choosing the Critical Factors" 

The researchers have formulated their own methodology, which depends on 
ranking variables automatically and giving a weight to each variable according to its 
importance. The methodology also compares the different variables and selects the 
critical ones (the variables which have a great effect on increasing the risk). The main 
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element in, the weighting methods is how to determine the weights of the criteria, 
which reflects the decision maker’s preferences to the highest degree. Many methods 
for criteria weighting have been previously developed. A value tradeoff method is 
proposed in [7].  Several versions of the analytic hierarchy process are developed in 
[8,9].  Using pairwise criteria comparison, a reciprocal pairwise comparison matrix is 
constructed. This method is generalized in [10] to reflect a decision maker’s uncer-
tainty about the estimates in the reciprocal matrix. Moreover, a direct ranking and 
rating method is proposed in [11], in which decision makers first rank all the criteria 
according to their importance. Based on this ranking, and under certain assumptions, 
the weights of the criteria, which define their relative importance, are obtained. A 
mathematical programming model with sensitivity analysis is used in [12] to deter-
mine the intervals of weights, within which the same ranking result is produced. The 
weighting method, as a decision maker’s preferred model, which does not allow the 
existence of incomparable alternatives, and the preference information obtained by 
the decision maker (different types of criteria comparison) is sufficient to determine 
whether one of the alternatives must be preferred or whether the two alternatives are 
equal for the decision maker. If we consider the set of indicators C = {c1, c2,…, cn}., 
Then by using the procedure presented in this paper the weight of each value can be 
calculated through the position of the value of the indicator in the range (which is 
determined by the procedure proposed by the researcher), and hence the importance 
of any criterion (indicator) is determined by identifying the total weight of all the 
values of this indicator. If the net weight of any indicator is higher than the others, 
this means that the indicator has a higher importance in terms of increasing or stimu-
lating the event/threat/risk. The challenge in this sub-model is how to take what has 
been a manual process that relies on “expert judgment” and turn it into a more auto-
mated system. The researchers have designed a new intelligent approach that selects 
the critical factors affecting or stimulating the event. This sub-model is divided into a 
series of critical processes such as:  
1. Obtaining the time-series data for the indicator (n) 
2. Calculating the total number of values for the indicator (n) 
3. Determining the lowest value (L). 
4. Determining the highest value (H).  
5. Subtracting the lowest value from the highest value (D) = H - L 
6. Setting the number of intervals (I) (from 0.1 to 1) = 10   
7. Calculating the increment = D / I 
8. Determining the ranges for the indicator (n). 
9. Setting the weight according to the range and values 
10. Calculating the total weight for each indicator 
11. Repeating the above process for indicator (2)… to indicator (n) 

6. Creating the Sub-Model "Normalizing the Factors Weight"  

The sub-model is divided into a series of critical processes such as: 
1. Normalizing the weight values by calculating the following formula: 

• Weight of indicator 1 / total weights (weight of indicator 1 + weight of 
indicator 2+…. weight of indicator n). 
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2. Ranking the indicators (1… n), the top indicators have a higher weight and 
will affect the risk or stimulate it.  

7. Creating the Sub-Model "Forecasting the Future"  

Crisis prediction is considered one of the most important processes in the struc-
ture of the EWIS. A crisis is often the result of a number of negative events that can 
ideally be monitored. In this case, the information about these events, combined with 
background data (structural data) about any given country can all be analyzed through 
an EWIS, resulting in predictions and warnings [4]. There are no perfect forecasts; 
they always contain some error. While perhaps that is obvious, it is nonetheless im-
portant to emphasize this fact at the outset [13]. Any forecasting model should have at 
least two major phases, one of them is the model-building phase and the other is fore-
casting phase time series, which is a chronological sequence of observations on a 
particular variable. Usually the observations are taken at regular intervals (days, 
months, years), but the sampling could be irregular. The choice of a particular fore-
casting model is dependent on the intelligence of the EWIS and its ability to choose 
the best model accurately. There are main pillars to choose from a particular forecast 
model, they are [14]: degree of accuracy, degree of correlation between data, and the 
availability of data. A forecast error is the difference between the actual or real and 
the predicted value of a time series or any other phenomenon of interest. This sub-
model is divided into a series of critical processes, which are:  

1. Selecting specific data for each indicator (year & value). 
2. Checking the validity of data. 
3. Model specification. 
4. Building mathematical equations for different forecasting models. 
5. Forecast generation. 

8. Creating the Sub-Model "Comparing the Forecasts"  

The sub-model is divided into a series of critical processes such as:  
1. Obtaining the forecasting models 
2. Checking the availability of data and the degree of correlation between data  

and accuracy of each model  
3. Checking the validity of all the pillars 
4. Choosing the best mathematical model based on specific criteria. 

9. Creating the Sub-Model “Generate Warnings (Alerts)”  

In this process, the system will generate alerts automatically based on the fore-
casts that are calculated using the system. Once alerts are generated, they can be dis-
tributed through different channels to many parties, such as decision makers, govern-
mental sectors, and people who are exposed to hazards. We will use the five-level 
color-coded scale to reflect the likelihood of a threat occurrence, such as: 

Dangerous High Medium Low Nil 

Probability at 
or above 90%  

Probability at or 
above 70% but 
below 90% 

Probability 
above 55% but 
below 70% 

Probability above 
20%, but at or 
below 55% 

Probability at 
or below 20% 
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The sub-model is divided into a series of critical processes such as: 
5. Expecting the extreme values for the event: The EWIS may determine the ex-

treme values by one of the following methods: 
• The organization may get the extreme value for each indicator from interna-

tional indictors and add it to the EWIS database. 
• Using one of the descriptive statistical techniques called boxplot method, 

which is used to calculate the extreme values from the event’s data. 
• The proposed EWIS chooses the following method which calculates the ex-

treme values from the event’s data through the following steps: 
a. Getting the time-series data for the indicator (n) 
b. Calculating the total number of values for the indicator (n) 
c. Sorting data values 
d. Determining the lowest value (L). 
e. Determining the highest value (H).  
f. Subtracting the lowest value from the highest value (D) = (H) – (L) 
g. Calculating the increment = 2* (D / I) 
h. Determining the ranges and setting the number of intervals (I) (from 

0.1 to 1) = 10   
i. The extreme values will be any values greater than the last value in 

the range (probability = 1). 
6. Calculating the probability of a danger/risk. 
7. Determining the total probability value each year. 
8. Determining the description for the level of danger/risk. 
9. Converting the level of danger to the color coded scale. 
10. Calculating the length of time remaining to the emergence of the danger/risk. 
11. Setting the time frame for the frequent warning signals 
12. Sending the warning signals to those concerned (the public, decision makers, 

government organizations, etc.) in a time frame according to the color of each 
variable (red, orange, green). 

10. Creating the Sub-Model “Preparing the Prevention Plans”  

The goal of the preventive plan is to reduce the risk discovered by the system. 
Prevention plans can help uncover hazards that might otherwise catch decision mak-
ers by surprise. In this process, anecdotal information is one important source of in-
formation, among many, for identifying principal drivers. The sub-model is divided 
into a series of critical processes such as: 

1. Identifying the riskiest indicators or factors (Identifying the most critical fac-
tors/ indicators, which directly affect, increase or stimulate the  
risk/phenomena) 

2. Choosing an event or factor that needs to be reduced or eliminated (Choosing 
which indicator has a higher priority to be decreased). 

3. Brain storming to suggest a number of alternatives to decrease or eliminate 
the event or risk (having a brain storming session for all related users, and as-
sociating each indicator with the conclusions arrived at during that session) 

4. Studying all alternatives 
5. Choosing the best alternative to decrease or eliminate the event 
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6. Applying this alternative (applying the best alternative that has been chosen  
in the previous step). 

7. Evaluating the work (the real results with the expected ones). 

 

 
 

Figure 2: The Detailed Generic Model 
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3 Conclusions 

There is a great need to build a generic model for early warning information sys-
tems; the generic EWIS model is a generalization of conventional models and con-
tains the general normative rules that can be applied to any early warning information 
system, regardless of its specialization and functions. The generic model shares the 
information and expertise between different parties, Reducing the time and effort 
required to build an early warning system from scratch, the generic model can be 
developed over time and it can cover new and different subject areas (such as: educa-
tion, health ….. etc.). This research explains the implementation procedure for build-
ing a generic model for early warning information systems. A generic model is devel-
oped as an approach to solve some shortcomings of conventional models that current-
ly exist; which are mostly deterministic, simplistic or inconsistent in application and 
assumption; thus making them unreliable and impractical.   
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Abstract. Using contextual information inside recommendation sys-
tems is an effective approach to generate more accurate recommenda-
tions. This paper present a review conducted to identify what user’s and
context’s information it’s considered relevant by researchers to gener-
ate contextual recommendations from 2012 to 2015, based on Kitchen-
ham systematic literature reviewmethodology. The results indicated that
there is a large set of possible user’s and context’s information that can
be used to do recommendations. This review can be taken as basis for
future context-aware recommender systems development, as well as de-
velopment of contextual user models.

1 Introduction

During the last 20 years, the quantity of potentially interesting products (items)
available to users through online services has been growing rapidly and now
exceeds human processing capabilities [33]. As a result of this information ex-
plosion, users face situations where they would like to choose an item among
a large set of alternatives but do not have sufficient knowledge, capabilities or
time to make such decision [25], this created the need for intelligent systems
that advice about what to buy, how to spend leisure time or what to watch in
the TV, while taking into account their personal needs and interests. This type
of systems is referred in the literature as personalization systems, which focus
on provisioning of tailored products, services or information to individual users
[34].

The type of personalization systems this works focus on are recommender
systems, more specifically in the evolution of traditional recommender systems;
Context-Aware Recommender Systems (CARS) [4]. While both types of systems
provide users with recommendation about a product and services, CARS differ
from traditional recommendation strategies because they predict how a given
user will like an item, not only based on past user rating or item interactions,
but also exploiting the context in which ratings/interactions were produced, and
the user’s aspects and context at request time [6] [14].
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An essential input for every personalization technique is the data about the
user [7], specially in systems like CARS which base its functionality in the knowl-
edge of the user [30]. Such information about the user is known in the literature
as User Model. A user model (UM) is the knowledge about the user, explicitly
or implicitly encoded, which is used by the system to improve the interaction
[39].

As Recommendation systems evolve into CARS, User Modeling evolve too,
and adopt context-awareness capabilities. A UM is considered context-aware if
it can express aspects of the user’s contextual information and such information
is used to help the system adapt its functionality to specific user characteristics
and context [40]. Despite the technique used in a CARS to generate recommen-
dations, it can provide high quality recommendations to users only after having
modeled their preferences, behavior and context information [2] [8] [27].

In CARS most of the existing research studies focus on proposing new rec-
ommendation algorithms or improving existing ones [37], validating such algo-
rithms using a small set of context’s and user’s aspects. However, no systematic
literature review of CARS has been published previously to describe the wide
spectrum of user’s and context’s information that has been used to generate
context-based recommendations. Therefore the main objective of this paper is
to present a holistic overview of what user’s and context’s information has been
used to generate context-based recommendations, according to recent publica-
tions. The rest of this papers is organized as follows. The methodology used
to carry out the review is presented on Section 2. Next in Section 3 we report
the results found trough the review. And finally Section 4 we present a short
discussion of the findings and the ongoing and future work.

2 Research Method

Rather than using a traditional literature review, we used a Systematic Liter-
ature Review (SLR), following the methodology proposed by Kitchenham [29]
since it is a rigorous and well-definedmethod in the field od software engineering.
The SLR is a formalized and repeatable process to document relevant knowl-
edge on a specific subject for assessing all available literature related to specific
research question(s) [10]. The steps presented in the Kitchenham methodology
are documented below.

2.1 Planning the Review (Phase 1)

Need for a Review As we determined before, there was no systematic re-
view in the field of user model for CARS; however the increasing number of
papers on CARS is appearing in many disciplines (such as ubiquitous and mo-
bile computing, e-commerce, marketing, ect.)[12] can be taken as evidence that
the importance of contextual information has been recognized by researchers
and practitioners [3]. We consider that identifying what user’s and context’s in-
formation had been used in CARS to do context-based recommendations can
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be beneficial for future development and CARS research. Hence, we identified
the need for a SLR that enlist the user and context information past studies has
used to generate recommendations.

Research Questions. The main focus of this papers is to identify the user and
context information that has been used inside CARS to generate recommenda-
tions, the research questions addressed by this study are:

RQ1. Which user aspects has been used in CARS?
RQ2. Which context information has been used in CARS?
RQ3. What items are the CARS recommending?

Bibliographic Databases. We chose the following bibliographic databases as
source of information for our reviews: ACM, IEEExplore (IEEE), Science Direct
(SD) and Springer Link (SL). The search were limited to journal and conference
proceedings papers that were published within January 2012 through July 2015.

2.2 Conducting the Review (Phase 2)

As we identified from previous studies, in literature, different terms has been
used to refer to recommendation systems, user model and context-awareness, in
order to retrieve the maximum number of relevant publication, we consider such
synonyms in our research process. We chose tree synonyms for context-awareness
(context-aware, context aware and contextual), two for recommendation (recom-
mendation and recommender system) and tree terms referring to user models
(user model, user profile and user aspect) as depicted in the Fig. 1. We carried
out the research process manually, using the 12 possible combinations of the
terms, and making an union operation of the 12 the results. We use this terms
to search inside publication keywords, title, abstract and full text.

Fig. 1. Search strategies

Selection of Primary Studies. We use the following strategy to identify the
relevant publications out of the paper list retrieved from the search.
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– Title-based exclusion: First we review the title of the publication to eliminate
the publications that are clearly out of the scope of the review. After this
stage we end up with 140 papers out of 175.

– Screening-based exclusion: Using abstract, keywords, sections titles, figures,
tables, and conclusion (if present) we eliminate the publication out of this
review interest. We shrink the list to 49 papers.

– Full text-base exclusion: Reading carefully the full paper, analyzing what it
proposes and using the inclusion and exclusion criteria described below, we
eliminate the papers that are out of the interest of this review. The results
are 24 related papers.

Among the retrieved papers we select the written in English, published be-
tween January 1, 2012 and that met one of the following inclusion criteria:

– The papers discussed what user or context-information can be used to gen-
erate better recommendation results.

– The paper discussed a user and/or context model, and such model was used
to CARS.

– The papers test or proposed data processing techniques or algorithms for
CARS and mention what user or context information used to test their
proposal.

We also considered a few additional exclusion criteria:

– We exclude books and posters.
– Personal expert opinions about what information can be used to generate

recommendation but don’t present experimental results.
– Publication related to CARS that don’t describe what information about

the user or context was used inside the CARS.

Data Extraction. Applying the aforementioned criteria and review strategies,
24 papers where selected as related literature that will be used to answer the
proposed research questions. In our papers review, we consider context as any
information that describe a person, or a situation of a person that can be used
to generate recommendation.

3 Results

In this section we show the results, which correspond to Phase 3 (reporting
the review) of the systematic review performed, in this section we also respond
to the research questions. First Table 1 present the 24 papers selected as rel-
evant publications as described by the later section. Also in Table 1, the last
column (Recommending) refers to what type of item(s) the publication’s CARS
are recommending, such information responds to RQ3. The most common rec-
ommended items are Movies (10) and Music (6), although CARS are used to
recommend an broad set of things.
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Table 1. Resulting publications from data extraction

ID Ref Year Database Recommending

SL22 [1] 2015 SL
SL25 [17] 2015 SL News
SL27 [19] 2014 SD Photos
SL33 [38] 2013 ACM Music
SL43 [13] 2015 SL Hotel, Restaurant
SL53 [35] 2014 IEEE Movies
SL54 [36] 2014 SL Movies
SL56 [26] 2012 SD Music
SL69 [18] 2015 ACM Music
SL64 [15] 2015 SL Movies, Music, Places. Books
SL67 [43] 2015 ACM Movies
SL83 [9] 2012 IEEE Documents
SL89 [24] 2014 SL Movies, Food, Shoes
SL91 [28] 2014 SL Food
SL95 [31] 2014 SD Smartphone Actions
SL98 [32] 2014 ACM News
SL132 [16] 2015 SD Movies
SL152 [11] 2014 SL Movies, Music
SL155 [5] 2014 SL Movies, Music
SL168 [21] 2014 SD Movies
SL169 [21] 2014 SD Movies
SL173 [20] 2013 ACM Food
SL174 [41] 2012 SL Places
SL175 [42] 2012 IEEE Learning Material

3.1 Uses’s Aspects Inside CARS

To organize the information about the user found in each of the papers reviewed,
we started from the ‘Basic user dimensions’ proposed in GUMO [23] [22], we use
9 out of the 12 dimension proposed (Mental state, Physiological state, Demo-
graphics, Contact information, Role, Emotional state, Personality, Ability and
Proficiency and Nutrition), living out Characteristics and Facial expressions as
none of the reviewed papers use such dimensions to generate recommendations,
we also leave out Motion as we consider this information as part of the Context
information. Through the identification of the users aspects in the review, we
realize that some papers consider information that lay out of the dimension list,
therefore another 2 dimensions were added to the list (Interest & preferences
and Experience). Table 2 responds to RQ1 enlisting which user’s aspects has
been used in CARS.

Table 2: User’s information considered in CARS

Dimension Authors Aspects
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Mental [42], [5], [38] [26],
[15], [24], [28], [31],
[16]

cognitive style, mental stress (elevated, neu-
tral, relax), mood, objective, goals, habits,
behavior

Physiological [41], [38], [18], [24] physiological aspects, needs, hear rate, blood
pressure, respiration rate, skin conductivity,
brain wave, EMA and ECG signals, physical
information, disabilities

Demographics [41], [42], [38], [36],
[26], [15], [24], [28],
[16]

age, personal information, gender, profes-
sion, socio-economic, culture, sex, home-
town, show size, lives in, address(number,
street, city, state, country), relationship sta-
tus

Contact [41], [42], [36], [24], name. personal information
Role [21] role
Emotions [42], [5], [1], [17],

[26], [18], [24] [41]
emotions, affects, emotional situation, senti-
ments, emotional state

Personality [26] personality
Interest and
Preferences

[41], [43], [13], [21],
[1], [17], [38], [18],
[9], [32], [21], [20]

interest, desire, opinions, preferences

Experience [18] experience
Abilities and
Proficiency

[41] capabilities

Nutrition [41], [28], [20] nutrition, food, taste

3.2 Context’s Aspects Used in CARS

For organizing the context information found in the review we use Verbert [42]
proposal, where the context is form by 7 contextual dimensions (Computing,
Location, Time, Physical conditions, Activity, Resource and Social relations).
Table 3 responds to RQ2 showing what context’s information has been used
inside CARS.

Table 3: Context’s information considered in CARS

Dimension Authors Aspects
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Computing [42], [21], [17], [19],
[38], [35], [31], [41],
[16]

network (GPS, Wi-Fi, Bluetooth, RFID, RF,
3G, 4G), hardware, software, device, incom-
ing calls, system service, notification, battery
charge, PC, mobile phone, network band-
width, display resolution, display resolution,
storage capacity, RAM memory, OS,

Location [41], [42], [21], [38],
[35], [36], [26], [26],
[18], [9], [24], [28],
[31], [16], [21]

location (in-door, out-door), place (home,
shops, coffee shops, bus station, train station,
office, school, sport center, store, movie the-
ater, restaurant), surroundings, services

Time [41], [42], [43], [13],
[11], [1], [17], [19],
[35], [36], [26], [15],
[18], [9], [24], [28],
[32], [41], [16], [21],
[20]

time (morning, lunchtime, afternoon,
evening, night), time of day, time of week,
time of year, season, hour, minute, period

Physical
Conditions [41], [42], [21], [1],

[17], [19], [38], [36],
[26], [15], [24], [28],
[16], [21]

environment, physical conditions, tempera-
ture, weather, traffic, noise level, light level,
humidity, crowd

Activity [41], [1], [17], [38],
[35], [36], [26], [9],
[31], [41], [16]

activity, event, walking, jogging, lying, run-
ning, standing, driving, sitting, ascending
stairs, descending stairs, ascending in ele-
vator, descending in elevator, charging cell,
meeting, shopping, writing, cooking, swim-
ming, reading, computing, exercise, travel,
working, transit, walking, guided tours,
movie show times

Resources [42] resource
Social
Relations [42], [21], [17], [38],

[35], [26], [15], [18],
[9], [24], [41], [16],
[21], [20]

social relation, companion, relationship with,
friends, family

4 Discussion and Future Work

Context-aware recommender systems take advantage of the information avail-
able about the user and the context, as well as previous user-system interac-
tions, there is an almost infinite number of possible user’s and context’s aspects
that can be used to generate contextual recommendations. In this paper we
conducted a systematic literature review based on Kitchenham methodology in
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order to identify what user’s and context’s information has been used in CARS
publications between 2012 and 2015. We end up analyzing 24 papers and en-
list what user’s aspects (Table 2) and context’s aspects (Table 3) such papers
considered as relevant information to generate contextual recommendations. It’s
interesting to note that when recommending music the most commonly user’s
aspects considered (SL33, SL56, SL64 and SL69) are Emotional states andMood,
in case of context’s aspects, Time is the most common information considered
in recommendations followed by Location and Social Relations.

The ongoing research, that lay out of the scope of this publication, is focused
on building a generic user and context model specifically designed for context-
aware recommender systems, so that the resulting model can serve as basis for
future CARS developments.
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Abstract. The provision of comprehensive support for traceability and control 
is a raising demand in some environments such as the eHealth domain where 
processes can be of critical importance. This paper provides a detailed and 
thoughtful description of a holistic platform for the characterization and control 
of processes in the frame of the HACCP context. Traceability features are fully 
integrated in the model along with support for services concerned with 
information for the platform users. These features are provided using already 
tested technologies (RESTful models, QR Codes) and low cost devices (regular 
smartphones). 

Keywords: traceability, eHealth, software platform, mobile environments 

1   Introduction 

The healthcare environment is an area in which the quality and safety of clinical 
procedures and practices is particularly relevant. The arise of situations and risks not 
properly tackled may put at stake the life of patients [1]. For example, in case a 
patient requires to be provided with intravenous nutrition, it is especially critical to 
ensure the quality of the nutrient mixture supplied and the attention given [2]. 

Due to the sensitivity of the area, it is common the definition, by experts in the 
domain, of clinical practice guide and policy recommendations [3]. Upon its 
implementation, the control and verification of adherence to the procedures defined 
therein must be enforced. 

  In this line, one of the control methodologies with greater acceptance in 
environments where health hazards can arise is the HACCP (Hazard Analysis and 
Critical Control Points) [4]. HACCP is a system aimed to establish a preventive, 
systematic and organized control of risks. The core of this system is the identification 
of moments or places where monitoring specific variables within procedures in order 
to control potential hazards. HACCP is applied mainly in the field of nutrition. 
However, it is becoming more common its use in the pharmaceutical and healthcare 
environment [5], 6]. 
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The recording of events facilitates the assembling of evidences of the actions 
carried out and the results obtained. These records enable the application traceability 
mechanisms. This feature, traceability, must be understood as the ability to track the 
history, actual usage and current status of entities [7]. Traceability allows health 
authorities to respond quickly and appropriately to the eventual detection of risks for 
quality and safety.  Therefore, in environments of risk for health, traceability is often 
enforced at the legislative level (e.g., in EU [8]). Nevertheless, it is common that 
health practitioners initially record data on paper and then they transfer it to 
information technology based systems [9]. In addition, these information systems are 
often ad-hoc telematics solutions, designed to cover only specific tasks (e.g., 
prescription and adherence to treatment). Thus, monitoring management tends to be 
error prone and expensive. Furthermore, many existing systems are not open and 
interoperable and its architecture  is  too rigid and monolithic. 

Based on this lack, the authors of this work, a group of researchers from different 
institutions and experts with extensive experience in the healthcare and technology 
field, have collaborated under the support of projects mentioned in the 
acknowledgments to address a solution to this problem. Finally, a telematic based 
solution to support the standardization of control and traceability procedures in any 
health field was developed.  The objective was to create a tool to carry out the 
implementation of controls (in systems such as HACCP) and to record the values 
obtained efficiently and in a cost-effective manner. To do this, the system must 
provide with tools to control the entire life cycle of procedures and entities (e.g., 
medication). Furthermore, it should allow to check and automatically analysis the 
recorded information in real time. 

The applicability of the proposed system is verified in the field of parenteral 
nutrition (PN). This scenario was chosen due to the previous experience of the authors 
[10]. The PN is considered as a "high alert medication" and should be controlled 
throughout its life cycle [11]. Therefore, this is an ideal context that illustrates the 
application and associated outcomes of our system.  

This document provides with a detailed description of the proposed model in its 
context and a deployment guideline. Therefore, the following section provides a high-
level description of the context and characteristics of the system. Then, in Section 3, it 
is presented an overview of the architecture and functionality of the system. Later on, 
on section 4, the application of the proposal in the frame of PN is exemplified. 
Finally, in Section 5, a set of conclusions is laid. 

2   General Description of the System 

This proposal, as already mentioned, is based on the HACCP model. Under this 
model, moments or places where it is necessary to monitor one or more variables 
must be identified. These monitoring moments or places are known as Control Points 
(CPs) [12]. In our system, CPs are intended to record the monitored variables and 
elements under control into traceable records, hereinafter, traces. 

In some cases, CP can be carried out without human intervention by automated 
agents (e.g., an embedded system that periodically records an operating temperature). 
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However, interaction with human users is usually required to monitor complex 
variables and the collaboration of a number of agents is required. This includes actors 
such as patients themselves and their families. 

The proper implementation of the proposed system should allow to meet different 
objectives: monitoring adherence to procedures, risk control, traceability of entities 
and even behavioral analysis for continuous optimization and decision making 
procedures. To achieve these goals, it is required to monitor all types of entities 
involved. Actually, the solution must include mechanisms for the management of 
physical entities or conceptual ones (e.g., a treatment, a particular event, etc.). 

One of the key requirements for traceability is the unique identification of entities 
[13]. Actually, this identification is usually done using labels on the entity itself or, in 
the case of logical entities, labeling a related area (e.g., the table where it is performed 
the control). Our system supports several types of labels, including wireless labels 
(such as NFC tags) and optical ones (such as 2D QR and DataMatrix codes). In this 
paper, we encode information using QR tags [14]. These tags can be easily read using 
devices such as smartphones with cameras, quite common nowadays to access to Web 
pages and services. In our proposal, labels are encoded as an HTTP URI. This URI 
will be generated by the system and will uniquely identify one single entity. 

Users can retrieve from the Web, at runtime, the information and the operations 
associated with an entity simply by reading its label. These operations can be of two 
types, control or information. Control operations can carry out a particular CP. 
Specifically, a control operation defines variables that the user (automated agent or 
human) must monitor. Conversely, information operations are intended to retrieve 
relevant resources for the human user associated with the entity (e.g., video tutorials, 
manuals, brochures, etc.), a paramount feature nowadays [15]. 

The in-depth analysis of such contexts leads us to point out a number of 
characteristics that drive the modeling of the system and its behavior. The main 
conditions are: 

� Non intrusive: platform should not collide with the established procedures. 
� Universal use: no especial technological skills should be required. 
� Suitable devices for the context: devices in use must allow features such as 

mobility and others required by the practitioners. 
� Security constraints: the system must ensure that this information will not 

be accessed without proper authorization. 
� Robustness: the platform must ensure its proper working and the traces 

collection even in adverse contexts (i.e., little or no connectivity). 

3   System Architecture 

The system fits on a client-server model. Actually, main features implemented are 
offered using REST APIs [16]. These APIs enable customers: to recover data stored 
about different elements of the domain under different formats (e.g., HTML or RDF); 
to retrieve the list of custom operations or the description of each operation; to invoke 
an operation with particular values; or to manage the historical of traces.  The client 
software will be able to access the server functions via secure connections (i.e., 
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HTTPS protocol). Agents are provided with a graphic layer for user interaction. In 
addition, the device on which it runs must support the required functional capabilities, 
such as reading labels, Internet access, and so on. Current mobile devices (e.g., tablets 
and smartphones) cover these needs. Indeed, there are a number of past experiences 
that proves their application in this environment (e.g., [17]). 

In our system, two types of client agents were developed: a Web client and an 
Android application. The Web client allows access to the basic features of control 
through a common Web browser. Meanwhile, the Android application is a generic 
client agent capable of providing a functional service to any user in any application 
scenario. Among its main features is the ability to dynamically generate user 
interfaces based on the responses from the server. It is also provided with caching 
mechanisms that allow the system to continue operating even when the server is 
temporarily not available. 

Regarding the control process procedures, the general scheme of interaction 
between the client and the server follows the steps shown on Fig. 1. This scheme 
starts when a label is read. Based on the URI contained on that label, the client 
queries the server agent about the accessible operations referenced by that address. 
The server parses the query and gathers (and returns) the available operations. These 
operations are shown to the user in a list. Depending on the user's choice, the client 
agent requires the system description of the operation. These operations are 
represented as resources in the REST server interface. In line with this, WADL [18] is 
used for the description of the operations. This language allows a comprehensive 
description of interfaces based on HTTP (e.g., input and output parameters, 
invocation mechanisms, response formats, etc.). The client agent processes this 
description to dynamically adapt to the appropriate invocation needs. In the case of a 
control operation, the monitor variables (represented as input parameters) that can not 
automatically be inferred (e.g., the product status) are requested to the user by means 
of forms. These forms are generated at runtime. Once the user enters the values, the 
client software uses the description information from the WADL file to invoke the 
method on the interface associated with the operation.  

Finally, in the system, an auditable record of the monitoring process carried out is 
generated. For the formal modeling of this information, semantic-based technologies 
have been used. Semantic technologies enable to model and characterize the behavior 
of entire framework in a machine interpretable fashion. Thus, these technologies 
allow the application of advanced mechanisms for analysis and automatic extraction 
of new knowledge from the existing records (e.g., using inference engines). They also 
allow implementing mechanisms based on SPARQL query language to conduct 
complex and structured searches. 

In the presented system, a data model for the abstract characterization of the 
application context was designed (check Fig. 2). In this model, concepts (e.g., users, 
CP, etc.), properties (e.g., name, description, etc.) and relationships (e.g., between a 
CP and the parameters to be monitored) are included. As far as possible, during the 
modeling phase, widely recognized semantic vocabularies (e.g., FOAF or Dublin 
Core) were used. Of course, it is possible to explicit concepts and characteristics of 
individuals in narrower environments. 

These technologies allow the development of high-level functionality. The aim is 
to facilitate the efficient management of knowledge generated each context. In this 
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sense, the system enables the generation of audit reports and real-time filtering of 
historical traces. It also allows the generation of human-friendly reports (e.g., 
graphics) with the extracted information. Based on this, managers can perform better 
analysis and, thus, optimize effort and resources. 

 

 

Fig. 1.  Client-server interaction for the invocation of a control operation. 

 

 

Fig. 2.  Semantic model focused on the characterization of traces. 

In order to achieve greater effectiveness in this type of analysis, the more 
comprehensive and the more detailed the information, the better. In this case, the use 
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of semantic technologies facilitates the implementation of  enriching  techniques for 
population of data using external information shared publicly on the Web (e.g., 
adding information about a drug component using data extracted from 
Wikipedia/DBPedia). Interested readers can check the performance of these 
techniques in previous works of authors [19]. 

4   Validation 

PN mixtures are intended to provide basic nutrients intravenously, mainly, for patients 
whose gastrointestinal tract is not functioning. The PN mixtures can contain more 
than 50 components with a high potential for chemical and physical-chemical 
interactions.  

All these conditions lead us to think that this is an ideal environment for setting up 
a control and traceability plan. In order to achieve this goal, the standardized 
procedures throughout the life cycle of PNs are used as the starting point. As a 
general rule, in due course of this normalization process, a set of documentation is 
generated, including textual descriptions of the various actions and behavioral 
recommendations. This documentation is known as Standard Operating Procedures 
(SOP) [20]. SOPs often introduced flow diagrams in order to facilitate the 
understanding of certain parts of the procedures. 

Afterwards, a panel of experts discuss possible risks that may arise in the addressed 
processes. Finally, CPs are identified along identified processes and certain variables 
are targeted for monitoring. Regretfully, the implementation of a CP is often a costly 
procedure. Therefore, the HACCP system advocates only for implementing CP that 
are critical, also referred to as CCP (Critical Control Points). However, the application 
of the proposed platform reduces the cost per CP. Thus, it is possible to increase the 
number of CP and enhance the information available for control and traceability. 

As an example scenario, in Fig. 3 it is shown a flowchart showing a standardized 
procedure excerpt. In particular, it is shown the immediately following events after 
the elaboration of a PN mixture, i.e., the bag labeling, quality control and storage. 

Applying the HACCP model, on the diagram four CPs have identified for 
monitoring: CP1) the results of controls applied to the PN; CP2) identification of 
discarded PN; CP3) the type of protocol applied to each PN mixture for conservation; 
and CP4) the temperature of the refrigerator in which each PN is stored. The 
enactment of the first two CPs is the responsibility of the pharmacist; the nurse in 
charge of the third one; and the fourth one is on an electrical device provided with a 
temperature sensor. 

In this scenario, human users will be provided with a smartphone with camera and 
Internet connection. In such devices, it has been installed the client application agent 
of our platform. In addition, entities of interest in the scene have been uniquely 
identified using labels with QR codes beforehand. These entities of interest include: 
each PN bag, the required tools to perform checks on the mixing, storage coolers, the 
waste container, CPs themselves, etc. 
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Fig. 3. Flowchart of a standardized treatment for PN and the result.  

Using the proposed setup, it turns out feasible and convenient to implement the 
proposed technological system. Specifically, the common usage of the system takes 
place when users responsible for carrying out the procedure meet a CP. At that point, 
the user through the mobile client can use the agent to retrieve and invoke the 
associated operations. 
Given the scenario above presented, the CP1 will be described in the frame of the 
application. In this CP, the pharmacist must check the quality of the mixture made 
according to its physical and biological properties (e.g., color changes, visible 
particles, weight, etc.). In this case, the pharmacist will use the application to read the 
label on the bag of the PN. In this way, he/she will receive a list of available 
operations on the mobile (check Fig. 4a). These operations will be conditioned by the 
status of pharmacist and the mixture PN itself. In case the label would be read by a 
nurse (or any other user), the list of retrieved operations would be different.  

The pharmacist will be able to navigate among the different operations to select the 
desired one, i.e., the one designed to control the physical properties of the PN. 
Afterwards, on the screen of the device a form is generated (check Fig. 4b).  In this 
form, it is requested to introduce mandatory data and optional information regarding 
the corresponding operation. These variables include: select from a list, the color of 
the mixing; mark whether or not precipitates can be seen with the naked eye; actual 
weight of the PN; read the label of the measuring equipment used (e.g., scales.); 
personal comments; etc. In addition, each requested field in the form has a description 
to guide the user. Once the appropriate values are introduced, the user submits the 
form for validation and registration. 
According to this usage model, users can record the control actions performed.  These 
traces can be checked online by the staff in charge in real time by means of a Web 
client. Using this tool, a paginated list of traces can be accessed. Moreover, this list 
can be filtered according to different criteria: the absence or presence of particular 
values  in the parameters,  the  date and location where the  trace were  generated,  the  
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Fig. 4. Android client interfaces for: a) choosing a operation after reading a label; 
b) the form of a control operation with parameters to be monitored. 

user responsible, the operation involved, the label read to invoke the operation, etc. 
These features allow managers to search in a agile and convenient fashion through  all 
traces within the system and to get timely information to act with diligence as 
required. For example, if it is detected that the scales used in the CP1 is unbalanced, it 
would be feasible to identify immediately the PN mixtures involved and their last 
known location (check Fig. 5a).  

Additionally, the log of traces also provides detailed information on any procedure. 
This information can be used to get a better understand of the operations and their 
context to optimize procedures. In this sense, the Web client provides access to 
statistics and plots about different features: number of traces by user, operation, or 
day; number of times each operation is invoked by each user; weekly and monthly 
average of traces (check Figure 5b) averages; etc. Also, the platform can export the 
gathered information as traces on standardized XES [21] formats to carried out further 
analysis. Therefore, it is possible to take full advantage of process mining tools as 
ProM1. 

5   Conclusions 

A telematic-based platform to offer support for the implementation of plans for 
control and traceability in a health domain is presented. Its application has been  

                                                           
1 http://www.processmining.org/prom/start 
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Fig. 5. Screenshots of the Web client for: a) trace location on a map; b) graph for 
the average generation of traces per week. 

described and tested as a use case in the context of PN mixtures. Nevertheless, the 
selected scenario and the advantages of the platform identified can be easily applied 
to any other health care environment. 

The system allows a simple and quick evaluation and analysis of trace generated 
during its application. This allows users to reduce their efforts in both, the 
implementation of quality policies, and the execution of actions in the event of a 
health risks. 

The proposed platform is based on control systems widely tested and broadly 
adopted in the community. The CPs application allows to minimize deviations in the 
standard processes. Additionally, the use of regular mobile devices guarantees the 
availability and familiarity of use for human users on client agents. This way, and 
using the proposed scheme, the recovery  services for dynamic interaction can be 
achieved in a straightforward manner taking into account each user at each moment 
and context in which he/she is located. 

In addition to this, the system also provides a flexible mean to access relevant 
information according to the specific needs of each user. This feature may strengthen 
the knowledge of professionals involved. At the same time, it offers patients and their 
relatives support to get information about their background and situation. 
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Part III
Software and Systems Modeling
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Abstract. Stability range of proportional (P) controllers can be obtained using 
Routh-Hurwitz criterion for continuous linear time invariant (LTI) control 
systems or Bistritz criterion, Jury criterion for discrete LTI systems. Conditions 
from these criterions bring out inequalities.  In case of high-order plants, these 
inequalities are very difficult to solve directly. In the paper, an algorithm is 
developed on MATLAB software to solve polynomial inequalites. With the 
support of this algorithm, stability criterions are implemented to find stability 
range of P controllers. 

Keywords: Routh-Hurwitz criterion, Bistritz criterion, Jury criterion, critical 
gain, transfer functions, characteristic polynomials, characteristic equations, 
proportional (P) controllers, linear time invariant (LTI) control systems. 

1   Introduction 

Proportional controllers play an important role in continuous or discrete LTI control 
systems. Critical gain of P controllers is one of parameters which are used to obtain 
transfer functions of proportional-integral (PI) controllers and proportional-integral-
derivative (PID) controllers as in [7]. Dynamics of continuous/discrete LTI control 
systems can be expressed as linear differential/difference equations. The Laplace 
transformation or the z transformation transforms these equations into transfer 
functions in s variable or in z variable. Methods for testing stability of LTI control 
systems use characteristic polynomials which are denominators of transfer functions 
as inputs.   

Continuous LTI control systems are stable if all roots of characteristic equations 
have negative real parts or lie in the left half of the s-plane. The Routh-Hurwitz 
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criterion is a mathematical tool that is used for testing stability. System is stable if and 
only if all coefficients of Routh array’s first column or all determinants of Hurwitz 
matrix’s principal minors are positive. Two methods are equivalent but Routh’s 
procedure is easier to compute than Hurwitz’s one is. In this paper, both are 
implemented. 

Discrete LTI control systems are stable if all roots of characteristic equations are 
inside the unit circle in the z-plane or have moduli smaller than number one. The 
Routh-Hurwitz criterion can be expanded for testing stability through a bilinear 
transformation which is used to transform discrete LTI control system into continuous 
LTI control system and vice versa. This is because the stability of a linear discrete-
time system expressed in the z-domain can also be determined using the s-plane 
methods developed for continuous systems (e.g., Routh–Hurwitz) [4]. Three stability 
tests are Schur–Cohn criterion, Jury criterion and Bistritz criterion. Bistritz criterion is 
simpler than two remainders. It has been also recognized to be more efficient than 
previously available stability tests for discrete systems like the Schur–Cohn and 
the Jury test [1]. Since the coefficients of the characteristic equations corresponding to 
physically realizable systems are always real, the Jury test is preferred to the Schur-
Cohn test [2]. In this paper, Bistritz criterion and Jury criterion are implemented. 

2   Stability Range of Feedback Continuous LTI Control Systems 

Consider feedback continuous LTI control system with a single input single output 
(SISO) plant, whose transfer function is G(s) and a compensator, whose transfer 
function is GC(s) in Fig. 1. 

+–
R(s) C(s)

G(s)GC(s)+–
R(s) C(s)

G(s)GC(s)

 

Fig. 1. Block diagram of feedback continuous LTI control system. 

In practice, transfer function of the plant is given by 
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where: ai, bi for i =0,1,…,n are real coefficients and a0 ≠ 0. (1) 

The following problem is proposed: determine the set of values of k ∈ R , such that 
the feedback system in Fig. 1, with GC(s) = k, is stable, using the Routh-Hurwitz 
criterion [6]. Characteristic equation of system  is 

0)()(1 =+ sGsGC  . (2) 

Characteristic polynomial P(s,k)  is derived from equation (2): 
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Formula (3) shows that coefficients of P(s,k) that are binomials on k. Hence, 
characteristic polynomial can be declared as two-column matrix on MATLAB 
software. 

 

  ];;;;[ 111100 nnnn ababababP −−=  . (4) 

 

2.1   Routh Criterion 

Routh array is a (n+1)-row table. In two first rows, numerators of elements are 
coefficients of P(s, k) and their denominators are equal to one. 
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Table 1.  Routh array.  
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Element at the row i column j, for i = 3,…,n,n+1 and j = 1,2,… is given by 
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Equation (6) shows that nonzero elements Rij(k), for i =1,2,…,n,n+1 and j = 1,2,…   
are ratios of two polynomials on k and can be described by two vectors in MATLAB. 
According to the Routh criterion, system in Fig.1 is stable if all elements of first 
column of Table 1 have the same negative or positive sign.  

2.2   Hurwitz Criterion  

Hurwitz matrix is an n-row square matrix which is constructed directly from 
coefficients of P(s, k). 
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Assume that (b0k + a0) > 0, the necessary and sufficient condition that all roots of 
the characteristic equation lie in the left half of the s-plane is that the following 
Hurwitz determinants must all be positive [3]. 

)det( , ),det( ),det( 2211 nn HDHDHD ===  . 
where: Hi, for i =1,2, …,n are ith principal minors, which are matrices obtained 
by eliminating the last (n-i) rows and columns of Hurwitz matrix. (8) 

3   Stability Range of Feedback Discrete LTI Control Systems 

Consider feedback discrete LTI control system with SISO plant G(s), Zero-Order 
Hold (ZOH), compensator GC(z), and sampler δT in Fig. 2. 

Transfer function of the SISO plant G(s) is equation (1) and transfer function of 
ZOH is given by  
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where: T is sampling period and z = eTs. (9) 
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C(z)R(z)

δT

 

Fig. 2. Block diagram of feedback discrete LTI control system. 

A similar problem is also proposed for the system in Fig. 2: determine the set of 
values of k, such that, with GC(z) = k, is stable, using Bistritz criterion or Jury 
criterion . Characteristic equation of system  is 
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Generally, characteristic polynomial Q(z,k) is derived from equation (10): 
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where: iii ckdA += , for i = 0,1,…,n (11) 

3.1   Routh-Hurwitz Criterion for Discrete LTI Control System 

At first, characteristic polynomial of discrete system Q(z,k) is transformed into 
characteristic polynomial of continuous system F(w,k) by the bilinear transformation  
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where: )1/()1()1/()1( −+=⇔−+= wwzzzw  is bilinear transformation (12) 

Next, collect polynomial F(w,k) and apply Routh-Hurwitz criterion in section 2 to 
this polynomial with counting w variable as s variable. 

3.2   Bistritz Criterion 

Define reciprocal polynomial of Q(z,k) 
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Do the initial step of recursive procedure 
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For i = n−1,…,1, do following steps 
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Necessary conditions for stability are Ti(0,k)  0, for i = n,n−1,…,1,0. If these 
conditions are satisfied then system is stable if and only if terms Ti(1,k), for i = 
n,n−1,…,1,0, have the same sign. 
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3.3   Jury Criterion 

Assume that the first coefficient A0 is positive. The Jury table is given in Table 2 

Table 2.  Jury table.  

Row 0z  1z  2z  2−nz 1−nz nz  
1 nA  

1−nA  2−nA  2A  1A  0A  
2 0A  1A  2A  2−nA 1−nA  nA  

3 1−nB  2−nB 3−nB  1B  0B   

4 0B  1B  2B  2−nB 1−nB   
 

5 2−nC  3−nC 4−nC   0C    

6 0C  1C  2C   2−nC   
        
52 −n  3U  2U  1U  0U    

42 −n  0U  1U  2U  3U    

32 −n  2V  1V  0V      

 
The elements of rows from 3 to 2n−3 are calculated from two previous rows 
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The coefficients in the second row have been obtained by reversing those in the 
first row [5]. Notice that the elements in any even-numbered row are simply the 
reverse of the immediately preceding odd-numbered row [2]. The system is stable if 
the all following conditions are satisfied 
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4   Solve Polynomial Inequalities on MATLAB Software 

Consider one-unknown real-coefficient n-order polynomial inequality  

0)( 1
1

10 >++++= −
n

nn akakakakP  .  
where: ai are real coefficients, a0 ≠ 0, and k is unknown . (18) 

Problem is proposed: determine the set S of values of k ∈ R satisfies (18). Note that 
P(k) has n roots which can be real numbers or pairs of conjugate complex numbers. 
Pairs of conjugate complex roots a ± bj don’t affect the sign of P(k) because (k2 − 2ak 
+ a2 + b2) is positive with every k. In case of a real root α  of multiplicity h of P(k), if 
h is even then (k−α)h  is positive with k≠ α. If h is odd then (k−α)h has the same sign 
with (k−α). With set of roots of P(k), ignore all complex roots, real roots of even 
multiplicity h, and for real roots of odd multiplicity h, if h is greater than one then 
only retain single root.  
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Fig. 3. Block diagram of proposed algorithm. 
 
Generally, assume that P(k) has m distinct real roots xi, for i=1,2,…,m, which are 

sorted in ascending order x1 < x2 < … < xm. Note that, two adjacent roots are 
considered distinct only if |xi – xi+1| > ε, where ε = 10-6 is a tolerance margin and the 
user can change this tolerance [6]. In [3], symbolic computation method on MAPLE 
software was used to solve (18). This method can be implemented by choosing 
symbolic engine (symengine) and evaluating MuPAD expressions (feval) in  
Symbolic Math Toolbox of MATLAB software. In [6], the test-point method was 
implemented on MATLAB software to solve (18). However, if m is large, both 
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become very time-consuming. Another algorithm with short calculating time is 
proposed in Fig. 3. Sets of k are described in MATLAB as Table 3. Intersection or 
union of two sets of k are done according to rules of set theory. 

Table 3.  Description of sets of k in MATLAB.  

S Description in MATLAB 
∅ S = [inf  inf  0] 
R S = [inf  inf  1] 

k < α S = [α  α  2] 
k > α S = [α  α  3] 

α < k < β S = [α  β  4] 
k ≠ α S = [α  α  5]  

5   Implementation on MATLAB 

 

Fig. 4. GUI for Stability Analysis. 

A Graphic User Interface (GUI) is built on MATLAB software, version 7.8.0.347 
(R2009a)  as Fig. 4 . This GUI has three panels. The first one has only one axes object 
for displaying form of system. The second one has three pop-up menus, one push 
button, two static texts and two edit texts. Three pop-up menus are used  for selecting 
options: continuous/discrete system, Routh/Hurwitz criterion for continuous system or 
Routh/Hurwitz/Bistritz/Jury criterion for discrete system, and block 
diagram/characteristic polynomial. Two edit texts is used for inputting the transfer 
function of plant G(s) or characteristic polynomial and sampling period T (only for 
discrete system). The last panel has one edit text for visualizing process and result of 
procedures. For verification accuracy of method, transfer function of plant G(s) has 
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the same value as transfer function of plant in [6]: G(s) = (s + 1)/(s4 + 9s3 + 31s2 − 
41s). 

 

Fig. 5. Stability analysis of continuous LTI control systems. 

For continuous system, stability range of proportional controller displayed in Fig. 5 
is (59.50155 < k < 220.49845), equal to stability range in [6], and with critical gains 
(two borders of stability range), two roots of characteristic polynomial have negative 
real parts and two remainders lie on imaginary axis (zero real parts) of the s-plane. 
For discrete system, with sampling period T = 0.1 seconds, stability range is  
(70.47080 < k < 142.56960). Table 4 shows that the smaller sampling period is, the 
stability range of discrete system is closer to that of continuous system. Solutions 
obtained from procedures, are slightly different, solutions of Bistritz procedure gives 
the smallest accuracy as shown in table 5. However, when sampling period 
approaches zero, solutions of all procedures are completely inaccurate because 
components di of coefficients Ai in characteristic polynomial Q(z,k) are approximately 
equal to zero. 

Table 4.  Stability range of discrete LTI control systems with different values of sampling 
period.  

T Routh-Hurwitz criterion Bistritz criterion Jury criterion 
0.1 70.47080 < k < 142.56960  70.47080 < k < 142.56960  70.47080 < k < 142.56960 
0.01 60.27775 < k < 210.41076  60.27775 < k < 210.41076  60.27775 < k < 210.41076 
0.005 59.88423 < k < 215.35087  59.88423 < k < 215.35087  59.88423 < k < 215.35087 
0.002 59.65337 < k < 218.41334  59.65336 < k < 218.41335  59.65237 < k < 218.41435 
0.001 59.57612 < k < 219.45258  59.57652 < k < 219.45218  59.56471 < k < 219.46399 
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Table 5.  Difference between moduli of two poles lies nearest to the unit circle and number one 
with k are critical gains 

T Routh-Hurwitz criterion  Bistritz criterion Jury criterion 
0.005 0 ,0  0 ,0  0 ,0  

0.002 0 ,10 9−  99 10 ,10 −− −  88 10 ,102 −−×  
0.001 99 106 ,107 −− ×−×  99 105 ,105 −− ×−×− 77 1061.0 ,1005.1 −− ××  

5   Conclusions 

An algorithm was developed to solve one-unknown real-coefficient polynomial 
inequalities on MATLAB software. This algorithm was used to find stability range of  
feedback continuous or discrete LTI control systems. Results showed that solutions 
with different procedures were almost the same. For continuous system, Routh and 
Hurwitz criterions’ solutions were identical but Hurwitz procedure requires more 
complicated computation for obtaining determinants of minor principals. For discrete 
system, all procedures gave slightly different results and Bistritz procedure was the 
simplest and most accurate one, because Routh-Hurwitz procedure required bilinear 
transformation and Jury procedure included more steps. Critical gain obtained from 
procedure can be used to design PI and PID controllers.   
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Abstract. This paper deals with the development of a software to simulate and 
study the vehicle-road interaction. This allows to quantify the forces induced and 
energy released from vehicles to the road pavement, in different vehicle motion 
scenarios, and the energy absorbed by the road surface, speed reducer, or a 
specific energy harvester surface. It enables the user to quantify the energetic 
efficiency of the process. A practical study is presented in order to show the 
effectiveness of the software, as well as its potential applications. 

Keywords: Simulation software; Vehicle-road interaction; Energetic analysis. 

1   Introduction 

A road vehicle consumes energy to actuate its engine, and releases energy in 
different ways, through different components. Part of the released energy goes into the 
road pavement, and this increases when there is a breaking action. 15% to 21% of the 
energy is transferred to the vehicle’s wheels, of which 7% to 10% is dissipated by wind 
resistance, 4% to 6% in rolling resistance and 4% to 5% in braking actions [1, 2]. 

However, road vehicles can have different motion situations and, in each of them, 
they have different distribution of forces and moments, which will lead to different 
values of released energy. To perform a credible energy transfer analysis, it is important 
to have a quantification of both the static forces and dynamic forces that vehicle induces 
on the road pavement, this last component resulting from the vehicle’s oscillations. The 
element which contributes most to these oscillations is the road surface, which can have 
different profiles and be made of different materials. This is more relevant in the case 
of speed reducers, which induce higher oscillations in the vehicle.  

In the present research work, it is intended to develop a software that allows to study 
the vehicle-road interaction, with an energetic perspective, in order to quantify the 
amount of energy released by the vehicle to the road in the different motion conditions 
(free-rolling, braking and accelerating). The software should enable the user to simulate 
this interaction according to the selected conditions and obtain both numerical and 
graphic results. The results will be useful first and foremost to understand this 
interaction and they will also help with the development of speed reducers and energy 
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harvesting devices, providing precision quantification of the energy that can be 
harvested, and the most favorable conditions in which to harvest it. 

There are some commercially available software tools for simulating motions of 
multi-body mechanical systems, such as vehicles. ADAMS® software is a product of 
MSC Software and it is one of the most widely used multi-body dynamics programs 
worldwide [3]. This software was developed in the late 1970s and it has been 
demonstrated and verified in a wide range of engineering areas [4]. It is an appropriate 
software tool to study the dynamics of the vehicle components, when subjected to real 
environment conditions. However, Sayers [5] indicates that ADAMS® and other multi-
body simulation software are not suited for real-time simulations, as they employ non-
linear differential-algebraic equations, which require iterative solution methods.  

Sayers [6] used symbolic computation to develop the AUTOSIM® software, which 
is a symbolic mathematics language to Automatically (AUTO) generate Simulation 
(SIM) codes, developed by Sayers and commercialized by the Mechanical Simulation 
Corporation [7]. Sayers [5] described how this software can be used to generate 
comprehensive vehicle dynamics models for Real-Time Simulation (RTS) applications, 
demonstrating the good adequacy of the generated code for RTS applications and how 
the same model can run using SIMULINK®. All of the math model solver programs in 
BikeSim®, CarSim® and TruckSIM®, software developed by the Mechanical 
Simulation Corporation, have been produced using AUTOSIM®.  

All AUTOSIM® software has a very intuitive GUI (Graphical User Interface) and an 
extensive database with all the required vehicle parameters to perform accurate 
simulations due to the long experience working with vehicle manufacturers. The results 
are presented graphically, and it is possible to obtain the vehicle components positions 
(displacements), speeds, accelerations, angles and forces. It allows the user to select the 
route of the vehicle, the driver actions (such as acceleration, braking or steering), and 
it allows users to integrate the simulation with SIMULINK®, without affecting the 
simulation performance. 

These software tools (ADAMS® and all AUTOSIM® sub programs) are used both 
by the automotive industry and research laboratories [8, 9, 10, 11] to perform studies 
regarding the vehicle components optimization (tires, suspension, chassis, etc.), road 
design, road safety, among other applications. 

However, this software does not allow users to introduce the desired speed reducers, 
with the desired surface profiles and materials, nor, more specifically, does it allow the 
user to introduce energy harvest devices on the road pavement with movable surfaces, 
which have their own motion equations, and affect the vehicle motion equations. Due 
to this fact, none of the presented software is suited for studying the vehicle-road 
interaction from an energetic perspective, from the energy released by the vehicle and 
the energy absorbed by the road surface/energy harvest device, pre-defining the 
road/harvester surface profile, geometry, displacement, material, stiffness, among other 
features.  

So, the main goal of the present research consists in the development of a software 
tool that allows users to integrate all the vehicle dynamics theory, with the speed 
reducers/ energy harvest devices integrated on the road pavement, in order to perform 
not only a load analysis, but more specifically, an energetic analysis of the interaction. 
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2   Software 

2.1   Introduction  

Previously to the development of the software, an extensive study was performed of 
vehicle dynamics and vehicle road interaction based on the main references in this area 
[12, 13, 14, 15, 16, 17]. From these, the main formulations regarding the vehicle 
models, motion equations, tire force determinations and contact patch pressure 
distribution, among others things, were defined. 

Based on this study, a software tool was developed in MATLAB® environment, in 
order to study the vehicle-road interaction from an energetic perspective. The purpose 
of this software is to study this interaction in great detail, with the possibility of fully 
characterizing the vehicle under study, by defining its class, weight, axles, wheels, 
geometry, speed, acceleration, suspensions and tires, defining all the mechanical 
parameters (such as damping and stiffness for each suspension and tire); as well as fully 
characterizing the pavement or harvester surface, by defining its material, shape, 
geometry, and for a surface with displacement, its maximum displacement, mass, 
stiffness and damping properties. It also allows the user to select the model (quarter car 
or bicycle car model) and if the analysis is performed considering the contact patch or 
not. 

Applying the vehicle dynamics and vehicle road interaction formulas, the software 
calculates all the displacements, both for the vehicle and the pavement/harvester 
surface, the applied and received forces, and the power and energy transferred (released 
from vehicle and received on the pavement/harvester surface), presenting the results 
both graphically and numerically. 

To develop this software some assumptions were made in order to restrict the 
possibilities for parameter selection and to simplify the models, considering the goals 
and focus of this research work (ADAMS® and CARSIM® doesn't consider the same 
assumptions because they have different goals). The main assumptions are as follows: 

� Motion only in a straight line, without turning. So, roll and yaw of the vehicle 
were not considered; 

� For light vehicles, only two axles were considered, and two wheels per axle. 
For heavy vehicles, only three axles were considered, with the possibility of 
four wheels per axle; 

� For light vehicles, front wheel traction was considered; 
� For the vehicle weight field, it was considered that the driver and passengers 

weight were included; 
� On the tire modulation, a "flat tread pattern" without "holes" on the pattern 

was considered; 
� On the road modulation, dry conditions were considered; 
� The road transversal inclination angle was considered to be equal to zero; 
� Wind speed was neglected. 
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2.2   Software Inputs 

To select the inputs, a Graphical User Interface (GUI) platform was developed 
(Figure 1). 

 

 
Fig. 1. Graphical user interface to select the inputs of the software. 

 
This GUI has 5 distinct panels, with three for parameter selection, one for the 

preview of the selected features, regarding the vehicle, the pavement and the harvester 
surface, and other for the selection of analysis features. 

The first panel allows the user to select the vehicle and motion properties. In terms 
of the vehicle, it allows the vehicle class, weight, number of axles, wheels per axle, 
percentage of sprung and unsprung mass, drag and lift coefficients, and inertia moment 
of the vehicle to be selected. It also allows users to define the vehicle geometry in terms 
of distances from each axle to the center of gravity, as well as the height of the center 
of gravity. In terms of vehicle motion, it allows to the selection of the action (free 
rolling, accelerating, braking, or stopped), the motion direction, the vehicle speed and 
acceleration (when the action is accelerating or braking). 

The second panel allows the user to select the suspension and wheel properties. In 
terms of suspension, it allows users to select the suspension type and to define the 
suspension stiffness and damping values, for both the front and rear suspension. In 
terms of tire, it allows the user to select the tire type and to define the tire stiffness, 
damping and pressure, for both the front and rear tire. The tire geometry in terms of 
external diameter, tire width and tread width can also be defined, for both front and rear 
tires. 

The third panel allows the road and harvester properties to be selected. In terms of 
road pavement, the user can select the pavement type, the road condition, the 
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longitudinal and transversal inclination of the pavement. For the harvester surface, 
users can select the shape (plane, bump, ramp, hump, triangle, S profile, Scale-Up or 
crest), the motion type, the material of the surface, the width and height and, when the 
user selects a surface motion, the maximum displacement, the mass of the surface, its 
stiffness and damping can be defined. 

The fourth panel presents a summary of the selection, showing an image of the 
selected vehicle, an image of the selected pavement and an image of the harvester 
surface, by shape. With this information, the user can confirm selection visually. 

The fifth panel allows the user to define the simulation time and each iteration 
interval, the car model to be simulated and contact patch, selecting "Yes" for a "Contact 
Patch Analysis", or "No" for a "Single Point Analysis". In this panel, the user can clean 
all the fields to select new values, and can press the "Simulate" button to start the 
simulation. 

2.3   Formulations 

When the simulation starts, the software defines all the "static" variables, i.e., those 
that do not depend on the vehicle dynamics, such as the front and rear unsprung masses, 
the sprung mass, drag and lift forces, forces per axle, both vertical and horizontal, the 
contact patch geometry for each wheel, and the initial kinetic energy of the vehicle. 

Eight models were developed using the SIMULINK® tool to perform the dynamic 
analysis depending on the selected inputs: 

1) No harvester displacement, quarter-car model, no contact patch analysis; 
2) Harvester displacement, quarter-car model, no contact patch analysis; 
3) No harvester displacement, bicycle-car model, no contact patch analysis; 
4) Harvester displacement, bicycle-car model, no contact patch analysis; 
5) No harvester displacement, quarter-car model, contact patch analysis; 
6) Harvester displacement, quarter-car model, contact patch analysis; 
7) No harvester displacement, bicycle-car model, contact patch analysis; 
8) Harvester displacement, bicycle-car model, contact patch analysis. 
 
Models 1 to 4 do not consider the contact patch. So, they perform "Single Point 

Analysis". Models 5 to 8 perform "Contact Patch Analysis". 
In the models without harvester displacement, standard formulations presented in 

references [15, 16, 17] were used to determine the dynamic forces of the vehicle. In the 
models that include surface/harvester displacement, some adaptations were made in 
these formulas to determine the dynamic forces of the vehicle for the quarter car model 
and bicycle car model. 

To determine the energy released by the vehicle and received by the 
pavement/harvester surface, the following equations were considered: 

 

 (1) 
 

 (2) 
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Where K represents the kinetic energy of the vehicle (Joules), mi the vehicle mass 
(kg), v the vehicle longitudinal velocity (m/s), E the energy associated to the surface 
motion (Joules), Fz the load delivered by the vehicle tire to the surface (Newton), and 
xh the surface displacement (m). The efficiency of the process was calculated dividing 
E per K. 

2.4   Software Outputs 

To present the software outputs graphically, a GUI platform was developed (Figure 
2). 

 

 
Fig. 2. Graphical user interface to present the outputs of the software. 

 
This GUI has 2 distinct panels, with one for outputs presentation, and other for the 

selection of new values for the main variables of the system, as well as to choose an 
action: new simulation, print plots or exit. 

The first panel presents graphically and numerically the outputs of the system with 
eight graphics and five values. On the left hand side results are presented for the vehicle 
outputs, starting with the vehicle mass displacements, then presenting the forces 
induced by the front and rear tires on the pavement, and finally, the power and energy 
lost by the vehicle in the interaction with the pavement obstacle. On the right hand side 
results are presented for the pavement outputs, starting with the position of the surface, 
the forces received by the surface, from each wheel of the vehicle, and finally, the 
power and energy received by the surface. The GUI also presents the values of the 
energy lost by each wheel of the vehicle and by the entire vehicle; the energy harvested 
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by each wheel actuation and by the actuation of the entire vehicle; and the efficiency of 
the energy transfer process. 

The second panel allows users to define new values for the main variables of the 
simulation in order to re-simulate the model with some different changes, without 
having to leave the results GUI and start the process from the first GUI. The variables 
that can be changed are the vehicle weight, vehicle speed, vehicle acceleration, front 
and rear suspension stiffness and damping, front and rear tire stiffness and pressure, the 
harvester displacement, width, height and stiffness. The values are selected using a 
slider bar, with the user simply having to press the "New Simulation" button to start a 
new simulation. The graphics are updated after the new simulation is completed. This 
panel also offers users the possibility to print the plots, allowing them to select the 
desired plots to be printed and pressing the "Print Plots" button. Finally, it contains an 
"Exit" button to close the results GUI and return to the initial GUI. 

3   Case Study 

Considering all the variables of the software, one can easily conclude that it allows 
a user to perform thousands of different simulations. A case study considering a light 
vehicle moving on a speed reducer, or an energy harvest device, inserted on the 
pavement with possible vertical movement is presented. Three different surface 
displacements are considered (5, 10 and 20 mm), for seven different surface profiles. 
The variable values for the vehicle are presented in Table 1. 

 

Table 1. Fixed values for the simulation variables of the vehicle. 

 Variable name Value Unit 

V
eh

ic
le

 &
 M

ot
io

n 

Vehicle class Light  
Vehicle weight 1,500 kg 
No. axles | Axles/wheel 2 | 2  
Sprung - unsprung mass %  90% - 10%  
Drag coefficient 0.32  
Inertia moment 1,100 kg/m2 
Lift coefficients (F | R) 0.19 | 0.13  
Motion | Direction Free rolling | Forward  
Speed | Acceleration 30 | 0 km/h | m/s2 

Su
sp

en
sio

n 
&

 W
he

el
 Suspension type (F | R) Independent | Independent  

Suspension stiffness (F | R) 20,000 | 15,000 N/m 
Suspension damping (F | R) 1,500 | 1,700 Ns/m 
Tire type (F | R) Radial | Radial  
Tire stiffness (F | R) 150,000 | 150,000 N/m 
Tire damping (F | R) 800 | 800 Ns/m 
Tire pressure (F | R) 200 | 200 kPa 
Tire ext. diameter (F | R) 500 | 500 mm 
Tire width (F | R) 200 | 200 mm 
Tire tread width (F | R) 180 | 180 mm 
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The variable values for the road and surface properties are presented in Table 2. The 
results achieved by the simulations are presented in Table 3. Note that the value of the 
total energy released by the vehicle, considering a bicycle car model, is achieved by 
multiplying the calculated vehicle released energy by two, which is the number of 
vehicle sides. 

 

Table 2. Fixed values for the simulation variables of the road surface. 

 Variable name Value Unit 

R
oa

d 
&

 H
ar

ve
st

er
 Pavement type | R. condition Flexible | Dry  

Inclination long. | Transversal 0 | 0 º 
Motion Linear displacement  
Harvester material Rubber  
Harvester width | Height 500 | 30 mm 
Harvester mass 30 kg 
Harvester stiffness 400,000 N/m 
Harvester damping 1,000 Ns/m 

 

Table 3. Simulation results. 

Surface 
Surface 

displacement  
(mm) 

Maximum 
force  
(N) 

Vehicle 
released 
energy  

(J) 

Pavement/har. 
received 
energy  

(J) 

Efficiency 
(%) 

Bump 
5 5,309.84 1,044.00 62.00 5.94 

10 4,681.17 982.00 138.00 14.05 
20 4,772.08 804.00 268.00 33.33 

Ramp 
5 5,342.75 704.00 46.00 6.53 

10 5,551.22 672.00 106.00 15.77 
20 5,775.85 666.00 184.00 27.63 

Hump 
5 5,141.66 1,998.00 72.00 3.60 

10 4,549.69 2,076.00 165.00 7.51 
20 4,981.44 2,080.00 356.00 17.12 

Triangle 
5 6,187.79 922.00 52.00 5.64 

10 5,337.60 694.00 122.00 17.58 
20 5,287.91 588.00 224.00 38.10 

S profile 
5 6,912.24 868.00 42.00 4.84 

10 6,863.45 696.00 96.00 13.80 
20 6,927.68 548.00 250.00 45.62 

Scale up 
5 4,909.97 248.00 40.00 16.13 

10 4,992.78 250.00 94.00 37.60 
20 5,452.81 352.00 168.00 47.73 

Crest 
5 5,066.86 914.00 56.00 6.13 

10 4,603.69 1,110.00 128.00 11.53 
20 5,404.23 760.00 252.00 33.16 
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From the results presented in Table 3, it is possible to compare the differences 
between the surface profile and the forces induced by the vehicle on the surface, the 
released energy from the vehicle and the harvested energy on the surface, as well as the 
efficiency of the process. It can be concluded that, for the same displacement, the 
surface profile has a huge influence on the energy released by the vehicle and harvested 
by the surface. It can vary from only 248.00 J of energy lost (for the "Scale up" surface 
with 5 mm of surface displacement) to 1,998.00 J (for the "Hump" surface with the 
same displacement), leading to completely different values of energy harvested and 
conversion efficiency. From the results presented in Table 3 it is also possible to 
compare the influence of the surface maximum displacement on the energy lost by the 
vehicle and harvested by the surface. This is a very important feature of an energy 
harvesting device, as it allows the harvested energy and conversion efficiency to be 
maximized. However, the maximum value for the surface displacement should be 
limited and controlled, regarding the energy lost by the vehicle and the oscillations 
induced on it, which should be as low as possible. 

4   Conclusions 

The main goal of the present research work consisted of the development of a 
software that allowed users to study the forces induced by a vehicle in motion into the 
road pavement, a speed bump or an energy harvest device, as well as the energy lost by 
the vehicle, associated to the contact with the referred surface, and the energy received 
by that surface. 

The software was developed in MATLAB® environment, including a GUI where the 
user can select and define all the variables associated to the simulation, and another 
GUI where the results are presented. The software has an extensive database of 
considered variables, allowing a huge amount of different combinations of values to be 
simulated, leading to the possibility of performing a great number of studies. The 
outputs of the system are focused on the forces and energy released by the vehicle and 
received by the pavement or by an energy harvest surface, but the computational model 
allows users to define new outputs and study other variables. 

From the performed simulations, it was possible to conclude that the software 
corresponds to the goals of the project. It allows users to obtain the necessary outputs 
and easily permits the comparison of scenarios, regarding energy lost by a vehicle and 
harvested by the pavement or by an energy harvester surface, as well as the process 
efficiency.  

The existing software tools, mainly ADAMS® and AUTOSIM®, already allow users 
to select all the vehicle characteristics and motion conditions, but the main differences 
of the developed software are evident: it allows us to obtain energetic outputs, select 
the pavement/energy harvester characteristics, dimensions and material, in a way that 
none of the other software tool do, and to compare the output, regarding both the vehicle 
and the pavement, together or separately. 

The developed software can have multiple applications, from the study of vehicle 
suspensions and tires, regarding their interaction with speed reducers, to the design of 
speed reducers themselves, but one of the main applications should be the design of 
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energy harvest devices to implement on road pavements, which make use of vehicles’ 
released energy to convert it into electrical energy. This initial version, not yet publicly 
available, is optimized for light vehicles. Further developments are being done to 
optimize it to heavy vehicles, with and without trailers. 
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Abstract. There are recommendations and tools, given by OWASP that suggest 
basic techniques of prevention and protection of computer attacks over web 
applications where the common types of attacks are XSS and SQL Injection; for 
that reasons, we apply recommendations and good practice to minimize this 
kind of attacks; used some tools to validate automatically attacks and built some 
expressions to validate manually the intrusions in web applications. Therefore, 
this study was based on the development of a prototype under REST, design 
pattern Facade, Java EE and Glassfish [13].With the development of the 
prototype it was found that by the use of standards and norms recommend by 
OWASP the security in terms of overall design and source code in web 
applications can be greatly improved. 

Keywords: OWASP, REST, SQL Injection, XSS. 

1   Introduction 

Software systems are a fundamental part within companies since they are usually built 
under important aspects of software development such as: architecture, 
methodologies, languages programming, physical infrastructure, functional and non-
functional requirements and quality attributes. As part of the software systems we can 
mention the web applications that use the WWW2 for making operations such as data 
consuming, data and information transactions, among others; in some cases, the 
access facility causes unexpected results when the aspects of software development 
are not taking into account and it’s the main problem when some  teams software 
build web applications, many people with different skills in programming, low use of 
coding standards and a little knowledge about the security when designing or 
implementing an application.  
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People, who demand this type of web applications usually make a request and wait 
for an answer, but many of them have not asked themselves whether behind the 
applications there are aspects related with security, reliability, performance, 
functionality, portability, among others. For example, when talking about security, if 
a person makes use of an application, functionality or service exposed on the web, 
which is easily vulnerable to attacks, data security or information involved in the 
process of request and answer will be compromised. To answer these questions, 
software engineers focus on making a proper analysis and design of web applications; 
however, in some cases, security aspects that can be implemented in terms of design, 
coding and implementation are not considered. 
 

The security aspects that should be considered when developing a web application, 
at the level of design, coding and deployment are presented in this research work. To 
do so, the standards and recommendations of the OWASP3 project were considered as 
reference to increase the security in this type of applications. With this purpose, the 
SQL Injection and Cross-site Scripting (XSS), listed as the first and third most 
common attacks in the OWASP Top Ten for this type of application were selected.  

 
The purpose of this research is to reduce the vulnerabilities, and make the web 

applications secure from the standpoint of design, coding and deployment, by using 
Java EE4, a REST5 architectural style, a design pattern facade and tools that allow 
testing and validation processes. First, this research summarizes the issues addressed 
in the prototype, then the methodology used for the design and coding prototype is 
deeply described, and finally, the results and conclusions are presented. 
 
2   State of the Art 
 
2.1. Software Architecture 
 
Software architecture allows early documentation of high-level software design 
solutions, providing a comprehensive and structural software view. It belongs to the 
post stage of lifting requirements. According to [1], thanks to the architectural 
specifications, software engineers are better supported to deal with the increasing 
complexity of software systems today. Therefore, this is one of the most important 
activities within software development. [2] 
 
2.2. Architectural Style 
 
The architectural styles determine a set of design rules that identify types of 
components and connectors that can be used to build a system or software subsystem 
with local and global constraints of its composition [27]. Other authors such as [3], 
[4] explain that an architectural style is not a software architecture, but a methodology 
that is a part of the solution of concrete problems. 

                                                           
3 Open Web Application Security Project 
4 Java Platform Enterprise Edition 
5 Representational State Transfer 
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2.3. Rest 
 
REST is an architectural style that considers a set of principles, actions and 
techniques to define an interaction between components with the use of a transport 
protocol [27], [12]; its operation is based on resources referenced through identifiers 
[31]. REST promotes the exposure of resources through a structured data format: 
JSON [6] or XML, that allow an easy language for humans and machines. These 
systems based on this architectural style are called RESTful6. Their activity uses the 
WWW standards, mainly HTTP [9], [22] and URI [3]. Regarding security, REST has 
some standards; one of the most common security forms is based on the use of 
HTTPS as a transport protocol [21]. 
 
2.4. Design Patterns 
 
Design Patterns [16] and [26] are simple, documented, and established solutions to 
solve specific software problems [4]. In his book, Christopher Alexander [14] 
provides a description of necessary qualities of design patterns such as: 
a)Encapsulation and abstraction, b) Extent and variability, c) Generativity and 
composition and d) Balance. 

 
Indeed, design patterns propose architects, developers, analysts and experts in 
software solutions, aspects for good decision making and a comprehensive 
vocabulary, which allows the software teams to have an effective communication and 
more simplicity for the development of software systems. The design patterns are 
classified into three groups: 1. Creating Patterns, 2. Structural Patterns, 3. Behavior 
Patterns. In [10], the different types of design patterns as well as their classification 
are discussed. 
 
2.5. Software Security 
 
Security provides a high degree of criticality; therefore, from the software 
development point of view, the data are a fundamental key at an organizational level,  
which must be ensured from all the aspects [24] and [18]. Additionally, they are 
considered as a set of resources aimed at making the assets of an organization 
confidential, complete, consistent and available to the users, authenticated by access 
control mechanisms and subject to audit.  There are three aspects that should be taken 
into account for information assurance: 1. Confidentiality:  Ensures that information 
may not be available, or discovered by third parties. 2. Availability: Ensures 
information security, hardware and software to be accessed at any time. 3. Integrity: 
Condition security that certifies that the information has been inserted, updated and 
deleted by authorized users. 
 

According to [29], as a result of the lack of standardization and use of safety 
regulations during the process of software development, there are significant 
implications within an organization. For [29], today, assurance should not be planned, 

                                                           
6 https://docs.oracle.com/javaee/6/tutorial/doc/gijqy.html 
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but it must be executed at the moment of finalizing software implementation details.  
During this study, technical and regulatory software assurance techniques will be 
analyzed; we will particularly focus on three levels: architectural design, source code 
and database. 

� Architectural Design: in this first level, two methodologies that will allow 
the assurance of the software application were identified. Methods of 
authentication and data encryption of hypertext were applied; to do so, JAAS 
[30] and HTTPS [23] were studied and used respectively. 

� Source code and database: This level was based on the study of the 
techniques identified by OWASP [31]; in this step, store procedures and 
implementation of parameterized queries were applied. These techniques 
potentially contribute to the shielding of the weaknesses related to SQL 
Injection [28]. The stored procedures calls belong to the data extraction way of 
the DB7 ; these are small programs with their own logic, which directly 
interact with the DB engine, while the parameterized queries contribute to the 
separation of the SQL query string of the specification parameter. 

 
2.5. Owasp 
 
It is an open source project dedicated to study and combat security vulnerabilities in 
web software [2]. OWASP manages several security projects; among the most 
important, OWASP Top 10 [31]; which contains the 10 most influential types of 
attack toward the applications’ security. The main objective of this project is to 
provide basic of prevention and protection techniques of computer attacks, in terms of 
software development. OWASP use parameterized queries as a good programming 
practice, this practice forces the developer to define the SQL query and then define 
the parameters to be sent and so distinguish between the query and parameter. A 
sample implementation in the present prototype using JAVA EE parameterized 
queries, shown below: 
 
String SP = “CALL listPerson(?)”; 
Query q = getEntityManager().createNamedQuery(SP); 
q.setParameter(1, cedula); 
 
This method allows calling a stored procedure and sends a parameter using the 
technique applied. The difference between good and bad practice in programming 
shown below in the Table1. 
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Table1. Good and bad practices in programming 
 

 Java Coding Result 
Good 

practice 
String SP = “CALL listPerson(?)”; 
Query q = 
getEntityManager().createNamedQuery(SP); 
q.setParameter(1, cedula); 

Error 500 

Bad  
practice 

String SQL = “SELECT * FROM person WHERE 
cedula =’ ”+ cedula + “ ‘ “; 
Query q = 
getEntityManager().createNamedQuery(SQL); 

Information of 
all people 

Vulnerability SQL Injection 
String attack ‘ or ‘1’ = ‘1 

 
Where, the bad practices return a fragment SQL how valid result: SELECT * FROM 
person WHERE cedula = ‘’ OR ‘1’ = ‘1’; the same becomes understandable string for 
the database engine and as a result returns all data stored in the database in the table 
persons; while the combination of parameterized queries and stored procedures 
throws an error because the chain of attack is unknown, this happens because the 
parameterized queries distinguish the query parameter; namely, making the attack 
vector “ ‘or ‘1’ = ‘1 ” as a single string and produces an accurate error that the 
parameter does not belong to a valid query string; therefore, in the prototype stored 
procedures and parameterized querys are used. 
 
Another Owasp recommendation is use cleaning method of special characters; this 
method is used in order to have a special characters filter. Both XSS and SQL 
Injection are similar vulnerabilities that allow an attacker to inject malicious code 
with the intent to obtain information or assurances logical break Web applications. 
Therefore, this method is responsible for cleaning the parameter entered by the user 
prior to passing a parameter query and clean up the special characters and replacing 
them with reference codes. Some of the strings recommended by Owasp that were 
applied to validate the prototype in order not to allow such attacks and XSS 
SqlInjection are shown in the Table 2. 
 

Table 2. String used to validate prototype and description of use 
 

String located at URI Description of use 
http://localhost:8080/pft/ws/persona/'  
and 1=convert(int, @@version)-- 

Gets the version of the database.  
When used Stored Procedures and configure https 
as protocol, the string sql injections were not 
executed; but with http protocol, SQL injections 
were executed. 

http://localhost:8080/pft/ws/persona/'  
and 1=convert(int, @@version) 

Gets the version of the database on wich database 
objects are executed. 

http://localhost:8080/pft/ws/persona/'  
and 1=convert(int, @@servername) 

Gets the name of the server where the application 
resides. 

http://localhost:8080/pft/ws/persona/  
null union all select 
1,2,3,4,table_name,6,7,8,9,10,11,12,13,1

Obtain information such as table name from 
database. 
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4,15 from information_schema.tables 
http://localhost:8080/pft/ws/persona/ 
valor‘ ;  
DROP TABLE nombretabla; 

Delete a table in the database. 

http://localhost:8080/pft/ws/persona/<scr
ipt> 
alert(‘exploit XSS | Hacked’)</script> 

One JS alert is generated in the browser. It is the 
most basic test of XSS vulnerability. Without a 
method of cleaning special characters, the 
vulnerability alert was executed; after 
implementation of the method it not detected 
vulnerabilities. 

 
2.6. Deployment Resources 
 
In order to obtain and quantify the results of this study, the tests were based on three 
factors: architecture, quality of the source code and security evaluation of web 
services. In order to obtain those results, we focused on the use of four specialized 
tools in the analysis of the factors to be evaluated: Architecture, Code source quality 
and Security assessment of web services. 
 
� Architecture: Structural Analysis for JAVA, [19] Some characteristics of the 

selected tool were used to validate the architectural solution, which deeply scans 
the compiled file (.jar) of the application. It specifically evaluates the software 
architecture, its coding and stability. Sonargraph Architect is a static analysis tool 
that lets you define the software architecture model, it can be verified and 
executed automosly or with IDE Eclipse or IntelliJ plugins, it also gives the user 
the ability to understand the structure of the developed system, and shows the 
interaction between components, classes, and other programming artifacts that 
are part of software development. 

� Code Source quality: SonarQube, is an open source platform used by the 
development teams to monitor the code quality [20]. It mainly covers seven areas 
of software quality, among which we can find the architecture and software 
design. The quality validation is based on an analysis where the SQALE method 
is used [15]. 

� Security assessment of web services: SoapUI [17], [8] is an specialized tool that 
analyses the SOAP and REST security services. Its operation involves the 
explotation of different vulnerabilities using input parameters to the WS8. 

 
3 Methodology 
 
To carry out this research, a RESTful WS was built in order to apply the security 
related concepts that were previously analyzed and recommended by OWASP. To do 
so, the first step was to define a software architecture that allows exposing sensitive 
information through specific WS. Next, a data model and identifiers that represent the 
resources to be exposed were defined. The implementation of the WS was limited to 
the HTTP GET verb, which specifies a consultation action as well as specific Java EE 
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implementations [11]. For the pattern design implementation sections, logic control 
assurance and vulnerability, the following steps were selected: 
 
� Architectural Design Pattern: Facade, provides a simple logic, which means 

that software programing is structured and that it allows the abstraction of a layer, 
so that if one of them requires changes, it is not necessary to modify the others, 
thus, the maintainability and modifiability criteria are applied [32], [25]. 

� Logical security control: Authentication, where the characteristics of HTTP and 
HTTPS will be used. Web services are exposed on the Internet to be consumed 
from any mobile device or web app, therefore, through this control, a safe data 
access wants to be guaranteed. Using https helps mitigate issues of logical 
security controls; however, the configuration of secure http response headers 
must not forget as: X-XSS-protection, X-Frame-Options: deny; http-only: true. 

 
Sections of solution design, coding, deployment and architecture are presented below. 
 
3.1. Solution Design 
 
Architecture: As shown in Fig. 1, the architecture proposed by JAX-RS [11][5] is 
considered as a reference in the application component. At the architectural level, one 
of the security methodologies selected was specified: the JAAS Authentication. 
Additionally, components such as the client and database can be observed. The 
architectural flow provided by the proposed design is similar to a client-server 
architecture where the client initiates a request and the server determines a response.  
 

 
Fig. 1.  Architectural Design Representation 

 

WS RESTful Identifiers: In table 3, the URI9 designed to represent data resources 
are shown. 

                                                           
9 Uniform Resource Identifier 
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Table 3. Web Services Identifiers 
 

URI Parameter Resource 
https://www.utpl.edu.ec/pft/ws/per
sona 

Empty Information of all people. 

https://www.utpl.edu.ec/pft/ws/per
sona/ 
{cedula} 

Identification number 
(ID number) 

Filters the information of 
a specific person, using 

the ID number as a 
parameter. 

https://www.utpl.edu.ec/pft/ws/per
sona/           {cedula}/proyecto 

Identification number 
(ID number) 

Shows the project 
assigned to a specific 
person, using the ID 

number as a parameter. 

 
3.2. Coding 
 
For this stage, the resources needed for building the RESTful WS were taken into 
account. In the Table 4, the resources are presented. It is important to mention that the 
perspective of solution was focused on the use of license-free tools. 

 
Table 4. Technological Resources 

 
Resources Selection 

Programing language JAVA 
API coding  JAX-RS 

 API persistence JPA 2.1 
Application Server Glassfish 4.1 

Database MYSQL 
 

The construction of the WS involved the implementation of the security techniques 
studied, building methods with the capacity of providing the required logic to the 
REST application in order to solve the customer requests and needs. To do so, the 
coding process applied the programming paradigm OOP (Object – oriented 
programming) and the use of the structural design pattern Facade [25], [7] with the 
purpose of separating programming into communicational interfaces that enable the 
application modifiability. In the Fig. 2, the security techniques applied at this level 
can be observed. The portion of source code corresponds to the class where the logic 
for extracting data from the database was determined; this is simultaneously one of 
the design pattern interfaces that were implemented. 

 
Fig. 2. Source code written in Java 
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3.3. Deployment 
 
Prior to the deployment and security implementation, the safety logic control was 
designed. This step involved the specification of roles and users with access to the 
Web services. Next, the setup files that belonged to the application assurance at the 
server- level were encoded in order to obtain a link between the software and server.  
 

In this process, the communication protocol HTTPS, the JAAS authentication and 
the HTTP secure response headers were configured [31]. In the web.xml file, the 
following properties are designed: 

� HTTP Only: to protect the application from attackers who read and write 
scripts; in other words to avoid accessibility through the script code. This is 
shown in Fig. 3. 

 

 
 

Fig. 3. HTTP coding in XML 
 

� Clickjack: It was applied as a measure of strength to prevent ClickJacking 
attacks; this type of attack usually intends to steal the identity of a user in 
order to take over his computer, by clicking on a web page. Its chain setup 
corresponds to a safety filter implemented in the ClickjackFilter Class within 
the driver package, where its logic denies this type of attack. A section of this 
application is shown in Fig. 4. 

 
Fig. 4. Clickjack Coding 
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� HTTPS and Authentication: the secure transport protocol HTTP was 
configured in order to encrypt connections and to prevent them from being 
intercepted by third parties; besides the authentication logic. As a result of 
those configurations, a secure transport protocol was implemented to encrypt 
HTTPS connections, as well as its logical control security, limiting access to 
those users that not allowed. 

 
4 Testing and Results 
 
Based on the study and implementation executed for building the RESTful WS, the 
necessary validations were carried out in three stages: architecture, coding and WS 
security. 

 
Fig. 5.  HTTPS Configurations 

 
4.1. Software Architecture 
 
The analyzes carried out in this first stage were based on the results issued by the 
tools described in paragraph 2.5; where a 100% of similarity between the application 
developed and the proposed architecture was obtained. Moreover, the analysis of the 
results issued by the tools showed that according to the standards of this tool, the 
developed software had a 91% of stability. The systems that represent more than 90% 
of stability are reliable and show the quality expected for software applications. 
 

In the Fig. 6, the implementation of the Facade pattern and the construction of the 
necessary components for the REST implementation are shown. In order to visualize 
the solution diagram, the .jar file was loaded in the tool; in this way, the following 
diagram was obtained. 
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Fig. 6. Architecture Design: Structural Analysis for Java 

 
In Fig. 7, we can observe the packet structure, the components, the classes and 

their relationships. The classes belonging to the services directly interact with the 
external methods and with the class that belongs to the invoked service. As a result, 
we analyzed the PersonaFacadeREST class where it can be seen that it directly 
interacts with the AbstractFacade and Person Classes. The AbstractFacade is the 
design pattern of the selected facade and Person is the class that gets data from the 
persistence since the Person table from the database is mapped along with its 
relationships here. Moreover, it responds to the EntityManager methods that 
correspond to the data persistence and the GET method, which expresses the 
consultation action of the web services. 
 

 
Fig. 7. Architecture Design: SonarGraph 

Implementation of Techniques, Standards and Safety Recommendations ... 701



4.2. Source Code 
 
For this second stage of testing, the quality of the written source code was evaluated 
by using the SonarQube tool. Four iterations of code evaluation were executed, which 
made it possible to achieve the desired quality. Most of the problems encountered 
during the verifications were the result of the lack of programming standards, which 
were resolved in each iteration. The results obtained from the tool are shown in Table 
4. The main programming errors were not used standard according programming 
language, misuse of collections and generics in Java, commented code, error in 
writing of entities, call failed parameterized statements, among others. 
 

Table 4. Number of problems related with the source code quality 
 

Iteration Number Number of problems encountered 
1 1038 
2 240 
3 102 
4 3 

 
Fig. 8 shows the progress in the solution of the source code quality problems that 

were found, which resulted in a positive curve because in each iteration the following 
problems were minimized: duplicate code blocks, method parameters, uncaught 
exceptions, constant names without a naming convention, among others.   
 

 
Fig. 8.  Troubleshooting curve of source code quality 

 
Finally, based on the results obtained it was possible to improve the source code 

quality as well as to achieve the desired security due to the use of the standards and 
safety parameters suggested by the OWASP and SonarQube tools. It is important to 
mention that based on the SQALE metrics applied by SonarQube in its analysis, we 
got a grade of “A” and a technical debt of 0%, which justify the quality of the 
software written. 
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4.3. Security 
In this last stage, the security software prototype was evaluated through the study of 
the two vulnerabilities exposed before. For the software security validation, the 
following tools were used: Vega Subgraph, Owasp Zap and SoapUI. The results 
shown in Fig. 9. correspond to the alerts generated by SoapUI. 

 
Fig. 9. Software security alerts 

 
Alerts generated by the tool determined greatest weakness in WS toward XSS 

attacks because of the lack of a secure HTTP response headers configuration, which if 
absent, generate a greater weakness impact toward XXS. As for SQL Injection, the 
problems are mainly caused due to the lack of safe programming standards. It is 
important to emphasize that the application of external security mechanisms at the 
server level and the communication of software architecture primary components 
(Client-Server), contributes to the reduction of software weaknesses; which means 
that the encryption connection using HTTPS standards reduces the impact of 
weakness.  

 
For justifying the results, the aspects mentioned above were evaluated considering 

the weaknesses of the study, the communication protocol and the data extraction 
procedure. Fig.10. shows a potential peak of alerts when an HTTP communication 
protocol shared by both methodologies of data mining is used. 
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Fig. 10. Security alerts for SQL Injection 

 
On the other hand, the results obtained for XSS are shown in Fig. 11, where the 

highest number of weaknesses occurs in using SQL statements and HTTP transport 
protocol. 
 

 
 

Fig. 11.  XSS security alerts 

5 Conclusions  

The development of RESTful web services certifies full independency of technologies 
and programming languages. Its JSON response language is universal and it allows 
intercommunication between different software technologies. Additionally, it 
manages lighter contents that benefit performance of web applications. 
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In terms of writing code, the Facade design pattern contributes to the structuring of 
the source code and software security, as it remains isolated communication 
interfaces, allowing in this way that the programming logic is not exposed to potential 
attackers.  In the same way, the use of OWASP standards as a reference for web 
applications assurance greatly mitigates the lack of safety standards established for 
REST.  
 

The implementation of stored procedures as recommended by OWASP guarantees 
information assurance and mainly prevents from SQL injection type attacks. 
Furthermore, this technique improves performance in relation to the request and 
response of the RESTful web services.  
 

As part of the prototype design and coding, it was found that the main way of 
preventing XSS attacks consists on cleaning up the parameters entered by the end-
user in the resource identifiers (URI), prior to the execution and resolution of the 
HTTP request. Additionally, the use of secure communication channels such as 
HTTPS is essential because it encrypts the connections, thus helping to prevent the 
theft of information as well as the violation of logical access. 
 

The validation process using iterations allowed the adjustment of the source code 
to the standards recommended by the SonarQube tool, which uses SQALE based 
metrics and quality standards. This process also allowed the validation of the use of 
parameters as part of the URI, which represents a good practice for the design of 
RESTful identifiers since it benefits the concealment of specification variables to 
potential attackers. 
 

Finally, in any type of software development it is necessary to use data persistence, 
since it allows managing communication with any database engine and ensuring 
compliance of software quality attributes such as:  portability and compatibility. 
 
6 Future Works 
 
Due to the increasing adoption of REST, safety security and software development 
standards should be established in order to guarantee its integrity. To do so, efforts 
should be doubled at early software development stages, allowing the setting of basic 
safety measures during its life cycle. Therefore, the next step is to focus the study on 
other HTTP verbs with REST and architectural styles such as SOA, and 3 Layers in 
order to validate different actions on data exposed through web services. 
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Abstract. A cellular automata template is a generalisation of the state
transition tables of cellular automata. Templates have recently been in-
troduced to represent families of cellular automata that share a given
property. This paper introduces the operation of difference between tem-
plates, used to find cellular automata that have a given property but lack
another. We also introduce a process called exception templates that is
required to this operation. Experimental results of both techniques are
illustrated with examples in the space of elementary cellular automata.

Keywords: Cellular automata, rule space, templates, difference between
templates, exception templates.

1 Introduction

Cellular automata (CAs) are dynamical systems typically discrete in time, space
and state variables. CAs can produce behavior of great complexity even based
on simple rules of local action [1]. The study of classical problems of cellular
automata, like the parity problem [2] and the density classification problem [3]
can help understand how this complex behavior emerges.

The most basic approach to find a suitable solution to classic problems con-
sists in testing each of the rules of a particular family of CAs in order to check
whether some rule is able to solve the problem. However, this approach shows to
be inefficient or impractical for larger families of CAs, which is the most usual
panorama in literature.

Evolutionary computing has been consistently used to deal with larger fami-
lies. This type of algorithm has proven very effective to find solutions for density
and parity classification [4].

Another strategy to find suitable rules is restricting the search space by rules
that have a given property. In order to represent a subspace with a particular
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property without the need of enumerate all of the rules in the space, one can use
templates, as proposed by De Oliveira and Verardo [5, 6].

Up to the moment, two key operations have been defined to be applied to
templates: expansion and intersection [5, 6]. Here we introduce two new opera-
tions, namely, the difference between templates and another that generates the
exception templates. Moreover, application of these operations are presented with
simple examples.

This paper is organised as follows. Next, Section 2 gives some basic concepts
about cellular automata. Following, Section 3 presents more details about tem-
plates and its major operations. Section 4 introduces the operation of difference
between templates and the one that generates the exception templates, as well
as their applications. The paper concludes with Section 5 with closing remarks.

2 Cellular Automata

Cellular Automata are simple mathematical idealisations of natural systems [7].
They consist of a lattice of discrete cells, each of which can take on one of a
finite set of discrete states in a given time step. The states of the cells evolve
in discrete time steps usually according to deterministic rules that specify the
state of each cell according to those of their neighbouring cells [7].

We assume that the cells have k possible states which are represented by
integer values in the range of [0, k − 1]. The state of a cell is changed by the
local function of the automaton (its rule), formed by a state transition set, that
applies to its current state and those of adjacent cells. In order to define the size
of the neighbourhood of the cells, usually a radius r is defined encompassing the
extent by which the neighbouring cells will be accounted for.

A family (or space) of cellular automata, is defined by the radius r and the
number of states k. One-dimensional cellular automata with r = 1 e k = 2
constitute the so-called elementary cellular automata. In order to refer to the
rules of a space, it is common to use the number obtained by the decimal rep-
resentation of the outputs of the state transitions, sorting the neighbourhoods
lexicographically from the largest to smallest state; for instance, in the elemen-
tary space, the number of the rules corresponds to the decimal sequence formed
by the 8-bit output, arranged from neighbourhood 111 down to 000.

Fig. 1. Rule table of the elementary CA 60.

In other words, as neighbourhood are sets of adjacent cells that determine
the state of the current cell in the next time step, all CA has a rule that relates
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each possible neighbourhood with the state of the central cell in the next time
step. This rule can then be represented by rule tables with n-tuples, n = 2r + 1
in the one-dimensional case. For example, the rule table of the elementary CA
60 is given by ((1,1,1),0), (1,1,0),0), (1,0,1),1), (1,0,0),1), (0,1,1),1), (0,1,0),1),
(0,0,1),0), (0,0,0),0)), and illustrated in Figure 1 by its iconic representation
table of the elementary CA 60.

Since the number of rules in a space is given by kk
2r+1

, any increase in the
values of k and r generates families with an exponentially increase in the number
of rules. An approach to handle this problem is to use static properties as a hint
on how the CA will behave during its evolution. A static property is obtained
directly from the CA’s rule table. The use of static properties can highly restrict
the initial search space. With templates we can represent a set of rules with a
certain static property. For the sake of simplicity, whenever we refer to a CA
template from now on, we mean one-dimensional and binary CA template.

In order to explain how templates work, it is important to understand the
properties of number conservation, internal symmetry and colour blindness, that
will be used in later examples.

2.1 Number Conservation, Internal Symmetry and Colour Blind
Cellular Automata

Number conservation is a static property that determines that the sum of the
states of a particular cellular automata should not change during the CA’s evo-
lution, regardless of the initial configuration.

According to Boccara and Fukś [8], a CA is conservative when its local
function f , applied to every neighbourhood (α0, α1, . . . , αn−1), considering n =
2r + 1, satisfies the conditions described in Eq. 1.

f(α0, α1, . . . , αn−1) = α0 + (

n−2∑
i=0

f(00, 01, . . . , 0i, α1, α2, . . . , αn−1)

−f(00, 01, . . . , 0i, α0, α1, . . . , αn−i−1))

(1)

Another interesting property is internal symmetry. But in order to grasp its
meaning, first we need the concept of rule equivalence. The following explana-
tions are valid for binary rules, although it is possible to generalise the notion
to arbitrary k states.

Fig. 2. Elementary CA 102, equivalent by reflection to elementary CA 60.

Given the rule table of a CA, there are three transformations that can be
applied to it, such that the resulting rule table represents an equivalent rule to
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the original CA: reflection, conjugation and composition. Reflection is the trans-
formation obtained by mirroring the bits of the neighbourhoods in all neigh-
bourhoods of the rule table, while preserving the same output. Conjugation is
obtained by flipping all states of the cells of the rule table. Finally, by composi-
tion we mean the mathematical notion of composing conjugation and reflection,
regardless of the order. Figure 2 illustrates the process; after applying the reflec-
tion transformation in elementary rule 60 we obtain the elementary CA 102.

The internal symmetry is defined by the number of state transitions that
remains the same after a specific transformation has been applied. For example,
the internal symmetry value by reflection of the elementary CA 60 is 4 because it
shares the state transitions ((1, 1, 1), 0), ((1, 0, 1), 1), ((0, 1, 0), 1) and ((0, 0, 0), 0)
with rule 102, its equivalent rule by reflection.

Finnaly, the colour blind property is directly related to transformation by
conjugation, so that the colour blind rules are those with maximum internal
symmetry by conjugation. Then, a CA is considered colour blind when it is
invariant to the application of all state permutations in the states of transition
table [9]. Naturally, there is generally k! permutations, but only one in the binary
case, which can be described as {0 → 1, 1 → 0}.

3 Templates

A template is a generalisation of the state transition tables of CAs by means of
variables or functions. A template represents a set of CAs which share a given
static property. Templates were created and implemented by De Oliveira and
Verardo [5, 6] and are currently available in the open source library CATemplates
[10] on GitHub.

Formally, a template is an n-tuple formed by k2r+1 items, wherein each item
i represents a function gi(xk2r+1−1, xk2r+1−2, . . . , x1, x0). By default, a template
variable xi can take on any state between 0 and k − 1, but their values can be
limited by the notation xi ∈ C, in which C is a set representing the possible
values of xi.

As an example, the template of the elementary space T1 = (1, 1, 1, 1, 1 −
x1, x2, x1, 0) represents all rules that have state 0 at position 0 (always from
right to left), state 1 at positions 4, 5, 6 and 7, any state in the interval
[0, k − 1] at positions 1 and 2, and in position 3 the complementary state to
the value of position 1. Therefore the template T1 represents the set of elemen-
tary rules {248, 242, 252, 246}, that correspond in binary form, respectively to
{(1, 1, 1, 1, 1, 0, 0, 0), (1, 1, 1, 1, 0, 0, 1, 0), (1, 1, 1, 1, 1, 1, 0, 0), (1, 1, 1, 1, 0, 1, 1, 0)}.

The process of finding all the rules represented by a template is called ex-
pansion. There are several generator algorithms of templates representing rules
with certain property implemented in the library CATemplates [10].

The template Tcomp = (1 − x0, 1 − x4, 1 − x2, x4, 1 − x1, x2, x1, x0) of the
elementary CAs, for example, when expanded generates only rules that have
maximum internal symmetry by reflection and by conjugation. But the template
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Tcb = (1−x0, 1−x1, 1−x2, 1−x3, x3, x2, x1, x0) of the elementary CAs expands
only to colour blind rules.

Besides the possibility of template expansion, De Oliveira and Verardo [5, 6]
also developed an algorithm to generate templates that represent the intersection
between two sub-spaces of rules represented by distinct templates. To illustrate,
consider the search for a rule set composed by CAs that are both colour blind and
have maximum internal symmetry by composition of reflection and conjugation.
In order to find this rule set, two steps need to be performed: first one must
match the two templates that represent the desired properties, thus forming
an equation system defined by the template components. Them by solving the
equation system, relationships are generated between the variables that, when
applied to templates received as input, will result in the template representing
the intersection.

For instance, consider the template Tcomp representing rules with maximum
symmetry by composition and the template Tcb representing colour blind rules.
The first step towards the intersection between the two template is to equate
them, which leads to the equation system represented by Eq. 2:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1− x0 = 1− x0

1− x4 = 1− x1

1− x2 = 1− x2

x4 = 1− x3

1− x1 = x3

x2 = x2

x1 = x1

x0 = x0

(2)

Then, the system is solved yielding the solution set S = {x3 = 1− x1, x4 =
x1}. This solution set is then applied as a set of replacements to the templates
received as parameter. If the latter do not show variable constraints, the result
of either replacements can be chosen, thus ending the process and resulting in
the template (1 − x0, 1 − x1, 1 − x2, x1, 1 − x1, x2, x1, x0); this template is the
intersection of Tcomp and Tcb and, therefore, represents all elementary rules that
are colour blind and possess maximum symmetry by composition.

If at least one of the templates presents variables with restriction, a second
step should be carried out. Therefore, the expressions that restrict the variables
are extracted, generating a set that is then translated into a new equation system
to be solved; the new solution set is then applied as a set of replacements in the
templates passed as parameter.

Inspired by the intersection operation, here we introduce the operation of
difference between templates.
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4 Difference Between Templates and Exception
Templates

The difference operation has two templates as input parameters, which we call
Tminuend and Tsubtrahend. The operation’s output results in a set of templates
that represents all rules accounted for template Tminuend but not by Tsubtrahend.

The difference operation is a process with several steps. The first consists in
the process of intersecting the two parameter templates, resulting in template
Tint. If the intersection is null, the outcome of the difference is Tminuend itself.
Otherwise, it is matched to template Tminuend, thus generating logical combina-
tions of equations. Then, the tautological equations, if any, are removed, and the
remaining equations subjected to a negation operation, which in the binary case
means the permutations ρ = (0 → 1, 1 → 0). The existing occurrences of the
logical operator ∧ is then replaced by ∨ and the resulting system of equations
solved, which results in a set of replacements in the variables of Tminuend. If the
replacement set is empty or invalid (due to references to non existing rules in
the space, as exemplified below), all rules pertaining to Tminuend also belong to
Tsubtrahend and, therefore, the process ends up with an empty set.

For a better apprecisation of the process, consider the template that repre-
sents the colour blind rules Tcb = (1 − x0, 1 − x1, 1 − x2, 1 − x3, x3, x2, x1, x0)
and number conserving templates Tcon = (1, 1 + x2 − x3, 1 − x2, 1 − x1 −
x2, x3, x2, x1, 0), both generated using the library CATemplates. The first step
to find the difference from Tcb to Tcon is to make the intersection between them,
which results in Tint = (1, 1−x1, 1−x2, 1−x1−x2, x1+x2, x2, x1, 0). Since the
intersection is not null, the next step is to equate Tcb with Tint, which generates
the equation system represented by Eq. 3:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1− x0 = 1
1− x1 = 1− x1

1− x2 = 1− x2

1− x3 = 1− x1 − x2

x3 = x1 + x2

x2 = x2

x1 = x1

x0 = 0

(3)

However, this system must be represented by logical combinations of the
equations, as shown in Eq. 4:

1− x0 = 1 ∧ 1− x1 = 1− x1 ∧ 1− x2 = 1− x2 ∧
1− x3 = 1− x1 − x2 ∧ x3 = x1 + x2 ∧ x2 = x2 ∧ x1 = x1 ∧ x0 = 0

(4)

All tautological equations are then eliminated, and the ∧ symbol is replaced
by ∨, resulting in the system shown in Eq. 5:

1− x0 = 1 ∨ 1− x3 = 1− x1 − x2 ∨ x3 = x1 + x2 ∨ x0 = 0 (5)
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The last step is to apply the negation operation to the equations; in the binary
case, this means the swaps 0 → 1 and 1 → 0 or, equivalently, the application of
function f(x) = 1 − (x). Eq. 6 represents the logical combination of equations
resulting from these operations.

1− x0 = 1− 1 ∨ 1− x3 = 1− (1− x1 − x2) ∨ x3 = 1− (x1 + x2) ∨ x0 = 1− 0
(6)

The equations are solved, generating the solution set S = {{x0 → 1}, {x3 →
−x1−x2+1}}. As S hasmore than one item, both solutionsmust be used tomake
substitutions to the template Tcb = (1− x0, 1− x1, 1− x2, 1− x3, x3, x2, x1, x0),
finally yielding the set of templates {(0, 1− x1, 1− x2, 1− x3, x3, x2, x1, 1), (1−
x0, 1− x1, 1− x2, x1 + x2, 1− x1 − x2, x2, x1, x0)}

In many cases, only the steps described so far are sufficient to make the
difference between both templates. But there are cases in which the template
Tsubtrahend, corresponding to Tcon in the given example, has substitutions that
lead to invalid rules. This situation occurs, for example, when expanding the
template (1, 1− x1, 1− x2, 1− x1 − x2, x1 + x2, x2, x1, 0) by assigning the value
1 to the variables x1 and x2. This expansions yields 2 at position 3 (from right
to left) of the template, which is outside of the range [0, k − 1], corresponding
therefore to a rule that is not part of the space at issue.

In order to circumvent this problem, it is necessary that, after the first steps of
the difference operation, we also check for exception templates at the intersection
of Tminuend and Tsubtrahend, that is, templates that represent substitutions that
outside the range [0, k − 1]. For example, let us carry on with the difference
operation between Tcb and Tcon, and consider the template Tint = (1, 1−x1, 1−
x2, 1− x1 − x2, x1 + x2, x2, x1, 0) the intersection between them, for k = 2.

The first step of the difference operation occurs normally and generates the
templates:

{(x7, x6, x5, x4, x3, x2, x1, 1), (x7, x6, x5, x1 + x2, x3, x2, x1, x0)}

In this case, any expansion of Tint including the set of substitutions {x1 =
1, x2 = 1} will cause the positions 3 and 4 of the template to display values
that do not belong to the interval [0, k − 1]. Hence, all templates that have
{x1 = 1, x2 = 1} generate only rules not represented by the template Tint. So the
difference operation will also generate the template (x7, x6, x5, x4, x3, 1, 1, x0),
which is the exception template of Tint.

Therefore every rule represented by the template Tminuend – Tcb in the given
example – and which is also represented by the exception template from the the
intersection of Tminuend and Tsubtrahend – Tint in this example – should be rep-
resented by at least one of the templates resulting from the difference operation.
For this, the algorithm that finds the difference between templates considers
all exception templates found, intersects them with Tminuend and adds them to
the set of templates obtained from the first steps of the difference operation.
Thus, for the example discussed above, the resulting set of difference templates
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is represented as:

{(0, 1− x1, 1− x2, 1− x3, x3, x2, x1, 1),
(1− x0, 1− x1, 1− x2, x1 + x2, 1− x1 − x2, x2, x1, x0),

(1− x0, 0, 0, 1− x3, x3, 1, 1, x0)}
One advantage of the difference operation between templates is that it allows

for finding answers to various non-trivial questions, such as to determine which
rules are number conserving but not colour blind, and at the same time, do
not do not have maximum symmetry by composition. To answer the question it
would suffice to take the template of conservative rules, and then subtract from
it the intersection between the template of rules with maximum symmetry by
composition and that of rules with colour blindness. In this particular case, the
result is a set of templates that represent all the conservative rules except the
identity rule.

It is worth noting that the set of templates returned may lead to a smaller
search space than that embedded in template Tminuend, and that the operation
is able to represent the difference between two templates without the need to
perform the expansion. Subsequently the resulting templates can be used by
other operations, and this is the main advantage of the operation. But all in
all, it is also interesting to note that the whole process works as an automatic
theorem proving capability concerning rule properties in a given CA space.

5 Final Remarks

By relying on the notion of templates of cellular automata as introduced by
De Oliveira and Verardo [5, 6], here it was introduced the difference operation
between templates as well as showed an approach to finding exception templates
that provide a constraint on template expansion. Both operations are general
enough to prove their value in many efforts towards finding CA rules in a large
space, particularly in the classic problems of parity and density classification.

Also, we showed the possibility to obtain non-trivial answers to questions
about searches for rules with certain static properties bymeans of templates, that
prevents from relying on the use of search algorithms or enumerative methods.

It is noteworthy that the difference operation can generate a large number of
templates, which may, in specific cases, not effectively reduce the search space.
This is an issue we are currently addressing, by means of a technique for han-
dling binary templates as Boolean algebraic expressions; initial experiments have
clearly shown the effectiveness of the approach. Furthermore, since the difference
operation is presently constrained for binary CAs, its generalisation to higher
values of k is also under way.
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San José, Costa Rica

2 Centro de Investigación en Enfermedades Tropicales, Facultad de Microbiologa,
Universidad de Costa Rica, San José, Costa Rica
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Abstract. This paper presents a case study where Human-Computer
Interaction techniques were applied in the design and evaluation of a
health system. The system consisted of a software platform that sup-
ports personalized cancer chemotherapy based on a tumor chemosensi-
tivity assay. The essential background on personalized cancer treatment
is provided. The system was designed using “contextual design,” a user-
centered technique that involves contextual inquiry, interpretation, work
modeling, consolidation, visioning, storyboarding and paper prototyp-
ing. The most salient products from the design phase and details of the
system implementation are shown. The system was assessed using the
Heuristic Evaluation method, which is a usability inspection performed
by experts. Results from this evaluation indicate that only one of ten
heuristics was missing from the system, while five were partially covered
and four were fully covered.

Keywords: Contextual design; heuristic evaluation; HCI techniques;
personalized cancer treatment; ATP tumor chemosensitivity assay.

1 Introduction

Cancer is among the top causes of death in developed andmany developing coun-
tries, including Costa Rica. Chemotherapy resistance (a phenomenon that results
when cancer cells become tolerant to chemotherapy drugs) is the main barrier
towards an effective cancer treatment because the choice of the ‘right therapy’
is hampered by cancer biological robustness and patient-to-patient variability.
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Therefore, we aim for personalized cancer treatment, whose goal is to overcome
resistance by identifying the most effective chemotherapeutic drug for a patient’s
tumor, prior to treatment.

The Research Institute on Tropical Diseases at the University of Costa Rica
decided to implement the clinical application of the ATP (adenosine triphos-
phate) Tumor Chemosensitivity Assay, an in vitro assay that chooses the best
therapeutic option for a patient, thus giving birth to a cancer laboratory. This
laboratory needed a software system to support the personalized cancer treat-
ment process based on the ATP assay. It was anticipated that the system would
be hard to model due to its complexity and the multiple tasks and interactions
involved among its users. Hence, we resorted to Human-Computer Interaction
(HCI) techniques to design of the system. To be consistent with a user-centered
design technique, we evaluated the system with a usability inspection method.

This study presents the application of two HCI techniques, contextual design
and heuristic evaluation, in the design and evaluation of a system that supports
personalized cancer chemotherapy at our cancer laboratory. The system consists
of a software platform with two main components: a mobile application for the
cancer lab staff and a web application for the oncologists requesting the assays
(one for each core user group). The system supports the entire process, from the
assay request by the oncologist, passing through the different assay stages, to
results report and patient follow-up of the the oncologist on the clinical response.

The rest of the paper is organized as follows. Section 2 presents background
in personalized cancer treatment, user-centered design and usability evaluation
methods. Section 3 describes the design, implementation and evaluation of the
system. Section 4 states our conclusions.

2 Background

In this section we provide some background on personalized cancer treatment
and the particular tumor chemosensitivity assay supported. We also offer some
background on the Human-Computer Interaction techniques that were used for
this case study: contextual design and heuristic evaluation.

2.1 Personalized Cancer Treatment

The therapeutics of most cancers includes the use of chemotherapeutic drugs,
which are highly toxic and produce severe side effects. Chemotherapeutic drugs
are applied in reduced doses to reduce collateral damage to the patient; how-
ever, reduced doses often leave residual cancer cells that may cause tumor re-
lapse. Cancer therapeutics are therefore limited by the tumor’s resistance to
chemotherapy, which is the major obstacle for effective patient treatment [7].
In traditional clinical practice, resistance is detected during treatment (i.e., the
patient is using the prescribed drugs and they are not working) [5]. The problem
is that once a tumor is resistant to a chemotherapy, it very often becomes resis-
tant to multiple chemotherapeutic agents. It is therefore important to start with
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the chemotherapeutic drug that has the maximum probability to reduce tumor
robustness. Prescribing suboptimal drugs to a cancer patient will lower her life
quality and chances of survival (due to the induced multidrug resistance).

In addition, highly specific drugs have been developed for certain cancer
molecules, with proven effectiveness only on a reduced group of people (not the
whole population). Some of these drugs have reached clinical application and
are being included in standard protocols. However, the cost of these protocols is
higher than that of traditional treatments.

Therefore, availability of laboratory tests to identify patients’ resistance is
highly desirable as it enables recognition of patients who may benefit of each
treatment, thus preventing ineffective drug therapy and its associated side ef-
fects. Furthermore, such laboratory tests could reduce the overall costs of chemo-
therapy by determining whom should be given the new and expensive protocols.
Hence, this early diagnosis of resistance enables optimized and individualized
therapy for cancer patients [7, 8]. Early diagnosis of resistance is achieved by
combining clinical, pathological and molecular markers, and complementary in-
vitro chemosensitivity tests.

2.2 The ATP Tumor Chemosensitivity Assay

The ATP Tumor Chemosensitivity Assay (ATP-TCA) is used to determine the
efficacy of chemotherapeutic drugs in inhibiting tumor cell growth in vitro. To
date, ATP-TCA is the only in vitro chemosensitivity assay for tumors, and has a
predictive value of 93% for sensitivity (i.e., tumor’s positive clinical response) and
close to 100% for resistance (i.e., tumor’s clinical nonresponse) [6]. In comparison,
a bacterial antibiogram, which is routinely used in hospitals to predict bacteria’s
resistance to antibiotics, has a predictive value of 90% for sensitivity, but only
35% for resistance [2].

The ATP-based assay has been developed to overcome technical limitations
exhibited by other techniques, such as low evaluability rates, low degree of stan-
dardization and reproducibility, low technical strength and poor methodological
effectiveness. This assay has gained merits as a chemosensitivity test in tumors,
having over 80 scientific publications that include 30 retrospective and prospec-
tive clinical trials on different cancer types. It has been reported to increase
tumor response rates and prolong survival times [6], and is particularly useful
when there are many alternative treatment protocols (as in breast cancer). It
has also been used to screen for new chemotherapeutic regimens to treat breast,
ovarian and melanoma cancers [6].

In summary, the ATP-TCA assay is a valuable tool for oncologists, who can
choose what therapeutic options to test in vitro before medicating the patient.
It may be considered the assay with best documented and validated technol-
ogy. It also has various technical advantages over the rest, namely, it is highly
reproducible, easy to manage as a kit, has low technical failure rates, and high
sensitive and methodological effectiveness [6].
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2.3 Human-Computer Interaction Techniques

Contextual Design Contextual design is a user-centered design approach for
software systems and products [3]. The contextual design process guides the de-
sign team in understanding and redesigning customers’ work, in order to define
computer systems that support them [1]. Contextual design encompasses seven
steps: contextual inquiry, interpretation sessions, work modeling, consolidation,
visioning, storyboarding and paper prototyping [3]. Contextual Inquiry is a field
data gathering technique that allows designers to observe how users work, com-
municate, and behave during their daily activities. Interpretation Sessions create
a shared understanding within a cross-functional team, by analyzing data and
capturing key issues from contextual interviews. Work modeling captures the
structure of users’ practice from different viewpoints that are relevant for the
design. There are five types of work models: 1) sequence model, which shows
the steps required to perform a task, in order; 2) flow model, which describes
people’s communication, coordination, roles and responsibilities within a work
practice; 3) cultural model, which describes how the culture and policy influ-
ence users’ work; 4) physical model, which depicts the layout of the environment
in which the work is performed, and the limitations it imposes on design; and
5) artifact model, which represents physical or virtual things used to support a
work practice. Consolidation unifies data from individual user interviews into
an affinity diagram to reveal common patterns in the work structure and varia-
tions to it. Visioning helps the teams have a clear picture of how their solution
will fit into the whole practice, and how the product or system will impact the
users’ work. Storyboarding specifies the details of the vision, showing what hap-
pens when people interact with the new system [3]. Paper prototyping are rough
mock-ups of the system used to test the solution’s design with the users. (Re-
fining the design with users gives designers a customer-centered way to resolve
disagreements.)

Heuristic Evaluation The heuristic evaluation is a usability inspectionmethod
based on a list of recognized usability principles (so called heuristics). A small
group of evaluators inspect the system interface in an unstructured way, looking
for usability problems (heuristic violations). The most common usability heuris-
tics are the Nielsen’s ten principles for interaction design [9]: 1) visibility of
system status, 2) match between system and the real world, 3) user control and
freedom, 4) consistency and standards, 5) error prevention, 6) recognition rather
than recall, 7) flexibility and efficiency of use, 8) aesthetic and minimalist de-
sign, 9) help users recognize, diagnose and recover from errors, and 10) help and
documentation. This method is valuable when time and resources are limited,
since skilled experts can detect usability problems in short time with no need
of end-users. Its weakness is that it tends to reveal only low-severity general in-
terface problems, but no high-severity problems [10, 4]. Heuristic evaluation has
been used to assess the usability of health systems [4].
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3 System Design, Implementation and Evaluation

3.1 System Design

For designing the system that supports the personalized cancer treatment based
on the ATP assay protocol, we used contextual design. Specifically, we followed
the contextual inquiry, interpretation, work modeling, vision, and prototyping
steps. In the work modeling phase, we decided to combine the sequence and
flow models into a single model, and skip the cultural model since we did not
deem it essential for the design. Our users were microbiologists from the cancer
lab (second and eighth authors) and the hospital (ninth author). Due to space
limitations, we present only the most relevant products from contextual design.

Fig. 1 shows the joint sequence and flow model. It represents the interaction,
steps, roles, and responsibilities of the people involved in the assay and follow-up
process. This is the main flow of the work practice. Other flows involving main-
tenance activities, users registration and authorization, and others, are excluded
from Fig. 1, but were nonetheless considered when designing and implementat-
ing the system. The main roles in our flow model and their main responsabilities
are the following:

Oncologist (O) Requests assays (comprising the selection of treatments to be
tested), chooses the patients treatments, and performs patient follow-ups.

Microbiologist (M) Approves service requests from oncologists, assesses whether
the specimen is adequate to perform the assay (after dissociation), supervises
the entire assay process, verifies the correctness of assay results, analyzes and
reports the results back to the oncologist.

Technician (T) Prepares specimens for assay, prepares and performs assays,
and records data during the execution of the assays.

Pharmacist (H) Administers treatments to the patients.
Patient (P) Access her assay results and personal information.

The physical model of the cancer lab environment is shown in Fig. 2. Notably,
lab staff needs to move around the lab space to perform different activities such
as measuring, preparing, monitoring and analyzing.

Even though we did notmake a graphical representation of the artifact model,
artifacts were collected. The physical artifacts identified were the patientmedical
record (including pathology report and pharmacy information regarding treat-
ments administered to patients), the specimen to perform the assay on, and the
instruments and equipment needed for the ATP assay. Fig. 3 shows one of the
stations where specimen is prepared for the assay, with associated equipment.
We also identified two virtual artifacts (digital documents): the ‘ATP Tumor
Chemosensitivity Assay - Instructions for Use’ and the ‘Clinical Practice Guide-
lines for the Treatment of Breast Cancer’.

The vision was to develop a software platform that facilitated collection,
storage, management, and communication of ATP-TCA assays data. We focused
on two key user groups (customer population) that are core actors of the work
practice, and thus, will benefit the most from a support platform: cancer lab
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Fig. 1. Joint sequence and flow model.

Fig. 2. Physical model.
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Fig. 3. Some artifacts used during specimen preparation at cancer lab.

staff and oncologists (or hospital personnel requesting the assays). Hence, the
envisioned software platform consists of two main components:

1. A mobile application that enable cancer lab staff to easily manage and track
patients’ data, as well as to maintain operational information such as avail-
able drugs, tumor types, hospitals, etc. Here, cancer lab staff includes the
microbiologist and technician roles specified in the flow model. Mobility of
the solution is an important feature in this context due to the frequent dis-
placement of the staff (see description of the physical model), hence the idea
of developing an app for a tablet that lab staff can carry around.

2. A web application whereby oncologists can request assays for their patients,
see assays results when they are ready, and report patients’ clinical response
to actual treatment (follow-ups). Key features of the solution are ease of use
and agility, since oncologists are always busy and cannot afford much time
on the system.

There were also the pharmacist’s and patient’s components, but we did not
give them much relevance since they were not deemed core and we did not have
access to representatives of those groups.

Paper prototyping was made with wireframes, developed by a user-experience
design expert, who collaborated with the technical team (seventh author). Wire-
frames were created for the interfaces needed by cancer lab staff and oncologists.
A sample wireframe is shown in Fig. 4 (the system language is Spanish as it is
intenteded to be used in Costa Rica). Two iterations of wireframe design and
validation (with users) were made before the system was implemented.

3.2 System Implementation

The system was implemented by a technical team (authors with affiliation 1 and
3) consisting of a lead, a database developer, front-end developers and program-
mers. It was developed in .NET and MySQL database. The software architecture
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Fig. 4. Sample wireframe.

consisted of three layers: a front-end, a back-end, and a web services layer that
allows communication between the other two. Web services were used to allow
transparent changes in the back-end model. For the cancer lab component, we
chose a web application rather than a native mobile app mainly for portability
and flexibility reasons, since not all staff members used the same mobile devices.
This web application was optimized for a 10′′ tablet.

The implemented system supports the sequence and flow model at various
points. It includes interfaces for all the roles described in the model. Fig. 5
shows the correspondence between the implemented interfaces and the joint se-
quence and flow model from Fig. 1. In particular, interface 2 allows oncologists
to request assays (service provided by the cancer lab); interface 3 allows micro-
biologists to evaluate requests and mark them as approved or rejected; interface
5 allows microbiologists to search for patients with pending specimens and regis-
ter the specimen arrival; interface 6 allows technicians to add information about
the specimen (this corresponds to the wireframe in Fig. 4); interface 7 allows
technicians to add information from specimen processing; interface 11 allows
technicians to prepare and initiate the assay protocol (also called chemosensi-
tivity); interface 15 allows microbiologists to load, analyze, and report assay
results; interface 16 allows both oncologists and patients to access assay results;
interface 18 allows pharmacists to add information regarding treatments given
to patients; and interface 19 allows oncologists to add information related to
patients follow-ups.

3.3 System Evaluation

The system was evaluated using the heuristic evaluation method. An HCI ex-
pert (third author) gave a rating for each of the Nielsen’s usability heuristics [9],
using a 3-point scale (pending, partial coverage, and total coverage) and wrote
comments to justify his ratings. This expert was chosen from the HCI research
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Fig. 5. Interfaces for the joint sequence and flow model.
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group at our university, as he had worked on several HCI-related projects, per-
forming similar evaluations. Table 1 shows the results of the heuristic evaluation.
We observe from the table that four of the ten heuristics were totally covered
by the implemented system, five were partially covered and only one was not
covered at all. Expert’s comments on the ‘Help and documentation’ heuristic
(rated as pending’) were that there were no tooltips explaining the different
fields or actions, and there was no help documentation for the users. We believe
it is possible to fix this usability problem in a future version of the system, as it
does not affect the code logic. Regarding the heuristics rated as ‘partial’, one of
them is easy to fix (an ‘id’ should match real world numbering), one cannot be
fixed since it is actually a feature (users cannot undo certain actions, thus having
limited control and flexibility), and the other two involve several small fixes that
will require some effort (validating dates and other data, placing some buttons
on a better place, making messages more visible and icons more consistent).

Table 1. Results from the heuristic evaluation.

Heuristic Pending Partial Total

1. Visibility of system status X
2. Match between system and the real world X
3. User control and freedom X
4. Consistency and standards X
5. Error prevention X
6. Recognition rather than recall X
7. Flexibility and efficiency of use X
8. Aesthetic and minimalist design X
9. Help users recognize, diagnose, and recover from errors X
10. Help and documentation X

4 Conclusion

We examined the application of two Human-Computer Interaction techniques in
the design and evaluation of a system in the health domain: contextual design
and heuristic evaluation. The former drove the design process through the fol-
lowing steps: contextual inquiry, interpretation, work modeling, visioning, and
paper prototyping. Then, the system was implemented using conventional tech-
niques (3-layer web application). Finally, in a heuristic evaluation, an HCI expert
rated each of the Nielsen’s usability heuristics on a 3-point scale, indicating total,
partial o no coverage.

The system from this case study was a software platform for the support of
personalized cancer treatment. The platform comprised a mobile application for
the cancer lab staff and a web application for the oncologists requesting assays.

The most salient products from the application of both HCI techniques were
provided. In particular, we explained the joint sequence-and-flow model and its
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the main roles: the oncologist, the microbiologist, the technician, the pharma-
cist, and the patient. The physical model was also illustrated, and the artifact
model was described. The vision was explained, and an example of the paper
prototyping was offered. On the other hand, results from the heuristic evaluation
indicated that only one of the ten heuristics was missing from the system, while
the other nine were either totally or partially covered.

We found that the contextual design technique largely contributed to have a
shared understanding of the users’ work practices across the team. During the
design process, the designers, developers, and team leader learned the domain
terminology, tasks, and key aspects. Arriving to the sequence and flowmodel was
a hard process that required several iterations, but having a clear picture of the
main flow was important so that everybody involved in the design or development
of the system would understand how each part fits and interacts with each other.
The physicalmodel gave us clues about the importance of mobility for the cancer
lab staff, hereby driving the idea of using tablets. Paper prototyping was very
useful to test evolving solutions with the users, and gathering rapid feedback
before implementation.
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Abstract. A markerless motion capture technique is described for 
reconstructing three-dimensional biological motion. In the first stage of the 
process, an action is recorded with 2 CCD webcams. Then, the video is divided 
in frames. For each frame, the 2D coordinates of key locations (body joints) are 
extracted by the combination of manual identification (mouse pointing) and 
image processing (blobs matching). Finally, an algorithm computes the X-Y 
coordinates from each camera view to generate a file containing the 3D 
coordinates of every visible point in the display. This technique has many 
advantages over other methods. It does not require too specialized equipment. 
The computer programming uses open source software. The technology is 
based on an inexpensive portable device. Moreover, it can be used for different 
environments (indoor/outdoor) and living beings (human/animal). This system 
has already been tested in a wide range of applications, such as avatars 
modeling and psychophysical studies. 

Keywords: Image processing, 3D reconstruction, biological motion. 

1   Introduction 

Motion capture is used in a wide range of areas, from the entertainment industry (e.g., 
tridimensional animation) [1, 2] to scientific studies, such as biological motion 
analysis [3, 4]. However, this is usually an expensive and complex technology, which 
is not affordable for all research groups. Moreover, the capture devices work only in 
very controlled conditions. In case of entertainment, a popular tool more and more 
used in gaming is the Kinect device from Microsoft [5]. Although this technology is 
relatively cheap, it does not provide high spatial and temporal resolutions, which limit 
its use for research purposes [13]. In addition, it is based on infrared rays and, 
consequently, it can only be used in indoor environments. Nowadays, a motion 
capture that enables a precise analysis of movements requires high cost professional 
tools, such as the Vicon system [6]. This kind of technology is based on markers 
positioned on the individual body, in order to increase the precision. In several cases 
the use of markers cannot be applied because of constraints regarding the subject 
(e.g., an animal) or the setting (e.g., recording the movement in a natural 
environment). The purpose of this article is to propose a technological alternative to 
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carry out a tridimensional capture from low-cost materials (2 CCD webcams) and 
without any marker. The technique is based on the combination of two motion capture 
methods: i) manual selection of key features in the image [7] and ii) 3D 
reconstruction of motion from two bidimensional planes [8]. The first part of the 
article describes the hardware configuration of the cameras. The second part explains 
the computational method applied. Finally, the last section shows the results obtained, 
which are discussed in the conclusion. 

2   Hardware Configuration 

The video capture is carried out by two CCD webcams that permit a stereoscopic 
reconstruction of the scene through two different viewpoints (Fig. 1). In this 
configuration, a common feature on the two camera views has different coordinates in 
the camera images. From this disparity, the tridimensional coordinates of the feature 
can be calculated following three stages: 

� Feature extractions (e.g., the body joints); 
� Matching of the similar points in the two images (= stereo-corresponding 

points); 
� Calculation of the 3D coordinates of the points from the disparity 

obtained in the previous stage. 
 

 
Fig. 1. Configuration of the two CCD webcams (Rl and Rr). This design is based on the study 
carried out by [9]. 

Here, the two camera device is designed in order to simplify the calculation of the 
3D coordinates of the stereo-corresponding points, thanks to two properties: 

� The optical camera axes are parallels; 
� The junction line between the two optical camera axes is horizontal. 

In this configuration, the disparity only exists following the horizontal axis of the 
camera images. 
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3   Computational Method 

3.1   Video Capture and Frame-by-Frame Segmentation 

The video capture is carried out at a frame rate of 30 frames per second. The image 
size is 640x480 px. The example demonstrated in the article is a “sit-down / stand-up” 
movement. Fig. 2 shows a decomposition of the action for five main steps of the 
movement, which are: stand-up, almost sit, sit, almost up, stand up again. This action 
was chosen because it is complex and identifiable enough to evaluate the reliability of 
the system. Once the video is recorded it is divided in several frames, which are 
processed in the next stage of the method. 
 

 
 

  
 

  
 

  
 

  
Fig. 2. Five of the main frames of the example movement used to test the system: “sit-down / 
stand-up” action. In each picture, the left part correspond to the image captured by the left 
camera (Rl) and the right part is captured by the right camera (Rr). 
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3.2   Background Subtraction 

The first part of the processing consists in subtracting the complete image (individual 
+ background) from the image of the background only, in order to isolate only the 
relevant features that have to be processed (Fig. 3). The background removal is 
carried out through the algorithm as follows [10]: 

� Memorize the background image; 
� Check every pixel in the frame. If it is different from the corresponding 

pixel in the background image, it is a foreground pixel. If not, it is a 
background pixel. 

 

 
- 

 
= 

 
Fig. 3. Description of the principle of background removal. The image that includes the 
individual is subtracted from the background image. The result is a picture with the individual 
only. 

3.3   Selection of Key Locations 

Manual process: temporal tracking. To select a location, the user must click the 
mouse at each desired body joint in the left camera view. X-Y locations (in image 
coordinates) are recorded through a program in Java/Processing. The bidimensional 
coordinates of 13 (or 15) joints are listed into a file, in the following order: 1. head, 2. 
R shoulder, 3. R elbow, 4. R wrist, 5. R hip, 6. L shoulder, 7. L elbow, 8. L wrist, 9. L 
hip, 10. R knee, 11. R ankle, 12. L knee, 13. L ankle, 14. sternum, 15. navel. 40x40 px 
blobs (green squares in Fig. 4) are extracted around each click location to be used for 
the 2nd stage of the process. 
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Fig. 4. In the first step of the image processing, the key features (here, the individual joints) 
from the left view are manually selected (green squares). Each joint is identified with a specific 
number. 

Automatic process: spatial matching. Contrary to the previous stage, this one is 
based on an autonomous algorithm of image processing. A black and white filter is 
applied on each extracted blob to facilitate the blob matching. The program searches 
for the 40x40 px blob, in the right camera view, having the most identical pixel colors 
as the left side blob (Fig. 5). Since the two optical camera axes are horizontals, the 
blob to be matched is necessarily located on the same Y coordinate. The stereo-
corresponding points are recorded into a right view coordinate file, following the 
same order as in the manual process. Then, the 2D coordinates of each viewpoint 
(right and left) are used for the 3rd step of the process. 
 

 
Fig. 5. In the second step, each joint from the left view is automatically matched with its pair 
on the right view. A same ID number, for right and left images, is applied for a determined joint 
(e.g., 1 for the head, 2 for the right shoulder…) in order to facilitate the calculation of the 3D 
coordinates from the two 2D coordinates. 
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3.4   3D Coordinates Calculation 

The calculation of tridimensional coordinates of each key point in the image is carried 
out from the two 2D coordinates of a same joint in the bidimensional video frames. 
The equations used for the computation are as follows: 
 
 Xp = x1.e / px.δ . (1) 
 
 Yp = y1.e / px.δ . (2) 
 
 Zp = f.e / px.δ . (3) 
 

Here is the description of each parameter of the equations presented above: 
� (Xp, Yp, Zp) = coordinates of the P body point; 
� (xl, yl) = coordinates of the left camera image of the P point; 
� (xr, yr) = coordinates of the right camera image of the P point; 
� e = distance between the 2 optical centers; 
� px = horizontal pixel pitch of the CCD sensors; 
� f = focal distance of the cameras; 
� δ = horizontal disparity between the 2 stereo-corresponding points (xl - 

xr). 

3.5   Data Processing 

Normalization. The data normalization consists of moving the body’s barycenter to 
the origin of the 3D axes. It permits a control of the effects applied to the avatar, such 
as a linear translation, Y-rotation… 
 
Filtering. The data are filtered to make the movement smoother. The process consists 
of calculating the average of the coordinates of a same joint in two successive frames. 
A significant increase in the quality of the animation is obtained after these successive 
operations on the row data. 

4   Results 

The method used to select and match each identical feature between the two different 
viewpoints lead to a 100% of correct identifications. It means that the algorithm 
implemented enables us to match perfectly each joint in the two different camera 
views. After computation of the equations (1), (2) and (3) to calculate the 
tridimensional coordinates of each joint, a program was implemented to display the 
final result. Fig. 6 shows the outcome in the form of a stick-based representation of 
the “sit-down / stand-up” action. 
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Fig. 6. Stick-based display of the video resulting from the 3D calculation of the individual 
joints for the “sit-down / stand-up” action. As it can be noticed the outcome is perfectly similar 
to the movement recorded with the two low-cost cameras. 

5   Conclusions and Future Work 

This project has shown that an affordable technology, based on computer vision, can 
be an alternative means of tridimensional motion reconstruction, when a commercial 
system (e.g., Vicon, Kinect…) cannot be applied, because the conditions prohibit the 
use of reflective markers and/or the action has to be recorded in an outdoor 
environment. For now, the manual selection process limits the precision of joint 
localization and requires a human operator. To ensure a complete automation of the 
joint selections, the future step will be to associate the image processing with a model 
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of the individual body to decrease the error risks and to achieve higher localization 
accuracy [11, 12, 14]. Nevertheless, the good results obtained with the current system 
show that it can be a useful tool for applications in several areas. In psychophysics, it 
can be applied to the modeling of biological motion in order to create avatars, such as 
point-light displays (e.g., point-light-walkers), which are used for visual perception 
studies or simply in animations. In health, it can allow a tridimensional analysis of the 
motion in a clinical context (e.g., comparison of movement smoothness before and 
after a cerebral surgery or medication in parkinsonic patients). Finally, in sport, it can 
be used to record the body movements in natural conditions (indoor/outdoor) to be 
observed and analyzed, in order to improve the athlete’s posture and motor skills. 
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Abstract. Today’s scientific applications usually take considerable time to run,
and hence parallel computing environments, such as Grids and data centers/Clouds,
have emerged. Indeed, traditionally, much research in high-performance com-
puting has been conducted with the goal of executing such applications as fast
as possible. However, energy has recently been recognized as another crucial
goal to consider, because of its negative economic and ecological implications.
Energy-driven solutions in these environments are mostly focused on the hard-
ware and middleware layers, but little efforts target the application level. We re-
visit a catalog of primitives commonly used in object oriented-based scientific
programming, or micro-benchmarks, to identify energy-friendly variants of the
same primitive. Based on this, we refactor three existing scientific applications,
resulting in energy improvements ranging from 2.58% to 96.74%.

Keywords: Energy, Scientific application, Java, Micro-benchmarks

1 Introduction

Current scientific applications are characterized by the need of parallel computing envi-
ronments delivering large amounts of computational power. From a software perspective,
such applications are often structured based on the master-worker paradigm: the master
component splits the input data to process and creates many associated resource-intensive
jobs (workers), which are then dispatched to run in parallel on multiple machines. After
all jobs complete their execution, the master collects and joins individual results. This
simple model is popular in diverse disciplines such as Bioinformatics [19], Earth Sci-
ences [11] and Molecular Science [22].

In this line, a paradigm that has experienced a substantial growth is Cloud Comput-
ing [1], which favors building powerful parallel computing infrastructures along with
easy of use. Although the use of Clouds finds its roots in IT environments, it has gradu-
ally entered scientific and academic ones [14]. Unlike other environments such as Grids,
where computing resources are geographically dispersed, Clouds (a.k.a. data centers) are
highly centralized and constitute a single administrative domain.

Regardless of the targeted environment, research in high-performance computing has
traditionally focused on executing jobs as fast as possible. Tremendous research spanning
the well-known three-layer stack comprising hardware (e.g., adding cores), platform (e.g.,
better middleware-level schedulers) and applications (e.g., parallel programming models)
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has been done. However, this whole research is being rethought to add energy efficiency
to the list of critical factors to consider, apart from performance [3]. Indeed, statistics
about the impact of energy on economic costs in data centers are stunning. For example,
energy consumption accounts for 15 percent of the total operational expenditures [10].
In 2007, the energy consumed in data centers in Western Europe was 56 TWh and will
increase to over 100 TWh per year by 2020 [7]. Aside from these, inefficient energy
management has negative ecological consequences due to CO2 emissions.

In response, there are many proposals to increase energy efficiency in data centers.
At the hardware level, there are efforts to improve CPUs, storage/network elements, and
mechanical-based cooling/heat controllers. For instance, the former line includes equip-
ping processors with finer “C-states” and smarter DVFS (Dynamic Voltage Frequency
Scaling) techniques, or considering ARM-based processors, which are used in mobile
device manufacturing. At the middleware level, most efforts are devoted to trade-off ob-
tained performance and used energy when scheduling jobs [4]. However, literature shows
that there are little efforts focusing on energy efficiency at the application level.

All in all, this paper analyzes the energy consumed by different versions of micro-
benchmarks representing common programming operations found in scientific applica-
tions, such as array copying and matrix traversal. The experiments performed show that,
for the same operation, there are versions which are much more energy-efficient than oth-
ers. Based on these results, we refactored three existing scientific applications using the
energy-efficient versions, obtaining substantial energy savings. We scope our research to
Java, a language which has proven to be useful for developing resource-intensive appli-
cations and platforms [20] because of its “write once, run anywhere” philosophy, which
mitigates the inherent heterogeneity of parallel environments.

Section 2 explains the studied micro-benchmarks. Section 3 presents the experiments
to quantify energy gains. Section 4 presents the conclusions and prospective future works.

2 Common operations in scientific applications

We chose eight groups of micro-benchmarks [5] because their recurrent use in Java-based
scientific programming. These groups are array copying, matrix traversal, string handling,
arithmetic operations, exception handling, object field access, object creation and use of
primitive data types.

Over the years several libraries for scientific use were developed in diverse object-
oriented (OO) languages such as C++ and Java [15]. Then, we decided to determine,
particularly, energy improvement using such libraries to copy an array over implement-
ing manually the same functionality. Additionally, matrices have many important math-
ematical uses. For instance, matrix-matrix multiplications are important kernels in linear
algebra algorithms [13]. Regarding string manipulation, concatenation is the most impor-
tant operation [6]. Concerning the fourth group, several studies have focused on optimiz-
ing arithmetic operations or involve large numbers of them [17]. Moreover, exceptions
represent a widely used mechanism for elegant error handling. The next group, method
invocation, was chosen since in OO programming methods must be called to use any
subroutine associated with a class. Moreover, we chose object creation not only because
objects are the focus of OO programming and object creation itself reduces the perfor-
mance of the application, but also application performance indirectly declines because of
costly memory management tasks –e.g., the garbage collector in Java or explicit object
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2.1 Array copying

Most languages provide built-in libraries to expose common functionality for reuse, such
as searching and sorting data structures, random number generation algorithms, etc. Us-
ing this support has significant advantages over using an ad-hoc implementation. Particu-
larly, many of the Java built-in functionalities have been rewritten over the years resulting
in dramatic performance improvements [5].

We specifically compare the use of System.arraycopy with a manual solution for the
same functionality. Array structures are one of the most important structures in scientific
codes. Programmers use arrays instead of multiple variable declarations. For instance, in
mathematics arrays are used for representing polynomials.

2.2 Matrix traversal

Matrices are mathematical structures that have many different uses such as writing prob-
lems conveniently and compactly, helping to solve problems with linear and differential
equations, and coordinating changes in some types of integrals. Additionally, in graph
theory an adjacency matrix can be naturally associated to each graph where the posi-
tion [i,j] indicates if vertex i is connected with vertex j. Therefore, we tested micro-
benchmarks where NxM matrices are traversed by rows and columns.

2.3 String handling

Java applications use the String class to save/read data or display messages to the
user, among other uses. Concatenating smaller strings is necessary to create bigger data
chunks. Then, we work with the “+” operator versus using the StringBuilder class,
which exploits buffering. Considering Strings in Java are immutable, i.e., their values
cannot be changed after they are created, the use of the “+” operator might not be effi-
cient for a large number of concatenations. The operator applied on n strings has a com-
plexity of O(n2), and requires memory space to maintain intermediate concatenations. In
consequence, we expect an energy improvement using StringBuilder .

2.4 Arithmetic operations

Arithmetic operations are one of the most usual primitives in scientific applications.
Moreover, since addition is the commonest arithmetic operation CPUs solve, we measure
energy consumption of adding different primitive data types, namely int, long, float and
double. We expect integer operations to be more efficient than floating point operations
due to the greater inherent computational complexity of these later.

2.5 Exception handling

Using exceptions is the ordinary way to manage any unexpected event like division by
zero or null pointer access. When an object is in a condition it cannot handle, it creates and
raises an exception that has to be captured by someone else higher in the call stack. The
mechanism allows developers separating error-handling code from regular code, which
improves code readability and modifiability.

However, the exception handling mechanism has a negative effect on application per-
formance. Writing code inside a try-catch block prevents the Java Virtual Machine (JVM)

disposal in C++– which clean memory from unused objects. Finally, the last group is the
use of primitive data types versus (heavier) object-based data types.
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from performing some optimizations because exceptions and exception handling are ex-
ceptional situations, i.e., code that is rarely executed. This means that if this code is op-
timized, it will represent a small benefit to the performance. In addition, knowing where
the flow of control “came from” is not easy or is almost impossible for the optimizer.
Also, throwing an exception involves object creation. Therefore, this paper analyzes two
methods to communicate error situations which are functionally equivalent, one using ex-
ceptions to respond to an specific situation and one without these. It is worth noting that
we do not said that try-catch blocks should be avoided, but instead we aim at quantifying
their energetic cost.

2.6 Object field access

Class comprise attributes/fields, and methods that implement their behavior. One of the
practices recommended by the paradigm is information hiding, which tells that each class
should provide special public methods called accessors (getters or setters), which could
be referred by other classes to access fields in the declaring class. While this practice
results in more flexible designs, invoking accessors –as any other kind of method– also
has a negative impact on application performance and clearly consumes energy. For our
purposes we compared obtaining an attribute value through a getter, versus performing
this directly (without encapsulating the functionality in a method).

2.7 Object creation

OO bases on storing data in modular sets of information items (objects). Then, object cre-
ation is inherent to OO because different entities with different states coexist in memory
at runtime, but this involves some computational –and hence energy– cost. Sometimes de-
velopers can avoid creating new objects by reusing objects of the same class but no longer
used after resetting their attributes. We then analyze the impact that object creation has
on energy consumption over reusing them.

As the possibilities to evaluate this aspect are diverse, we chose an object commonly
used in programming: Lists, which are in turn constituting parts of many other data struc-
tures. We compare the energy consumption when creating a new list (specifically in-
stances of ArrayList ) object against reusing an existing list instance and methods to
reset the list to its initial (empty) state.

2.8 Use of primitive data types

Past programming languages only had primitive data types (integers, booleans and strings)
and procedures. Developers could define their own procedures and chain them to build
larger programs. After, abstract types appeared. Java has classical primitive data types
that are not classes per se, but in addition each of them has a corresponding object data
type or wrapper (e.g., int -> Integer). Primitive data types use the bits needed to represent
its content while storing the same information using objects requires more memory. We
then evaluate the energy saving using primitive data types versus using wrapper classes.

3 Experiments

Next, we evaluate the impact of micro-benchmarks on energy consumption, and their
effect on real scientific applications. Unlike traditional compiled languages, Java com-
piled code (bytecode) is platform-independent and interpreted on demand by the JVM.
The JVM includes a dynamic compiler that performs an optimized bytecode-to-assembly
translation of the parts of a program that are most frequently used [2], and a garbage
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collector, a memory manager periodically launched to free unused memory. These fea-
tures, however, introduce “noise” when profiling Java programs. Thus, we used Google’s
Caliper [9], a framework for running micro-benchmarks that deals with these problems.

To increase generality, Java 1.7 and 1.8 were considered. We first measured the energy
consumption of each micro-benchmark version using either JVMs. After that, we applied
the same process to three scientific applications considering two variants: original codes,
and modified codes using the most energy-efficient micro-benchmark versions. To obtain
measures, an external device called PowerMeter1 was used, which measures the voltage,
amperage, active power and apparent power several times per second with less than a 3%
of error. We plugged a host computer to the device, a Samsung NP-N150 Netbook with an
Atom N450 processor (@1660 MHz) and 1 GB DDR2 of RAM, running Ubuntu 14.04.
Each test was run with the screen and the wireless off to avoid noise consumption, and
without the battery. Sections 3.1 and 3.2 present the micro-benchmarks and applications
results, respectively.

3.1 Micro-benchmarks results

As we can see, Table 1 depicts the average power consumption (in Joules) of each micro-
benchmark. The next paragraphs discuss the results in more detail.
Array copying System.arraycopy , which provides a built-in method for copying ar-

rays, was chosen because this functionality is commonplace in the scientific commu-
nity. To evaluate the efficiency of this library a standard manual implementation of
the same functionality was used. Results show that using the library improves energy
consumption by a 37.36% with Java 1.7 and 37.90% with Java 1.8. As this paper is
focused on just one library, we can not extend the results to other libraries, but for
the case of array copying gains are important.

Matrix traversal One of the most common operations used in a matrix is exploring
its elements to do some later processing. This paper uses NxM matrix structures
and compares traverse by rows versus traverse by columns. Specifically, a matrix
of 1024x1024 was used to run tests. One of the key advantages of these micro-
benchmarks is the triviality of changing the traverse mode in an existing code. The
results show an improvement of 99.95% and 99.80%, with Java 1.7 and 1.8 respec-
tively, using the traverse by row version. In Java, a matrix is a two-dimensional array
in which each cell of the first-level array has associated another array. Iterating by
row means each internal array is held in the heap until it is fully traversed. Iterating
by column means all internal arrays have to be loaded in the heap for all the itera-
tions. Between iterations, the arrays could be erased by the garbage collector, and
eventually loaded again, wasting resources.

String handling Table 1 shows that using the class StringBuilder instead of the “+”
operator generates an improvement of 95.20% (Java 1.7) and of 93.90% (Java 1.8),
over 1,000 string concatenations. The main reason for this variation is that string
literals in Java programs, are implemented as instances of the String class. But,
Strings are inmutables, so their values cannot be changed after created. Conse-
quently, using “+” involves the creation of a temporal object that contains the final
string. Instead of the “+” operator, the StringBuilder class maintains a mutable
string of characters and provides methods to modify it without creating new objects.

1 http://power-meter.com.ar/products.html
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Micro-benchmark Version
Consumption (J) Saving (%)

Java 1.7 Java 1.8 Java 1.7 Java 1.8

Array copying
Manual array copy 162.4 102.8

System array copy 100.9 63.8 37.8 37.9

Matrix iteration
By-column iteration 130910.3 53776.8

By-row iteration 62.7 102.6 99.9 99.8

String handling
String concatenation (+) 6249.0 4456.1

String builder 295.0 271.7 95.2 93.9

Arithmetic operations

Add constant to double 6895.0 5152.5

Add constant to float 6023.5 5089.3 12.6 1.2

Add constant to long 4112.3 3643.5 31.7 28.4

Add constant to int 895.6 838.8 78.2 76.9

Exception handling
Use Exception 8814.0 14108.6

No Exception 37.0 28.1 99.5 99.8

Object field access
Getter-based access 10750.6 9190.0

Direct access 2101.6 1700.8 80.4 81.4

Object creation
On-demand creation 1081.1 813.1

Object reuse 462.2 461.6 57.2 43.2

Primitive data types
Use of object data types 3901.8 3082.3

Use of primitive data types 3055.7 2356.2 21.6 23.5

Table 1. Micro-benchmarks results

Arithmetic operations For brevity, this experiment involved adding a constant value to
a numerical variable declared several times by varying its data type. Operations with
float numbers are more costly than operations with integer numbers. Thus, the latter
group uses less energy than the former group. Specifically, using the int data type
and Java 1.7 has an improvement of 12.63%, 31.37% and 78.2% over relying on the
double, float and long data types, respectively. In the case of Java 1.8, the results
show an improvement of 1.22%, 28.40% and 76.90%, respectively.
Then, using the most specific data type results in a good practice to save energy
when programming scientific codes. Additionally, the double and long data types
consume more energy than the float and int data types, respectively, because the
first data types provide greater accuracy than the second ones. Consequently, greater
precision implies more consumption.

Exception handling The results in Table 1 support the analysis presented in Section 2.5.
As expected, programmers can significantly save energy by not using exceptions.
Table 1 shows an improvement of 99.58% for Java 1.7 and 99.80% for Java 1.8.
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The creation of objects and the limited optimizations to the exception mechanism
made by the JVM, produce higher energy consumption. To ensure minimum energy
consumption, exceptions must be reserved only for error situations where cannot be
dealt with other mechanism, like the example of division by zero explained in 2.5.

Object field access Obtaining a value from a frequently accessed field directly –not
through a getter– yields an improvement of 80.45% using Java 1.7 and 81.49% using
Java 1.8, Table 1. However, the programmer must not declare as public all variables
of a class, or combine several methods of a class that are unrelated to avoid repeti-
tive invocations. Loss of legibility and the high coupling of the resulting applications
would outweigh the benefit. Then, developers must determine to what extent it is
valuable to set aside OO design good practices (information hiding in this case) to
decrease energy consumption. But, there are known cases, such as accessing class
variables within methods of the same class, where direct access can be applied.

Object creation The hypothesis that object creation produces more energy consump-
tion than reusing objects holds. We scope the analysis to reusing linear data struc-
tures. Improvements of 57.24% and 43.23% using Java 1.7 and Java 1.8, respectively,
where obtained. Developers must be careful not to create objects that are not needed
in the application. Thus, they can achieve significant savings in energy consumption.
Programmers must also avoid reusing objects which are being used or may be used
in future by the application for correctness reasons. Additionally, we must consider
that improvements may vary depending on the object to be created; however, we
tested with lists, an object type very popular to implement other data structures.

Use of primitive data types The use of primitive data types such as int, float and boolean
allows an energy saving of up to 21.68% using Java 1.7 and 23.55% using Java 1.8.
As mentioned in 2.8, if primitive data types are used, the creation of new objects is
avoided. Indeed, in the previous micro-benchmark, it was shown that object creation
leads to higher energy consumption. Although different objects were used here, this
might explain why the use of primitive data types has a lower consumption compared
to object types.

3.2 Test applications results

We then exploited the previous results to refactor three real scientific applications ob-
tained from the Ibis/Satin project [21], namely Fast Fourier Transform (FFT), Matrix
Multiplication (MMult) and the Knapsack problem (Knapsack), and thus measuring the
energy impact of the micro-benchmarks on full-fledged applications. We evaluated orig-
inal codes against refactored codes by using the most energy-efficient versions of micro-
benchmarks. Table 2 shows the energy consumption.

FFT implements an algorithm for calculating the discrete Fourier transform (DFT),
which has an impact on different areas such as image and signal processing. Being
x0,x1, ....,xn−1 complex numbers, DFT is defined as f j =∑n−1

k=0 xke−
2πi
n jk j = 0,1, ...n−

1. The original implementation of this application was in turn inspired in the well-known
Radix-2 Cooley-Tukey algorithm.

The main change to the original application was the elimination of immutable classes,
particularly an existing Complex class. In the refactored code, Complex class instances
can change the values of their attributes without creating a large number of immutable
instances. Also, arithmetic precision was decreased without altering the output of the ap-
plication. Table 2 shows that improvement were 2.58% (Java 1.7) and 13.27% (Java 1.8).

Moreover, MMult takes two matrices (Amxn, Bnxp) and returns a matrix (Cmxp) where
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App. Version
Consumption (J) Saving (%)

Java 1.7 Java 1.8 Java 1.7 Java 1.8

FFT
Original 1181.56 2656.22

Refactored 1151.06 2303.72 2.58 13.27

MMult
Original 4149.50 3884.75

Refactored 1678.61 1652.11 59.54 57.47

Knapsack
Original 4244.85 4168.88

Refactored 143.63 135.64 96.61 96.74

Table 2. Test applications results

for instance useful for solving systems of equations and in the area of linear algebra. To
produce C, the original application assumes square matrices and first divides each input
nxn matrix into four quadrants. This is done recursively based on a depth parameter.
We considered maximum depth (i.e., the recursion stops at the cell level). This decision
allows us to show the impact of the micro-benchmarks in the most extreme case.

Again, the main aspect to avoid here was object creation. However, in this case, the
instantiation of different classes is performed at the beginning of the execution (it is not
progressively done during execution). Particularly, the same instances of the Matrix class
are used throughout the execution but processed recursively. Then, the matrix structure
was redesigned decreasing the number of object creations by avoiding recursion. Then,
improvements of 59.54% and 57.47% were achieved using Java 1.7 and 1.8, respectively.

Lastly, Knapsack is a combinatorial optimization problem to optimize the total weight
that a backpack supporting a default weight W can contain. The backpack is filled with
elements each having a value v and a weight w. Knapsack is the base of the first asymmet-
ric encryption algorithm (or algorithm of “public key”) [23]. Additionally, it has several
applications in operation management and logistics.

Specifically, the original version employed is based on dividing the initial N elements
into two subproblems recursively for N − 1 elements, one with the lost item placed in
the backpack, and the other without it. This methodology continues operating recursively
until the backpack is full or there are not elements left. We then reduced the number of
objects in memory by about a half. Another significant change for this application was
removing methods that were called by only one method. Excellent results were achieved
after such simple modifications (see Table 1). For Java 1.8, an improvement of 96.74%
was achieved, while for Java 1.7 the improvement was similar, i.e., 96.61%.

4 Conclusion and future works

In this paper we have empirically assessed the energy impact of considering energy-
friendly versions of common primitives (or micro-benchmarks) used in OO-based scien-
tific programming. Particularly, we have focused on Java, and through three real applica-
tions, we have shown that energy improvements resulted from refactoring codes based on
such versions are substantial. Our study hence represents a contribution towards provid-
ing scientific developers more guidelines to build more energy-efficient software.

Ci j = ∑n
k=1 aik ∗bk j , being i and j the row and column numbers. Matrix multiplication is
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We are extending this work in several directions. First, we will study how to auto-
matically modify an existing application so as to use the energy-efficient version of the
micro-benchmarks prior to compilation, or at least offer developers a tool to automati-
cally spot potential improvement points in the code. For some micro-benchmarks, this is
straightforward to do (e.g., object field access) but for others (e.g., reusing objects) au-
tomatic modification or recognition is highly challenging. However, having such a tool
support will increase the practical value of our results.

Second, we are studying these ideas in the context of mobile device programming.
Saving energy in battery-supplied devices not only improves user experience, but also
indirectly reduces energy footprint due to the extended battery discharge-charge cycle.
Preliminary works in this line include [17], in which the rate at which micro-benchmarks
versions deplete batteries was assessed, and [18], which studies the trade-off between
producing good class designs in object-oriented terms versus the inherent energy costs.
Particularly, the latter explores to what extent it is advisable to introduce code refactorings
to increase application extensibility and maintainability without compromising energy.
These two works target Android, which is the most popular mobile operating system
and features Java as its main high-level programming language. The motivation of these
works is that it has been shown that mobile devices can act as resource providers in
parallel environments to execute scientific applications [12,8].

We also plan to extend our study beyond scientific applications, since clearly many
primitives are general enough. The golden age of data centers [3] has caused a prolifer-
ation of new kinds of Cloud-hosted applications including SaaS (Software as a Service)
applications and Restful Web Services [16]. Even when the resource requirements of
these applications might be much lower compared to scientific applications, the former
are subject to much higher loads since they are simultaneously accessed from thousands
of Web clients. Hence, small energy improvements could be very rewardful. Interestingly,
Java is also very popular in backend development. Besides, new operations commonplace
in Web programming could be considered. For example, extensively relying on type era-
sure and bridge methods intuitive could lead to higher energy consumption2.
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Abstract. Thermography Infrared (TIV) is a nondestructive diagnostic 
technique, with non-contact, to evaluate the surface temperature of objects 
based on the emitted radiation. The surface temperature field is carried out 
using an image that reproduces color patterns. As a non-destructive, versatile, 
and non-contact technique, constitutes a very useful tool in various fields. 
Active or passive heating procedures may be used. Nevertheless, accurate 
measurement of temperature is strongly dependent on the emissivity value of 
the material. This study presents and discusses a methodology for measuring 
the materials emissivity using image processing software. The results show an 
effective and valuable contribution in this field, especially for application in 
active thermography.  

Keywords: emissivity, infrared thermography, non-destructive diagnostic 
technique, image software. 

1   Introduction 

Thermal imaging is the result of a large and complex interaction between the heat 
source, the material and its defects. The mapped objects may be at room temperature 
or it may be used active or passive heating procedures. The infrared thermography 
(TIV) is a nondestructive diagnostic technique, with non-contact, to evaluate the 
surface temperature of objects based on the emitted radiation. The surface 
temperature field is carried out using an image that reproduces color patterns. There 
are two approaches for thermal analysis: qualitative and quantitative. Qualitative 
thermography focuses on the analysis of thermal patterns to reveal the existence and 
the location of anomalies while quantitative thermography uses temperature 
measurements as a criterion to determine the severity of anomalies [2]. TIV is a 
measurement technique based on the detection of radiation in the IR spectrum. It is 
based on the knowledge that all bodies emit electromagnetic radiation above the 
absolute zero degrees. The detection of radiation in the IR spectrum is usually made 
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between 2-5.6 μm and 8-14 μm, and these two spectral bands are commonly used due 
to its poor atmospheric absorption [3]. For example, in wood science, thermography is 
still a relatively new field of study [1]. 

 
However, without knowledge of the emissivity values of the materials, it is not 

possible to obtain accurate temperature readings and quantitative results. The 
emissivity is a term used to characterize optical properties of materials taking account 
the amount of emitted energy compared to an ideal black body [4]. The emissivity 
values are between 0 (perfect mirror reflector) and 1 (perfect blackbody emitter). The 
emissivity has an important role in thermography and it is dependent on the 
temperature, wavelength and surface conditions such as surface roughness. In fact, 
there is no IR camera able to perform readings if this factor are not present. All IR 
cameras interpret IR radiation coming from the surface of the object, depending on its 
emissivity. Some authors refer that the temperature depends not only on the object 
temperature but mainly on the environment reflected radiation, affecting the accuracy 
of the thermography [4,5]. A surface with a low emissivity value, e.g. aluminum or 
steel, acts as a mirror (high reflectance). However, these problems are usually solved 
by using tapes or high emissivity paints [4]. For example, most of the materials used 
in buildings are highly emissivity, usually above 0.8 [4]. 

The determination of the emissivity is usually performed applying the 
methodology of black insulating tape (i.e. material with known emissivity value) and 
an auxiliary thermometry. But in non-stationary phenomena or larger objects, this 
method does not produce accurate results and implies practical difficulties.  

In this study, we determine the materials emissivity using analysis software and 
image processing in active thermography. The technique has proved to be effective 
and the results point to an effective contribution in this field. This work aims to guide 
and sensitize the IR camera user to the importance of careful determination of the 
material emissivity in order to minimize errors in the interpretation of thermograms. 

 

2   Materials and Methods 

In this study, it was used an Infrared Camera FLIR ThermaCAM B20 with a 36 
mm lens as shown in Figure 1 (first 3 digits of the serial number are 234 and 36 mm 
lens). These data imply that the camera has a FOV of 22.6º. The minimum focusing 
distance is 0.3 m. For a 0.5 m distance between the camera lens and the sample 
surface, presents a HFOV 0.2 m, VFOV 0.15 m and IFOV 0.63 mm. The thermal 
camera works in the spectral band of 7.5 - 13 μm,  with a thermal sensitivity of 0.10 
°C to 30 °C and it has an accuracy of + 2° C  or + 2% of reading. The focusing is 
manual or automatic. The type of detector is an uncooled microbolometer (FPA), with 
resolution of 320 x 240 pixels. The softwares used are the ThermaCAM QuickView 
1.3 and the ThermaCAM Reporter 7.0. For measuring the emissivity it was applied 
the black tape method, having used black adhesive insulating tape Iso Tape Tesa. For 
temperature increasing of the samples, a P SELECTA laboratory oven was used. A 
weighing of the samples was performed with an electronic scale, with 5 kg capacity 
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and accuracy of ±1 g. For fixing the observed sample and the thermal camera, two 
tripods were used. For determining the environmental conditions it was used a thermo 
hygrometer Digital Multifunction Velleman DVM401 (Fig. 2). 

 
 

 
 

Fig. 1. Thermographic camera used for emissivity determination. 

 
 

 
 

Fig. 2. Devices used to determine the environmental conditions. 

2.1   Samples  

The determination of the material emissivity according to the prescribed methodology 
was carried out through a series of lab experiments. The emissivity of five different 
lumber samples with similar texture was measured. The samples were taken from 
species grown in Portugal (Table 1). Two samples with similar textures and coloration 
belong to the species Pinus pinaster aiton (commonly known as pinho bravo or pinho 
maritimo). Even both samples belong to the same species, they have different 
densities because they come from two different locations with different climates – one 
comes from the region of Leiria (maritime pine) and the other one comes from the 
Serra da Estrela region (highland pine). The samples were used without any type of 
finishing, such as may be found in most structures. The dimensions of the samples 
are: 20 cm along the fibers length, 15 cm across the fiber and 15 cm thick. These 
dimensions were defined to minimize the effect of environment on the surface given 
the features of the IV camera. Also, the piece was intended to simulate a small section 
of a beam.  
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A thermal differential of approximately 20°C was assumed, as suggested in the FLIR 
ThermaCAM B20 manual [6].  The laboratory conditions are shown in Table 2. Table 
3 shows the characteristics of the samples, including density and water content.  
Figure 3 shows the two samples of the Pinus pinaster Aiton. 
 

Table 1.  Lumber species of the samples.  

Portuguese Common 
Name 

English Common Name Scientific Name 

Acácia Acacia Acacia dealbata Link 
Amieiro Alder Alnus glutinosa (L.) Gaertner 
Carvalho Oak Quercus rubra L. 
Castanho Chestnut Castanea sativa Miller 
Cedro Cedar Cedrus deodara (D. Don)    
Choupo Poplar Populus tremula L. 
Pinho Pine Pinus pinaster Aiton 
Pinho Serrano Pine (maritime) Pinus pinaster Aiton 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 3. Samples of  Pinus pinaster Aiton (A - Leiria region: maritime pine; B - Serra da Estrela 
region: highland pine)  

2   Experimental Methodology 

Once a FLIR camera was used, to determine the reflected apparent temperature 
(reflective method) and the emissivity, the experiments were carried out applying, 
with some adjustments,  the methodology suggested by the manufacturer of the FLIR 
thermal camera [6], also mentioned in Spencer et al. (2008) [7] and ASTM E1933-99a 
(Reapproved 2010) [8]. For each samples were observed the sides parallel to the 
length of the fiber (20 cm x 15 cm). The side chosen was the one with the fewer 
irregularities, avoiding cracks and knots. 

A B 
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The samples were heated at least 20°C above the temperature of the environment. 

In order to ensure temperature uniformity, samples were placed in the lab oven at 
60°C for 24 h. With a K-type thermocouple it was assessed the temperatures of both 
zones (the area of the black tape and the exposed side of the lumber) until both 
temperatures were equal. The tests were performed in the absence of light (Table 2) in 
order to prevent reflections, because for a low light intensity the reflected temperature 
was equal to room temperature. In this study, the distance between the camera and the 
sample was 0.5 m. The sample was fixed on a tripod, so that the sample was observed 
perpendicular to the plane of the surface. Lab conditions were monitored for machine 
calibration: room temperature, relative humidity and light intensity as shown in Table 
2. 

 
The wood, as many other materials, is a very heterogeneous material. Then, 

thermographic assessments were carried out on a relatively large observation area, 
since measurements made at a single point lead to erroneous temperature readings and 
should therefore be avoided. 

Determining the emissivity was performed applying the classical black insulating 
tape methodology (i.e. material with emissivity coefficient known). Black tape strips 
(with emissivity 0.970) were placed together perpendicular to the length of the fiber. 
It was filled half the face of the sample (i.e. 10 cm x 15 cm) (Fig. 4). This 
methodology is used to correct the emissivity value until the temperature reading in 
the camera is the same as indicated by the auxiliary thermometry system (in this case, 
a thermocouple). However, for relatively large objects and in the case of active 
thermography (transient events) where the spatial and temporal variations in surface 
temperature of the subject are significant, this technique could be ineffective. Thus, 
we used the aid of analysis software and image processing to obtain thermal surface 
pictures at successive times. The average of the surface temperature was obtained and 
this led to get its emissivity. The experimental steps were: 

 
• Enter the emissivity value of the electrical insulating tape (0.970); 
• Image focussing; 
• Get a thermogram of the face of the sample (including the part of the face 

with electrical tape); 
• Export the thermogram to the computer (ThermaCAM QuickView 1.3 

software); 
• Do the analysis and treatment of thermogram with ThermaCAM Reporter 7.0 

software 
 
 
This procedure was repeated 5 times in lab environment (LEC / IPCB - Laboratory 

of Castelo Branco Polytechnic Institute). The thermal images were analyzed using 
image processing software to determine the average temperature of the sample 
surface. The area was calculated to get a sufficiently large and representative sample 
observation of temperature.  For this purpose, we used a square function to open an 
analysis box 100 by 100 (Figure 5) from the side covered by the tape in order to 
determine the average surface temperature in the area with the tape. This procedure 
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was repeated on the opposite side of the exposed wood. Thus, by varying the 
emissivity value, it was possible to vary the temperature value read on the exposed 
side of the lumber. Then, the value of the emissivity was fixed. When the 
temperatures were equal, it means that the value of the emissivity meter matches to 
the value of the sample surface emissivity, which in fact corresponds to the emissivity 
value of the sample to room temperature. 

The samples were weighted for subsequent determination of water content 
(equation 1). For determining the water content of the samples it was applied the NP 
614: 1973 [8]. Thus, the samples were introduced at 100°C during 48 hours and 
successively weighted  until the weight remained constant (dry weight). 

 

Water content [%] = ((PHumid-PDry)/PDry)x100 (1) 

 
 

 
Fig. 4. The eight lumber samples used in the experimental tests (exposed side/side with black 
tape insulating).  

2   Results and Discussion 

The thermograms shown in Figure 5 are examples of the applied methodology for 
determining the samples emissivity. Table 2 shows the average environmental 
parameters of the laboratory conditions for obtaining the thermograms. Table 3 
presents the results of average emissivity of the lumber samples. 
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Fig. 5. Thermograms of Pinus pinaster Aiton samples (A - Leiria region: maritime pine; B - 
Serra da Estrela region: highland pine).  

 

Table 2.  Laboratory conditions.  

Place Room Temp. 
 (ºC) 

RH (%) Refl. Temp.  
(ºC) 

Light Int.  
(Lux) 

Lab/IPCB 17.5 70 17.5 0.05 
     

 
 

Table 3.  Samples conditions and emissivity results.  

Sample Nº of 
Tests 

Vol.  
(cm3) 

Dry 
weight 

Weight Water  
content 

Density Superficial 
Temp (ºC) 

Emissivity 

Acacia 5 4500 2243 2336 4.1 0.519 44.7 0.963 
Alder 5 4500 1985 2050 3.3 0.456 42.3 0.992 
Oak 5 4500 3209 3466 8.0 0.770 44.9 0961 
Chestnut 5 4500 2399 2566 7.0 0.570 44.9 1.000 
Cedar 5 4500 1665 1703 2.3 0.378 44.7 0.919 
Poplar 5 4500 1479 1515 2.4 0.337 43.6 0.953 
Pine 5 4500 2507 2588 3.2 0.575 44.4 0.971 
Pine 
(highland) 

5 4500 1869 1922 2.8 0.427 42.9 0.995 

 
 
The emissivity of each sample is the result of testing average. It varies from 0.919 for 
Cedar to 1.00 for Chestnut. For each case, the emissivity and temperature values were 
determined by taking the average of the area of a square function of the software 
used. The results are valid for the environmental and the sample conditions shown in 
the tables above. The resulting values are in accordance with those suggested in the 
bibliography, with high values of the order of 0.9. As indicated by Robert Rice (2004) 
in [9], measuring equipment manufacturers of temperature IR often recommend 
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values approximately between 0.94 and 0.95 for wood. FLIR manufacturer indicates 
even higher values, particularly between 0.96 and 0.98 [6]. 

 
Despite the good results correlation compared with the values suggested in the 

bibliography, comparison is difficult because the values in the literature refer to 
different test conditions or lack of description of test conditions. The conditions we 
refer to are the environmental conditions, ambient temperature, spectral observation 
window and the conditions of the sample. In the case of the samples, we refer to 
surface finished, water content, density and species of wood. Furthermore, it is very 
uncommon for authors refer the process used in heating the sample surface, being a 
key factor that affect the emissivity value [11]. Even more, not all types of heating are 
suitable [6]. 

The methodology using the software to ‘freeze’ the thermograms and perform 
image processing to obtaining temperature values for comparison and determination 
of emissivity, proved to be an expeditious and effective tool when compared with the 
conventional method, particularly for transient phenomena. In fact, in this type of 
phenomena, where variation of the temperature field on the surface, and in the time, is 
relevant, and/or in the case of large and heterogeneous objects, the physical method of 
measurement point has revealed very limited and inaccurate. 

 
 

3   Conclusion 

A method to determine the material emissivity using analysis software and image 
processing, with particular application for active thermography, was presented. In 
laboratory, the tests were applied to wood samples without any finishing to replicate 
conditions in situ. Emissivity values were obtained from different wood species 
samples. These values were obtained at room temperature of 17.5 ° C at a distance of 
0.5 m from the sample. The dimensions of the observed face were 0.20 x 0.15 m in 
order to minimize errors from the surroundings. The spectral band used was that the 
camera FLIR B20 uses (7.5-13 μm). 

For the application of the methodology it was used ThermaCAM Quick View 1.3 
software to export the thermograms and the ThermaCAM Reporter 7.0 software for 
analysis and image processing. 

The values obtained for the emissivity are similar to those suggested in the 
literature for wood. The technique has proved to be effective compared with classical 
methods, in particular for non-stationary phenomena. This work aims to guide the IR 
camera user to the importance of correct determination of the materials emissivity in 
order to minimize errors in interpretation of the thermograms. 
 
Acknowledgments. The heading should be treated as a 3rd level heading and should 
not be assigned a number. 
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Abstract. AOSD (Aspect Oriented Software Development) is a methodology 
that focuses on separating the crosscutting concerns of an application from its 
components. Among others, the main benefits of this separation are higher legi-
bility of each concern, higher modularization of the application, more concern 
reuse and improved software maintainability. There exist a number of AOSD 
platforms that differ, mainly, in the way they weave components and crosscut-
ting (aspect) concerns and the supported programming languages. DSAW (Dy-
namic and Static Aspect Weaver) is a .NET aspect-oriented platform. In an as-
pect-oriented program, different source files for components, aspects and 
pointcuts are used, making it difficult to the programmer to have a global view 
of the application. Other AOP platforms make use of IDEs to facilitate the pro-
grammer to apply the AOP methodology. We have extended the Visual Studio 
IDE to provide DSAW programmers the usual features they find in other AOP 
environments. 

Keywords: aspect oriented programming, separation of concerns, aspect, inte-
gration, IDE support 

1   Introduction 

Aspect Oriented Software Development (AOSD) [1] is a methodology that focuses on 
the application of the Separation of Concerns (SoC) principle [2]. Separation of com-
ponents and crosscutting concerns is desirable to avoid code tangling and scattering 
and to maximize code modularization.  

The process of integrating aspects (crosscutting concerns) into the main application 
(core concerns) is called weaving [1]. The programmer has to describe a set of weaving 
rules that specify how to integrate the implemented concerns to form the final system. 
This integration takes place at identifiable points in the execution of the system called 
join points. You can select, using pointcuts, some of the join points to provide the 
desired augmented or alternative behavior defined in the aspects. 

All AOSD platforms define concerns implementation languages, a weaving mech-
anism and a language for rule definition. For example, AspectJ [3] relies in the Java 
programming language to implement the application concerns and extends it to support 
crosscutting concerns and weaving rules specification.  
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DSAW (Dynamic and Static Aspect Weaver) [4] is a language neutral and operat-
ing system independent AOSD platform. It is based on the standard specification of the 
.NET virtual machine, what makes it portable, being able to run on any of its standard 
implementations. 

We present in this paper an extension of the Visual Studio (VS) IDE that helps 
DSAW programmers build correct applications. One of the most important difficulties 
of DSAW programmers is to write correct weaving rules that permit the accurate inte-
gration of all parts of the application. Therefore, we have extended the VS IDE to 
facilitate that process of rule specification. The IDE described is based on the 2008 
version of Visual Studio. 

2   The DSAW Platform 

DSAW is an AOSD platform that provides both dynamic and static weaving. Static 
weaving is performed prior to execution time, when no runtime adaptation is needed or 
to obtain the best runtime performance. Dynamic aspects can also be used if the system 
requires dynamic adaptiveness. 

Language neutrality has been another goal in the design of DSAW. It has been 
achieved by using the .NET standard reference [5] as the underlying infrastructure of 
the platform. Thus, a programmer not only can choose any .NET language to imple-
ment the application, but it is also possible to implement each concern in a different 
programming language. 

DSAW performs weaving at virtual machine byte-code level, so the weaver does 
not require any source code to do its job. Any application or third-party library can be 
used in DSAW without being altered. 

The Join-Point Injector (JPI) is the part of the DSAW platform that processes the 
application to add the necessary code that allows its dynamic adaptation at runtime. It 
also performs static weaving, if it has been specified. All these tasks occur at the .NET 
byte-code level. Fig. 1 shows the tasks involved in the development of a DSAW appli-
cation. 

 
Fig. 1.  Static and dynamic weaving in DSAW. 
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Pointcuts are specified by means of XML documents that describe the relations 
among join points and aspects. Decoupling aspects from the core application facilitates 
code reuse: even aspects may be adapted by other aspects. 

From the AOSD point of view, the join point model of DSAW is similar to the 
ones offered by other AOSD platforms. It supports the following dynamic and static 
join points: method and constructor execution, method and constructor call and field 
and property read and write. It also provides before, after and around advice. 

3   The IDE 

We have chosen the VS IDE to develop our aspect-oriented services. DSAW has been 
built over .NET, so VS has been our first option. Despite that fact, and with the possi-
bility of the migration of the platform in mind, we have made an important effort to 
separate the IDE dependent part of the platform from its model itself. 

The main functionality provided by the IDE does not differ too much from the 
AJDT plug-in for Eclipse: creation of DSAW projects, creation and edition of aspects, 
a cross references view, etc. 

Besides that functionality and due to the special features of the DSAW platform, 
the IDE provides the following extra features: a .NET Assembly Inspector and a 
Graphical Aspect Editor. 

From the implementation point of view, the IDE has been divided into three main 
subsystems: the DSAW subsystem, the Model subsystem and the Integration subsys-
tem. 

3.1 DSAW subsystem 

It is, strictly speaking, the DSAW platform. 

3.2 The Model Subsystem 

It comprises all the components that model the actual behavior of the DSAW platform. 
Those components make tasks such as assembly inspection, aspect definition analysis, 
aspect weaving modeling and IDE to file synchronization. Thus, all the relations 
among the component and aspect functionality of the application are available for any 
integration subsystem. 

At this level, assembly inspection is necessary to build an in-memory representa-
tion of the application from the DSAW point of view: basically, the set of exposed and 
captured join points. Assembly inspection at the Model level is complemented at the 
Integration level by the Assembly Inspector, a visual tool that reminds the Object In-
spector of VS. 
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The weaver element combines the information available in the in-memory repre-
sentation of the application and in the aspect definition file to generate the cross refer-
ences data, used at the Integration level by the cross references view. 

3.3 The Integration Subsystem 

It comprises all the components that interact with the Model subsystem, integrating 
them in the IDE (VS). Tasks accomplished by these components are those typical such 
as project administration, text editing, generation and execution of the DSAW applica-
tion. Additionally, it will provide all the visual tools needed for managing projects. To 
achieve those goals, the Integration subsystem extends some MPF classes, uses the 
DSAW infrastructure to execute the application and exposes an integration package so 
the SDK can modify the environment. 

The user can create DSAW projects that are composed of aspect definition files and 
references to assemblies. Those references can point to external assemblies or to any 
one belonging to projects in the same solution. Among other tasks, assemblies can be 
flagged either application components or aspects. 

 

Fig. 2.  The solutions explorer. 

Fig. 2 shows an example application consisting of a potential use of AOP: the im-
plementation of the Observer Design Pattern [6] using aspects. We want an object of 
one class to inform an instance of another class about certain event. In the example, a 
MetheoStation object records the value of some meteorological variables. A Weather-
Man object is also capable of recording meteorological variables.  The programmer 

762 F. Alvarez et al.



wants to connect both objects so that to the WeatherMan object is informed about every 
modification of the MetheoStation variables. Although in a more realistic example we 
will have several MetheoStation and WeatherMan objects, only one instance of each 
class has been considered for the sake of simplicity. 

The observer pattern aspect is conceptually easy: it registers an observer (Weather-
Man) object whenever a certain event occurs and informs him of any change on the 
observed object (MetheoStation) whenever such a change (temperature or humidi-
ty) is detected. Fig. 3 shows the aspect source code. 

 
Fig. 3.  The aspect code. 

It is time to define the weaving rules to compose the resulting application. First, 
you must create a DSAW project and fill it with references to the assemblies that play 
the role of components and aspects. Fig. 2 shows such references in the example. 

The Assembly Inspector shows a hierarchical representation of all the defined ele-
ments in an assembly. This view allows the user to inspect the exposed join points and 
to manipulate them to create or modify pointcuts and advice. Fig. 4 shows the Assem-
bly Inspector presenting all the exposed join points found. The results of a pointcut 
creation operation can be seen in the Textual Aspect Editor (aspect.ad). 

 

Fig. 4.  Adding a pointcut. 
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Aspect manipulation through this textual view must be avoided as much as possi-
ble: if the aspect definition file is not valid (in the XML sense), weaving will fail. This 
has been one of the main reasons to build the IDE. 

Aspect manipulation can be done, alternatively, using the Aspect Graphical Editor. 
It shows a visual representation of the contents of an aspect definition file and interacts 
with other elements in the view to allow the creation, edition and deletion of pointcuts 
and advice. Fig. 5 shows how pointcuts and advice relate to each other. Those relation-
ships dictate how the weaving will take place. 

 
Fig. 5.  Aspect Grafical Editor and Cross References View. 

The Cross References View (Fig. 5) responds to events produced in other areas of 
the IDE, showing the relationships and dependencies defined in the aspect definition 
files that affect to pointcuts, advice, join points and behaviors. Again, the programmer 
has to focus on this information, because it describes, in a simple way, the expected 
interactions among the core and crosscutting concerns. In our example, we need to 
register the WeatherMan object as an observer of every station change, using a Before 
advice.  

Once the concerns are implemented and the weaving rules are described, we can 
build our DSAW project. It is done like any other VS project, resulting in an invoca-
tion to the underlying JPI that composes the final application. If we then execute the 
DSAW project, we will see how the crosscutting part of the application alters its nor-
mal execution to make the necessary calls to the aspect. It is important to say, again, 
that the “new” version of the application has been built without any modification of the 
original source code. Fig. 6 shows the execution results when running the application 
with the observer aspect. 

 
Fig. 6.  Application execution with the observer aspect. 
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4   Related Work 

AspectJ is the main reference in the field of AOSD. AspectJ Development Tools 
(AJDT) [7] is its natural complement for the Eclipse IDE. It is provided as an Eclipse 
set of plug-ins and integrates AspectJ in the infrastructure of Eclipse so the program-
mer can do all his ordinary tasks related to aspect development without leaving the 
IDE: aspect implementation, weaving rules specification, execution, debugging, etc.  

Spring.Aop [8] is an aspect-oriented API and part of the Spring.NET framework. It 
comes with an aspect library containing aspects for caching, logging, etc. 

5   Conclusions 

AOSD promises to clearly separate concerns in order to maximize application modu-
larity. Although concern implementation is carried out with the common methodolo-
gies (i.e. OOP), we need extra tools to deal with the weaving rules, so that the pro-
grammer could have a clear overview of the resulting system. Those tools must inte-
grate with the IDEs where concern implementation takes place. That is the reason we 
have extended the VS IDE, providing features such as assembly inspection, aspect 
manipulation and interaction with the underlying DSAW platform. The programmer 
feels comfortable in such an IDE because it avoids him to do all the tricky tasks that 
could make the resulting application incorrect. 

Future work will be centered in the next objectives: facilitate the edit-debug-test 
cycle within the environment, improve the navigational tools, and evolve the IDE 
features as the platform is now doing, providing support for dynamic weaving.  

 
Acknowledgments. This work has been funded by the European Union, through the 
European Regional Development Funds (ERDF); and the Principality of Asturias, 
through its Science, Technology and Innovation Plan (grant GRUPIN14-100). 

References 

1. G. Kiczales, J. Lamping, A. Mendhekar, C. Maeda, C. V. Lopes, M.-M. Loingtier, and J. 
Irwin. Aspect-Oriented Programming, in ECOOP: European Conference on Object-
Oriented Programming (Berlin), pp. 220-242, Springer Verlag (1997) 

2. B.C. Pierce. Types in Programming Languages, MIT Press (2002) 
3. AspectJ homepage. http://eclipse.org/aspectj. 
4. Luis Vinuesa, Francisco Ortín, José M. Félix and Fernando Álvarez. DSAW – A dynamic 

and static aspect weaving plaform. In ICSOFT (PL/DPS/KE), pages 55-62. INSTICC 
Press (2008) 

5. T.C. Ecma. TG3. Common Language Infraestructure (CLI). Standard ECMA-335 (2005) 
6. E. Gamma, R. Helm, R. Johnson, J.M. Vlissides. Design Patterns: Elements of Reusable 

Object-Oriented Software. Addison-Wesley Professional (1994) 
7. AspectJ Development Tools homepage. http://www.eclipse.org/ajdt/ 
8. Spring.NET homepage. http://springframework.net/ 

DDT: An IDE for an Aspect Oriented Software Development Platform 765



A predictive model for exception handling

João Ricardo Lourenço1, Bruno Cabral1, and Jorge Bernardino12

1 CISUC – Centre of Informatics and Systems of the University of Coimbra
FCTUC – University of Coimbra, 3030-290 Coimbra, Portugal

2 ISEC – Superior Institute of Engineering of Coimbra
Polytechnic Institute of Coimbra, 3030-190 Coimbra, Portugal

joaoml@student.dei.uc.pt, bcabral@dei.uc.pt, jorge@isec.pt

Abstract. The exception handling mechanism has been one of the most
used reliability tools in programming languages for over four decades.
Nearly all modern languages have some form of “try-catch” model for
exception handling and encourage its use. Nevertheless, this model has
not seen significant change, even in the face of new challenges, such
as concurrent programming and the advent of reactive programming.
As it stands, the current model is reactive, rather than proactive —
exceptions are raised, caught, and handled. We propose an alternative
exception handling model — PreX — where exceptions are no longer
caught but, rather, predicted and prevented. Online Failure Prediction
techniques generally work at a very high level, showing potential for pre-
diction of program crashes. However, these techniques have never been
at the hands of the programmers as an effective tool to improve software
quality. By applying recent advances in Online Failure Prediction, PreX
aims to fully prevent exceptions, bringing failure prediction techniques
to a much more fine-grained level that the programmer can control. Pre-
dicting exceptions enables a range of preventive measures that enhance
the reliability and robustness of a system, offering new revitalization
strategies to developers.

Keywords: Exception Handling, Online Failure Prediction, Self-Healing

1 Introduction

The Exception Handling (EH) mechanism was proposed by Goodenough [1] and
has been one of the most used reliability tools in programming languages for
more than four decades. This model has gone unchanged, even in the face of
concurrent software and programming languages for multi-core platforms (e.g.
Scala, Erlang and Elixir). Thus, the sequential Exception Handling model re-
mains the preferred Exception Handling model [2].

However, the ubiquity of the Exception Handling mechanism for error re-
covery does not imply its most correct or desirable usage. Most of the time,
developers use EH language constructs as a way of hiding problems, performing
log activities or informing the user of unexpected behavior, rather than recov-
ering from it autonomously [3]. This kind of use of EH might be considered a
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symptom of a design flaw in the mechanism – the system only acts when it is
too late, thus making the problem unavoidable.

In this paper, we propose a new approach to Exception Handling, by pro-
viding the means for developers to act on an exception before it happens, thus
broadening the range of their revitalization strategies. The approach reshapes
the concept of “try-catch” blocks, so that programmers can be alerted of potential
exceptions within a given time frame and take some action, much like in the con-
ventional Exception Handling mechanism. This new approach is called Preven-
tive Exception Handling (PreX), and applies the methods and techniques
of the Online Failure Prediction field to the lower-level concepts of programming
languages, thus empowering programmers to act proactively. PreX introduces a
new model for Exception Handling, with the goal of being easy to use, practi-
cal, and a successful integration of the fields of Exception Handling and Online
Failure Prediction, as well as the first to act on potential exceptions before they
have happened – errors are avoided, rather than handled. In contrast to Online
Failure Prediction, which operates on a much higher level of abstraction, PreX
allows programmers to produce code that is aware of possible predictions during
its execution, so that very fine-grained solutions for exception prevention and
reaction to potential exceptions can be applied. By acting on exceptions before
they happen, developers get an increased range of techniques for dealing with
exceptions. Thus, while traditional Exception Handling techniques can still be
used, there is potential for new and hopefully more efficient strategies.

To illustrate the motivation for this new model, consider a system consisting
of at least a database and several client applications. Consider also that these
client applications are write-heavy, meaning they processes several thousands of
write operations per second, sending them to the database. Due to the heavy
load, the database may slowly become unresponsive and ultimately trigger a
ConnectionTimeout exception on one of the applications. That application will
then have to attempt to reconnect, and restart where it was previously, if such
is really possible. This shows the aforementioned downfall of the conventional
Exception Handling mechanism – the system only reacts to exceptions, it does
not prevent them. Our motivation stems from this issue – we believe that the
client applications would benefit from a prediction (i.e. a warning) that the
database may trigger a ConnectionTimeout exception. With such a warning,
they can, for instance, proactively slow their execution rate and prevent the
exception from happening. Ultimately, slowing execution down could prove to
be more efficient than triggering the exception and restarting the whole process.

The main contributions of this work are as follows: a) explanation of the need
for a paradigm shift in Exception Handling; b) proposal of a new model for pre-
ventive handling of exceptions; c) presenting results that evidence the feasibility
of the proposed model in the prediction and handling of likely exceptions.

The remainder of this paper is structured as follows. Section 2 presents back-
ground in Exception Handling models and mechanisms and Online Failure Pre-
diction. Section 3 details the proposed model. Section 4 presents preliminary
results of the model. Finally, Section 5 contains our conclusions and future work.

768 J.R. Lourenço et al.



2 Background and Related Work

Exception Handling separates the operation domain into two distinct domains:
the operation’s standard domain, and the operation’s exceptional domain. Nor-
mal program flow, absent of errors, is contained in the standard domain. If an
exception or error condition is encountered, an exception is raised, followed by
the invocation of an exception handler, that, in theory would deal with the
abnormal condition and correct it. This invocation is done by a signaller (i.e.
callee). An Exception Handling Model defines the interaction between the sig-
naller and its handler. An Exception Handling Mechanism defines the language
constructs within a programming language to express a given Exception Han-
dling Model. [4]. In this section, we give an overview of the classical and current
Exception Handling models and their limitations.

2.1 Exception Handling Models

Yemini et al. [5] identified four distinct Exception Handling Models, summarized
in [6]:

– Resumption model – When an exception is raised, the control flow is
transferred from the raise point to the handler and, after the exception has
been handled, it is transferred back to the raise point. This model effectively
binds the caller and the callee together and is prone to recursive resumption,
thus being difficult to implement [6].

– Termination model – An exception is raised within a protected block,
with the control flow transferred to the handler, terminating any intervening
blocks. The control flow then resumes as if the protected block terminated
without any errors. This is the most widespread model in use [6].

– Retrying model – The signaller is invoked after some operation has been
made. This model is more appropriate to transient faults, where retrying
the invocation might lead to no exceptions. The main disadvantages of this
model are its inherent implications for non-idempotent operations, counters,
etc – the programmer must be wary of how the code executes.

– Nonlocal transfer – The program flow can be transferred to any other
location in the program. This model has the obvious drawback of being hard
to maintain and much more error-prone [6].

Modern advances in Exception Handling, such as concurrent exception han-
dling or alternative models in the context of the actor model and Functional
Reactive Programming, still share a common characteristic with these classi-
cal models – an exception is raised, and only then can corrective actions hap-
pen. This, unfortunately, means that many incorrect uses of Exception Handling
Mechanisms arise, with programmers focusing on hiding errors, rather than at-
tempting to fix them [3]. PreX intends to shift the current practice and allow
programmers to act before problems arise.
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2.2 Failure Prediction

Recent trends in industry and academia have triggered a shift to new efforts
on autonomic computing, trustworthy computing, recovery-oriented computing
and other techniques for proactively handling failures. Several techniques have
been proposed and used with success, to an extent, in Online Failure Predic-
tion systems. Salfner et al. [7] present a lengthy survey and taxonomy of online
failure prediction systems. In their work, these authors explain how Liang et
al. [8] explored temporal and spatial correlation to successfully predict hard-
ware component failures in IBM’s BlueGene/L. Cheng et al. [9] presented an
approach for failure prediction within a high availability cluster system. They
showed that they could improve the availability due to accurate prediction and
recovery mechanisms (backup nodes and system administrator notifications). Vi-
lalta et al. [10] propose the eventset method, using a data mining approach (a
rule-based model). Under specific conditions, they have a false negative error
of only 0.16, although this value can be as extreme as 0.83 under other system
conditions (false positives are always lower than 0.1).

These and other results show that Online Failure Prediction can be success-
fully used to predict failures. However, little work has been done for predictions
at a more fine-grained level. Predictions are usually made at the system level,
at most predicting a generic “crash” of some component. Thus, while promising,
these techniques have no practical use for developers who wish to provide spe-
cific counter-measures when faced with the possibility of an exception. In this
sense, some work has been done in the field of self-healing systems. For example,
Magalhães and Silva [11] propose a general self-healing proactive framework for
web-based applications. Their work introduces a general framework to create
self-healing transactional web-based systems. The framework, although operat-
ing at a lower level than traditional Online Failure Prediction methods, does not
support run-time notifications at code-level nor operate at the fine-grained level
that might be desired for applying more efficient preventive measurements.

3 A New Model for Exception Handling – PreX

PreX is an Exception Handling model that focuses on preventing exceptions
rather than catching them. The central idea was depicted with the example given
in Section 1: it could be more efficient to temporarily reduce the throughput of a
write-heavy application than to catch a ConnectionTimeout exception and have
to restart the process. We believe that there are other scenarios, similar to this,
where systems and developers would benefit from an easy-to-use proactive model
for Exception Handling. We now present PreX. Note that this is not a formal
description of the model, such work is out of the scope of this article due to the
space limitation.

Preventing exceptions implies predicting them. To this end, the area of Online
Failure Prediction provides valuable insight. There have been successful failure
prediction systems, but these operate on a much broader level. In order to predict
exceptions, the proposed model needs to adapt failure prediction techniques to a
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per-exception basis. Furthermore, since no two systems are alike, the prediction
models will have to be trained for specific deployments. Thus, the PreX model
comprises different phases from development to successful prevention:

1. Coding phase. The programmer develops the application using a new set
of programming language constructs introduced by the PreX model. These
are similar to traditional try-catch blocks seen in several languages.

2. Training phase. In this phase, different machine learning algorithms are
applied (after feature selection, data pre-processing, etc), determining which
is the most applicable to the specific exception. Data is gathered for different
runs of the application, using resource monitoring facilities.

3. Detection phase. The application is deployed with the trained model and
executed. The model is used to detect potential exceptions. If the trained
model becomes ineffective due to changes in environment conditions, the
training phase might be required again. Alternatively, self-adapting pattern
recognition algorithms can be used.

4. Prevention phase. If an exception is predicted, the application can apply
preventive measures and try to avoid the potential exception from effectively
being raised.

In the following sections, each of these phases is detailed from the perspective
of the syntax and semantics of the model, followed by an overall perspective of
the architecture and the necessary components of PreX. Lastly, the behavior of
the system during its different phases is presented.

3.1 Syntax & Semantics

An example of the syntax of PreX is shown in Figure 1. Pseudo-code similar to
Java is used. A database connection is established to send a number of pending
writes (sent at line 15). PreX provides semantics similar to traditional try-catch
blocks, although two different constructs are added to the language: try { }-
prevent(){ }-catch(){ } and try{ }-prevent_async(){ }-catch(){ }. Additionally,
in PreX, predicting an exception does not necessarily terminate the execution of
code within the try block (as opposed to the termination model). Instead, exe-
cution is resumed as if the exception had not been predicted, because preventing
an exception should not halt normal execution of the current code.

If an exception is predicted, it can be handled in two different ways:

– Synchronously: execution within the try block is suspended and flow is
transferred to the prevent block. In normal circumstances, the execution is
then transferred back to the previous code within the try block.

– Asynchronously: execution within the try block continues normally, and
the prevent_async block is executed asynchronously.

Thus, the try block denotes the scope during which a program cares about
predicting some exception, the protected region. This exception may then be
predicted and raised synchronously. If the exception is not predicted or cannot be
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prevented, it is effectively raised by the code, and the traditional (synchronous)
Exception Handling model is used, with program flow being transferred from
within the try block to the catch block.

When using the synchronous approach, predicted exceptions are not raised
at just any point in time within the try block. Within this block, every program
statement will be executed without any interruption from the exception predic-
tion mechanism. The flow of execution only moves to the prevention handler
between statements, thus eliminating the need for propagation in the call stack.
Thus, unlike traditional Exception Handling models, PreX uses a static binding
approach, meaning that exceptions are not propagated. Instead, they are tied to
the handler of the try-prevent-catch or try-prevent_async-catch to which they
belong. Only the closest code, within the exact context of the particular excep-
tion, can know how to react to a specific prediction. If developers wish to prevent
the delivery of predicted exceptions during the execution of a set of statements,
a special no_interrupt keyword can be used to denote a new scope within which
interruptions are not possible. In Figure 1, lines 13-16 belong to one of these
scopes. In the asynchronous approach, as in the synchronous approach, excep-
tions are only delivered when the program flow is outside the protected block.
Thus, the no_interrupt keyword can act as a synchronization primitive between
the prediction asynchronous handler code and the code within the try block.

PreX allows programmers to periodically sample variables that they think
will be useful for prediction, in addition to system variables monitored with cus-
tom probes. For instance, the remaining number of operations left might be useful
in predicting connection timeouts. These variables can be supplied to the predic-
tion system at any time using the sample (<variable_name>,<variable_value>)
construct. Furthermore, since no two systems are alike, the prediction models will
have to be trained for specific deployments. In particular, note that, for instance,
ConnectionTimeout exceptions may be different depending on the workload (e.g.
“write-heavy” vs “read-heavy”) or the variables being provided by the program.
This motivates the need to distinguish different blocks of code and assign them
meaningful names. Thus, the try keyword requires an additional argument that
uniquely identifies the block of code that it encloses: try(<prediction context>).
Write-heavy blocks can then use try(“write-exceptions”), whereas read-heavy
blocks can use try(“read-exceptions”) to handle two completely different models
for the same kind of exception (ConnectionTimeout) under different contexts.
The argument of the try keyword is the prediction context. Several exceptions
can be predicted within the same prediction context, and a prediction context
binds training data and a prediction model to a unique name. An example of
this construct is in line 10 of Figure 1.

To train the model, the system administrator may specify which prediction
contexts he/she wants the program to be trained in during a training phase.
When in this training phase, no prediction mechanism is used in those prediction
contexts and exceptions can only be caught. Data with the sample keyword is
still fed to the training mechanism, and if the exception is raised and caught,
this training mechanism is notified to adapt its prediction models.
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Fig. 1. Example of PreX using synchronous try-catch-prevent.

3.2 Architecture

Within PreX, exceptions can be predicted using system-wide information. Sev-
eral entities can share information used for prediction (more data, when appro-
priately filtered, implies better predictions). An entity need not be an indepen-
dent machine on its own, and different entities might share the same machine.
There are three main kinds of entities within a system using PreX:

– Coordinator entities: A (potentially replicable) coordinator entity, respon-
sible for aggregating the data from the other two types of entities and running
the prediction system.

– Data gathering entities: These entities feed periodic samples of data (e.g.
memory and CPU usage) to the coordinator entities. Most of the prediction
data comes from these entities, which don’t execute any code that wants
to predict exceptions. The sampling rate for each of these variables is not
pre-determined and may vary according to system load and characteristics.

– Code entities: Whenever an application wants to predict exceptions (or
train that prediction), it spawns a code entity that connects to its coordinator
entity. Each code entity may want to register with the coordinator for a
certain kind of exception within a prediction context. These entities are then
notified whenever an exception of that kind has been predicted. It is the
responsibility of the code entity to raise the local exception within the code.

It is then clear that each try-predict-catch or try-predict_async-catch block
spawns a new code entity. The coordinator entity is responsible for running the
failure prediction methods for predicting exceptions. These can be selected a
priori by a system administrator during the training phase.

The behaviour of the code and coordinator entities is different during the
training phase. During this phase, the code entity registers that it will be sending
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data and information regarding a given prediction context and a given exception.
The coordinator then uses this data to train the model.

Since we are dealing with a distributed system, it is complex to generate
samples at the exact same time in every entity. For this reason, the coordinator
entity groups data within time windows. Precise information about when an
event (e.g. a data sample) happened is lost in favor of a more general interval
during which several events happened. This data can then be processed using
Online Failure Prediction methods such as those presented in [10], [12] or [13].

3.3 Behaviour

To illustrate the behaviour of PreX, Figure 2 depicts the interaction between
code, entities, and the prediction system for the code example in Figure 1 during
a prediction. Notice that the code uses the synchronous prediction model. In the
asynchronous prediction model, the no_interrupt keyword would not be allowed.
Also note that if the code was executed during the training phase, no exceptions
would be predicted, so sections c and d would not be entered.

Fig. 2. Interaction between code and entities through time for the code example in
Figure 1. For simplicity, in this example, the loop only runs once.
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4 Preliminary Results

We have conducted experiments with the TPC-W benchmark to demonstrate
that the proposed model is feasible in the prediction and handling of likely
exceptions. TPC-W simulates the activities of a retail store Web site. It has a
workload generator that emulates the behavior of users according to pre-specified
configurations. In our experiments, the connection pool of the TPC-W server was
exhausted due to client overload, resulting in different NullPointerExceptions.
Using failure prediction methods, we attempted to predict these exceptions.

The setup consisted of three virtual machines running the Crunchbang Linux
distribution (Irrera et al. [13] showed that virtualization did not significantly
influence failure prediction results). These were allocated with 1 GB of RAM
and a single virtual CPU core. They communicated through a local network
bound to the host machine. One of the machines ran the TPC-W Server, the
other the MySQL database, and the third the TPC-W load-generator. In this
third machine, a custom-built data gathering tool was placed, sampling data at
the rate of 100 samples per second. 49 variables were sampled, including CPU
load, open TCP connections, and number of running processes.

After recording several golden-runs (executions with no failure), as well as
several executions with failure, the final data was passed to a pre-processing
window-based algorithm (the dataset was filtered to contain a balance between
both kinds of runs). This algorithm involved two stages: (i) time-window con-
struction and (ii) window-merge. In the first, fixed time windows of size T , start-
ing at time t = 0 were created. For each of the 49 variables, samples within the
same window were condensed using the mean, standard deviation, maximum,
minimum, and derivative (rate of change). Thus, each window contained 245
variables (5× 49). The second step, window-merge, involved concatenating N of
the previously generated time-windows, appending them with a binary variable
indicating if a crash was recorded within the next group of merged windows.
In practice, each group of merged windows offers a time-to-failure prediction of
N × T . The final windows were then processed within Weka3 as a classification
problem. Empirically, we chose T = 5 s and N = 2, meaning a time-to-prediction
of 10 seconds. The experiments were done for a TPC-W simulation of a “slow”
and “fast” ramp up of users. This was done to assess if classifiers trained with one
set of data could still be accurate on different data within similar circumstances.

The results were promising – with 10-fold cross-validation, a Naive Bayes
classifier only failed to predict failures 1.52% of the time, and inaccurately pre-
dicted a failure 8.89% of the time. When this classifier was applied to data from
the “faster” ramp of TPC-W clients, the false negative rate was of 23.3%, whereas
the false positive rate was 7.01%. These results, although very preliminary, show
that prediction of exceptions is within our reach, and that such a model can
be useful for programmers – in this scenario, a time-to-prediction window of 10
seconds would allow the TPC-W clients to reduce their rate of requests, thus
preventing or delaying the exception.

3 http://www.cs.waikato.ac.nz/ml/weka/
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5 Conclusions and Future Work

In this paper, we have proposed a new Exception Handling model that defies
nowadays’ Exception Handling preconceptions. Current research in exception
handling and online failure prediction shows that a fine-grained system for pre-
dicting exceptions is currently missing. Instead of catching exceptions, this model
proposes that the system, as a whole, actively work towards predicting and pre-
venting exceptions. Applications can then be more resilient, robust, reliable and
have increased performance. Our preliminary results also show that it is possible
to predict exceptions, and that a paradigm shift towards prevention, rather then
reaction, is quite within our reach. As future work, we intend to develop a proof
of concept implementation of PreX in a modern programming language.
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Abstract. The popular concept of SmartHome means that the appliances such 
as lighting, heating and door locks are controllable remotely through for 
example remote controls or mobile phones. The concept is becoming more and 
more realizable due to recent advancements in Internet-enabled technologies. 
SmartHomes can become even more intelligent and automated by exploiting 
such intelligent and affordable Internet-enabled technologies. However, this 
necessitates a context-aware system that provides services to respond to the 
context changes to enable such SmartHome automation at the edge of today’s 
context-centric networks. To this end, this paper designs and develops a 
context-aware reasoning service for home automation which provides a novel 
way to connect SmartHomes through the use of a distributed context exchange 
network overlay. It enables mobility service application to communicate with 
and control SmartHomes remotely. 

Keywords: Context-aware, Internet, reasoner service, SmartHome, ubiquitous  

1   Introduction 

The concept of SmartHome has been around since 1980s. The idea was to empower 
users to remotely control their homes. It can provide economic benefit by optimizing 
energy consumption, and it can also be used for security purposes [1]. Interactive 
technologies enable a home to be smart. With the emergence of new and novel 
interactive technologies, the implementation of SmartHome changes accordingly. One 
of the earlier implementations of SmartHome in 2001 exploited the GSM 
technologies where a home was connected to a network and server that enabled 
remote control of lighting, heating and other appliances in the home [2]. Further, web, 
wireless sensor network (WSN), and mobile and desktop computer based SmartHome 
implementations have been explored [3, 4, 5]. The recent advancements in Internet-
of-Things (IoT) landscape and context-aware computing provide a better and efficient 
way of enabling SmartHome. This, however, requires designing and developing new 
innovative services to empower users to control their homes remotely for example by 
using their smarphones.  Earlier approaches such as the GSM approach in [2] required 
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human intervention to enable the SmartHome automation [8]; this however is a 
bottleneck in today’s cutting edge communication where more and more Internet-
enabled devices are getting connected to the IoT landscape.  A user’s home 
appliances such as thermostat radiator for controlling heating, indoor and outdoor 
lighting, door lock, surveillance camera, etc. can be connected to Internet and user can 
monitor and control these appliances remotely via Internet-enabled services in real-
time. HVAC (Heating, Ventilation and Air Conditioning) system provides such a way 
of controlling home appliances for optimizing energy [9]. However, the system lacks 
to provide mechanism for communication between user and her SmartHome. Recent 
advancement in automating home, for example, Honeywell’s programmable 
thermostat allows to program thermostat and automatically turns on and off when a 
threshold value is met [12]; Tellstick allows wirelessly monitoring and controlling 
smart devices [13]. Vision of a universal SmartHome model implementation was 
earlier shown by Bregman and Korman in [6]. The model included a User Interface 
(UI), home appliances, central management system and the communication interfaces. 
The paper only suggested a model for standardizing the SmartHome model; it lacked 
the real implementation to enable the SmartHome. Therefore, in this paper, we 
demonstrate the design and development of a Reasoning Service as a Generic Enabler 
to enable true SmartHome automation independent of any particular home automation 
solution, for example, Honeywell’s or Tellstick can be connected to it. Figure 1 shows 
the implementation scenario. The Reasoning Service is a context-aware service which 
would respond to context changes in the network. Such context-aware service would 
automate SmartHome upon user’s changes in context by using a mobile application.  

 

Fig. 1. SmartHome automation implementation  

To enable true SmartHome automation via the novel Reasoner Service, we have 
designed and developed several sub-artifacts such as SmartHome Reasoner (SHR), 
MediaSense bridge service and a mobility service application (android application, 
i.e. user interface). Each of the sub-artifacts described in the following sections.  
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2   SmartHome Reasoner 

SmartHome Reasoner (SHR) is a REST API, part of MobiS REST APIs [11], which 
connects with other services to enable automating a SmartHome. This reasoner 
provides other functionalities to the mobility service application and MediaSense 
bridge service. Therefore, it does the bulk of the work for providing generic solutions 
to enable novel communication between user and her SmartHome. These are 
tabulated in table 1 and further described below and followed by few descriptions of 
algorithms. 

Table 1.  Reasoner Services.  

Services Description 
Status Retrieves current status of a SmartHome. It connects to 

an external service (i.e. bridge service) that retrieves 
information from the SmartHome 

Compare 
 

Compares Time to Heat and Expected Time of Arrival, 
and alters thermostat radiator accordingly 

Thermostat Turns the heating ON or OFF in a SmartHome 
Light Turns the lighting ON or OFF in a SmartHome 

 
Home Starts the SmartHome arrival and automates 

temperature and light to “Home” status 
 

Away Starts the SmartHome departure and automate to away 
temperature (Taway) and light to “Away” status 
 

CalculateTTH Calculates Time to Heat (TTH) based on current indoor 
temperature (Tindoor)and user’s expected temperature at 
home (Thome) 
 

RegisterSH Registers new SmartHome devices to the databases 
 

Mapping Maps user existing email address to available 
SmartHome ID and assigns its proper ID 
 

Database Stores SmartHome settings such as identification for 
each SmartHome devices, values for Thome and Taway, 
Light Status, SmartHome location, etc. 

 
 
Each of the method calls makes a REST GET request to the SHR. Three different 
calls needed for a sensor (fetches current temperature, i.e. Tindoor and Toutdoor) and two 
actuators (thermostat and lighting are actuators), which are identified by unique IDs 
(UCI). 
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Algorithm 1: Status 
Input: email id, user id, uci, smarthome id 
if authorizeUser (email id, user id) 
getCurrentTemperature (user id, smarthome id); 
getThermostatSetpoints(user id, smarthome id); 
getLightStatus(user id, smarthome id); 

else 
exit 

Output: Tindoor, Toutdoor, Thome, Taway, LightOnorOFF 
 
Algorithm 2: Thermostat 
Input: email id, user id, action 
if Thome && Taway are saved 
if authorizeUser (email id, user id) 
if trip action is home 
activateSmartHomeTrip(user id, home); 
showRoute(origin, destination); 
if TTH is less than 5 minute 
turn outdoor lighting ON 

else if trip action is away 
activateSmartHomeTrip(user id, away); 
turn outdoor lighting OFF 

else 
exit 

else 
ask to save Thome and Taway Output: Route, Thome or Taway at cottage, light ON 

 
Algorithm 3: CalculateTTH 
Input: Tindoor, Thome, tsecond 
if Thome > (Tindoor + 1º C) 
Tdifference = Thome - Tindoor 
TTH = Tdifference /tsecond; 
TTH = TTH - (TTH % 1); 

else 
TTH = 0; 

Output: TTH 
 
If the Thome is less than Tindoor, the algorithms will not return any TTH as there is no 
heating calculation required. The algorithms let the thermostat radiator to alter 
temperature by 1º C in every tsecond (∆time).  

 
Algorithm 4 returns the authorize user id for the fetched email id. The email id is the 
primary email address used on user’s android phone; the SmartHome android 
application provides method for automatically retrieving the email id. 
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Algorithm 4: Mapping 
Input: email id 
Retrieve email id (primary) of the smartphone 
Read and sort the list of authorized email ids and 
corresponding user ids  
if email id is in the list 
return corresponding user id 

else 
no user id found 

Output: user id 
 

 

Fig. 2. SmartHome automation implementation  

3   MediaSense Bridge Service 

MediaSense bridge service is an extended service to the current MediaSense platform. 
MediaSense is an IoT context sharing platform [7], and it is implemented using 
Distributed Context eXchange Protocol (DCXP). DCXP offers simple way of 
communicating between entities. This bridge service runs as a MediaSense entity and 
each SmartHome registered on the platform is considered a MediaSense entity. These 
SmartHomes form a MediaSense overlay (Distributed Hash Table) as shown in figure 
2 and communicates using DCXP. This newly developed bridge service is also a 
REST API which offers able-services to SmartHomes and to SHR. Each of the 
SmartHome devices gets registered on the MediaSense platform via SmartHome 
gateway. An advantage of using MediaSense for our solutions is that devices at home 
can continue communication even if it changes its IP address, since the devices are 
identified using UCIs which are on the MediaSense overlay and agnostic of IP 
address [8, 10]. Since the SHR is a generic enabler and any SmartHome gateway 
solution can be added to this SHR, the paper employed a SmartHome gateway which 

Reasoning Service Enabling SmartHome Automation ... 781



consists of a Raspberry pi connected to a Tellstick which wirelessly controls and 
monitors the SmartHome devices. Figure 2 illustrates this. Raspberry pi can be 
connected to Internet by Wi-Fi or Cellular data or broadband. The SmartHome 
devices’ data are saved on the MediaSense overlay as UCIs’ respective context 
information. The UCIs are then forwarded to the SHR in order to save in the database 
for further communication between user’s mobility application and her SmartHome. 
This bridge service provides following services:  

 
- Device registration. This service makes sure that each SmartHome device 

gets registered on the MediaSense overlay and gets unique ID which in turn 
used for further communication between user interface and gateway. 

- Retrieve data. This service provides mechanism to retrieve SmartHome data 
from the devices via SHR to the user’s application, and vice versa. 

- Set values. This service fetches value from the user settings via SHR and 
alters devices’ value accordingly, e.g. turning on light, start heating, etc. 

- Save history. This service is included which can be used for saving 
historical data about a certain SmartHome for improving the service, e.g. 
TTH, and further research. 

- Access data. This service is intended for crowdsourcing purposes. It means 
that if user allows to crowdsource its data to other SmartHome users then 
data will be accessible to them [7]. This can be, for example, used for 
crowdsourcing current outdoor temperature (Toutdoor) to those that do not 
have sensor for getting current outdoor temperature. 

4 User Interface 

Earlier work done for enabling SmartHome addressed GSM based, web based 
solutions, etc. to access SmartHome. In GSM-based solution, SMS was used for 
automating without letting user know in real-time about the current status, and web-
based solution provided user interface where user required log-in each time she would 
interact with her SmartHome. Furthermore, she would require opening a webpage on 
a web-browser which is not convenient for real-time communication and it does not 
provide user friendly interface as well. In light of this, we have developed a mobility 
service application, SmartHome android application, which would automatically map 
user’s email address and its corresponding SmartHome ID- thus providing the 
required authorization in real-time. The application also provides a user-friendly 
interface to the users where user can check the status of the current indoor and 
outdoor temperature at the cottage in real-time. User can also save her desired 
temperature for Thome and Taway, and can turn light on and off. As part of the EU 
MobiS project, the application also provides route from user’s current location to the 
cottage location [11]. MobiS application provides different criteria for choosing route 
to the destination. As for SmartHome application, it takes the fastest route to the 
cottage location as shown in figure 3 (b). Figure 3 shows part of the SmartHome 
application (settings and on trip scenarios). 
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Figure 3 (a) shows real-time Tindoor and Toutdoor, outdoor light status from a 
SmartHome gateway located at Kista, Stockholm, Sweden (at 01:54 pm,  
27/10/2015), further it shows user’s saved Thome and Taway (all temperatures are shown 
in ºC). When user clicks the “Start Trip to SmartHome” button, the application 
forwards an activation request to SHR by calling its Home service.  

Fig. 3. SmartHome user interface  

The activation requests include user’s SmartHome ID which is automatically mapped 
in real-time by automatically retrieving user’s primary email address from the 
smartphone. And if the authorization is successful, gateway starts heating the home to 
Thome. Start trip takes user to the route, where the application provides option to check 
current status, stop the trip which triggers the “away” status by default. Thus, user is 
able to check if the heating has started and if user changes her mind and wants not to 
travel to cottage; user can set SmartHome to away status. This away status is activated 
by calling SHR’s Away service which sets indoor temperature to Taway. SHR also 
provides a service which automatically detects if user is few minutes (e.g. 5 minutes) 
away from home and application automatically asks if user wants to turn on the 
outdoor lighting upon her arrival at SmartHome. 

5 Discussions 

Figure 4 shows some typical scenarios user might be interested in a SmartHome. First 
of all, user would want to retrieve her home devices’ current status and later, if 
needed, alter its status. The implementation described in this paper only looks into the 
four scenarios as shown in figure 4. However, the implementation can easily be 
extended to match other scenarios in any SmartHome solution. The reasoning 
services, i.e. SmartHome Reasoner (this includes the database) and the MediaSense 
bridge service, are already deployed and running on the MobiS server. All services 
that are listed in table 1 have been tested successfully. Figure 3 shows result of a test 
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case, where we have successfully tested our solution for most services. Table 2 further 
shows result of different scenarios for calculateTTH service.  
In table 2, Δtemp shows the difference between Tindoor and expected Thome. However, the 
TTH calculation is done using a simple algorithm which means that it will only 
provide the mean time for heating from one temperature to another which can be 
considered sufficient for our solution. This shows that calculateTTH can do an 
estimation of the needed TTH. 

 
 
 
 
 
 
 
 
 
 

 

 
 
 

Fig. 4. Typical SmartHome use case 

Table 2.  Time to Heat (TTH) Calculation  

Tindoor Desired Thome Δtemp TTH 

30 20 -10 0 

20 20 0 0 

17 20 03 03.16 

05 15 10 10.54 

08 20 12 12.64 

05 20 15 15.80 

05 35 30 31.60 

6   Conclusions and Future Work 

The aim of this paper was to design and develop a context-aware novel Reasoner 
service to control the SmartHome with a mobility service application. This was 
accomplished by completing four objectives. The first of the objectives that would 
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make us achieve this was to enable communication and connect SmartHomes through 
a distributed information sharing system. This objective was achieved by creating a 
gateway for the SmartHome that makes SmartHome appliances accessible. The 
gateways were connected through the distributed information sharing system 
MediaSense. This solution enables SmartHome devices communication agnostic of IP 
addresses since devices are accessed by employing DCXP protocol’s UCI. 
The second objective was to be able to interact with the distributed information 
sharing system in order to provide information for context-aware application. To 
complete this objective, we have created a web service that interacts with the 
gateways through MediaSense and provides a REST interface so that SmartHome 
access can be communicated anytime, anywhere over the Internet.  
The third objective was to develop a service that utilizes the context awareness and 
ubiquitosness provided by the distributed information sharing system. This was done 
by creating a REST web service that is able to deliver calculated results with the help 
of up-to-date values fetched from the SmartHomes and provide an easy access to 
SmartHomes for a user. 
The fourth objective was to create a mobility service application for which an android 
application was created. The application enables to monitor and control a SmrtHome 
remotely in real-time. The application also ensures unauthorized persons do not have 
access to the SmartHomes. The application further borrows services from MobiS and 
provides users fastest route to the cottage location.  
These objectives in combination have led to an artifact and each objective 
corresponds to a component in that artifact. By evaluating the artifact as well as each 
component it can be concluded that they interact to make it possible to control home 
automation via a mobility service application. Our solution eliminates burden of 
depending on any particular home automation solution; our solution enables novel 
communication between user and her SmartHome in real-time by the help of a 
mobility application.  
Our solution helps in reducing energy consumption at home by being able to control 
heating and lighting anytime remotely; this (anytime, anywhere control) is an 
advantage over other SmartHome solutions such as: Honeywell’s radiator which 
automatically starts heating after reaching a threshold and Tellstick which does not 
provide controlling devices remotely. Since our solution provided in this paper is 
generic, it can easily be extended to other services for further energy consumption 
reduction and other appliances capable of sensing and/or actuating can be connected 
to it, for example, coffee maker, door lock, refrigerator, surveillance camera, etc. 
Further our solution can easily be extended to other remote IoT applications services 
such as e-health, environmental monitoring and controlling, traffic management, etc. 
to enable context-aware reasoning services which is gaining growing attention from 
the IoT domain [13]. The SmartHome Reasoner (SHR) itself can be extended to 
include authentication such as provided by OAuth 2.0, SHR has been tested with 
OAuth 1.0 and it worked well. However, since OAuth 1.0 has been deprecated so 
SHR was redesigned to include the mapping service to ensure authorization for our 
solution. 
In this paper, we did not focus on intelligence in the SmartHome scenario. The SHR 
can be extended to provide intelligence by analyzing the data collected from the 
SmartHome. Combining machine learning and IoT is an exciting prospect that will be 
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inseparable in future. SmartDevices in future would need to talk and interact to its 
user and vice versa- thus requiring intelligence. This could be explored in the future.  
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Abstract. This paper describes how the City of Natal in Brazil has
been implementing technological systems in the context of public safety
to transform itself into a smart city. In particular, this paper presents
a smart city platform, named ROTA, that is able to collect, integrate,
analyze and share sensitive information regarding citizens and patrol ve-
hicles. A mobile application was developed to assess the feasibility of
the proposed platform. Both platform and mobile application have been
fully operational since 2014 and added value to the operational polic-
ing by providing a technological tool in the hands of patrol supervisors,
providing precise and critical information that helps them in their duties.

Keywords: Public Safety, Smart City, IoT, Webservice, Mobile

1 Introduction

The population of cities is growing rapidly from 746 million in 1950 to 3.9 billion
in 2014. As cities grow, so increases the complexity and management challenges
for government authorities in dealing with the various urban problems that arise
as a result of this high population density. For instance, according to the Brazil-
ian Institute of Geography and Statistics (“IBGE”), in July 2009, Natal, the
capital and largest city of the Rio Grande do Norte state in Brazil had a total
population of 950,820 inhabitants. Natal is a diverse city with a strongly growing
population (over 200,000 additional residents in the next 20 years), which faces
a number of issues.

One of the main issues is related to public safety. Crimes statistics for 2012
reflect high levels of crimes in the city of Natal in the categories of robbery,
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rape, fraud, and residential thefts. Moreover, Natal has significant problems with
individuals who consume crack cocaine. Most support this habit by engaging in
criminal activities, such as street robbery.

In this context, the great challenge to be faced by authorities is to ensure
a harmony between sustainable urbanization, socio-economic progress and the
safety of citizens. To tackle such challenge, Natal has engaged in an initiative
to transform itself into a smart city. According to Caragliu et al. [9], a city be-
comes a smart city when investments in human and social capital and traditional
and modern Information and Communication Technology (ICT) fuel sustainable
economic growth and a high quality of life, with a wise management of natural
resources, through participatory governance.

Among the many challenges of implementing a smart city, monitoring and as-
sessing the movement of police personnel is a key issue in improving the effective
police activities, which in turn is directly applicable to the effective management
of a smart city. For example, monitoring the movement of police personnel can
help to: make plans effectively for emergency response, determine mitigation pri-
orities, analyze historical events, and predict future events; it helps police officers
to determine potential incident sites and facilitates to explore the relationship
between incident and land use [11].

This paper describes how Natal has been implementing technological systems
in the context of public safety to transform itself into a smart city. In partic-
ular, this paper presents a smart city platform, named ROTA, which aims to
improve public safety. Moreover, this paper describes a mobile application that
uses the data provided by the proposed platform. The remainder of this paper is
organized as follows. Section II describes some details of the Natal Smart City
initiative. Section III presents the architecture and the implementation details
of the platform and the mobile application developed to support the smart city
initiative. Section IV provides some concluding remarks.

2 Smart City Initiative of Natal

In order to ensure there is harmony between sustainable urbanization, socio-
economic progress and the safety of citizens, solutions are sought for viable
living conditions and sustainable city development. One solution adopted by
many cities is to realize the smart city concept. The smart cities concept arises
from the need to manage several problems caused by the expansion of urban
population [24], that affect the quality of several services, such as transportation,
security, water, tourism, entertainment, electricity, and so forth. The main goal
is to improve quality of life for citizens and the challenge is how to guarantee
sustainable urbanization in conformance to triple bottom line approach, take
into account environmental, economic and social progress.

In this direction, the Natal City council in partnership with public and pri-
vate sector defined a plan to transform Natal into a smart city. The purpose of
the Natal smart city approach is to accelerate and enable the delivery of out-
comes across various sectors, through a truly integrated approach. Many actions
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have been implemented to realize such plan [4,5]. For instance, the plan creates
a network infrastructure, named Giga Metropole, that has an optical backbone
of approximately 160km, as well as a passive network of approximately 300km
to interconnect public institutions in the state of Rio Grande do Norte. More
precisely, the Giga Metropole will benefit around 650 public and private insti-
tutions in Natal’s metropolitan area, including: 350 state and municipal public
basic education schools, police stations, universities and technical schools, teach-
ing laboratories, and 10 hospitals.

In addition to improve the connectivity infrastructure service, the Natal
Smart City plan defines some strategies to improve the services provided to
its citizens. Public safety is one of the key services. According to Brazil’s Con-
stitution, public safety was attributed basically to State Governments that hold,
each one, two different and split law enforcement agencies, one civilian and the
other military. The Civilian Police is responsible for criminal investigation. On
the other hand, the Military Police is responsible for the operational policing [2]
which is patrolling to respond to citizens’ calls for help and civilian emergencies.

The operational policing comprises two main stakeholders: Patrol Supervi-
sors and Patrol Officers. Patrol supervisors use Patrol Vehicles (PV) to monitor
the execution of the patrol plan. The patrol plan covers the definition of area
coverage (safe haven, ambush areas and crime prone areas), patrol teams, dura-
tion, stand-by points and route plan. The patrol officers use PV to respond to
control-room calls, patrol the assigned beats defined by the patrol plan, observe
and check suspicious people and vehicles. The closest and most important links
for patrol offices are the control-room and the patrol supervisors with intense
and ongoing communication though the vehicle radio communication system.

Information and communication technologies play a key role in the opera-
tional policing [10]. The promise of technology to improve the effectiveness of
controlling crime, as well as enhancing professional status and organizational
legitimacy, has resulted in a long-lasting close affinity between technology and
police work [23]. This development has been labeled e-policing [18]. The main
aspect of e-policing is that of mobilizing information in order to make it available
to officers through mobile computing [19]. In this regard, the Natal Smart City
plan defines a set of strategies and actions to create smart city applications and
platforms. One of these platforms, named ROTA, will be described in the next
section and is able to monitor the patrol vehicles in order to assess whether the
patrol officers are committed to the patrol plan.

3 ROTA: A Platform to Improve Public Safety

ROTA is a smart city platform that aims to improve public safety through a
software designed to leverage the infrastructure mechanisms behind the city.
ROTA provides technologies to collect, process, share, store, and analyze a vast
amount of data coming frommultipart sources in order to turn data into powerful
insights. ROTA integrates various information systems provided by different law
enforcement agencies with the aim of providing two distinguishable benefits:
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better-informed officers and improved coordination of limited resources at both
individual and organizational level.

3.1 Platform Architecture

The ROTA platform is structured around three main layers (see Figure 1): Inte-
gration, Analytics Engine and Facade. The Integration Layer integrates scattered
information from different sources and makes the integrated information avail-
able to the final user. The Integration layer plays a very important role in the
ROTA architecture since smart city applications use multimodal information
coming from heterogeneous sources[1]. Hence, the ROTA’s Integration layer al-
lows extracting data from different sources and performing transformations so
that when the data is loaded within the Analytics Engine Layer, it will be within
a format that reflects the analytics required.

Fig. 1. ROTA Platform Architecture

For instance, Figure 1 shows how Integration Layer integrates information
from different law enforcement agencies (Figure 1). The Integration Layer uses
Web Services provided by the CIOSP agency to collect data regarding Patrol
Vehicles and occurrences. CIOSP is a control-room responsible for answering
calls to an emergency telephone number for police, firefighting, and ambulance
services (similar to 911 in USA). The data flow normally begins when a person,
usually a victim of a crime, makes a call to the CIOSP, at which point it is made
the occurrence record. This service will be conducted by one of the telephone
operators, who records information about both the event and of everyone in-
volved in a database using a dispatch system. The telephone operator will send
a patrol vehicle to the crime’s location.

The communication between the patrol vehicle and CIOSP takes place via
radio, which has digital technology that grants it a higher level of data trans-
mission security, as they are encrypted and use a radio wave length exclusive to
public security systems. Each of the radios installed in the patrol vehicle has a
GPS that uses the radio’s data channel to transfer some status (a set of meta-
data with their geographical position). Moreover, Integration layer collects from
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DETRAN-RN and ITEP-RN information regarding vehicles registration, people
identification data (id cards), and records on criminal history. DETRAN-RN
and ITEP-RN are state level organization that handles vehicle registration, is-
sues citizen identification cards and maintains public records on criminal history,
respectively.

Smart city applications demand volume and variety of data that is greater
than anything that has been usually used in enterprises[3].In order to gain-
ing critical insights from processing this large volume of data, we have defined
an Analytics Engine Layer to reason on patterns and on pertinent background
knowledge (occurrences and patrol vehicle data), evaluate patterns’ interesting-
ness, refer them to geographic information and find out appropriate presentations
and visualizations. The information provided by this layer allows: determining
mitigation priorities, analyzing historical events, and defining patrol plans.

The Analytics Engine used HERMES [17] database to perform sophisticated
moving object data mining. HERMES is a Moving Object Database that in-
tegrates many data mining functions including moving object pattern mining
and trajectory mining based on state-of-the-art methods. HERMES has many
application scenarios. For example, it can automatically detect an approximate
period in movements; it can reveal collective movement patterns like flocks, fol-
lowers, and swarms; and it can perform trajectory clustering, classification and
outlier detection for geometric analysis of trajectories.

Finally the Facade Layer works as a portal to access the Analytics Engine
Layer. The Facade Layer needs to cope with two issues: availability and data
privacy/security. The data privacy/security issues will be described in Section
3.2. In terms of availability, It is not realistic to think of a centralized server to
deal with all users requests in a smart city scenario. Hence, we use a cloud-based
solution to provide high availability and prevent application disruption.

Cloud Computing can be defined as a new computing paradigm that en-
ables ubiquitous, convenient, on-demand network access to a shared pool of
configurable computing resources (e.g. networks, servers, storage facilities, ser-
vices, applications, etc.) typically called cloud [15] so that such resources can be
rapidly provisioned and released with minimal management effort or interaction
with the service provider and are provided in a pay-per-use way to the user.

ROTA platform is deployed in a private cloud platform delivering the Infras-
tructure as a Service (IaaS) model. The private cloud is owned by the Public
Safety organization and enables to use cloud computing technology as a means
of centralizing access to IT resources. Due to its characteristics, the private cloud
used to deploy the ROTA platform allows tomaximized effectiveness of resources
shared ubiquitously, through a converged and collaborative infrastructure with
coherence and economies of scale.

3.2 Platform Evaluation

In order to assess the feasibility of the proposed platform, we have design and
implemented a mobile application, named ROTA-app, to use the resources pro-
vided by the proposed platform. ROTA-app is an Android application that uses
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the Google Play Services API, version 8.3.01, and Google Maps v2. It can be
installed on devices running Android 4.0 (Ice Cream Sandwich) or above. The
development target was Android v4.3 (Jelly Bean) which is the version used by
the tablets available to patrol vehicles.

Fig. 2. Main screens of ROTA-app.

Application Functionalities Figure 2 shows a wide range of functionalities
for patrol supervisors. From the top-left to the bottom-right: the main screen,
the search for criminal history, the search for identification card and the search
for vehicle registration. With these functionalities it is possible to improve the
operational policing since it gives information in a credible and agile manner.
For instance, it is possible to know whether a vehicle has any theft/robbery
complaint or whether there is any arrest warrants issued for a person.

Fig. 3. Screen used to track patrol vehicles and CIOSP’s occurrences.

However, the main functionality of the ROTA-app is described in Figure 3.
This figure shows a screen of ROTA-App that displays in real-time the position
of all patrol vehicles (blue triangle) and CIOSP’s occurrences (colored circles).
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This feature is essential to the patrol supervisor since it helps to figure out, in
the field, the position of the patrol vehicles and whether they are following the
patrol plan. For instance, the patrol supervisor can use this screen to find out
which patrol vehicles should be (re)located in order to cover regions with a large
concentration of events, and low policing. This is possible because the system
displays a list of all the georeferenced events registered by CIOSP in the last
twenty-four hours. The example depicted by Figure 3 demonstrates a moment
when the application provides information to the patrol supervisor that allows
him to intervene in the patrols, by conducting a redistribution of official cars,
since their positions (represented by blue triangles) are not in accordance with
the distribution of occurrences (represented by the green, yellow and red circles).

Fig. 4. ROTA-App Architecture.

Mobile Application Architecture The architecture of ROTA-App can be
seen on the Figure 4. This figure shows the internal components (in green) and
external components (in light red) used to support the application functionali-
ties. The internal components are represented by four functional layers: activity,
controller, model and service. The first one represents the view (screens) of the
application. The second one is responsible for processing and providing the data
to the activities. The third one is responsible for managing the application data.
Finally, the fourth one allows connecting the application to the ROTA platform.
As described in Figure 4, Rota-app uses different Web Services provided by the
ROTA platform, such as: Authentication service, occurrences, track patrol vehi-
cle, vehicle registration and Civil registration. In addition, Rota-App used some
Google’s Web Services to incorporate the city map and other functionalities.

As described in the previous section, data privacy and security is a key issue
in the ROTA platform since ROTA manages sensitive information about citizens
(identification data and criminal records) and patrol vehicles (GPS positions).
In order to cope with such issues, the Façade Layer of ROTA platform provides
some privacy and security control to prevent the sensitive information from be-
ing used by non-authorized personnel. For instance, a set of security procedures
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were implemented and are applied during the application’s installation, and es-
pecially during its use. An overview of the main security procedures are listed
in Table 1. In this table it is possible to identify four types of existing controls:
in device, during use, in the infrastructure, and in auditing. For instance, dur-
ing the Rota-App use, each user must be registered before gaining access to the
application. Moreover, all communication between ROTA platform and ROTA-
App are validated and the user can access only the functionalities that they
have permission. Those controls are justified by the strategic importance of the
information in the public safety point of view given that its misuse can incur
in serious problems to the police organization, as well as compromising police
activities, putting their lives, and the population safety at risk.

Table 1. Privacy and Security Rules defined by ROTA platform

Control Type Control Goal Security Rule adopted

In devices
Control the appli-
cation’s distribu-
tion

Install ROTA on police vehicles
and officers devices only

Register Devices Every application must be regis-
tered in a database

Releasing/Locking
Device

The application only works after
the process of release

During usage
Register users Every usermust be registered be-

fore gaining access to the appli-
cation

Control Access Per-
missions

The modules visualized by the
user depend on his permissions

Validate Communi-
cations

All of the communication must
be validated.

In the Infrastruc-
ture

Ensure Safety Apply procedures to ensure the
safety of information.

In the auditing
Data Logging Every Access must be registered
Auditing Users Analyse the users’ behavior

Initial Results The ROTA platform and ROTA-App were both deployed in the
beginning of 2014. Nowadays, there are more than 30 patrol supervisors using
the application to monitor their patrol teams and to define the patrol plan.
The deployment of the ROTA platform and app has brought many benefits.
For instance, it made available a (technological) work tool to patrol supervisors
who now has real time information about patrol vehicles and occurrences. These
information facilitate the process of defining patrol plan and designating vehicles’
locations which in practice may contribute to the reduction of crime rate in the
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Natal region. In fact, the most recent results4 published by the Military Police
shows that from January(2015) to October(2015) there was a reduction of 15.21%
in the number of intentional lethal violent crime for the city of Natal. It is not
possible to claim that such crime rate reduction was due to the utilization of
ROTA platform and app, though we believe ROTA may contribute to it.

4 Conclusion

This paper presented a smart city initiative to improve public safety. This ini-
tiative is based on the design and implementation of a smart city platform that
is able to collect, integrate, analyze and share sensitive information regarding
citizens and patrol vehicles. A mobile application was developed to assess the
feasibility of the proposed platform. Both platform and mobile application are
fully operational since 2014 and added value to the operational policing by pro-
viding a technological tool in the hands of patrol supervisors. Supervisors have
access to precise and critical information that helps them in their duties. From
the use of ROTA-App, it was also possible to observe a change in the officer’s
paradigm, which now perceives the importance of technological solutions in aid-
ing the execution of their daily activities. Besides them, it was also possible to
observe benefits to the Military Police organization that can not be measured,
such as the strengthening of the relations between the partner institutions, such
as the Natal City. As future work, the Natal Smart City initiative is developing
new application modules (for patrol vehicles and citizens) which will add new
services that allow the military police to work in integration with citizens.
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Abstract. Nowadays, various mobile applications are used to solve ev-
eryday problems, saving time, and resources to users. The present re-
search aims to solve one of the needs from the city of Loja that is related
to health services. The city of Loja as well as the rest of the Ecuadorian
country does not have the technology that facilitates quick search of the
drug stores on duty. The model of the proposed mobile app includes in-
teractivity features, automatic update of easy use for users that do not
offer other applications of similar characteristics. During the develop-
ment of this work, it has been considered various aspects related to the
users that will make use of this application as: the type of mobile device
that is used, the operating system, and software architectures. Consider-
ing the features and services, it was chosen the SOA-based architecture.
Through this work, it is intended to measure the impact that the appli-
cation might have in the city of Loja and the benefits that this can bring.
Likewise, it has been specified the operation of the application as well as
the options of search; in the same way, it is presented all the prototype
from the perspective of the user in order to provide an efficient service
to customers, who are looking for a drug store on duty according to the
sectors of the city during 24 hours a day.

Keywords: SOA, Network mobile, Service, Health, Software.

1 Introduction

In today’s world it is presented the problem of not being able to find in the
shortest time possible a shift drugstore at the moment of wanting to acquire a
medicine. There are some projects [1], [2], which present not very ideal solutions
since they do not allow the easy access to the user or consume large number of
resources due to its difficult access since these jobs should allow people simply
perform a query and get access; to the product or service that they wish at
that moment, so that they do not have to perform several activities, after that,
in order to be able to access. The problem is very broad since in Ecuador and
specifically in Loja there is not an application that displays at least the location
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Loja. In this context, mobile applications today allow immediate access to a
service; in this case, we are going to talk about shift drugstore, which represent
a great impact at the time of talking about health because many people need
this service. Jobs [4] contain few arguments that allow establishing an optimum
control on drugstores; they only provide information such as address, but they
do not allow that a person can get access to their location from any location,
schedules of drug stores in service. There are several applications that have been
implemented in some countries; cities about shift drugstore as example, [1], [2],
but which have not been received for not providing the necessary information or
have not given updates so that a person can perform different types of search.

2 Related Works

The work done has been based according to some articles in which it is shown
some different ways to perform a location-based application of places or specific
sites within a city, country, etc. Mobile applications are having, or are already the
most popular worldwide because a large number of people in all countries have
a Smartphone or a cell phone with internet access which allows them to use a
browser which can access Google Maps for geo positioning. In this case, the work
was developed taking into account important aspects of other documents which
are listed below. The article has several important aspects to emphasize as the
use of Google maps for the location of each of the restaurants, which was taken
as a base to apply it in our research work. In Cabshare system [5]which helped
us in our work in order to be able to synchronize in real time the drugstores
that are on duty since in this article the use of Google Maps is considered in
the same way, in order to explain in detail the methodology used, which made
it possible to prepare a prototype of our application. It is a mobile application
that has allowed all the users of Spain have a greater and easier access to all
the drugstores when they need [6], [7]. In our case, we can say that the reason
for developing a mobile application that allows to settle the problems of finding
shift drugstores in the city of Loja happens due to the big demand that this one
presents; it is also because a big need was seen as the one presented in this article.
The application that is presented in this study differs from previous ones since
it allows a better search of drugstore as it is not the case of my open drug store
[8], since in our application people can search by sectors from the city of Loja,
they can also search by dates in which some drug stores are on duty, and also
by the location, where somebody is, which is the initial part of our application.
Drugstores online are attracting most attention [9], [10]. Potential benefits of
telemedicine include improved access to care, greater efficiency in diagnosis and
treatment, higher productivity, and market positioning for the coming century
[10].

3 Literature Review

3.1 Publication of the data in Google Maps

To present the information about drug stores represents the second phase of this
research project, which was used for the development of the application done in
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of drugstores or the information of all the drugstores on duty; there is simply
a web page [3] which allows to see all shift drugstores of some cities including



the city of Loja. It was carried out the record of 90 drugstores that consist in
the National Agency of Regulation, Control, and Sanitary Alertness regulatory
organism of the drug stores in Ecuador [11]. In the phase of elaboration of the
map, it has been taken all drugstores that are enabled to sell their medicines in
the city of Loja, in accordance with the regulatory agency, taking into account
the locations of each of them within the map. It has been taken the GPS coor-
dinates of the drugstore, which will be used to locate points on the interactive
map. In addition to the names of drugstores, it was recorded additional infor-
mation of each one of them such as these addresses, opening hours, as well as
the phone number. All collected data was stored in a spreadsheet; then it was
imported it into a database that will be created for the storage and inquiry of
the data[7].

The main objectives of the tool that is intended to develop are to facilitate
the search of the drugstores that are available in the city of Loja, which is going
to help the users to optimize this way its time at the moment of looking for
an available drug store; another objective is that it is intended that citizens
should start to familiarized themselves with the use of the technologies, which
will facilitate its life.

3.2 Android and Geolocalization

Android Android is an operating system based on Linux[12] for mobile devices
created by Andy Rubin. In 2005, it was acquired by Google Inc. [13] and Andy
Rubin became part of the company as director of mobile platforms for Google. In
the year 2007, 100 big companies within the telecommunications, mobile devices,
development software and marketing formed the Open Handset Alliance [14]
its main objective was to develop open standards for mobile phones. Android
is a fundamental part of this Alliance and part of its code is released under
the Apache license. In October 2008 year was opened the Android Market to
download applications. From that moment and due to the characteristics of the
operating system as open source, portability and adaptation, optimization in the
consumption of memory or high-definition graphics and sound[12].

Android has experienced tremendous growth to be dominant in terms of
market share platform as we can see in figure Fig.1.

After the characteristics described above and the relative ease when devel-
oping applications in terms of available information from official web sites for
developers have made that Android has been selected as the ideal platform for
the realization of this project. In the table of section 3.2 it can be seen the
evolution in terms of versions and API of the Android platform-level [14] [15].

GeoLocation(GEO) is also called geo-referencing. It consists on relating cer-
tain information with a geographic position [16]. The information can refer to
any object such as a restaurant, a theater, a University, drug stores, and even
people. The position of each object is known by coordinates that allows its lo-
cation on the map. Currently, there are helpful tools as Google Maps [17], an
application server maps on the web through which it is possible to locate any
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Fig. 1. Comparison of market share for various mobile platforms [12]

Table 1. Versions of the Android operating system

Version Codename API Distribution

2.2 Froyo 8 0.4%
2.3.3-2.3.7 Gingerbread 10 7.4%
4.0.3-4.0.4 Ice Cream Sandwich 15 6.4%

4.1.x Jelly Bean 16 18.4%
4.2.x 17 19.8%
4.3 18 6.3%
4.4 Kitkat 19 39.7%
5.0 Lollipop 21 1.6%

type of business in a specific area to anywhere in the world; thus, it determines
the location where a user is located at one point, as well as it measures the
distances between coordinates.

The API of Google Maps for Android An important feature of our appli-
cation is to represent the location of the drug stores in the city of Loja, which
is recommended in the map[18].

3.3 Architectures SOA, SOAP y REST

SOA A concise definition for SOA can be found in [19]: A service oriented archi-
tecture (SOA) that is a set of architectural tenets for building autonomous and
yet interoperable systems. Moreover, the concept of SOA supports that these
autonomous systems provide self-contained functionalities are created indepen-
dently of each other, operate independently of their environment, are loosely
coupled,etc”. This architecture defines and provides the necessary infrastructure
for exchanging of information. In addition, participation in business processes
is carried out independently of the hardware-software platform on which it is
worked: operating system, programming language, characteristics of the equip-
ment,etc [20]. The functionality that is needed in SOA breaks down in services
that can be distributed on different nodes connected through a network and, in
the same way, combined to achieve the desired goal.

SOAP It is a simple mechanism to express the information using a modular
data packaging model and a series of mechanisms for encoding data [21], this
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allows SOAP to be used in a wide range of application servers that work through
RPC communication model (Remote Procedure Call)[22].
SOAP functionality is to provide a simple and lightweight interchange mecha-
nism of information between two points using the XML language. SOAP consists
on three parts: the SOAP envelope that determines the operations, the SOAP
encoding rules that define the serializationmechanism that will be used to encap-
sulate various data types in messages and the SOAP RPC that is representation
that defines a mode of operation when making remote procedure calls.

REST It is acronyms in English (Representational State Transfer). As a promis-
ing software architecture style, has been used in large scale since proposed [23]
or an architecture style of hypermedia software systems distributed such as the
Web; indeed, REST strictly refers to a collection of principles for the design of
architectures in network. Representational State Transfer (REST) is an archi-
tectural style that defines the architectural quality attributes of the World Wide
Web, seen as an open, loosely coupled, massively distributed and decentralized
hypermedia system. REST has seen a large uptake for the last several years, as
it is largely regarded as a simpler and more Web-like way of exposing service
interfaces [24].

4 Methodology

4.1 Used Architecture (SOA)

For our application, we have seen necessary to use the SOA architecture for all
the facilities it presents since it does not have restrictions or standards at the
moment of starting the design. SOA architecture has allowed us to make easier
the design and implementation of our application for reasons provided by SOA
web services; likewise, it allows better communication between services within
its architecture. In our application, we use it in the following way, firts it was
usedfor communication with google maps services and direct communication
with the development. Android platform, this architecture is very stable and
very useful since it helps in such a way that one can use methods or standards
that allow developing the application more easily. SOA has been implemented
so that it allows us to transmit a service-specific data to another allowing direct
communication between them. The main reason to apply this architecture be-
cause functions since it allows us that our application has scalability, generality
of interfaces, and compatibility with intermediate components.

4.2 Web Technologies and Resources used

A web application requires the integration of several technologies to manage and
control the different processes of manipulation of data that occur between the
user and the server. For the development of this application, the programming
language PHP and HTML has been used, which allowed the creation of dynamic
pages that communicate with a database. The data has been connected with
Google Maps API for its representation in maps. The google maps service and
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its Google Maps application have become a world reference; this service allows
performing various actions as a simple search of an address in any city, ask
about how routes reach the site by vehicle or to stroll virtual form at the level of
the street with its ”Street View” option. The Google service is of great interest
since it offers web developers a programming interface application that allows
the creation of applications hybrid that take advantage of the full potential of
your service. With the aim of displaying the data collected, it has been created
an interactive tool where it will be integrated with Google Maps and through a
dynamic connection to our data base it can be possible to consult and display
the map with the drugstores. The database was composed by several related
tables each other where the related data was registered. The map contains of
general data of the drugstores located in the city of Loja with a respective
representation and Location of the addresses of the drugstores in the city of
Loja. The application to develop is going tomodifiable in the case that somebody
wants to add new fields to register in the database, only if it is necessary for
future updates. The use of some software resources have seen suitable for our
application: JavaScript Google Maps API, Google Maps Android API, Android
SDK for Windows, MYSQL, PHPMYADMIN, PHP, HTML 5, SublimeText and
PhoneGap.

4.3 Use of Information Technology and Communications (TICs)

Within the information technologies, we have easy access to many statistics or
informative data through the web; in our case, we obtained the hours of drug-
stores on duty which represent the more important entity within our application.
In the table below, in section 4.3, we may observe drug stores on duty in Loja
city.

4.4 Interactive Application

The application is designed for having access to it through a cell phone. In
this way, any citizen that has a Smartphone can access the application, where
some queries that find relevant about the drug stores in the city of Loja maybe
perform. The application was structured in a such way that any person can
handle it. 1. Users can search the application in order to know the drugstore.
2. The application present the drugstore that are available. 3. Drugstores are
contrasted with the Google servers to obtain the location of the pharmacies that
are on duty. 4. The result are sharing with the users of the application.

4.5 Algorithms Search for drugstores

The following algorithm explains the steps of how are going to be carried out
the queries of the drugstores in the city of Loja inside will be held application:
1. The user enters in the mobile application.
2. The application presents four options; among them are that nearest drug-

stores, open drugstores, search all droug store, search by sector or search by
date.

3. If the user performs a search for the nearest drug store, it should be necessary
the use of the GPS to check the users location.
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Table 2. Drugstores on duty of City of Loja

DRUGSTORE ADDRESS START DATE FINAL DATE

”Jerusalen” Guaranda Y Gran Colombia 03/01/2015 10/01/2015

”Manantial” Avda Manuel A Aguirre Y Venezuela 03/01/2015 10/01/2015

”San Gregorio” Calle Nogova/Las Pitas 03/01/2015 10/01/2015

Cruz Azul ”La Salud” 18 De Noviembre Y Coln 03/01/2015 10/01/2015

Pichincha Principal Ancon Y Machala 10/01/2015 17/01/2015

”Espaola” Av. Universitaria Y Rocafuerte 10/01/2015 17/01/2015

”Sai Fydde” Av. Pio Jaramillo Y Max. A. Rodriguez 10/01/2015 17/01/2015

”Santa Fe”(Sucursal) Av. 8 De Diciembre Y Jaramijo 10/01/2015 17/01/2015

Cruz Azul ”Su Farmacia” Juan Jose Samaniego Lauro Guerrero 17/01/2015 24/01/2015

”San Gerardo” Dolores Cacuango Entre Transito Amagua Y Tiradentes 17/01/2015 24/01/2015

”Iberoamerica” Atahualpa Y Caran Shiri 17/01/2015 24/01/2015

”Ana Mara” Guayaquil Entre Machala Y Santo Domingo 17/01/2015 24/01/2015

”Pichincha Sucursal” Jose Antonio Eguiguren Entre Ramon Pinto Y Lauro Guerrero 17/01/2015 24/01/2015

Sana Sana” Jose Felix” Avda. Universitaria Y Jose Felix 24/01/2015 31/01/2015

”Del Pueblo” 18 De Nov. Y 10 De Agosto 24/01/2015 31/01/2015

Su Farmacia Angelica Mercadillo Y Av. Universitaria 24/01/2015 31/01/2015

Fybeca ”Rio Zamora” Orillas Del Rio Zamora Y Guayaquil 24/01/2015 31/01/2015

”San Isidro” Av. Pio Jaramillo Y Einsten 24/01/2015 31/01/2015

” Jerusalen Pricipal” Machala Y Ancon 31/01/2015 07/02/2015

”Iv Centenario” Manuel Agustin Aguirre Y Miguel Riofrio 31/01/2015 07/02/2015

”San Luis” Av. Pio Jaramillo Y Reinaldo Espinoza 31/01/2015 07/02/2015

”Santa Mara” Av. 8 De Dicieimbre Y Jaramijo 31/01/2015 07/02/2015

Cruz Azul ”Americana” 18 De Noviembre Y 10 De Agosto 31/01/2015 07/02/2015

”Cuxibamba Vida” Bolivar Y Miguel Riofrio 31/01/2015 07/02/2015

”Galenos Cruz Azul” Av. Universitaria Y 10 De Agosto 07/02/2015 14/02/2015

”Auxiliadora” Gran Colombia Y Ancon 07/02/2015 14/02/2015

”Maria Fernanda” Argentina Y Brasil 07/02/2015 14/02/2015

Cruz Azul ”Katerine” Bernardo Valdivieso Y Mercadillo 07/02/2015 14/02/2015

” Familiar ” Av. Universitaria E Imbabura 07/02/2015 14/02/2015

”Cuxibamba Bayer” 18 De Noviembre Y Azuay 07/02/2015 14/02/2015

Santa Fe Sucursal 2 Av. 8 De Diciembre Y Santiago 07/02/2015 14/02/2015

”Francesa” Manuel Agustin Aguirre Y Miguel Riofrio 07/02/2015 14/02/2015

Sana Sana ”Miguel Riofro” Miguel Riofrio Y Bolivar 14/02/2015 21/02/2015

”Gran Colombia” Manuel Agustin Aguirre Y Rocafuerte 14/02/2015 21/02/2015

”Bioquimicos” Tomas Alba Edison Y Sldo. Carlos Robles 14/02/2015 21/02/2015

” Sana Alonso De Mercadillo Gran Colombia Y Ancon 14/02/2015 21/02/2015

”Loja” Bolivar - Rocafuerte 14/02/2015 21/02/2015

” Israel” Avda Pio Jaramillo Y Pasaje 14/02/2015 21/02/2015

”San Camilo De Lellis” Av. Paltas Y Rusia 14/02/2015 21/02/2015

”Farmared” Manuel Agustin Aguirre Y Azuay 14/02/2015 21/02/2015

4. After obtaining the results of the GPS, it is necessary to make a query to
view the drug store that are closest to the users current location.

5. If the user performs a search of the open drug store it is going to be necessary
to consult to the database of the drug store that are available and the results
will be presented in Google Maps.

6. If the user decides to search all drug stores in the city of Loja either those
which are available or not a query to the database of all drug stores is going
to be performed; after, the results will be showed.

7. A search by sector of Drugstore or schedule may be done.

4.6 Data Visualization and Prototype

The display of the data in the application was held in Google Maps, within the
application, there will have several ways to view the drugstores in the city of
Loja. The prototype was developed thinking about the well-being of the user,
which is a friendly environment in which the user has easy access to each of the
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options presented. It also allows a direct interaccion between user and applica-
tion, which helps people that are interested in related applications that facilitate
the purchase of products or services as in the case of our work. The aplicacion
prototype allows to display information from drougstores on duty so that users
can easily see the data and can have access to any drugstore that they want.

4.7 Results

The results obtained from the application are shown in the following screenshots
made from the testing of the application. In figure 2(a), it can be seen that
if the user can make use of the option of the drug stores that are closer. To
take as a reference the location of the user it is necessary to choose the option
Closer, so then the application will show all pharmacies that are close to the user
without distinguishing between the pharmacies that are on duty (red color)and
pharmacies that are not available (yellow). By clicking on the icon on the map
2(b), it shows the location of the drugstore and contact information.

(a) Drugstore Map (b) Drugstore descrip-
tion

(c) Drugstore informa-
tion

(d) Drugstore queries (e) Drugstore descrip-
tion by dates

Fig. 2. Prototype of drugstore application
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As it is observed figure 2(c), if the user wants to see all the droug stores
that are on duty it is necessary to enter the choice of drug stores Open, which
will appear on the map with red icon all drugstores available to the user. In the
same way, by clicking on the icon of each one of them is show a description of
drugstore as the address and telephone number. In figure 2(d), it can be seen
that if the user wants to perform a query of the drug stores by sectors from
the city of Loja, in this case it is presented a drop-down list where you can
choose the sector that wishes to consult the drougstore; pharmacies that are
found in this sector will be presented accordingly. In figure 2(e), it is shown the
case where the user decides to perform a query of the drug stores by dates of
availability of the drugstore in the city of Loja, in this case arose that will be
available on the date indicated by the user. In the table below, in section 4.7,
we may observe parameter of usability evaluation of aplication in Loja city. This
evaluation involved 25 people with smartphones.

Table 3. Usability evaluation of the application

Totally agree Agree Parcial agree Not agree Totally desagree

The app is easy to use 14 6 4 1 0

Drugstores were easy to find 13 7 3 2 0

Drugstore Information is clear 18 6 1 0 0

Time schedule Drugstore is correct 22 0 0 0 3

5 Conclusions:

– The use of new technologies facilitates people to have access to information
about existing drug stores in the city of Loja, helping in this way, to make
life easier.

– The integration of a tool extended worldwide and known use as Google Maps
is appropriate to achieve the objectives proposed for the development of the
aplication.

– SOA brings important advantages such as stability, robustness, ease in the
adaptation of new services, ease in rebuilding systems, collect information
and process it for more useful results, time implementation savings which
makes a well known architecture that is used by many organizations.
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2. eFarmacias, “efarmacias, encuentra rápidamente una farmacia abierta cerca de tu
posición,” http://goo.gl/In9sBz, 2013.

3. M. Valarezo, “Farmacias de turno a nivel nacional,” http://goo.gl/In9sBz, 2013.

Open Drugstores Mobile App 805



4. J. Perez, M. Zarazaga, “Farmacias ahora zaragoza. desarrollo de apli-
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Abstract. Application personalization holds the promise of enhancing the 
effectiveness of software, facilitating its use, and creating a stronger emotional 
bond with its users, thus contributing to a user-centered application experience. 
Traditionally, the development of personalized applications and the acquisition 
of quality user data as the basis for personalization have posed significant 
challenges. This article presents a novel experimental development and 
execution platform that enables a simple, general, systematic, and consistent 
approach to developing personalized Web applications according to long-term 
user characteristics. The platform leverages social network user profiles as a 
source of user characteristics. We describe the key conceptual and technical 
goals as well as the platform design challenges in detail. An example 
demonstrates the programming methodology and its benefits.  

Keywords: Application personalization, programming platform, social 
networks, software development, user interfaces, Web. 

1   Introduction 

Application personalization can create a stronger emotional bond between end users 
and software, thereby leading to a more human-centric application experience. It can 
facilitate the use of software and enhance its functional effectiveness by 
accommodating differences between users [1]. In 2001, Pancake [2] predicted that 
users and computers will interact very differently in the future because “software 
must become more responsive to humans in all their diversity. The software interfaces 
we know today will be transformed so they can respond and adjust to each user.” 
Although a significant amount of research and development has been devoted to the 
personalization of software since Pancake’s prediction, in particular, of Web 
applications, we believe that software personalization is far from reaching the level 
envisioned by Pancake and from fulfilling its theoretical potential.  

Mobasher et al. [3] define personalization of Web applications to be “any action 
that makes the Web experience of a user personalized to the user’s taste”. We extend 
this definition to include personalized differentiation of content, appearance (look and 
feel), and functionality in a Web application user interface (UI) based on all of the 
user’s personal characteristics, including name, age, gender, address, education, 
profession, interests, hobbies, disabilities, preferences, affiliations, favorites, and 
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relationships. In this article, we focus on “long-term” user characteristics and exclude 
those that can change frequently such as mood, activity, or geolocation. 

Users nowadays routinely engage with personalized Web applications, from online 
shopping portals to entertainment services. In most of these applications, 
personalization is largely based on internally and transparently collected observations 
about user interactions with the application, with some additional, explicitly gathered 
data such as user interests, preferences, and product ratings. Despite the promise and 
success of these systems, however, a number of challenges have limited the attained 
degree of personalization. One challenge is the transparent acquisition of accurate, up-
to-date, and detailed user characteristics that are not directly observable by 
monitoring user interactions with the application. Examples of such data are age, 
gender, skills, education, interests, and preferences. A transparent collection of user 
characteristics – with user approval - is generally preferable over an explicit data 
collection because the latter requires a considerable effort on the part of the user [4]. 
Another challenge in developing personalized Web applications is the lack of a 
systematic, generally applicable, consistent, and simple to implement software 
engineering approach supported by a development and execution environment.  

In this article, we describe our research in designing a platform for developing and 
executing personalized Web applications. The overarching objective of our work is to 
address the current deficiencies in the state of the art in software personalization, as 
stated above, to popularize personalization in general Web applications. We 
specifically aim at reconciling two different goals: 

A facilitating the development of personalized Web applications for traditionally 
skilled Web application developers and for a wide range of applications;  

B providing users of personalized applications with a convenient, reliable, and 
meaningful experience that is consistent across different applications. 

The main contributions of this article are: 
� We outline high-level criteria that a platform must fulfill to attain Goals A and B. 
� We present technical platform goals derived from these criteria. 
� We describe our experimental personalization platform PerForm for developing 

and executing personalized Web applications with social network user profiles as a 
data source for personalization. 

� Using a running example, we illustrate PerForm’s programming methodology. 

2   Related Work 

Nasraoui [1] describes the benefits of personalizing Web applications, from increased 
customer loyalty in e-commerce applications to greater ease of use. Wu et al. [5] 
support the claim that personalization of Web applications fosters user loyalty. 
Teevan et al. [6] study personalization in Web search engines and conclude that 
personalized search results can greatly increase their user relevance. An example of a 
Web application personalization method, predating social networks, is given in [7]. 
Hong et al. [8] document the reliance of many personalization approaches on sensor 
data and manual user input and describe the disadvantages of such techniques. The 
authors argue in favor of transparently collecting user characteristics, which we also 
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pursue in our work. While Hong et al. propose a personalization system that targets 
recommender applications, our approach has more general applicability. 

Mobasher et al. [3] present a Web usage mining technique for personalizing Web 
applications. It internally and transparently collects data about a user’s interactions 
with the application and personalizes recommendations for further reading and online 
resources based on the knowledge gained about the user. Surveys of Web usage 
mining techniques can be found in [9] and [10]. We take an orthogonal approach by 
leveraging social networks as application-external data sources for personalization, as 
do Akther et al. [11] who aim at personalizing recommender systems. However, their 
work relies on explicit mention of user interests and preferences in social network 
posts. While such posts and Web usage mining allow application- and domain-
specific personalization with a focus on short-term user behavior and interests, our 
work enables less topical personalization with long-term validity. Both approaches 
complement each other. Enriched with user context from sensors, they form a 
comprehensive data foundation for context aware, personalized applications. Schilit et 
al. [12] and Dey [13] published some of the seminal work on context awareness. 

Bonnet [4] explains why personalization systems that transparently determine user 
characteristics tend to be more successful than those requiring user participation. 
Bonnet’s work predates the large-scale adoption of social networks that act as central 
repositories for user profiles. Bonnet therefore assumed that personalized applications 
themselves must perform the management of user characteristics, thus raising the 
challenge of finding the right balance between minimizing the required user 
involvement in the personalization process while giving users maximum control over 
it. Similarly, the Object-Oriented Hypermedia Method in [14] mandates creation and 
storage of user profiles for each family of personalized applications, and also a 
specialized programming language. Blechschmidt et al. [15] argue in favor of a 
standardized XML-based user profile model for generating personalized application 
UIs. In contrast, our work leverages the availability of user profiles on social 
networks and does not impose a special-purpose programming language. 

3   Requirements for an Application Personalization Development 
and Execution Platform 

Our long-term research in software personalization and context awareness inspired a 
list of key criteria for any personalization development and execution platform that 
aims at fulfilling Goals A and B stated in Section 1 of this article. The platform must 
1. facilitate the design and implementation of personalized Web application UIs, 

where personalization extends to the UI presentation, content, and functionality; in 
particular, the platform should 
a. require little learning effort for a software developer with a typical mix of Web 

application development skills 
b. scale adoption and implementation complexity with the desired level of 

personalization; simple personalization should be built into the UI code itself 
c. not impose a new software development approach but allow integration into a 

preferred development style when needed and to the extent necessary 
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2. provide a uniform approach to building personalized Web application UIs across 
applications and in different application domains 

3. lead to a consistent personalization of UI elements in different Web applications 
and thus to a consistent personalization experience for users 

4. allow personalization based on long-term (static or semi-static) user characteristics 
5. transparently retrieve user characteristics as the basis for personalization 
6. use reliable (high-quality, highly available) data sources for user characteristics 

From these conceptual objectives we derived the following technical goals. 

3.1   Acquisition of Personalization Data 

3.1.1 (Semi-) Static User Characteristics 
Through social network profiles, users disclose vast amounts of carefully curated and 
thus high-quality, in-depth personal data. Many social networks provide APIs for a 
programmatic retrieval of user profiles. The programmatic access to social network 
user profiles promotes a complexity shift in personalizing Web applications from 
acquiring quality user data to generating application variations for different users and 
user populations. Transparent, programmatic retrieval of user profiles from a variety 
of social networks therefore is an important technical platform goal.  

3.1.2 Dynamic User Data 
In our work, we focus on personalization based on (semi-) static user characteristics 
because it is a much less researched area than the collection and mapping of dynamic, 
contextual user data – from current location to mood – to personalized UIs. However, 
an actual personalization development and execution platform should also support the 
acquisition and use of dynamic user data in the personalization process. Such data 
may be retrieved from social networks as well as from other data sources. 

3.1.3 Time-Sensitive Personalization 
Personalization in a Web application without explicit user involvement carries the risk 
of counterproductive personalization. Using outdated user profile data in the 
personalization process aggravates this risk. Imagine a personalization element that 
provides local news based on the user’s address and the user moves to a new, faraway 
address but the personalized element keeps assuming the previous address. It is 
important, therefore, that the personalization programming platform regenerates the 
application’s UI frequently and based on a recent version of the user’s profile. 

3.2   Application Responsiveness 

The acquisition of up-to-date user profiles and the computations necessary to 
personalize UI elements take time, especially in the presence of a large number of 
concurrent application users. User adoption of personalized Web applications would 
suffer if the application felt less responsive than a non-personalized application. 
Hence, the responsiveness of a personalized application is a concern. Note that 
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personalization of UI elements may be required whenever the application regenerates 
parts of the UI, triggered by user input/clicks or asynchronously (AJAX). 

3.3   Programming Language Considerations 

Web UI designers are often reluctant to code in a general-purpose application 
programming language but feel comfortable with the Web development languages 
HTML, JavaScript, and CSS. To facilitate the division of labor between UI and 
backend development, it is important to allow pure UI developers to specify as much 
of the UI personalization as possible in HTML, JavaScript, and CSS with few 
modifications. All non-UI programming tasks should be performed in a widely used 
application development language such as Java. We therefore mandated that the 
platform offers a simple Java backend API that supports fine-grained personalization. 

3.4   Managing the Complexity of Personalization 

Social network user profiles allow fine-grained, sophisticated personalization of UI 
elements in Web applications. However, with this new potential for personalization 
comes the danger of an increasing effort to build Web applications. It is important, 
therefore, that the platform helps reduce the complexity of mapping user profiles to 
personalized application elements. This subsection introduces specific platform 
requirements intended to reduce this complexity. 

3.4.1   Personalization through UI Selection 
For many UI elements, the desired personalization applies to an entire user segment 
that shares a set of characteristics. An example would be Spanish-speaking users in 
the United States, aged 40-55. A simple approach to personalizing for a user segment 
is to design a separate UI for each defined user segment and program the platform so 
that it simply selects the appropriate UI at runtime (UI selection). The platform must 
facilitate the development of a fundamentally similar UI for all users in the same 
segment and to add fine-grained personalization for individual users if so desired.  

3.4.2   UI Element Defaults 
Often, personalization of a UI element is intended for a small subset of users, whereas 
all other users receive generic (non-personalized) content, appearance, or 
functionality. For example, if a retail chain wants to publicize the opening of a new 
store location as part of a Web application, it would make sense to only inform 
customers in the vicinity of the new location of the opening while others might see a 
default store location widget. The platform therefore has to facilitate the specification 
of UI element defaults with the option to define personalized override values. 

3.4.3   Variable Substitutions 
Many types of personalization amount to simple variable substitutions in the UI, and 
thus the platform must support variable substitution. A greeting in an e-commerce 
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Web application, for example, might be generically expressed as Hello, <firstName>, 
welcome to <businessName>’s online store! Personalization would replace the 
<firstName> variable with the actual first name of the user and <businessName> 
with the name of the business in that user’s geographic area. Personalization of a 
conditional JavaScript statement checking for the user’s age if (<age> > 65) would 
result in the replacement of <age> with the actual user’s age. 

3.4.4   Standard and Custom Variables 
The <firstName> and <age> variables above suggest that the platform should 
provide a predefined set of standard variables that map to the attributes in social 
network profiles, such as firstName, age, gender, language. Standard variables must 
be automatically replaced by the respective values in the user profile. A mechanism 
for substituting a standard variable with a generic value must exist, in case a user’s 
social network profile does not provide a value for that variable. For example, some 
users decline to enter their age in their social network user profiles. The platform must 
also support developer-defined (custom) variables such as the businessName in the 
above example. The platform must offer a simple configuration mechanism for 
substituting custom variables with values at runtime, as well as a Java API that 
supports more complex instantiations of custom variables at runtime. 

4   The PerForm Programming Model 

In this section, we illustrate the PerForm programming model and how it meets the 
goals outlined in the preceding section using the example of a personalized Web 
application that we call a user support widget (USW). An organization such as a 
business or university can deploy USWs online to provide personalized content and 
support to its users. A USW can display organizational news, events, location 
openings, recommendations, promotions, marketing, etc., tailored to the user’s 
presumed needs and interests. For live support to its users, the USW can establish a 
voice or video call or text chat with a representative of the organization. 

Fig. 1 shows the USW opening screen for a fictitious electronics retailer Acme 
Online. The USW is personalized through Facebook social network user profiles. This 
USW was generated for a user whose Facebook profile indicates that he speaks 
English, loves consumer electronics, is college-educated with a degree in information 
technology, middle-aged, and presumably affluent given his employment history. 

When the user launches the USW for the first time, PerForm asks the user for 
permission to retrieve the Facebook user profile. If the user consents, PerForm 
retrieves the profile through Facebook’s API (cf. Section 3.1.1) and generates the 
USW UI from a set of HTML, JavaScript, and CSS templates. A template is a 
parameterized HTML page, JavaScript code, or CSS specification. It differs from a 
non-parameterized version only in the use of PerForm variables _@<variable name> 
that the application developer inserts in places where content, appearance, or UI 
functionality needs to be personalized. The developer can thus use customary Web 
development languages to build a personalized Web application (cf. Section 3.3). 
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Through an extensive set of internal caches, PerForm stores the user profile as 
well as all templates and instantiated templates for a limited amount of time. Caching 
increases the application responsiveness during repeat access to the same UI elements 
by the user (cf. Section 3.2). The developer can choose to turn off caching for 
personalization elements that require always up-to-date content.  

Fig. 2 shows a simple example of a PerForm HTML template. It contains eight 
variables, indicated by the prefix _@. The variables _@brandingClass and 
_@greetingClass allow a selection of the CSS classes that determine the appearance 
of HTML elements based on the user’s social network user profile. The CSS class 
specifications themselves may be parameterized and therefore personalized in a CSS 
template or a style entry in this HTML template. PerForm substitutes 
the_@businessName and _@greeting with personalized content. For example, the 
business may appear under different names in different geographic regions, and the 
greeting can be made language and time-specific. The user’s USW thus displays 
Acme Online and Good morning, Patrick, and welcome to the Acme user support 
widget on Facebook. The _@businessPageUrl and _@logoUrl are substituted with 

 
Fig. 1. Opening screen of a personalized user support widget 
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URLs that may change based on user characteristics such as location, language, age, 
gender, etc. For a female customer, for example, the _@businessPageUrl may point 
to a Web page of the business that includes products that are primarily offered to 
female customers. Lastly, _@hover and _@hoverText exemplify how JavaScript can 
be personalized as well. The _@hover variable can be replaced with the name of a 
JavaScript function that itself may be parameterized, and _@hoverText determines a 
personalized parameter for the _@hover function. 

To replace template variables with actual values (cf. Sections 3.4.3-4), PerForm 
draws on two possible sources for the actual values: one is a collection of default 
values. The other is a set of dynamically generated personalized values for this user 
that override the default values. Default values are stored in an XML variable 
mappings specification. Fig. 2 shows two alternative examples of mappings from the 
_@greeting variable to values. The first example maps _@greeting to the default 
value <h4>Hello, _@firstName! Welcome to your Acme shopping portal.</h4>. This 
default value itself contains another variable _@firstName. PerForm automatically 
replaces standard variables with their corresponding values in the user’s social 
network profile. The second example variable mapping in Fig. 2 illustrates a hybrid 
approach where the variable substitution is a combination of a default and a 
personalized value. The default value for the _@greeting variable includes 
_@timeOfDay, which is not a standard variable because it does not reference an 
attribute in the user’s social network profile. Therefore, it must be replaced with a 
dynamically computed, personalized value (a greeting for the current time of the day) 
by a custom variable mappings handler as explained further below. 

Therefore, simple personalization that relies on the values in the user’s social 
network profiles and in XML variable mappings specifications can be performed 
without the need to write any code (cf. Section 3.4). If, however, the developer omits 
a mapping from _@greeting or _@timeOfDay to a default value in the variable 

mappings specification or wishes to override the default value for some users with 
more personalized values, it is necessary to write a custom variable mappings handler 
that implements an interface in a simple PerForm Java API. By inspecting the first 

 
Fig. 2. An HTML template and two mappings from the _@greeting variable to values 
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name, language preference, and time zone, the handler can, for example, map 
_@greeting to <b>Good morning, Patrick, and welcome to the Acme user support 
widget on Facebook</b>. Fig. 3 shows an excerpt from a custom variable mappings 
handler producing the greeting for an English-speaking customer before 10:00 AM in 
that user’s timezone. A more creative greeting could be based on the user’s interests, 
hobbies, and activities and display an online “article of the day” that might appeal to 
the user. If only select users should see a personalized UI element (Section 3.4.2), the 
custom variable mappings handler returns a null value for all other users, in which 
case PerForm uses a generic value in the XML variable mappings specification. 

PerForm also supports personalization based on user segmentation (cf. Section 
3.4.1). To this end, PerForm offers a user segmentation handler interface in its Java 
API. For each user segment, the application developer creates two types of artifacts: a 
set of templates and a variable mappings specification. The user segmentation handler 
simply maps a representation of a user’s social network profile to a tuple (template 
URI, variable mappings URI) pointing to the two types of artifacts. For example, user 
segmentation may be desired along language lines and so the developer can provide 
different HTML templates and variable mappings for each page in the application’s 
Web UI, one for each supported language. 

The USW incorporates additional personalization as shown in Fig. 1 (annotated 
with circles �-�) according to users’ long-term characteristics: age-appropriate font 
sizes, a customer service menu according to user interests, user location-specific 
announcements, and a personalized set of live communication modalities (voice, 
video, and/or chat) based on the user’s perceived value to the business. 

5   Conclusions 

A consistent, general approach to application personalization, with reliable, 
convenient sources of personalization data, low development effort, and little required 
developer training has so far been an elusive goal. We propose a platform approach to 
personalizing (Web) applications and postulate several conceptual and technical goals 
that a successful personalization development and execution platform has to fulfill. 
We present our experimental platform PerForm that transparently retrieves social 

Fig. 3. A custom variable mappings handler that generates personalized values 

A Platform Approach to Personalizing Web Applications … 815



network user profiles as a personalization data source and maps them to personalized 
application UI elements under developer guidance. Social network user profiles reveal 
in-depth personal characteristics, background, preferences, interests, affiliations, 
relationships, and more. This data allows PerForm to produce fine-grained 
application personalization based on individual long-term characteristics. We envision 
broadening PerForm to also draw on dynamic user activities, expressions, and context 
in application personalization, retrieved from social networks and other online sources 
as well as from context data sources such as mobile sensors. This way, 
personalization that is more reflective of a user’s current situation becomes possible. 
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Abstract. The purpose of this paper is to present a platform that uses social 
media as a data source to support the decisions of policymakers in the context 
of smart tourism destinations initiatives. The proposed platform was 
implemented and tested during the 2014 FIFA World Cup. In total were 
analyzed 7.5 million tweets. The results show that it is possible to identify the 
nationality, language of the posts, points of agglomeration and concentration of 
visitors. Overall the initial results suggest that data collected from Twitter posts 
can be applicable to the effective management of smart tourism destinations.  

Keywords: Smart Tourism Destination; Smart City, Social Media; Twitter. 

1   Introduction 

The concept of smart city arises due to the complexity and management challenges 
faced by the authorities to deal with the rapidly urban population growth. The authors 
on [4] argue that a city can be defined as ‘intelligent’, when there is investment in 
human and social capital, as well as in information and communication technology 
(ICT) infrastructure. Smart city initiative may comprise many different areas of the 
city administration. For instance, smart tourism destination concept emerged from the 
development of smart cities [3]. Smart tourism destination can be perceived as places 
utilizing the available technological tools and techniques to enable demand and 
supply to co-create value, pleasure, and experiences for the tourist and wealth, profit, 
and benefits for the organizations and the destination [2]. 

Smart city incorporates a large number of systems, which represent the most basic 
infrastructure for integrating the real and virtual worlds. One of the great challenges 
of deployment of smart cities is the extraction of relevant information from the ICT 
infrastructure of cities. Such extraction usually relies on the use of sensors that are 
installed to capture the flow of vehicles, water and energy consumption, thus 
requiring high public investment for the development of smart cities [7]. To overcome 
such difficulty, some studies suggest using social media to identify the perception of 
residents and visitors about a particular city [1, 5]. For example, social media can be 

 � Springer International Publishing Switzerland 2016
Á. Rocha et al. (eds.), New Advances in Information Systems and Technologies,
Advances in Intelligent Systems and Computing 444,
DOI 10.1007/978-3-319-31232-3_77

817



used to obtain relevant information on the situation of public transport, traffic and 
environmental conditions, public safety and general events in cities. In this sense, the 
purpose of this paper is to present a platform that uses social media as a data source to 
support the decisions of policymakers in the context of a smart tourism destination. 
 
2   Smart Destination Initiative of Natal 

 

Natal is located on the northeast of Brazil by the Atlantic Ocean. The capital city of 
the state of Rio Grande do Norte is home of approximately 862.000 thousands people.  
The city and the surround area are well known due its sandy beaches and natural 
resources which attract thousands of tourists every year. Although Natal was not the 
location for the World Cup knockout stage, Natal hosted 4 games in the group stage 
with an average attendance of 40,000 fans at each game. In total, Natal received around 
173,000 tourists during the World Cup period. According to a study performed by 
Forward Data together with Pires & Associados in Brazil [11], Natal presented the 
highest growing number of bookings among all host cities when compared to the same 
period in 2013, for which bookings have grown by more than 1000%. 

The high number of tourists puts severe pressure on the urban infrastructure and 
services related to transportation, safety and water consumption. In order to handle 
such pressure, the Natal city council in partnership with public and private sector have 
engaged in an initiative to create a smart tourism destination.  In fact, smart city 
concept covers a variety of industries, including the tourism industry [12]. Caragliu et 
al. [4] claimed that cities can be defined as smart “when investments in human and 
social capital and traditional (transport) and modern (ICT) communication 
infrastructure fuel sustainable economic growth and a high quality of life, with a wise 
management of natural resources, through participatory governance”. The development 
of Smart City facilitates seamless access to value-added services such as access to real-
time information on public transportation network, enriches tourist experiences and 
enhances destinations competitiveness [3]. 

Due to the complexity to define a smart city initiative that may comprise many 
different areas of the city administration, the Natal initiative decided to focus on some 
specific areas [17, 18]. This paper describes a smart city initiative to create a smart 
tourism destination. Hence, the initiative to create a smart tourism destination is a first 
step towards the creation of a smart city initiative for Natal. A smart tourism 
destination is perceived as places utilizing the available technological tools and 
techniques to enable demand and supply to co-create value, pleasure, and experiences 
for the tourist and wealth, profit, and benefits for the organizations and the destination 
[2]. Guo, Liu, and Chai[12] argue that Smart Tourism Destination is a relevant part of 
the construction of the smart city’s application system since it depends on the 
infrastructure of the smart city, utilization of information resources, and development 
of the intelligence industry. 

Among the many benefits of defining a smart tourism destination, gathering the 
tourist’s perceptions about the city is considered one of the most important ones [3]. 
When tourists use the internet to express their perception by means of words, terms 
and phrases that form their spoken language, this perception is said to be a user 
generated content (UGC). A UGC has been described as creative work that is 
published on publicly accessible websites and is created without a direct link to 
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monetary profit or commercial interest [14]. UGC websites have evolved into 
multiple forms [14]: virtual communities (e.g., LonelyPlanet), consumer reviews 
(e.g., Yelp), personal stand-alone blogs, blog aggregators (e.g., LiveJournal) and 
microblogging platforms (e.g., Twitter), as well as social networks (e.g., Facebook), 
and media sharing tools (e.g., Flickr, YouTube). This paper focus on microblogging 
UGC since it is carried out usually by mobile phone text messages and is currently 
restricted to just 140 characters. Twitter is possibly the best known microblogging site 
where users post messages (“tweets”) sharing views on topics and news stories and 
ask advice and help [15].  Twitter produce millions of posts being broadcast over 
time. These posts need to be analyzed in order to extract situation awareness about 
tourists behavior in a smart tourism destination. Litvin et al. [16] claim that UGC on 
social media is a substantial source of strategic information which can be used for the 
development of a number of business strategies—including enhancing visitor 
satisfaction through product improvement, solving visitor problems, discovering 
visitors’ experience, analyzing competitive strategies as well as monitoring image and 
reputation of a tourism destination. 

Based on the importance of the UGC to the tourism industry [14, 15, 16], the 
Natal initiative decided to define and implement a platform to support the monitoring 
of tourist perception and movement during their visits in Natal. The Natal initiative 
comprises many actions [17, 18] in terms of management and organization, 
governance, policy and technology. Due to space constraints, next section presents 
only the technology solutions implemented to support the creation of a smart tourism 
destination. 

 

Real-time Stream Infrastructure

Natural Language 

Portuguese Processor

English Processor

Data Storage

PostGis MongoDB Titan

Analyses and Visualization

MoveMine GoogleMaps

 
Fig. 1. SSD Platform Architecture. 

 

3   Social Smart Destination Platform 

This work has adapted and optimized a set of machine learning and natural language 
processing techniques to deal with real-time and high-volume text streams. These 
techniques are packaged in a proposed software platform named Social Smart 
Destination (SSD). This platform provides capabilities that include identifying early 
indicators of tourism industry, exploring the presence of tourism issues and 
monitoring tourist’s behavior. In order to provide such technologies, SSD 
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encompasses four components (Figure 1): a real-time stream infrastructure, a natural 
language component, a data storage component, and an analyses and visualization 
component. Next subsections describes in details each of these aforementioned 
components. 

3.1   Real-time Stream Infrastructure 

The SSD platform uses real-time processing infrastructure as a central component. 
This infrastructure is implemented through the use of Apache Storm [13]. Storm is a 
free and open source stream-processing framework capable of processing one million 
100 byte messages per second per node [13]. A Storm cluster is formed by a 
distributed network of processing nodes that process a set of data compartmentalized 
in tuples. For this, three components are defined: (i) zookeeper, (ii) Nimbus and (iii) 
the supervisor. Zookeeper is a high-performance service that coordinates distributed 
applications through configuration management, appointment and work services 
group synchronization. On storm’s architecture, it stores the synchronization of data 
and the processing state of tuples that will be performed at the nodes supervisor. The 
Supervisor is the nodes of the cluster Storm responsible for the data processing. 
Finally, Nimbus is the primary node of the cluster Storm, responsible for distribution 
of code to be processed, assigning tasks to nodes supervisors and fault monitoring. 

Twitter4J Language
Detection

Pre-
processing Postagger

Lemmatization ClassificationDatabase 
Persistence

Titan

PostGis

MongoDB  
 

Fig. 2. Natural Language processing Topology. 

Storm uses topologies as mechanisms for computational organization. Topologies 
are defined as a processing graph where each node in a topology contains a logic 
processing and links between them. The links indicate that data can be exchanged 
between nodes. The data stream is represented by Streams elements. Stream is a 
sequence of tuples that can be affected by Spouts components and Bolts. For instance, 
Figure 2 shows a topology to process natural language. Spouts and bolts have 
interfaces that can be used by developers to implement the program logic. Spouts 
(rectangles in Figure 2) are elements that receive a data stream and organize them in 
tuples. Bolts (circles in Figure 2) consume stream elements from a spout or a bolt. 
Each topology can still be seen as a spouts and bolts package. 
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3.2   Natural Language Component 

Due to the great variety of spoken languages that visitors in a smart tourist 
destination may use to create UGC, the Natural Language Component (NLC) was 
design with extension points, which are well-defined places where other language 
processing components can be added. For this version, Figure 1 shows that SSD 
support two languages: English and Portuguese. Moreover, the Natural Language 
component is structured around the Storm abstractions. Figure 2 shows how Storm 
frames the natural language processing techniques used in this work. The top-left of 
this topology takes inputs from a public streaming Twitter API (Twitter4J). This spout 
creates a stream with tuples that contain the following data: name, age and city of 
Twitter users, tweet ID, latitude, longitude, date and time of the post, and body of the 
tweet. Some of these data, such as the user's city, are only obtained when the user 
allows access to your profile on Twitter.  

Tuples created by spout are passed onto the Language Detection Library1 bolt 
which detects the language of the post. The Language Detection bolt allows 
performing specific actions for the feelings of tourists from different countries that 
may visit a smart destination. The next bolt performs a preprocessing that includes the 
removal of special terms (RT, via, etc.) and hashtags treatment according to the 
language. The Postagger bolt performs the Part-Of-Speech Tagger (POS Tagger) 
using the Apache OpenNLP API2. The Postagger bolt receives a tuple with the tweet 
text in some language and assigns parts of speech to each word, such as noun, verb, 
adjective, etc. For instance in the post "I really loved this city," the Postagger bolt 
creates a tuple with the words properly classified with its context, like "I" being a 
personal pronoun, 'really' an adverb and "loved" a verb. Then the Classification bolt 
implements a Naïve Bayes classifier based on [9], reaching accuracy levels of about 
82% with only the positive, neutral and negative classes. The bolt Lemmatization 
takes into account the language of the post to reduce inflectional forms and sometimes 
derivationally related forms of a word to a common base form (lemma). For instance, 
in English, if confronted with the token “saw”, Lemmatization bolt would attempt to 
return either “see” or “saw” depending on whether the use of the token was as a verb 
or a noun. 

3.3   Data Storage Component 

The data storage is executed by the bolt Database Persistence. This bolt stores the 
processed tweets in three databases: MongoDB3, PostGIS54 and Titan65. MongoDB is 
an open-source document database that provides high performance, high availability, 
and automatic scaling. MongoDB was used to create two data collections. The first 

                                                           
1 https://code.google.com/p/language-detection/ 
2 https://opennlp.apache.org/ 
3 https://www.mongodb.org/ 
4 http://postgis.net/ 
5 http://thinkaurelius.github.io/titan/ 
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collection stores all tweets, creating a log for tweets. In turn, the second collection 
stores the most commonly used terms, their common base form (lemma) and the time 
they were collected. In order to understand visitor behavior, the platform uses the 
PostGIS database to create a cross-reference among the spatial information (latitude, 
longitude and time) generated by the Twitter posts and the list of georeferenced 
tourist attractions obtained from Google Places. This cross-reference allows 
identifying: (i) which are the most or the least visited places, (ii) what are the tourist 
perception about the attractions, (iii) and which kind of attractions are preferred by 
different target groups. Finally, Titan is used to store, in the form of a graph, the 
relationship between users and tweets. Titan is a distributed graph database optimized 
for storing and querying graph structures. Like Storm and MongoDB, Titan databases 
can run as a cluster and can scale horizontally to accommodate increasing data 
volume and user load. The graph structure of Titan facilitates the implementation of 
algorithms to discover the underlining rules governing the behavior of people in a 
social network, such as centrality and closeness. 

3.4   Analyses and Visualization 

The analysis and visualization component also uses bolts and functions to implement 
the data analysis. These elements have not been described in Figure 2 for the sake of 
simplification of the figure. The spouts are used to retrieve data from databases and 
bolts are used to generate the results that will be displayed by the graphical interface 
of the platform. The Analyses and Visualization components leverages the MoveMine 
[17] tool to perform sophisticated moving object data mining. MoveMine integrates 
many data mining functions including moving object pattern mining and trajectory 
mining based on state-of-the-art methods. MoveMine has many application scenarios. 
For example, it can automatically detect an approximate period in movements; it can 
reveal collective movement patterns like flocks, followers, and swarms; and it can 
perform trajectory clustering, classification and outlier detection for geometric 
analysis of trajectories. The graphical interface is a web interface in the form of a 
dashboard, implemented in HTML / JavaScript using the Google Maps API V3 and 
Google Charts library to generate maps and graphics, respectively. 

3   Assessment Methodology 

In order to assess the SSD, the platform has been run to collect and process the 
Twitter posts during the 2014 FIFA World Cup, which took place in Brazil. The 
platform ran from the 10th of June 2014 to the 15th of July 2014. The initial date was 
two days before the opening ceremony and the closing date was two days after the 
closing ceremony. The decision to collect tweets during the World Cup was primarily 
based on the fact that during the same period many organizations perform surveys to 
identify the tourist perception, nationality, etc.  Hence, the intention is to compare our 
results with other researches performed during the same period.  The platform 
collected automatically all tweets containing at least one of the following terms: 
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Salvador, Manaus, Natal, RiodeJaneiro, Recife, SaoPaulo, BeloHorizonte, 
PortoAlegre, Fortaleza, Cuiaba, Brasilia and Curitiba. These terms corresponds to the 
World Cup host cities names. The platform processed during the assessment period 
approximately 7.5 million tweets. 

4   Results 

The SSD platform allows performing different analysis and use different filters to 
be applied to the collected dataset.  For instance, when only the tweets with latitude 
and longitude are taking into account, the number of tweets drops from 7.5 million to 
286,000 tweets. Based on this subset (tweets with latitude and longitude), the SSD 
platform shows that 81.16% of all posts were originated in the Brazilian territory. 
Other South America countries accounted for 5.69% of the posts whereas the North 
and Central American accounted for 4.89% and 2.75%, respectively. Despite being a 
continent with great tradition in football, Europe appears only with 3.05% of the 
posts. 

These data shows an implicit feature of Twitter, i.e., to be used to share 
information and describe day-to-day activities of people lives [6]. According to [10], 
80% of users use Twitter to update their followers on what they are doing, while the 
remaining 20% use Twitter to send general background information. The small 
number of posts outside Brazil helps to confirm this notion that Twitter users have 
little reciprocity in the exchange of messages among users [8], unlike other social 
media, suggesting that the main goal of Twitter is not maintaining relationships, but 
disseminating personal news. 

 

 
Fig. 3. Tourist nationality. 

 
In order to analyze the tourism demand, it has been defined two additional filters. 

The first selected only the posts of Twitter users whose original location was not in 
Brazil (based on the user profile information), and the second restricted to tweets 
posted within the perimeter of the metropolitan region of Natal (i.e., posts sent from 
Natal, but from foreign users). These two filters have generated a subset that 
comprises 7,465 posts. Based on this subset, it was found that Natal received during 
the FIFA World Cup tourists from 25 different nationalities (see Figure 3), such as 
Americans (39.60%), Mexicans (11.56%), British (8.38%), Uruguayans (7.51%), and 
Italians (6.65%). 
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In addition, it was possible to identify the languages used in Twitter posts. In total, 
it was identified 11 different languages: English being the most used with 41% of the 
posts, followed by the Spanish (25%), and Italian (18%). For example, it was 
observed a majority presence of posts in English on the date of the match between 
USA and Ghana (i.e., 16th June).  

Real-time identification of tourist’s behavior is another information relevant to the 
context of smart destinations. With such information, the public managers of the 
tourism sector can improve the tourist infrastructure in those areas while the public 
safety managers can optimize the distribution of vehicles to cover the places of 
greatest tourist presence. 

 

 
Fig. 4. Places where the crowds were concentrated 

 
According to Figure 4, the area of greatest concentration of posts was in the Arena 

das Dunas Stadium, then a live music venue near by the stadium, followed by the 
hotel zone, the airport, and lastly, FIFA Fan Fest.  These results revealed that the 
location of this music venue close to the Stadium probably was favored in comparison 
with FIFA Fan Fest (official music venue). Finally, it was observed that 72% of posts 
in English were positive, 18% neutral and 10% negative. Most of the negative posts 
were related to the bus service, since during the competition in Natal, bus drivers 
went on strike. 

As described in Section 3, the purpose to analyze tweets during the world cup was 
to compare our results with other researches that usually performed in the same 
period. This comparison aims to assess the validity and reliability of the data provided 
by the SSD platform. One of the studies was performed by the Spanish company 
Forward Data [11] that in partnership with Pires & Associados in Brazil researched 
the nationalities of foreigner tourists to Brazil. This research looked at five billion 
reserves issued by 180,000 online travel agencies around the world. These results 
showed that for the city of Natal, 29% of bookings were made by North Americans, 
14% of Uruguayans and 7% by Italians. Moreover, the greatest concentration of post 
in the Arena das Dunas Stadium was expected for a football competition and may 
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suggest that the SSD can be used to identify crowd concentration in other 
circumstances.   

6  Related Work 

Social networks are widely used to collect information about people and events. 
For example, [1] and [5] describe approaches that capture tweets on a certain radius 
starting from an application point. Then those approaches used probabilistic models to 
identify problems relating to traffic and on other events. Our approach is based on the 
solutions defined by [1, 5] and describes additional contribution as a platform that 
supports the treatment and identification of events in real time using multiple 
languages and supporting analysis and geo-referenced data visualization. There are 
many researches[14, 15, 16] in the tourism and hospitality area that analyse the use of 
UGC as a data source. For instance, Lua and Stepchenkovab [14] surveyed 122 peer-
reviewed journals articles and conference proceedings to investigate among many 
other thing the use of software that has been used to  collect and extract information 
from UGC. According to [14], there is no tool with the same capabilities of the SSD 
platform. 

7  Conclusion 

This paper presented a platform that uses social media as a data source to support the 
decisions of policymakers in the context of smart destinations initiatives. The Social 
Smart Destination platform aims to enhance tourists’ travel experience through 
collecting and analyzing in real-time Twitter posts. This paper detailed the topology 
responsible for collecting, processing, and storing the Twitter posts. Some of the data 
gathered by the platform was analyzed to show how the platform can be used by a 
smart destination. The results showed that it is possible to identify the nationality, the 
language of the posts, the sentiment, and the points of agglomeration of visitors 
during a big event.  Overall results suggest that data collected from Twitter posts can 
be applicable to the effective management of smart tourism destinations. As future 
work, we intend to use the comments obtained from of the tripadvisor web site to 
train our sentiment analysis component. We believe this will improve the precision of 
our approach since real comments from tourists in Natal will be used to better train 
the machine learning algorithms. Finally, we intend to add new domains to the 
platform, such as the support identify issues in the public safety of a smart city. 

Acknowledgments 

This work was partially supported by the National Institute of Science and 
Technology for Software Engineering (INES), grants 573964/2008-4(CNPq) and 
APQ-1037-1.03/08 (FACEPE), and by the Smart Metropolis Project.  

Social Smart Destination: A Platform to Analyze User … 825



References 

1. Anantharam, Pramod, et al. "Extracting City Traffic Events from Social Streams." 
ACM Transactions on Intelligent Systems and Technology 9.4 (2014). 

2. Boes, Kim, Dimitrios Buhalis, and Alessandro Inversini. "Conceptualising Smart 
Tourism Destination Dimensions." Information and Communication Technologies in 
Tourism 2015. Springer International Publishing, 2015. 391-403. 

3. Buhalis, Dimitrios, and Aditya Amaranggana. "Smart tourism destinations." 
Information and Communication Technologies in Tourism 2014. Springer 
International Publishing, 2013. 553-564. 

4. Caragliu, Andrea, Chiara Del Bo, and Peter Nijkamp. "Smart cities in Europe." 
Journal of urban technology 18.2 (2011): 65-82. 

5. Doran, Derek, Swapna Gokhale, and Aldo Dagnino. "Human sensing for smart 
cities." Proceedings of the 2013 IEEE/ACM International Conference on Advances in 
Social Networks Analysis and Mining. ACM, 2013. 

6. Java, Akshay, et al. "Why we twitter: understanding microblogging usage and 
communities." Proceedings of the 9th WebKDD and 1st SNA-KDD 2007 workshop 
on Web mining and social network analysis. ACM, 2007. 

7. Komninos, Nicos, Marc Pallot, and Hans Schaffers. "Special issue on smart cities and 
the future internet in Europe." Journal of the Knowledge Economy 4.2 (2013): 119-
134. 

8. Kwak, Haewoon, et al. "What is Twitter, a social network or a news media?." 
Proceedings of the 19th international conference on World wide web. ACM, 2010. 

9. Silva, Mário J., Paula Carvalho, and Luís Sarmento. "Building a sentiment lexicon for 
social judgement mining." Computational Processing of the Portuguese Language. 
Springer Berlin Heidelberg, 2012. 218-228. 

10. Naaman, Mor, Jeffrey Boase, and Chih-Hui Lai. "Is it really about me?: message 
content in social awareness streams." Proceedings of the 2010 ACM conference on 
Computer supported cooperative work. ACM, 2010. 

11. Forward Keys and  Pires & Associados. (2014) . Fifa World Cup shakes Brazilian  
Tourism Trends.  

12. Guo, Y., Liu, H., and Chai, Y. (2014). The embedding convergence of smart cities 
and tourism internet of things in China: An advance perspective. Advances in 
Hospitality and Tourism Research, 2(1), 54-69. 

13. Apache Software Foundation. Apache Storm. Avalilable : https://storm.apache.org/. 
Lu, W. and Stepchenkova, S. User-Generated Content as a Research Mode in 
Tourism and Hospitality Applications: Topics, Methods, and Software. Journal of 
Hospitality Marketing & Management, Feb, 2015, Vol. 24, N0. 2, p.119-154  

14. Akehurst, Gary, (2009), User generated content: the use of blogs for tourism 
organisations and tourism consumers, Service Business, 3, issue 1, p. 51-61. 

15. Litvin, S. W., Goldsmith, R. E., & Pan, B. (2008). Electronic word-of-mouth in 
hospitality and tourism management. Tourism Management, 29(3), 458–468. 

16. Wu, F., Lei, T., Li, Z., and Han., J. (2014). MoveMine 2.0: mining object 
relationships from movement data. Proc. VLDB Endow. 7, 13, 1613-1616. 

17. Cacho, A. et al.  A Smart Destination Initiative: the Case of a 2014 FIFA World Cup 
Host City. Proceedings of the IEEE International Smart Cities Conference. IEEE, 
2015. 

18. Coelho, J. et al.  ROTA: A Smart City Platform to Improve Public Safety. 
Proceedings of the 4th World Conference on Information Systems and Technologies. 
Springer, 2016. 

826 A. Cacho et al.



An Automated Approach for Requirements
Specification Maintenance

Jorge Esparteiro Garcia1,3 and Ana C. R. Paiva2,3

1 Polytechnic Institute of Viana do Castelo
Praca General Barbosa, Viana do Castelo, Portugal

jorgegarcia@esce.ipvc.pt
2 INESC TEC,

3 Faculty of Engineering, University of Porto
Rua Dr. Roberto Frias, s/n, 4200-465 Porto, Portugal

apaiva@fe.up.pt

Abstract. The requirements of a website are constantly changing and
evolving. In this context, managing the changes related to the baseline
and reviewing the requirements’ prioritization is critical. Nowadays, web
analytics tools are used to analyze the behaviour of users on a website
in order to improve its usability and user experience. The analysis of
the usage of websites may also help software requirements maintenance
which can be a contribution to the overall quality of the service pro-
vided. This paper presents an approach through a recommender system
that collects the information about the usage of a website using a web
analytics tools and generate recommendations reports that may help
the requirements maintenance and increase the quality of the software
requirements specification of the website. This paper presents also an
experimental evaluation of a case study based on an online newspaper
website. The results of the proposed approach provide more readable re-
ports in a language more closer to the business and suggest requirements
priority change, identify new requirements and functionalities that may
be removed.

Keywords: Software Requirements Specification, Requirements Man-
agement, Web Usage Mining

1 Introduction

In Software Engineering, software quality has become a topic of major concern.
Particularly, websites are being used not only for displaying static information
but increasingly as core business tools, particularly through web services, in-
tranets and web applications that run as support applications to business de-
velopment. The web services are a type of software that must be available 24
hours a day. Furthermore, should please the customer and must be continued
permanently. Currently, web analytics tool are able to collect diverse data about
the usage of a website. The use of websites generates large amounts of infor-
mation that may be used for different purposes like assessment of quality of
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web-products [10] or to statistical analysis of website data usage [6]. However,
these tools only generate reports with the navigation statistics, duration of navi-
gation on the website and other metrics that are mostly often used simplistically
to see which content with more adherence by users [12]. Either, web analytics
has focused on analysis and reporting of business metrics of interest mainly to
marketers [8]. The potential of the analysis of this data is yet to be explored [1].
An analysis directed to the improvement is not currently done and this data is
disregarded for the improvement of the quality of a web application.

The remainder of this paper is organized as follows: Section 2 gives an
overview of requirements management and web usage mining, discussing the
related work. In Section 3 we describe the approach of the recommender system
developed to assist the requirements maintenance, and in Section 4 we present
some results achieved with this approach on an Experimental Evaluation of a
Case Study based on an online newspaper website. Finally, we conclude the
paper and set future directions in Section 5.

2 Background and Related Work

In the last years, Requirements Management is increasingly recognized as cru-
cial [7], due to the needing of writing requirements readable and traceable, in
order to manage their evolution over time. The requirements evolution consists
in the changes made to the requirements after the initial deploy of the require-
ments specification document [2]. Requirement changes may consist in additions,
omissions or change and can occur in any process, elicitation, analysis, specifica-
tion or validation. Today, the World Wide Web is used by billions of people all
over the world. This expansion has led to a large amount of data. However, this
kind of data is heterogeneous, semi structured or unstructured in contrast to the
standard data that the common data mining methods have to deal with [13].
Web usage mining refers to the discovery of user access patterns from Web us-
age logs. Web Mining has an immense potential in itself for recommendations
to users based on their preferences [12]. Web usage mining is also a field with
immense potential itself for recommendations for systems developers to help in
the website improvement [6].

2.1 Related Work

Research in the field of Requirements Management based on data collected of
the usage of website is at an early stage or not exactly related with the pro-
posed approach on this paper. For instance, Gao [4] proposed a solution where
models software requirements evolution based on the feedback collected, however
this solution does not use any kind of web usage data. Banerjee [3] presented
a methodology to manage requirements based on errors that may occur in the
introduction or updating of the software requirements. Ghezzi [5] presents an ap-
proach that automates the acquisition of user-interaction requirements through
web logs to identify navigation anomalies and emerging users behaviours. Web
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analysis tools available do not provide functionalities that enable a more intelli-
gent analysis to suggest improvements to the website [10], such as identify and
remove unused features or present more readable and intelligible reports. In a
survey related to software requirements specification, Valderas [11] demonstrated
that few of the existing approaches are specifically defined for the specification
of web application requirements. Furthermore, once requirements are specified,
there is little support for allowing the systematic or automatic derivation of the
conceptual model that properly satisfies the software requirements specification.
The proposed approach differs from all the related work presented, because we
propose a recommender system (REQAnalytics) that supports the requirements
maintenance through its lifecycle by using web analytics data of the website.
Using the data gathered from a web analytics tool, REQAnalytics generates rec-
ommendations to the software requirements specification that may help to the
task of the Requirements Management and Maintenance.

3 REQAnalytics

In this section, we present the REQAnalytics tool (Figure 1).

Software Requirements

Specification

Website pages 

Requirements

Recommendations

(New Requirements, Changes,...)

Recommendation

Engine

(Data Analysis)

Functional Requirements

XML Document

Web Usage Database Website Usage Logs

Web Analytics Tool

Mapping Tool

Functional Requirements

 mapped to Website pages/HTML elements

REQAnalytics Database

Fig. 1. An overview of the proposed tool - REQAnalytics

The approach propose and supported by REQAnalytics analyzes the web
usage data of a specific website to generate recommendations that may help the
process of software requirements management during its lifecycle. To generate
these recommendations, first we need to map the requirements with the imple-
mentation artifacts. So, REQAnalytics, includes as mapping tool (similar to the
one presented in [9]) as is shown in Figure 1 that allows to map the functional
requirements of the website with its functionalities. Then, the requirements are
extracted from their specification and a XML document is created and imported
to REQAnalytics. Each requirement has a priority level: Low, Medium or High.
This priority level is a requirements’ attribute indicating the priority order of a
requirements change request. To collect the web data usage from the website,
REQAnalytics uses a web analytics tool (Open Web Analytics) that allows to
collect data and save it to a database. Then REQAnalytics analyses the web
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usage data with the mapping information stored by the mapping tool. After
this analysis, a detailed report is generated with several recommendations to the
website requirements specification under review. These recommendations are
written in a language closer to the business (than the language used by existing
web analytics tools).

4 Experimental Evaluation

This section describes the results of an experimental evaluation of REQAna-
lytics on a online newspaper website - http://www.cidadetomar.pt. Along the
experiment, we wanted to analyze the ability of REQAnalytics to suggest recom-
mendations to the requirements specification and therefore help the requirements
maintenance. The focus was to assess the capability of REQAnalytics to:

– Suggest recommendations to assign the priority to requirements under anal-
ysis

– Suggest recommendations to create new requirements
– Suggest recommendations to delete existing requirements

The study started by setting up the date range period to collect the web us-
age data. On this case study, it was defined a time period of 1 month, before the
recommender system analysis being carried out. Then, using the REQAnalyt-
ics mapping tool, the functional requirements were mapped with the web pages
and HTML elements present in the website. With the data collected by the web
analytics tool, REQAnalytics linked the web usage data with the mapping infor-
mation of the requirements in order to analyze the gathered information. After
this data had been analyzed, REQAnalytics generated a set of recommendations.

4.1 Experimental Results

This section evaluates the recommendations generated by REQAnalytics. Fig-
ure 2 shows the recommendations to the priority of each requirement. The possi-
ble recommendations defined for prioritization of the requirements are: Maintain,
Increase or Decrease the priority of the requirement.

The algorithm of the recommendation is based on the ranking of visits of
each page/HTML element associated with its requirement. First, REQAnalyt-
ics creates a ranking with the most visited requirements. After, based on this
ranking, our system suggests the recommendations of prioritization (Table 1).

Table 1. Prioritization of the Requirements

Requirement Visits Ranking Requirement Priority

Rank 1-20 High Priority

Rank 21-50 Medium Priority

Rank >50 Low Priority
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Fig. 2. Recommendations to Requirements Priority Change

The second type of recommendations generated by the recommender system
is the creation of new requirements. This recommendation is generated based on
the pages/HTML elements that have been visited for at least 10 times during the
period of analysis and do not have any requirement associated. During previous
empirical experiments, we have noticed that when this occurs it is because there
exists a functionality that has been probably implemented after the deploy of
the website and has not been updated in the requirements specification. So,
the recommender system, analyzes what are the visited pages that meet these
conditions and suggests the creation of new requirements as is shown in Figure 3.

Fig. 3. Recommendations to Creation of New Requirements

In addition to this analysis, the system also analyzes if there are several pages
with an high similarity pattern URL (>90%). This occurs when there are pages
that have the same functionality and the same name but with different values
in the URL variables. REQAnalytics aggregates these pages and suggests the
creation of a single requirement for these pages.

Finally, the last type of recommendation provided is the removal of existing
requirements. In this type of recommendation, we had to previously parametrize
what were the requirements that even do not have any visit during the period of
the experiment, are requirements that can not be removed. For instance, if web-
site’s Contacts page does not have any visit, it does not mean that the associated
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requirement should be removed. Then, with this parametrized precondition, the
system suggests to remove the requirements which pages/HTML elements do
not have any visits during the period of the experimental evaluation. Figure 4
shows a screenshot of the suggested requirement that may be removed.

Summarizing, after finishing this experimental evaluation, the recommenda-
tions given by REQAnalytics were: Changing the priority of the requirements;
Creation of new requirements and Delete existing requirements.

Fig. 4. Recommendation to Delete Requirement

5 Conclusions

This paper presents an approach that collects information about the usage of
a website through a web analytics tool and generate recommendations reports
that may help the requirements maintenance and increase the quality of the soft-
ware requirements specification of the website. It also presents an experimental
evaluation on a case study of an online newspaper where some relevant results
of recommendations to requirements specification of the website were achieved.
These recommendations allow to change the priority of requirements and create
or remove new requirements.

The kind of analysis performed by REQAnalytics is not performed by exist-
ing web analytics tools that only generate reports with navigation statistics. In
addition, the recommendations generated by REQAnalytics are presented in a
language more closed of the business.

The results obtained in the experiments suggest that recommender systems
for software engineering can be used in ameaningful way to help the requirements
maintenance during the lifecycle of a website during which requirements are
constantly changing and evolving. Overall this can therefore help to improve the
quality of the website.

As future work, we intend to develop other experimental studies on more
complex websites to allow suggesting different kind of recommendations and
to validate the approach proposed on this paper. We also expect to find new
requirements dependencies and analyze the requirements paths that can be ex-
tracted using the information that the mapping tool included in REQAnalytics
provides.
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Abstract. We propose a 2-step interactive approach for solving a project portfo-
lio selection problem as a single-criterium optimization problem. Our approach
innovates by using two coordinated charts: an interactive project timeline with
drag-and-drop functionalities for project reallocation in time; and an interactive
cost and risk chart that combines a line chart and several bar charts in order to
present multidimensional time-based datasets. These functionalities enable users
to refine the model fed into optimization software in order to achieve results that
better correspond to their expectations. We discuss the use of our prototype in
real scenarios, and present preliminary positive feedback from users.

Keywords: Information Visualization; interactive displays; portfolio selection

1 Introduction

Optimization approaches model the entities of a problem as well as preferences and
requirements provided by decision makers in order to calculate one or more optimized
solutions of a Pareto frontier for the problem. However, models may not capture entirely
all user requirements and preferences, and so they produce optimum solutions in terms
of the modeled problem only, instead of dealing with the real world problem. Interactive
approaches may complement this scenario [3]. In the Project Portfolio Selection (PPS)
problem, given a set of projects, an optimization software must determine when each
project begins, in order to optimize technical criteria, such as reducing the portfolio
makespan or determining minimum funding necessities. After that, some approaches
use interactive visualization techniques to present these solutions to decision makers, in
order to enable them to further explore the solution set.

In this work, we show how single-objective optimization problems may also benefit
from interactive approaches. A single-objective optimization problem aims to achieve
a single best solution of a problem, i.e., it wants to reveal the best value of a func-
tion related to a single objective [2]. Enabling decision makers to modify a solution
will help them to better express their preferences about which criteria this solution
should comply with. Besides, our visualization-based approach, based on interactive
coordinated graphics, enables users to explore alternative solutions in a incremental,
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reversible and easy-to-learn way. Our main contributions are: (1) an interactive visu-
alization approach for insertion of decision maker’s preferences into the optimization
problem; (2) an interactive coordinated view of costs, risks, and project allocation in
time, based on timelines, barcharts, and line charts. First, we present a theoretical back-
ground and review interactive approaches and visualization solutions. After that, we
explain our visualization-based methodology for dealing with our single-objective PPS
problem. Then we show the use of our approach in a real world scenario and report
on preliminary user opinions about it. Lastly, we conclude and present ideas for future
work.

2 Theoretical background

A literature review about interactive approaches for the PPS problem reveals that a ma-
jority of works deals only with multi-criteria methods. Nowak [9] argues that interactive
approaches are frequently used in conjunction with such methods. Fisher [3] presents
three reasons why such approaches should be applied to optimization scenarios: it may
facilitate model specification and revision; it helps dealing with problem aspects that
are hard to quantify; and it may assist in the solution process. Nowak [9] completes this
list with two advantages of these approaches: the diminished need of a priori informa-
tion about decision maker’s preferences; and a higher reliance in the generated solution,
which in turn may contribute to its adoption.

There are distinct classes of multi-criteria methods, according to decision makers’
engagement in the solution selection process [7]. We highlight the class of interactive
methods, which comprise alternating phases of preference elicitation and solution gen-
eration until the decision maker chooses a most preferred solution [8]. Our approach is
also an interactive method, but with a single initial solution. Interactive methods may be
classified according to at least three ways of preference information specification [8]:
methods based on trade-off information, reference point approaches, and classification-
based methods. Our approach differs from these, as we explain in Section 3.2.

The PPS literature [3] [1] discusses interactive optimization works applied to such
diverse problems as vehicle scheduling and routing, location and general scheduling
problems, military procurement, management of R&D, planning healthcare provisions,
and prioritizing funds for public infrastructure, among many others. However, many
of these examples provide few details about how interaction was implemented, if at all.
Regarding visualization solutions for PPS problems, Salo et al. [10] argue that scenarios
in which decision makers must choose a solution among a large set of feasible solutions
pose challenges. Kiesling et al. [4] point out that developing suitable representations and
interactions for decision support systems is less understood. Lotov and Miettinen [6]
point out that visualization approaches for PPS solutions should be simple, persistent in
decision makers’ minds, and it must be complete by presenting all relevant information.
Lotov and Miettinen [6] argue that visualizing the Pareto frontier helps the decision
maker form a mental picture of the problem, which in turn may support a mental search
for a preferred solution in the Pareto frontier.

There are many techniques that can be used to represent the Pareto frontier. We
will focus only on techniques for representing discrete solution spaces, such as the ones
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used when visualizing point-wise approximations to the frontier. At least the following
techniques are already in use [6]: (1) Heatmap: a matrix with painted cells. The X-axis
represents names of decision variables and objective functions; the Y-axis represents
alternative solutions; and cell colors indicate values of each variable and function in
each alternative. (2) Scatterplot matrix (SPLOM): a Mn×n matrix, in which each cell
M(i, j) has a 2D-scatterplot. The axes of each scatterplot are the objective functions
i and j. (3) Decision maps: a kind of scatterplot representing three or more objective
functions. Two of them are represented at the X- and Y-axes, and colors represent a
third one. Values of other objective functions may be indicated using sliders. It is worth
noting that none of these methods fits our scenario, as we explain in Section 3.2.

3 Methodology

Inspired by Fisher’s and Nowak’s arguments in favor of adopting interactive techniques
in conjunction with multicriteria decision making approaches [9] [3], we propose the
use of visualization-based interactive optimization methods for our single-objective
PPS problem. In our proposal, two phases alternate until a decision maker is satisfied. In
the first phase, the interactive one, we present graphical versions of the current portfolio
and values of variables related to it, especially a variable that embodies a measure of
risk value, which is important to our objective function as we explain in Section 3.1. In
this phase the decision maker may interact with portfolio data and adjust optimization
parameters. In the second phase, an optimization algorithm, started by the user, chooses
a new portfolio according to the selected parameters.

This paper focuses on the interactive phase of this process. Our approach aims to
be simple, persistent and complete, as proposed by Lotov and Miettinen [6], in order
to enhance a decision maker comprehension about the data presented. This section de-
scribes our characterization of system data, users (i.e. decision makers), and user tasks
(see Section 3.1). We also define which visual mappings we use to represent data and
to provide insights to users (see Section 3.2).

3.1 User, data, and task characterization

Inspired by the work of Kulyk et al. [5], our design methodology defines who are the
users, which data will be presented, which tasks may be done with these data, and what
insights the visualizations will offer. We consider users as domain experts which have
already solved many PPS problems manually. They are interested on many alternative
solutions for a given PPS problem instead of just a single solution. Working with time-
lines, bar charts, and line charts is common ground for them.

Our main objects are projects, portfolios, and warning points. Users provide a set of
projects which must be scheduled along the time. Every temporal variable of our prob-
lem is measured in months. A project may be classified as mandatory or non-mandatory.
Mandatory projects have predefined starting times. Non-mandatory projects have a sug-
gested starting time, and may be subjected to rescheduling by the optimization software.
Each project has a duration and monthly costs associated to it. Projects may use one of
two types of resources, named CAPEX (capital expenditure) and OPEX (operational
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expenditure). The real data stems from a large power generation company, and each
project is associated to a particular power generation plant.

Users execute projects in order to reduce risks at their business. To each risk is
associated a user-provided risk value, a measure of how serious the risk is. Each risk is
eliminated if a set of projects (i.e., a warning point) related to it is completed. Therefore,
the sooner this set is completed, the sooner the risk is diminished.

A portfolio is a set of projects where each project has a starting time attributed to it.
A typical real input instance consists of about 1,400 projects and 450 warning points.
A portfolio is feasible if it satisfies two criteria, namely: (1) the annual amount of
resources used by all projects under execution in a year is within pre-specified limits,
for both kinds of resources taken individually; (2) the risk associated to each warning
point is totally controlled by the end of the planning horizon.

We characterize user tasks as follows. First of all, decision makers start the in-
teraction with a given initial suggested portfolio provided by field experts. Next, the
optimization algorithm builds an optimized portfolio for them. The optimization strives
to schedule projects as soon as possible, in order to minimize the sum of risk values as-
sociated to risk that have been controlled up to this point, these values being weighted
by how soon the control takes effect.

According to previous experience, decision makers want to move projects along the
execution time line and be immediately informed of how these changes modify risk
control and the usage of resources. Enabling decision makers to change annual cost
restrictions is also necessary. Such changes may affect the portfolio feasibility, and de-
cision makers probably will want to optimize the portfolio again after these actions
are taken. It is worth considering that the optimization algorithm will only change the
scheduled start time of non-mandatory projects; however, decision makers may manu-
ally change the scheduled start time of any project, including mandatory ones.

Besides, the development team hypothesizes that decision makers may need an-
swers to questions such as:

Q1 What happens if I change a project scheduled start time? Is the new portfolio still
feasible? If not, what restrictions did I break?

Q2 How do the budget restrictions interfere with project allocation? Are there unused
financial resources?

Q3 How fast is exposure to risk controlled by a given portfolio?
Q4 Are there too many, or too few, projects associated to a given power generation

plant in a certain time interval?

Hence, we should provide insights about the following data for a given portfolio:
D1 - Monthly absolute costs; D2 - Monthly year-to-date costs; D3 - Available annual
amount of resources; D4 - Portfolio feasibility; D5 - Monthly exposure to risk; and D6
- Distribution of project by plants, along the execution time line.

3.2 Visual mapping and visual structures

First of all, we must note that heatmaps, scatterplot matrices and decision maps, which
are used in some related works [6], do not fit our problem. Heatmaps with “Variables ×
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Fig. 1. (a) Project timeline; (b) details of its controls; (c) details of details-on-demand box.

alternative solutions” do not fit our scenario, given that we have only one solution per
time. Besides, our heatmaps would have too many input variables to be represented (at
least the amount of projects times the amount of months in the portfolio). Scatterplot
matrices and decision maps are based on scatterplots, which present two variables in
their axes. Due to the predominant temporal aspect of the studied scenario, the presence
of a (commonly horizontal) temporal axis is essential, and this will not happen in many
scatterplots of a scatterplot matrix. In addition, scatterplots do not support exhibition of
time intervals, which are relevant to our problem. Therefore, we opted to develop our
own visualization approach for this scenario.

Our visualization proposal comprises two coordinated visual structures: an inter-
active project timeline and an interactive cost and risk chart. This section details these
structures and their visual mapping, i.e., the matching between data variables and graph-
ical and interactive characteristics in our charts.

Our project timeline (Fig. 1) is similar to other timelines [12]: its X-axis represents
time, in months, and each rectangle represents a project. Leftmost and rightmost posi-
tions of a rectangle represent the start and end time of a project, respectively. This chart
has also some interactive features. First, decision makers may drag rectangles along the
X-axis in order to change a project scheduled start time. This feature implements direct
manipulations [11], and provides a fast and easy-to-learn input procedure that avoids
user mistakes such as filling forms with wrong values. Second, when the mouse pointer
hovers over a rectangle, a detail window is shown (Fig. 1). As a third feature, decision
makers may use filters to select which projects should be highlighted. Each filter check-
box presents a field value, like a plant or the kind of resource the project uses, and how
many projects have this particular value. Figure 1 presents all selected projects from
plant “BAB” highlighted in brown.
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(a) (b)

Fig. 2. (a) User drags a project rectangle and drops it over another one. (b) The same portfolio
from Fig. 2(a), after solving overlapping problem.

We use a different method, as opposed to timelines and Gantt charts, for the Y-
axis. Many approaches define a categorical variable for this axis, e.g. human resources.
In our scenario, we do not map any variable to this axis, and therefore each rectangle
may be placed in any vertical position so that it does not ovelap another one. In this
scenario, and expecting a large number of projects, we wanted to enlarge the height of
each rectangle representing a project, in order to facilitate dragging actions. To achieve
this, we developed a layout algorithm that enables rectangles to share the same timeline
row, while avoiding visual overlapping. This algorithm defines the vertical position of
a project as the first empty position, from bottom up, in which the project fits.

Given that a set of rectangles may share a common row, users may drag and drop a
rectangle over another one. In order to resolve overlap problems without causing extra
cognitive efforts to the users, a new layout, with few changes when compared to the
current one, must be provided and with a smooth transition between the two. To achieve
this, we create a new empty row under the current one and move the dragged project to
it. Figure 2 illustrates the approach.

Our second interactive graph is a cost and risk chart, in which we combine bar and
line charts. We represent the following time-dependent variables: a) monthly absolute
costs: presented as thin vertical yellow bars; b) monthly year-to-date costs: presented as
medium-size blue and red vertical bars, behind monthly absolute costs; c) annual cost
restriction: presented as large light-blue vertical bars, behind previous costs; d) annual
additional needed funding: presented as large light-red vertical bars, also behind previ-
ous costs; and e) monthly overall controlled risk value: presented as a green line. Our
chart has two vertical axes: a cost value, applied to all bars related to cost variables; and
a risk value, applied only to the green line. A horizontal axis represents time, in months.
Figure 3(a) illustrates a chart for OPEX resources.

Each year has also an associated slider, which is a grey control in the form of a
rounded rectangle. Its vertical position defines the cost restriction for its respective year.
As a slider, users may drag it vertically, thus changing its value, which may break the
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(a) Chart with an unfeasible portfolio.

(b) By changing second year restrictions, we attain portfolio feasibility.

Fig. 3. Example of cost and risk chart for a 3-year portfolio.

portfolio feasibility, i.e., its annual cost restrictions. We use colors to provide insights
about portfolio feasibility and broken restrictions. The annual additional needed fund-
ing bar represents the amount of resources that is in excess of its given annual cost
restriction. Blue and red colors of annual absolute cost bars indicate the amount of
resources that obeys or breaks cost restrictions, respectively. Colors are updated instan-
taneously when a slider is dragged. This mapping enables a fast perception of portfolio
feasibility, given that any red region in the chart signals infeasibility for the current
portfolio. Besides, the value represented by each slider is shown above it during a drag
action. Figure 3(b) shows how to achieve portfolio feasibility when increasing OPEX
resources for the second year. Note that there is no red bar in this chart.

A second interactive feature of our chart is a filter that can be used for showing
or hiding values of the following time-dependent variables: monthly absolute costs,
monthly year-to-date costs, annual absolute costs, and risk values (grey boxes at Fig. 3).
Besides, we present a detail window when the mouse pointer hovers over a bar.

It is worth noting that each chart has its importance when used alone, but the power
of both charts in helping users make decisions is enhanced when they are presented
together and interactively connected to each other. We adopt a coordinated approach in
which actions in the portfolio timeline affect the cost and risk charts. That is, when a
user moves a project along the timeline, the absolute monthly costs of this project are
also moved accordingly. During this action, the portfolio’s absolute monthly costs must
be recalculated. Besides, this also affects the monthly year-to-date costs. Consequently,
all kinds of bars in the cost and risk charts must be updated. Given that terminating the
execution of a set of projects affects when the associated risk values are reduced, moving
a project may also change values along the risk line, which must then be updated too.

Figure 4 illustrates this coordination. In Fig. 4(a) we present both charts, with a
cost and risk chart for OPEX resources at the top, and the portfolio timeline filtered by
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(a) (b)

Fig. 4. (a) Coordinated charts with an infeasible portfolio. (b) A feasible portfolio, after reallo-
cating two projects with OPEX resources.

OPEX resources at the bottom. This figure has red bars in the second year, so this is an
infeasible portfolio. In order to make it feasible, a user may try moving projects around.
This action is illustrated in Fig. 4(b), in which two projects are postponed to months
18 and 24. Note that this action moved costs from year 2 to year 3. Consequently, less
resources are necessary for year 2, and a feasible portfolio is reached. However, observe
that all risks are deemed controlled only by month 35, whereas Fig. 4(a) shows that all
risks were controlled by month 29 instead.

4 Results and Discussion

In this section we discuss how our approach helps users answer questions Q1 to Q4.
We discuss these questions and their respective insights based on synthetic scenarios.
Besides, we describe preliminary client feedback about our prototype when operating
on real data. When using the synthetic scenarios, already presented in Figs. 1 – 4, we
observed that our approach may help users answer the following questions:

Q1 What happens if I change a project scheduled start time? Is the new portfolio still
feasible? If not, what restrictions did I break? Looking at the scenario presented
in Figs. 4(a) and 4(b), we note that portfolio feasibility was reached when the user
reallocated 2 projects. After this action, the red regions in the cost and risk chart of
Fig. 4(a) disappeared; see Fig. 4(b). Obviously, the inverse movement would render
the portfolio infeasible again.

Q2 How do the budget restrictions interfere with project allocation? Are there un-
used financial resources? In Figs. 3(a) and 3(b) we observe that the user changed
the amount of OPEX resources in year two, rendering the portfolio feasible. In
Fig. 4(a), the first and third years have surplus resources, since no red regions ap-
pear in the cost and risk chart, and their sliders do not touch any bar in these two
years. But year two does not have any surplus resources. The costs presented are
from OPEX resources. In the same figure, OPEX projects (selected) are in brown.
Postponing two projects was enough to make the portfolio feasible (Fig. 4(b)).
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Fig. 5. A real world scenario.

Q3 How fast is exposure to risk controlled by a given portfolio? We note that this value
is suddenly zeroed in Figs. 4(a) and 4(b), but on distinct months.

Q4 Are there too many, or too few, projects associated to a given power generation
plant in a certain time interval? In Fig. 1(a), the user selected only projects from
plant “BAB”. The user can see that all five projects of this plant are allocated on
the first year, highlighting a possibly inappropriate distribution.

Regarding data of types D1 to D6, mentioned in the Methodology section, we in-
corporated most of them into our coordinated charts.

We present data originating from a large power generation company, in a real world
scenario. It comprises a real dataset of projects previously allocated in time, and with
suggested predefined monthly execution costs for all projects. The entire dataset has
1,412 projects and 434 associated warning points. In this example, we considered cost
limits of $16 million per year for illustration purposes. These values can be changed
by the user in the interactive phases. Figure 5 presents our coordinated charts for this
scenario, in which we selected 82 projects to be scheduled in 5 years. Given that this
dataset has many simultaneous, 4-year-long projects, the height of each rectangle was
1 pixel or less, which hampers user interaction for reallocating projects. This is a limi-
tation of our proposal, which will be the focus of subsequent research.

This version of our prototype with coordinated charts was recently presented to de-
cision makers in a meeting, when we collected user feedback in an informal way. We
observed that they understood our proposal, and that they reinforced the need of show-
ing mandatory projects. Decision makers also pointed out that they may have interest
on moving around these projects. According to them, this would be useful when they
perceive that there are insufficient available resources in a given year, and that mod-
ifying a mandatory project start time would help to make the portfolio feasible. This
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confirms that our tool may help users since it enables them to refine the portfolio data
instance which is given as input to the optimization algorithm.

5 Conclusion

This paper presented a visualization-based approach for helping decision makers to
solve project portfolio selection problems defined as a single-criteria decision mak-
ing problem. Our interactive timeline enables users to express their preferences about
project starting times. At the same time, our coordinated cost and risk charts are in-
strumental to help them analyze the impact of these preferences on yearly costs, and
consequently on portfolio feasibility. Future work will focus on data scalability for user
interaction in scenarios with huge amounts of concomitant projects, and on revealing
the impact of moving a given project on the risk of the portfolio.

We thank ANEEL and AES for their financial support to our research.
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Abstract. Current tools to operationalize Computer-Interpretable Gui-
delines focusmainly on displaying recommendations rather than assisting
health care professionals in their daily activities. Furthermore, their un-
derlying models have limitations at the level of temporal representation
that hinder the accurate depiction of clinical protocols in a few specific
situations. This work identifies such situations and proposes a compre-
hensive temporal model based on Ontology Web Language (OWL), along
with a web-based tool that provides an alternative way to deploy and
view clinical protocols. This is evaluated through a case study featuring
a clinical protocol for the treatment of colon cancer. It was possible to
observe that the model was able to represent the majority of temporal
patterns, specially those with periodic events and temporal restrictions
about the state of a patient.

1 Introduction

Keeping track of their patients is a laborious task for health care professionals,
not only because of the number of patients they tend to, but also due to the com-
plexity of the procedures they have to apply. Clinical Decision Support Systems
(CDSSs) that provide patient-specific recommendations may help to ease the
burden on health care professionals, but they lack functionalities that would al-
low them to become more prominent in daily clinical practice, namely those that
enable: patient tracking, patient follow-up, scheduling of procedures, and moni-
toring of procedure constraints [5]. Systems that implement them are available,
yet there is an absence of integrated solutions that combine these functionalities
with traditional CDSS tasks such as diagnosis and treatment recommendation.

The present work discloses one such solution, the CompGuide web applica-
tion, based on digital versions of clinical protocols for automatic interpretation,
also known as Computer-Interpretable Guidelines (CIGs) [4,7]. The underlying
model for CIGs used in this work explores Ontology Web Language (OWL) as
the support for the definition of representation primitives and the procedural
logic of clinical protocols. The application performs the role of a personal assis-
tant for health care professionals that provides decision support and treatment
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recommendations, reminders for the timely execution of clinical tasks, and noti-
fications about starting time, ending time, and expected outcomes of tasks. To
do so, the temporal representation of clinical tasks is the main aspect to take
into account and the main subject of this work.

The present article is organized as follows. Section 2 provides related work
about the temporal representation of tasks in CIG models. The underlying CIG
model and the temporal representation are disclosed in section 3. Section 4
describes a case-study used to assess the expressiveness of the model and the
approach followed to make protocols represented according to it available for
execution. Finally, section 5 presents conclusions about the work developed so
far and future work considerations.

2 Temporal Representation of Clinical Protocols

From the analysis of the main CIG models [9,10,3,1,8], it was possible to divide
temporal constraints of clinical protocols into two groups: temporal constraints
placed on the execution of clinical tasks and temporal constraints on conditions
about the state of a patient. The analysed models, except for Arden Syntax [8],
follow a Task Network Model (TNM) in which every clinical recommendation
is considered a task. The first group includes temporal patterns that determine
how tasks should be executed, namely: durations, which express how long a task
should last; repetitions, the number of times a clinical task should be performed
over time; periodicities, which express that a task should be performed from time
to time, as a succession of several events; waiting times, delays in the execution
of tasks; and repetition conditions, conditions about the state of a patient that
determine whether a task should be repeated or not. The second group consists
of temporal constraints that reflect changes occurred, or expected to occur, in
the state of a patient. It is possible to observe in Table 1 that each model shows
at least one limitation in one type of temporal constraint. While the duration
and waiting time patterns are present in most models, it is only possible to define
an important pattern such as periodicities in three of them, and the same goes
for repetition conditions. That being said, the GLARE [1] model is specialized in
the representation of periodic procedures and is the most comprehensive of the
lot. Another drawback of current CIG models is they do not provide adequate
representation primitives for temporal constraints regarding conditions about
the state of a patient.

In order to become operational, CIGs need an execution engine to inter-
pret the protocol and a tool through which recommendations are conveyed to
health care professionals and information is fed to the engine. Tools such as
the Guideline Execution Engine (GLEE), SAGEDesktop, or the execution en-
gine of GLARE [4], to name a few, are used to interact with medical personnel.
However, they usually do so by displaying protocols as oriented graphs, with no
intelligent integration of the recommendations provided by the protocol in the
daily schedule of health care professionals.
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Table 1. Assessment of CIG models. The symbol �indicates the model fully represents
the temporal constraint and the � indicates the model does not represent it or has
limitations regarding it.

CIG
Model

Temporal restrictions about the execution of tasks Temporal
restrictions
about the
state of a
patient

Durations Repetitions Periodicities
Waiting
Times

Repetition
Conditions

Arden Syntax [8] � � � � � �

GLIF3 [3] � � � � � �
Asbru [9] � � � � � �

PROforma [10] � � � � � �

GLARE [1] � � � � � �

3 Proposed Temporal Model

Following the limitations identified in section 2, one proposes a comprehensive
temporal model. The definition of temporal representation primitives follows
the guiding principles of the CompGuide ontology for clinical protocols [6]. This
model is based on OWL and provides representation primitives for Plans, Ac-
tions, Questions, and Decisions. Typically, Actions describe tasks that should
be carried out by the health care professional, such as exams, observations and
so forth. Questions are used to feed information about clinical parameters to
the execution engine and derive new task recommendations. Decisions use that
information to perform diagnosis or update the state of the patient. Finally,
Plans contain instances of any other type of task and are defined to achieve spe-
cific goals. CompGuide also provides representation primitives to define different
types of conditions, including trigger conditions to select one amongst alterna-
tive tasks, pre-conditions to execute tasks, and expected outcomes from tasks.
The Condition class allows the representation of these conditions with specific
properties for clinical parameters and their values. The classes of the temporal
model are shown in Figure 1. The main classes are represented as subclasses of
TemporalElement. One of those subclasses is TemporalUnit which represents the
different units in which a temporal constraint may be expressed. It is an enu-
merated class including the instances second, minute, hour, day, week, month,
and year.

3.1 Temporal Constraints on the Execution of Tasks

The tasks for which it is possible to express durations are Actions and Plans,
since they are the only ones that may unfold over time. The attributes charac-
terizing the Duration class are encoded as necessary conditions in OWL (as it
is the case with all the other classes). As such, to define a duration, one should
choose either to define a maximal and minimal duration, trough the maxDura-
tionValue and minDurationValue data properties, or to define an exact value for
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Fig. 1. Classes of the model for the representation of temporal constraints in the
CompGuide ontology.

the duration, through the exactDurationValue data property. The range of these
data properties is defined as a decimal numerical value. Regardless of the type
of value one defines, it is always necessary to define a temporal granularity for a
decision, which is done through the hasTemporalUnit object property connecting
instances of Duration to instances of TemporalUnit.

One can express delays between tasks, motivated for instance by the need to
observe the effect a task has on the state of a patient, with the WaitingTime
class. The waiting time values are defined much like in Duration, as intervals
(with the maxWaitingTime and minWaitingTime data properties) or exact val-
ues (with the exactWaitingTime data property). The hasTemporalUnit property
is used again to specify the units.

The representation of periodic tasks is the most complex pattern. They are
represented with the class Periodicity. A periodicity can be defined for any type
of task, Plans, Actions, Questions or Decisions. However, the periodic event is
bound by either a duration, a repetition constraint or a stop condition about the
state of the patient. The duration is defined through the reuse of the Duration
class. As such, an instance of Periodicity can also be connected to an instance
of Duration through the hasDuration object property, thus determining for how
long a periodic task should take place. On the other hand, if one wants to state
the number of times the event should be carried out (the same is to say the
number of cycles of the periodic task), it is necessary to formulate a repetition
constraint, which is possible through the repetitionValue data property, with a
range of integer numerical values. Alternatively, it could be the case the periodic
task should only occur until a condition about the state of a patient is met.
To express this, one uses the hasStopCondition object property to connect an
instance of periodicity to instances of the class Condition. While it is possible
for a periodicity to have a duration and a stop condition, a repetition value and
a stop condition, or just a stop condition, it is not possible to have both a dura-
tion and a repetition value because it is considered to be redundant information.
With a duration and a frequency it is already possible to calculate the number
of repetitions of a task and vice versa. The stop condition takes precedence over
the other temporal restrictions, so, if the condition is met, the task is immedi-
ately stopped.The frequency of the periodicity and the temporal granularity are
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defined in the data property periodicityValue and through the hasTemporalUnit
object property respectively.

A periodic task unfolds in a series of executions which are handled by the
execution engine as events. Each event may have itself an associated periodicity
or duration, which means that it may be necessary to define nested tempo-
ral patterns. The object property hasCyclePartDefinition is used to specify the
duration or the periodicity of an event. It connects instances of Periodicity to in-
stances of CyclePartDefinition. Instances of this class may have the hasDuration
property connecting them to instances of Duration or the hasCyclePartPeriod-
icity property connecting them to instances of CyclePartPeriodicity. The latter
is similar to Periodicity in all but the possibility to define another periodicity or
duration within it. One can argue it would be simpler to reuse the Periodicity
class rather than defining another class for the periodicity of each event, but by
doing so it would be possible to nest periodicities inside one another infinitely,
which would be difficult to handle computationally.

3.2 Temporal Constraints on the State of a Patient

In CompGuide, a temporal constraint for conditions about the state of a pa-
tient is represented by an instance of the TemporalRestriction class. To connect
the constraint to an instance representing a condition, it is necessary to use
the hasTemporalRestriction property, which, although non-mandatory, can be
defined for any of the above-mentioned conditions.

For each instance of TemporalRestriction it is necessary to specify a temporal
operator through the hasTemporalOperator object property. This object prop-
erty points to instances belonging to TemporalOperator. This is an enumerated
class that can only have a limited number of instances, namely within the last
and within the following. The temporal operators represent the reach of a tem-
poral constraint and are used together with temporal units, defined through
the hasTemporalUnit object property, and temporal restriction values. The lat-
ter are expressed through data properties such as maxTemporalRestrictionValue
and minTemporalRestrictionValue for an interval, or temporalRestrictionValue
for an exact value, with a range of decimal numerical values.

Each operator conveys a different meaning.The operator within the last is
used when one wants to express that a condition must have held true at least
once, within a period of time just before execution time. The execution engine
interprets this operator by checking if, in the state of the patient, there is a
record regarding the parameter in the condition, registered within the specified
time frame, and if its value validates the condition. This temporal operator
can be defined for temporal restrictions of simple conditions in Decision tasks,
trigger conditions and pre-conditions, ant it is used to reason about past events.
However, in an expected outcome of a task, it is necessary to express a condition
about the future, in which one aims to observe the effect a clinical task has
after being applied to a patient. The within the following operator conveys this
meaning to the execution engine which, in turn, checks if the condition holds
true after the specified time.
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4 Discussion and Implementation

The CompGuide temporal model was validated with a case-study featuring a
National Comprehensive Cancer Network (NCCN) protocol for the treatment
of colon cancer [2]. This protocol includes procedures that unfold over different
phases of treatment, from cancer staging to follow-up, and presents a wide variety
of temporal patterns. The representation of the clinical protocol in the model
was carried out using Protégé1, an ontology editor for OWL.

4.1 Analysis of a Case-study in Colon Cancer Treatment

The representation of the NCCN protocol resulted in an owl file containing 223
task instances, of which: 190 were Action tasks, 21 were Question tasks, 1 was
a Decision task and 11 were Plans. Out of the 223 tasks, a total of 95 had
temporal constraints. The set included: 7 with Durations, 2 with WaitingTimes,
79 with Periodicities, and 7 with nested Periodicities. Periodicities were the
most abundant pattern, mainly because of the rich description of chemotherapy
regimens made in the document. Most Periodicity instances were limited by a
Duration.

The proposed temporal constructors were effective in the representation of
the different temporal patterns, specially in the tasks having a Duration or a
Waiting Time. In fact, the information about the duration of tasks was mostly
conveyed using exact values or intervals, like what happens in the natural lan-
guage expression ”perform neoadjuvant therapy for 2-3 months”, extracted from
the protocol [2], in which there is an Action consisting in therapy before treat-
ment with a Duration expressed using the minDurationValue 2.0, the maxDura-
tionValue 3.0, and the TemporalUnit month. The same is true for waiting times,
as seen in the example ”reevaluation for colon surgery 2 months after the end of
chemotherapy” [2] in which there are clearly two Actions, the first is chemother-
apy and the second is re-evaluation, with the latter having a delay expressed
with the exactWaitingTime 2.0, and the TemporalUnit month. This temporal
model follows a simpler scheme than Asbru which provides a plethora of tempo-
ral annotations such as earliest and latest, starting and ending, shifts for tasks
[9]. Yet, the CompGuide temporal elements were sufficient to represent all the
durations and waiting times of such a complex protocol.

Regarding periodic tasks, as mentioned above, most of them were bounded
by a Duration. The constraints followed a structure similar to the one in the
recommendation ”complete physical exam every 6 months for 2 years” [2]. In
the example, it is possible to identify the Action complete physical exam, the
periodicityValue 6.0, the TemporalUnit for the Periodicity month, the exactDu-
rationValue 2.0, and the TemporalUnit for the Duration year. In this case, the
execution engine would recommend the execution of the task with the specified
frequency during the 2 years. Periodic tasks bounded by the number of repeti-
tions were not that common in the protocol, but their interpretation logic follows

1 Available at http://protege.stanford.edu/.
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the same principles as periodic tasks with durations, the execution engine would
count the number of times the periodic event was executed and would recom-
mend the task the number of times still left to complete execution. The periodic
tasks that had stop conditions usually had a duration limiting their execution.
The pattern followed a structure identical to the example ”perform colonoscopy
every 3 months for 2 years and stop if signs of adenoma are found” [2]. The Peri-
odicity identified in the example has the periodicityValue 3.0, the TemporalUnit
month, a Duration with the exactDurationValue 2.0, and the TemporalUnit year.
It also has the Condition signs of adenoma. After each event of the periodic task,
the execution engine should ask the user if the stop condition holds, and, if so,
the task is stopped and the execution engine moves on to the following tasks.

The only examples of nested periodicities referred to the description of how
the different chemotherapy schemes should be applied. For instance, the expres-
sion ”CapeOx should be applied every 3 months, with the administration of
capecitabine every 12 hours for 14 days” describes an Action consisting in ap-
plying the CapeOx chemo, that has a Periodicity with the periodicityValue 3.0,
and the TemporalUnit month, with a CyclePartDefinition which, in turn, has a
CyclePartPeriodicity. This instance of CyclePartPeriodicity has the periodicity-
Value 12.0, and the TemporalUnit hour, along with the Duration 14 days. This
type of constraint tells the execution engine that the event of the task occurring
every 3 months should, itself, be performed every 12 hours during 14 days. Once
the event is over, it should only be performed again after 3 months.

In the protocol there were 6 occurrences of temporal constraints on con-
ditions about the state of the patient. Most of them expressed the expected
outcomes of chemotherapy, as in the expression ”the tumor should become oper-
able after 6 months of FOLFOX or CapeOx chemotherapy”. Here, an outcome
is expressed in the form of the Condition the tumor becomes operable, and a
TemporalRestriction is defined for that condition with the TemporalOperator
within the following, the temporalRestrictionValue 6.0, and the TemporalUnit
month. The execution engine interprets the restriction by checking, after the
specified time, whether the outcome was validated and notifies the user of the
result. Another common situation was the verification of incompatibilities of
chemotherapy regimens. An example of such a situation is the recommenda-
tion ”for therapy after third progression consider experimental chemotherapy,
if the regorafenib regimen has been applied within the last 12 months” which
describes the Action apply experimental chemotherapy, associated to a trigger
condition that determines its selection. The Condition is regorafenib having been
applied, and there is a TemporalRestriction that goes with it, defined with the
TemporalOperator within the last, the temporalRestrictionValue 12.0, and the
TemporalUnit month.

With the examples provided above, it is possible to conclude that the Comp-
Guide temporalmodel ismore encompassing than the existing approaches. When
it comes to durations, waiting times, and periodicities, it performs at the level
of GLARE [1]. When comparing with the approaches mentioned in Table 1, the
examples having periodicities would not have been represented in at least three
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of the models. Additionally, the CompGuide model provides a set of primitives
for the representation of constraints on conditions about the state of the patient,
which are absent from the current approaches, except for one. However, there are
some limitations, namely the level of nesting of periodicities and the expression
of alternative temporal constraints, related with the freedom of speech allowed
in guidelines. For instance, a recommendation may specify that an action should
be executed a certain number of times or during a certain period, but, in the
model, it is not possible to represent this alternative.

4.2 Protocol Execution and Visualization

The system set up to execute clinical protocols is depicted in Fig. 2. It consists of
a Core Server that has four distinct components: the Authentication component,
responsible for authenticating the user into the system; the Database Handler to
manage the access to the Database containing information about physician and
patient profiles, patient states, and protocol executions; the GuidelineHandler
whichmanages the access to recommendations of clinical protocols in a Guideline
Repository consisting of a collection of owl files; and the Guideline Execution
Engine which interprets the clinical protocol, analyses the state of the patient,
and provides recommendations in the form of tasks. The constraints, including
temporal constraints, are defined directly in the ontology, and Semantic Web
Rule Language (SWRL) is not used for this specification due to the flexibility and
complexity required for temporal constraints.These features are made available
by the Core Server as RESTful web services in order to ensure they can be easily
integrated into any type of application. The Core Server is implemented in Java,
using the RESTEasy API over a WildFly Application Server.

The personal assistant, which uses the web services available in the Core
Server, was developed as a web application following the Model-View-Control
(MVC) paradigm using Java Server Faces (JSF). The main interfaces are shown
in Fig. 3. The personal assistant provides tasks based on the automated valida-
tion of conditions regarding the state of the patient and builds a schedule for
the health care professional. As seen in Fig. 3 a), it provides a calendar view
of the clinical tasks with different granularities (day, week and month), which
can be transformed into a temporal axis view, as seen in Fig. 3 b). The former
is intended to provide an overall picture of the tasks that lie ahead, while the
latter allows the health care professional to focus on a smaller set of tasks at
a time. The application also provides notifications about the different temporal
constraints of tasks, alerting the user to when he should execute them, when
they should start, when they are due, and the results of expected outcomes.
These notifications are shown as side messages, as displayed in Fig. 3 a), and
are gathered in a notification stack. By clicking on a task, a panel is shown with
task details, namely its description, remaining time and remaining repetitions.

5 Conclusions and Future Work

By building a system that revolves around the temporal model and integrates
recommendations into the daily practice of health care professionals, it is pos-
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Fig. 2. Architecture of the system for the temporal execution of clinical protocols.

sible to build a schedule for them to follow, endowed with notification features
about the correct time to enact clinical tasks. The system displayed herein is in-
novative in the sense that it is unlike other CIG execution tools. It maps clinical
protocols, as they are being applied, onto an agenda. The impact of this is that
it enables medical personnel to keep a better track of the clinical processes they
are managing. This work aims to disclose the innovative view CompGuide brings
to the execution of CIGs its technical feasibility. Additional experiments are in
development to evaluate the expressiveness of the model with a wide variety of
clinical protocols and a thorough comparison with the other models. In terms
of additional features, by accessing other calendar services, it would be possible
to fit these tasks into the other activities of the health care professinal’s life and
possibly sort out schedule conflicts.
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Abstract. Empirically, symbolic regression tries to identify, through genetic 
programming and within the sphere of mathematical expressions, a model 
which best explains the relationship between variables in a given set of data, in 
terms of precision and simplicity. Virtual learning environments focused on 
evaluation have been previously investigated, as they offer teachers an effective 
teaching and learning tool and the student the possibility of computer-assisted 
evaluation and customized learning. Within this context, the present paper 
introduces an alternative approach to automatic evaluation in virtual learning 
environments, which offers the following improvements when compared to 
other methods, as superior accuracy when compared with the linear regression 
method, simplicity of implementation and context adaptive. To this extent, it 
presents the benefits of symbolic regression through genetic programming, 
emphasizing its efficiency and simplicity of implementation.  

Keywords: Symbolic regression; genetic programming; virtual learning 
environments; automatic evaluation. 

1   Introduction 

Artificial intelligence (AI) offers automatic computer-based solutions to problems 
through machine learning, automated reasoning and knowledge representation [18]. In 
AI, genetic programming (GP) is an evolutionary computation (EC) technique which 
automatically solves problems without requiring the form or structure of the solution 
from the user in advance. In its most abstract level, GP constitutes a systematic, 
domain-independent automatic solving method from a high level problem statement 
[16]. 

John Koza introduced a concept of GP where individuals are represented by 
computer programs, such as mathematical expressions, logical expressions, amongst 
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others. This way, instead of researching a set of solutions, programs are automatically 
generated to solve the problem without a previous knowledge of the structure of the 
solution [16] and [8]. 

Symbolic regression is a GP which manipulates mathematical expressions in order 
to find the equation which best explains the relationship between the variables of a 
given set of data, adopting a measure that minimizes error, for instance, the square 
root of the sum of the squares of the differences [8]. 

In virtual learning environments, one difficulty involves finding a function that 
expresses the student’s performance from the associating a set of data available in 
such environments. A number of researchers have solved this problem via linear 
regression, whose prerequisites include knowledge of statistics and a series of tests to 
validate the identified function. However, addressing the same problem via symbolic 
regression renders the process simpler, as the goal of the GP is to find the solution 
without requiring previous knowledge of statistics, it can may provide more accurate 
results. 

In the present investigation work we propose a symbolic function to be applied in 
virtual learning environments in the context of evaluation, which will be extended in 
future work. 

Therefore, what is herein proposed is an alternative approach to automatic 
evaluation in virtual learning environments, which can offers a number of 
improvements when compared with other methods: a) superior accuracy when 
compared with the conventional regression method; b) simplicity of implementation; 
c) the possible deduction of final student grades; and d) context adaptive. 

Beyond this introduction, the paper is organized in the following sections: 2 
Symbolic Regression, 2.1) Gene Expression Programming, 3 Evaluation in Virtual 
Learning Environments, 3.1) Symbolic Predictor Function of SQL Complexity for 
LabSQL, 4) Conclusions. 

2   Symbolic Regression 

In statistics, regression is used to find the coefficients of a predefined function that are 
best suited for certain data. One of the problems surrounding regression analyses is 
that, when the fitness is not good, the analyst has to keep trying different functions by 
hand until a good model is found for the available data. This requires a lot of work 
and the results of the analysis are highly dependent on the skills and creativity of the 
analyst. Moreover, even the most experienced user is strongly biased when selecting 
the functions to be suited. For instance, in many application fields there is a strong 
tendency towards the adoption of linear or quadratic models, even when a more 
complex model offers a better adjustment to the available data. 

Symbolic regression goes beyond this aspect. It finds a function which adjusts data 
points without making any assumptions about the structure of this function. GP does 
not make any such assumption, and suits this type of task perfectly. 

It was introduced by Koza [8] as an extension of genetic algorithms (GAs). The 
main difference between GP and GAs lies in the representation of the solution. GP 
solutions are computer programs, while GA solutions are created as number 
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sequences [8]. GP works with randomly generated populations of individuals 
(computer programs). Each program represents a possible solution for a certain 
problem. The classic GP technique is also known as a tree based GP pattern [7] and 
[5]. A program developed by classic GP constitutes a hierarchically structured tree 
with functions and terminals. Functions and terminals are randomly selected and built 
together to form a computer model of a tree structure with a root point where 
branches grow from each function and end in a terminal [7] and [5].  

 
Fig. 1. Tree representation of a GP model √(� + �) . 

Genetic expression programming is a linear GP variant. Individuals created 
through linear GP variants are represented as linear chains, which are decoded and 
expressed as nonlinear entities (trees) [14] and [4]. 

 

Fig. 2. Typical GP crossover operation. Fig. 3. Typical GP mutation 
operation. 

Once a population of models is randomly created, the GP algorithm evaluates 
individuals, selecting them for reproduction and generating new individuals and 
ultimately creating a new generation from all interactions [13] and [8]. New 
individuals are created through mutation, crossover and direct reproduction. Figure 2 
shows a typical GP crossover operation. In the course of this operation, a point on a 
branch of each program is randomly selected and the set of terminals and / or 
functions of each program is then exchanged to create two new programs. During the 

+

ba

Root Node

Functional Node

Terminal Node

A Proposal For Automatic Evaluation By Symbolic Regression … 857



mutation process, a function or terminal from a model is, occasionally, randomly 
selected and mutated (see Figure 3). The best program obtained in any generation 
defines the output of the GP algorithm [13] and [8]. 

2.1   Genetic Expression Programming 

Genetic expression programming (GEP) was developed by Ferreira [1]. Most of the 
genetic operators used in GAs can be implemented in GEP with minor modifications. 
GEP consists of five main components, including: (1) set of functions, (2) terminal 
set, (3) fitness function, (4) control parameters, and (5) stopping criterion. GEP uses a 
fixed length of strings to represent solutions for problems, which are subsequently 
expressed as trees of analysis with different sizes and shapes [3] and [5]. These trees 
are known as expression trees (ETs).  

A technical advantage of GEP is that the creation of genetic diversity is rendered 
extremely simple when genetic operators work on a chromosome level. Another 
strong point of GEP concerns its unique multigene nature, which allows for the 
evolution of more complex programs comprised by several subprograms [3] and [5]. 
Each GEP gene contains a list of symbols with a fixed length, which can be any 
element of a function defined as {+, −, �} and a terminal defined as {�, �, �, 1}.  The 
set of functions and the set of terminals should display the closure property: each 
function should be capable of assuming any data type value, which can be returned by 
a function or assumed by a terminal [3] and [5]. A typical GEP gene with data sets 
and a terminal function can be: 

+ ⋅×⋅ � ⋅ � ⋅ − ⋅ + ⋅×⋅ � ⋅ 1 ⋅ � ⋅ � (1) 

where �, b and c are variables and 1 is a constant; "·" is an element of separation 
that is easy to read. The expression above is known as the Karva notation or K-
expression [1]. The K-expression can be represented by a diagram representing an 
ET. For instance, the gene previously offered as an example can be represented as 
shown in  

Figure 4.

 
Fig. 4. Typical representation of expression trees (ETs). 

The conversion starts from the first position in the K-expression, which 
corresponds to the ET root, and is read one by one along the chain. The previously 
offered GEP gene can also be expressed mathematically, as: 

�((� + 1) − (� × �)) + � (2) 
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Inversely, an ET can be converted into a K-expression recording nodes from left to 
right in each layer of the ET, from the root node to the deepest level of the tree, 
forming a chain. As was already mentioned, the GEP genes have a fixed length, 
which is predetermined for a given problem. Therefore, what varies in GEP is not the 
length of the genes, but the size of the corresponding ETs. This means that there is a 
specific number of redundant elements, which are not useful when mapping the 
genome. Thus, the valid length of K-expression can be equal or inferior to the length 
of the GEP gene. 

To ensure the validity of a randomly selected genome, GEP applies the head-tail 
method. Each GEP gene is composed by a head and a tail. The head can hold both the 
function and terminal symbols, while the tail can only hold terminal symbols [1], [3] 
and [5]. A basic representation of the GEP algorithm is shown in Figure 5. In G
individuals are selected and copied into the next generation according to aptitude via 
elitist roulette sampling. This ensures the survival and cloning of the best individual 
for the next generation. Variation of population is introduced by carrying out unique 
or multiple genetic operators selected in chromosomes, which include crossover, 
mutation and rotation. The rotation operator is used to rotate two subparts of a 
genome element sequence in relation to a randomly selected point. It can also 
drastically reformulate the ETs [3] and [5]. 

 
Fig. 5. Basic representation of a GEP algorithm [5]. 

This type of regression finds the forming equation behind the set of mapped data in 
an input/output relationship. GP is a commonly used evolutionary technique in this 
type of regression. Several tools, such as GPTIPS [17], JGAP framework [11] and 
EpochX [15], GeneXProtools [1], have been proposed to minimize implementation 
difficulties, and they offer a set of features which are visually easy to adapt in GP and 
allow for a speedy evaluation of generated models. The GeneXPro tool was adopted 
here because it implements GEP, it is a reference in scientific works, it offers the most 
satisfactory results in terms of accuracy, it encompasses features which allow for a 
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more detailed analysis, which have been maintained from its inception to the present 
days [2]. Additionally, this tool can be used in Windows, 32 and 64 bit versions [2]. 

The parameters to be defined in these systems form part of the preparatory steps 
for the application of GP in problem solving, which involve the identification: a) the 
set of terminals; b) the set of functions; c) the fitness measure; d) the parameters and 
variables which control execution; e) the result definition method and stopping 
criterion.  

In (a) the set of terminals is identified. In this problem, the information that will be 
processed by the mathematical expression corresponds to the value of the independent 
variable �. Thus, the set of terminals, known as �, is � = {2}. 

In (b) the set of functions used to generate mathematical expressions is defined, in 
an attempt to adjust the set of given points. For instance, linear regression functions 
are comprised by addition and multiplication operations, and in GP this set of 
functions would be enough to solve the problem. A more general choice could include 
subtraction and division functions. Besides, in order to solve a greater variety of 
problems, it would be advisable to include sine, cosine, exponential and logarithm 
functions. Therefore, for this problem the set of functions, represented by 	, is: 
	 =  {+, −,∗, %, ��, ���, ���, ����, ����, ���, ���, ��, ��}. 

In (c) the fitness measure is determined. The direct fitness for this problem is the 
sum, taken from the fitness cases, of the absolute value of the difference between the 
value obtained with the symbolic expression and the correct value. The lower this 
difference, the better the individual program. In this case, standardized fitness equals 
direct fitness. The adjustment measure counts the number of fitness cases where 
numeric values returned by the symbolic expression display a small tolerance, known 
as the adjustment criterion, in relation to the correct value. As an example, we can 
define the adjustment criterion as 0,01, that is, the difference between the estimated 
and the correct value should the inferior to 0,01 in module. The adjustment 
measurement is more intuitive than fitness, hence its usefulness when the user 
observes the evolution of GP generations. 

In (d) the parameters and variables that control the expression are determined, 
restricted to a population size of 500 individuals and a number of generations equal to 
51, with a random initial generation and 50 more for evolution. These numbers were 
proposed by Koza [8] when applying genetic programming to problems in general, 
including symbolic regression. 

In (e) for each execution, the relative frequency per generation of individuals that 
met the predicate for success is observed, and the cumulative probability is obtained. 

A common method of representing computer programs in GP is through syntax 
trees which can be easily transformed into known programming languages. The 
adopted programming language in the original implementation GP’s List Processing 
(LISP) [8]. 

3   Evaluation in Virtual Learning Environments 

The main goal of educational evaluation is to determine if the students know, 
understand and are able to perform [6]. The subdivision of evaluation into three 
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different classes is widely used and accepted, namely: a) diagnostic – before the 
learning process begins, this is used to determine the level of pre-required knowledge 
and skills and previous knowledge of the contents to be addressed (for instance, 
reading readiness test); b) formative – in the course of a unit  and within a class cycle, 
used to measure progress (for instance, practical student problems, weekly evaluation 
tests) and; c) summative – in the end of a unit or year, used to measure growth and 
formal accomplishment (for instance, final evaluation). 

In the context of virtual learning environments (VLE), diagnostic, formative and 
summative assessments can be used to ensure the quality of teaching. In this sense, in 
terms of validity and reliability, besides minimizing subjectivity, standardized tests 
are frequently adopted and grades assigned, following a process where test results are 
converted in grades. Grades are then recognized as student learning measurements 
[6]. 

The following subsection describes the LabSQL environment, the primary case 
study of the present investigation work, which automatically evaluates SQL questions 
and assigns a final grade that can be used in formative, diagnostic and summative 
assessment.  

The next subsection describes the LabSQL environment, an initial study of 
research work, which automatically evaluates SQL questions and assigns a final grade 
that can be used in formative, diagnostic and summative assessment. 

3.1   Symbolic Predictor Function of SQL complexity for LabSQL 

LabSQL, developed in 2005, is an interactive environment that helps students learn 
the database Structured Query Language (SQL) and can be used as a support tool for 
teachers, which automatically evaluates laboratory activities. For students involved in 
online e-courses, this tool can help assess learning levels, helping them regulate their 
study and learning path. In his environment evaluation, Lino [10] observed that 
96,67% of the students considered that LabSQL increased their learning when 
compared with the traditional teaching-learning process.  

However, Lino [10] proposed a solution to automatically evaluate open-ended and 
closed-ended questions in SQL, based in software engineering (SE) metrics and 
multiple linear regression [9]. In [12] different qualitative aspects of evaluation are 
covered through tips and feedback, encouraging students to find better solutions. 
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Fig. 6. Symbolic expression trees (Sub-ETs). 

The primary case study adopts SE and database (DB) metrics, defined in [9] to 
obtain ET via PEG with software [1], and confronts the results obtained in the first 
investigation work [10] against the GEP model, based on accuracy and simplicity of 
implementation. The symbolic GEP based function predicts the SQL complexity 
through SE and DB metrics, and the best obtained function is shown in Figure
assuming the format of four sub trees (Sub-ETs). The elements represented by the 
letter “d” in each Sub-ET correspond to metrics SE and DB. The constants are 
represented by the letter “c” (c0, c7 to c9). The basic arithmetic operators and 
functions used to generate this model were described in the previous section. 

The first goal, that is, selecting the simplest model, can be controlled by the user 
through the definition of parameters (for instance, the size or the number of genes). 
For other goals, the following objective function (OBJ) is adopted as a measure of the 
extent to which the output of the predicted model complies with the experimentally 
measured output. The best GEP model selection is deduced by minimizing function 
[11]. 

A comparison between the symbolic function model and the value predicted by the 
GEP is shown in Figure
which in the graphic is translated in the short distance observed between the generated 
model and the CX values for each observation.  

The CX (y) classification is shown in Figure
growing angular line. In this graphic we can clearly observe that the conceived model, 
represented by the straight line, displays a small margin of error in CX classifications, 
revealing a good square error adjustment.  
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 7. The model reveals a mean percentage error below 1,5,

8, with a square error of 0,9877 and a



 

 

Fig. 7. Comparison between the symbolic 
function model and the GEP predicted 
values. 

Fig. 8. Regression model classification graphic. 

4   Conclusions 

This study addressed a GP variant, that is, a GEP used to assess the complexity of an 
SQL code. We obtained a symbolic model, through empirical means, in order to 
predict the SQL complexity from a database of results obtained in complexity tests 
and develop a predictive model. The validity of the model was tested using part of the 
trials and the trial database. This validation stage confirms the general efficiency in 
the application of the model when estimating the complexity of the SQL code. 
Moreover, the GEP predictor model effectively meets the conditions of different 
criteria adopted for its external validation. 

The proposed model was assessed against the linear regression model and 
significantly surpassed the later in terms of statistical analysis for using nonlinear 
functions. Owing to the nonlinearity of its behavior, GEP leads to better results when 
compared to regression based models. Its concept also proved to be superior, owing to 
its simplicity of implementation, in measurement results, besides being adaptable to a 
different evaluation system, such as open-ended questions or conceptual maps. 

Additionally, we can easily calculate the complexity of the model from SE and DB 
metrics. Therefore, this model doesn’t require validation tests by DB experts. 
Similarly, as the creation of other models for different evaluations requires a 
minimum of metrics, for example, to evaluate open-ended questions coefficients 
would be based in n-grams. The model can thus be safely adapted and implemented 
for other evaluation and pre-practical purposes to the extent that it derives from tests 
with a wide variety of metrics, and this can be considered the main advantage of the 
GEP model. 
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Abstract. With the advent of social networking, a lot of user-specific,
voluntarily provided data has been generated. Researchers and compa-
nies noticed the value that lied within those enormous amounts of data
and developed algorithms and tools to extract patterns in order to act on
them. TweeProfiles is an offline clustering tool that analyses tweets over
multiple dimensions: spatial, temporal, content and social. This project
was extended in TweeProfiles2 by enabling the processing of real-time
data. In this work, we developed a visualization tool suitable for data
streaming, using multiple widgets to better represent all the information.
The usefulness of the developed tool for journalism was evaluated based
on a usability test, which despite its reduced number of participants
yielded good results.

Keywords: Clustering, Information Visualization, Stream processing

1 Introduction

Online social networks present a variety of social media services which have
achieved a huge importance in social life as well as in marketing strategies as
they ”have been regarded as a timely and cost-effective source of spatio-temporal
information” [10]. One business which has been significantly affected is journal-
ism. Social networks can be used to change the way journalists are able to take
the pulse of the trending topics. Twitter is one of the top social networks, both
in popularity and monthly active users (around 250 million). It is a starting
point for our ongoing work because it is the most widely used microblogging
application.

The first version of TweeProfiles [6] is focused on identifying profiles on data
collected from Twitter. The data is processed over 4 dimensions (spatial, tem-
poral, social and content) using Data Mining techniques. The tool enables the
visualization of the results of the clustering algorithm. Since it lacked the abil-
ity to produce real-time visualizations of the evolution of the data stream, one
extensions was developed: TweeProfiles2 [14]. It replaced the original batch clus-
tering algorithm with a stream clustering algorithm, enabling the use of real-time
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data. However, the system was not fully implemented and still used static data
to perform clustering.

Until now, all work performed was essentially technical and scientific, in or-
der to design and prototype solutions to the challenges involved. For this reason,
it has not yet been possible to evaluate the visualization platform in a real-world
application. Our motivation for this work lies with the design of an extension
for TweeProfiles2. Our most important contribution is the development of a vi-
sualization system with an interactive representation of the profiles. In addition,
we also included connections to other platforms in order to enrich the profiles
and ease the access to relevant information. We used services provided by SAPO
Labs3, which devote themselves to the extraction and analysis of several online
data sources related to the Portuguese community. We also aim to evaluate this
tool in a real-world application, as well as to integrate the previous process with
a real-time data extraction platform named SocialBus4 [3]. We discuss this tool
in more detail in Section 3.

This paper is organized as follow: Section 2 contains the State of the Art for
the research areas of clustering and information visualization. Section 3 presents
the developed system with the concepts and decisions for the datamining process
and the visualization tool. Section 4 presents some results obtained from our
analysis of this project. Finally, Section 5 lists our conclusions and tasks for
future work.

2 State of The Art

2.1 Clustering

Data mining is the process of exploring large amounts of data with the goal of
finding potentially interesting patterns [9]. One of its most well-known tasks is
Clustering and it is defined as the process of grouping a set of data objects into
multiple groups or clusters so that objects within a cluster have high similarity,
but are very dissimilar to objects in other clusters [9]. Over the years, cluster
techniques have been applied in multiple domains, e.g. profiling breast cancer
patients to predict overall survival [1], helping to choose the best strategy to
defeat a soccer opponent [2] among others. Since this project follows the work
done in TweeProfiles2, one of its main tasks is to perform clustering on data
collected from Twitter, specifically using Stream Clustering approaches. Stream
Clustering is a research area that recently emerged to discover knowledge from
large amounts of continuously generated data. In this context, several algorithms
have been proposed to perform unsupervised learning [15]. Since this project
is more focused on Information Visualization than Stream Clustering, further
details regarding this topic will not be presented. However, a detailed survey
can be found elsewhere [15].

3 http://labs.sapo.pt
4 https://reaction.fe.up.pt/socialbus
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2.2 Information Visualization

An important step in the data mining process is the interpretation of the re-
sults. It is often based on tools to visualize both the data and the knowledge
extracted. The main properties that must be verified by these tools are: the
displaying of the data and temporal behaviour; showing properties of the entire
displayed scene and support interaction [8]. Visualization tools in a large mul-
tidisciplinary initiative require a pragmatic yet somewhat critical review of the
ways visualization can be used to represent and to analyse data. In this project,
the review of related work is focused on was done based on systems that collect
data from Twitter.

For clustering visualization, one of the most common representations are
graphs. The objects in each cluster are presented and the goal of assigning simi-
lar objects the shortest distance between clusters is maintained. Another option
involves assigning different colors and objects to different concepts. For instance,
overlapping ellipses over the most representative objects are displayed to rep-
resent similar objects. This approach was applied to study geographical lexical
variation [7] and to classify events [4]. More recently, different clustering visu-
alization methods were designed based on a different technique. For instance,
clusters can be displayed in a more innovative and interactive way, enabling the
user to easily identify content in each cluster [12].

Regarding visual representations on Twitter data, there are several approaches
reported in the literature. TweetPos [17] is a web service that is intended to fa-
cilitate the analytical study of geographic tendencies in Twitter data feeds. In
order to improve the user’s experience with the tool, TweetPos relies on visual
data structures such as heat maps and charts to represent the geo-spatial sources
of tweets.

SensePlace2 [13] presents a geovisual analytics approach to support situa-
tional awareness for crisis events using Twitter. It focuses on leveraging explicit
and implicit geographical information for tweets and on providing visual inter-
face methods to enable understanding of place, time, and theme components of
evolving situations.

TweetDrops [16] is a computer-based visualization tool designed for people
who have not paid attention to sustainability in their life before. It opens up an
opportunity for them to learn about energy conservation. It has two main visual
components: the background rain drops, which represent the accumulation of
energy related tweets collected from Twitter and the other is clickable foreground
tweets with detailed content.

Earthquake [5] is a visualization tool that uses Twitter posts regarding the
earthquake which occurred on the East Coast of the United States on August
23, 2011. It gathers information based on hashtags and displays the locations of
different tweets in different time periods. It displays information as heat maps
as well as graphs.
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3 TweeProfiles3

In order to obtain data from Twitter in real time, we integrated TweeProfiles2
in SocialBus. SocialBus is a platform that allows users to gather and store data
from Twitter. Integrating SocialBus in TweeProfiles2 is a big improvement, due
to the fact that we may restrict SocialBus to save only tweets with the required
information for the task. Also, not only it allows TweeProfiles2 to be performed
directly on the Twitter stream in real time, but also allows the information to
be saved, in order to apply clustering to the same data. This is an important
feature for evaluation of stream clustering algorithms.

3.1 System Architecture

TweeProfiles3 combines SocialBus’ extraction and pre-processing methods to
gather data from Twitter and the multidimensional stream clustering strategy
from TweeProfiles2. The system architecture for TweeProfiles3 involves several
modules, namely: Data Handling, Clustering, Data Mapping and Search.

Data Handling The design of the data collection software module separates web-
interface logic from the background processes for data collection and storage.
This is completely done by SocialBus who uses the open-source Twitter4J library
for connection to the Streaming API and stores received tweets in MongoDB.
The data collected suffers pre-processing tasks, namely time conversion and geo-
data filtering.

Clustering As the data is retrieved from MongoDB it is fed to the cluster-
ing algorithms used in TweeProfiles2: DenStream and DBSCAN. DenStream
is responsible for the creation of micro-cluster that are then used as input to
DBSCAN in order to create the macro-clusters.

Data mapping This module is responsible for data visualization. It displays the
results of the clustering algorithms and of spatial, temporal and textual queries
to the end users. The Google Maps5 and Leaflet6 Javascript APIs are used to
display retrieved tweets and resulting clusters on a map.

Search Full-text search is incorporated in our systems to assist end users with
textual analysis, speed-up queries on a large data-set and to produce a broader
set of search results for each keyword specified by the user. Specifically, the
system performs a match of the desired word to both tweets and set of words
in all clusters. The system also incorporates a full spatial search enabling the
users the define a specific region to analyse, as well as a temporal search so that
the user can define a certain weekday to display all tweets and clusters and a
timeline to go back in time 7 days.

5 http://maps.google.com
6 http://leaftletjs.com
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3.2 Visualization System

TweeProfiles3 exposes its functionality to end users through a php web applica-
tion framework, entitled Codeigniter7. It also provides a simple web based data
collection and retrieval interface, which is shown in Figure 1. All widgets are
related in the sense that when selecting an element in the map, all other widgets
update accordingly.

Fig. 1. TweeProfiles3’s web interface.

The system interface includes 5 core components: 1) Tweet and cluster map;
2) tweet, news and entities list; 3) display/dimension controls; 4) wordcloud and
5) time graphics.

Tweet and Cluster map The map supports simultaneous tweets and clustering
distribution overview. In one platform, a heatmap provides the overview for
tweets and the clusters are displayed using simple markers. In a second platform,
tweets’ positions are displayed using markers and clusters with circles. Here we
can get detailed information such as the number of words in the cluster, the
creation time and position.

Tweet, News and Entities list The tweet list depicts the 1000 newest tweets
for any query. The entity list displays any personality found in the processed
tweets and the news list display the 20 more recent news. These were achieved
by acessing public APIs from Labs Sapo: Verbetes to detect entities from the
tweets and Máquina do Tempo, which provides the news per entity.

7 http://www.codeigniter.com
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Display/Dimension controls These controls support query filtering with region
selection, time range sliders (either choosing weekday or going back in time) and
a minimalistic interface to specify terms for text-based queries. These controls
also include a filter to specify the desired dimensions.

Wordcloud Displays the most frequent words in all clusters. The size of the
words is equivalent to its frequency in tweets. The higher the frequency of said
word, the bigger the word’s size is. Clicking any word in the cloud performs a
search for news related to that word in Sapo.pt.

Time graphics In this dimension we have two types of graphs. The first ones
display the hour and weekday of the creation of all clusters (see Figure 2). They
are represented by a circle with a center on the average time of all tweets and
its size is directly dependent on the duration of the cluster. The second graph
is inspired on a timeline using horizontal bars to characterize each cluster. The
length of the bar is given by the earliest and latest timestamps of that cluster
(see Figure 3).

Fig. 2. Temporal visualization - x− y graph.

Fig. 3. Temporal visualization - timeline.

The chosen visualization strategy for the system assumes a spatio-temporal
representation as the basis. This decision was taken based on the fact that time
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and space dimensions are the most intuitive and easily representable and inter-
pretable. This representation approach was based on the methodology used by
[7] but with two differences: the colors to represent each cluster and the shape
of the clusters. One disadvantage of this type of representation is the overlap-
ping markers and circles when zoomed out. The only solution for this problem
is zooming in a specific region and/or using the available filters.

4 Results

The system was tested with a large scale data over a period of 30 days. The data
collection, for testing purposes, was focused on tweets labelled in Portuguese,
English, French and Spanish. All these tweets were retrieved without using any
specific query method, besides the language filtering. The clustering algorithm
parameters established are the same used in TweeProfiles2. Since the distance
function weighting was not performed correctly in TweeProfiles2, we do not con-
sider dimensional weighting in TweeProfiles3. Our goal is to provide a suitable
interface for TweeProfiles2 multidimensional clustering process, and therefore
we do not present the clustering results. A more extensive explanations of these
results can be found elsewhere [14]. Furthermore, since we still lack an evaluation
methodology suitable for the multidimensional nature of TweeProfiles, the re-
sults shown would have to be only examples of application and not a full-fledged
evaluation. Therefore, we devote ourselves to the presentation of the user study
used to validate our system and, in particular, the visualization tool.

4.1 Usability Tests

To understand if TweeProfiles3 met the desired features and design of end users,
we performed an usability test. We asked the participants to use the tool to ex-
tract information from tweets, news and clusters, evaluating the time and detail
of the result. These tests were made with JPN8 journalists, but unfortunately
only 3 were available at the time of this publication.

The participants were asked to complete a form, for us to understand how
they felt about the implemented features and the general use of TweeProfiles3.
This survey was created based on [11] and people were able to evaluate, from 1-5,
different features and aspects of the system (1 being that they disagreed with
the statement and 5 that they fully agreed). Table 1 presents the questionnaire
used for this user study, alongside the answer given by the three journalists.

We were able to understand that the users easily and effectively extracted
information from both tweets and all news features. The ability to apply different
filters to the data was highly appreciated and used, being the content filtering
the one that got the most attention. All data shown on the map seemed to be
useful for the tasks. An example given for the usage of tweet’s details was the
terrorist attack on Charlie Hebdo. The users stated that TweeProfiles3 would be

8 http://jpn.up.pt/
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Table 1. User study questionnaire

Question Journalist 1 Journalist 2 Journalist 3
Age 25 23 27
Academic background Bachelor Bachelor Masters
Current position Journalist Journalist Editor
Years of experience in journalism 3 3 4
System simplicity 4 4 4
System efficiency for journalism? 4 4 4
System understandability 4 3 4
Information easily accessible 5 3 4
System layout 5 5 5
Tools available in the system 4 3 4
General feedback 4 4 4
Most important features? Map, News Map, News Map, News
Which tool would you remove? n/a Máquina do Tempo n/a
Which feature needs improvement? n/a Graphics n/a
Are the connections to Sapo tools useful? Yes Yes Yes
Most relevant Sapo tool used? News News News
Do you consider the wordcloud useful? Yes Needs improvement Yes
Which is the most efficient method:
the tool (TP3) or traditional methods? n/a TP3 TP3

perfect to support an article regarding what happened, since they could not only
gather information from the news, but also from what people were saying, giving
the possibility to use such information in the article. Regarding the same topic,
one aspect considered missing were hashtags and images. These two features are
removed from the analysis and since the biggest trend from the attack included
images and hashtags, a lot of information was lost. Improving the algorithm to
use this would be a big step to TweeProfiles3.

One other aspect considered important by the journalists was the integration
of Sapo platforms in TweeProfiles3. Even though the news list wasmore analysed
than Máquina do Tempo, both were acknowledge as a plus.

At first people evaluated how simple the usage of the system was. All answers
point to the fact that TweeProfiles3 is a simple system to use. This was our
biggest concern when designing the application, to create a simple system with
all the desired information. The users also agreed (with the same evaluation)
that they were able to complete work effectively using TweeProfiles3. Regarding
the usability of our system, one participant evaluated with a 4, and one of them
with a 3, on our 1-5 scale, how easy it was to understand. When it comes to
the information we present, all respondents answered with 5 on how clear the
information was organized on the screen, but regarding how easy it was to find
the information they were searching, one person evaluated with a 3, while others
still evaluated with a 5.

One other question all participants came to agreement was regarding the
implemented features. All said that the most important were the map with all
tweets/clusters and the news. However, they also considered that the time graphs
and the wordcloud require improvement. When asked if they agreed with the
integration of the platform from Sapo, all participants answered positively and
also, all agreed that the news list was more relevant than Máquina do Tempo.
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When finally asking the participants if they were satisfied with the outcome
of TweeProfiles3, the answers were positive, all rating 4, which means our sys-
tem proved to be to the liking of all people who tested it. Even though there are
some improvements to be made and some features to be added, and the num-
ber of journalists we had to test our application was fairly low, it was easy to
understand how all participants considered TweeProfiles3 faster, more efficient
and detailed than any other traditional method for gathering information. Plat-
forms like this are seen as useful and necessary for the journalism community,
and overall, TweeProfiles3 went in the right way, satisfying all participants.

5 Conclusions

In this project we developed an integration of a multidimensional Stream Clus-
tering algorithm from TweeProfiles2 and SocialBus to create a visualization sys-
tem capable of displaying the profiles found in all different dimensions. We also
related these profiles with different news and entities from Sapo Labs and made
the first attempt to evaluate the tool as a real-world application. The visualiza-
tion tool made use of different visual patterns associated with all dimensions.
Specifically, a map with information regarding both tweets and clusters, a time-
line and a graph with timestamp details and a wordcloud with the most common
words in all clusters. These widgets enable a simultaneous representation of the
same information in different dimensions. Lastly, we performed a usability test
with journalists to understand the efficiency, usability and overall performance of
the platform. Despite the reduced number of interviewees, the results are promis-
ing. We have planned to tackle several problems in the future work: improve the
data filtering and cleaning strategies, implement other widgets or filters that
may lead to a more detailed analysis of the data, connect to external tools to
support more languages and increase the amount of the journalists invited to
the user study in order to provide our tests with statistical significance.
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Abstract. Social media is strongly present in people’s everyday life and
Twitter is one example that stands out. The data within these types of
services can be analyzed in order to discover useful knowledge. One in-
teresting approach is to use data mining techniques to perceive hidden
behaviours and patterns. The primary focus of this paper is the identifi-
cation of patterns of retweets and to understand how information spreads
over time in Twitter. The aim of this work lies in the adaptation of the
GetMove tool, that is capable of extracting spatio-temporal pattern tra-
jectories, and TweeProfiles, that identifies tweet profiles regarding several
dimensions: spatial, temporal, social and content. We hope that the more
flexible clustering strategy from TweeProfiles will enhance the results ex-
tracted by GetMove. We study the application of said mechanism to one
case study and developed a visualization tool to interpret the results.

Keywords: Pattern Mining, Spatio-temporal, Clustering

1 Introduction

The proliferation of social media services, like Twitter for instance, has con-
tributed to an increase of public available data. Since this data has the potential
of holding interesting hidden patterns, many researchers have attempted to ag-
gregate and organize it, in order to try to find relationships, relevant changes
and anomalies [1, 2].

In this work, we aim to integrate two data mining tools (TweeProfiles [3]
and GetMove [10]) and apply the resulting process to a dataset built about the
manifestations in Brazil during the period of June to July 2013. TweeProfiles
allows the extraction of tweet profiles by taking into account several dimensions:
social, temporal, spatial and content. On the other hand, GetMove attempts to
extract trajectories from spatio-temporal data. Therefore, our motivation lies
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with assessing if by considering the social, temporal, spatial and content dimen-
sions of tweets we can obtain an enhancement on the GetMove results for our
problem. The process consists in exchanging the standard clustering stage in
GetMove with a multidimensional clustering process provided by TweeProfiles.
Since the data required and the results can be easily adapted to GetMove, the
only difference is that we hope that the results provided by TweeProfiles will
empower the clustering with greater detail by taking advantage of the complex
relationships in the data. Another goal for our work is the development of a
visualization tool capable of displaying the multidimensional trajectory patterns
extracted by the previous data mining tool. It is important to find suitable ways
of displaying how information propagates, while paying particular attention to
the social, temporal, spatial and content dimensions.

This paper is organized as follows: Section 2 discusses the related work on
the relevant scientific areas, while Section 3 presents our proposal to integrate
TweeProfiles with GetMove in order to apply it to the retweet pattern problem.
Section 4 presents our visualization tool and in Section 5 its application to a case
study. Lastly, in Section 6, we present our conclusions and future work tasks.

2 Related Work

2.1 Twitter

Twitter4 is a social network that allows to publish instant messages with the
maximum number of 140 characters (also known as a tweet). Within Twitter,
social relationships are represented in at least two ways: a user is following some-
one and can be followed by other users. These relationships allow the propagation
of tweets throughout the platform. There are several tools to aid the communi-
cation among users in Twitter, namely mentions (identify a specific user), replies
(answer to previous tweet), hashtags (keywords that describe the topic of the
tweet) and retweets (share another user’s tweet). Although all of these tools
promote data propagation, we focus our study in the retweet actions since we
consider them the most unbiased data propagation tool. We justify this decision
arguing that by performing a retweet we want to show a specific tweet only to
our followers. In fact, in a retweet the content remains unchanged and there is
no explicit contact with other users. We believe this means that the tweet con-
tains an important message (at least considering the user’s interest) and then
the analysis of this specific data propagation tool has potential interest.

2.2 TwitterEcho and TweeProfiles

The TwitterEcho project [1] is a research platform for extracting, storing and
analysing the Portuguese Twittosphere for research and journalistic purposes. It
collects data using the Twitter API. This platform accesses the Twitter Stream-
ing API to obtain real time tweets through the crawler clients. These tweets

4 https://twitter.com/
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are sent to a message broker and processed on two components: stream pro-
cessing and pre-processing. After the information is stored, it is subjected to
batch processing in order to mine different kinds of knowledge. This knowl-
edge is available through analysis modules which include text mining, opinion
mining, sentiment analysis and social network analysis. A more recent version
of this project is called SocialBus5 and it has several improvements regarding
query control, monitorization and interoperability with other systems.

The main goal of TweeProfiles [4] is to analyze Twitter’s spatio-temporal
data in several dimensions and display the information retrieved with appro-
priate visual representations. It contains a multidimensional clustering strategy
that considers spatial, temporal, content and social dimensions in an unified
fashion. The process consists in the manipulation of dissimilarity matrices for
the several dimensions using appropriate distance measures to perform cluster-
ing. It creates a dissimilarity matrix per dimension using appropriate distance
functions: Haversine for spatial, time difference for temporal, TF-IDF represen-
tation with cosine similarity for content and geodesic distance in social graph for
the social dimension. After each matrix is created, a min-max normalization pro-
cess is executed and the final combination process delivers the resulting matrix
for clustering. The combination formula to obtain the final dissimilarity matrix
D4D is a linear combination of the spatial (DSp), temporal (DT ), content (DC)
and social (DSo) dissimilarity matrices with the respective pre-defined weights
wSp, wT , wC and wSo:

D4D = wSpD
Sp + wTD

T + wCD
C + wSoD

So (1)

Afterwards, the final dissimilarity matrix is fed to the DBSCAN clustering
algorithm [5] and the results stored. These are accessible by a visualization tool
that displays the multidimensional patterns using a spatio-temporal approach.
It allows users to choose different weights for the dimensions considered and
provides a wide range of usability features to better analyse the results. The
visualization tool is available online6.

2.3 GetMove

The main objective of the GetMove tool [10] is to extract different kinds of
moving object patterns, exploiting techniques coming from the field of frequent
closed itemset mining. These patterns can be classified as Swarm, Closed Swarm,
Convoy, Moving Clusters and Group Patterns. Before dwelling in the patterns, let
us introduce appropriate notations. Considering that we have a group of objects
defined as O = {o1, o2, o3...on} and a set of timestamps T = {t1, t2, t3...tn}
associated with each object, each pattern is represented by ({Ok}, {tl}), where
Ok ⊂ O and tl ⊂ T . We consider that the objects at each timestamp tl are a
cluster.

5 http://reaction.fe.up.pt/socialbus/
6 http://reaction.fe.up.pt/tweeprofiles/tweeprofiles.html
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A Swarm [7] is a group of objects that contains at least ε objects during a
minimum time mint. The pair ({Ok}, {tl}) is a swarm if there is at least one
cluster containing all the objects at each timestamp tl. A Swarm can be defined as
a Closed Swarm [9] only if the objects remain unchanged for a minimum number
of (possibly non-consecutive) timestamps mint. A Convoy is a group of objects
that contains at least ε objects for a minimum number of timestamps mint. The
difference to a Closed Swarm is that the timestampsmust be consecutive. Moving
clusters can be seen as special cases of convoys with the additional condition
that they need to share some objects between two consecutive timestamps. A
Group Pattern is the combination of the two patterns defined previously. In other
words, it is a group of objects that remain unchanged for a minimum number of
consecutive timestamps mint and after an indefinite period reappear once again
for a minimum number of consecutive timestamps mint.

The GetMove algorithm has several steps, being the first one the extraction of
clusters of objects for each timestamp. To achieve this, the GetMove framework
uses a cluster matrix representation where each row represents an item and
each column a cluster. The weighting scheme is binary based and similar to the
bag-of-words representation: when a cell has the value 1 means that a given
item is in the corresponding cluster. Afterwards, it uses the LCM algorithm to
extract frequent closed itemsets. It iteratively finds the transitions in which the
objects are present and also extracts the common elements for these transitions.
The process is repeated for each combination of object subsets possible and the
results stored if they fulfill all the conditions required by each pattern.

2.4 Visualizing Twitter Data

There are several approaches to represent Twitter data or information extracted
from such data in the literature. It depends not only on the data, but also on
the scope of the problem. Silicon Graphics International [6] has partnered with
researchers from the University of Illinois in order to perform Sentiment Analysis
on tweets. They use a visualization tool to represent the extracted patterns by
considering several representations: a map with various geo-referenced tweets,
where each tweet is represented according to the feelings expressed with a red
(negative feelings) or blue dot (positive feelings). On top of this representation,
they use heatmaps that illustrate the feelings of people on Twitter during Hur-
ricane Sandy and the presidential elections of 2012.

Another visualization tool that takes advantage of tweets was developed in
order to detect the birth and death of rumors on Twitter: Riots [11]. The tool
developed was designed to visualize the evolution of tweets related to a partic-
ular rumor. The authors decided to represent said rumors in the form of tweets
grouped into larger circles, where each circle consists of a set of retweets of a
given tweet. In this way, circles represent clusters that define a group of the same
or similar elements gathered or occurring closely together. It is also possible to
view the progress and associated sentiment of the tweets and retweets clusters
over time. The influence and importance of each cluster in the social network is
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represented by the size of the circle. The tool also features a timeline with the
most relevant tweets over time.

Mentionmapp [8] is a web application that uses data from Twitter and allows
us to see tweet themes of a user and the people who follow him. The tool shows
the connections with different friends and followers of each user in the social
network, as well as relevant hashtags employed by different users. By selecting
a friendship connection, customized information is displayed. There are several
types of nodes depending on the geographical distance between users, where
closest nodes identify nearby users. Finally, links between nodes also reflect the
frequency with which a user makes reference to another user. The thickness of
the line represents the amount of information exchanged between the two users.

3 RetweetPatterns

The main focus of this paper is to find retweet patterns using multidimensional
clustering. In order to achieve this goal, we use the GetMove tool to extract
moving object patterns applied to retweet data. Although the original purpose
of the tool is not the retweet patterns, by having access to spatio-temporal data
and a data propagation mechanism such as retweets, we can make the required
adaptation. Therefore, we use GetMove to extract frequent itemsets. But, unlike
in the original implementation, we wish to apply TweeProfiles clustering strategy
to find the clusters. We argue that since its process is oriented to spatio-temporal
data, itmay improve the clustering results, while providing a greater control over
the clustering process.

After collecting geo-referenced data from Twitter, we need to process it to
fit our problem. The first problem at hand is the different notion of timestamp
in the tweet data and in the GetMove tool. The problem is that if we consider
ti to be the timestamp of a retweet, then it will be very hard to find ti in more
than one retweet. Therefore, we solve the problem by using sequences instead,
where ti is the order of the timestamp in the set of retweets. The next step is to
separate all extracted retweets with identical content in order to obtain sets of
retweets. Afterwards, to obtain the various timestamps ti...tn, we sorted them
in chronological order.

After defining the timestamps, the next step is to perform clustering for
each timestamp. We filter the tweets related to each timestamp and apply the
TweeProfiles clustering strategy. This step will create more clusters per each
timestamp with regards to the spatial, temporal, content and social dimensions.
After individually performing the clustering process, we can then build a cluster
matrix to be used in GetMove. This way we can apply the GetMove algorithm
to analyze the evolution of the clusters over time. We can thus extract Closed
Swarms, Convoys, Moving Cluster and Group Patterns.

It is important to understand beforehand the meaning of each moving ob-
jects pattern when we apply the GetMove tool to retweet data. Since Closed
Swarm extracts patterns involving groups of objects that can be together in non-
consecutive timestamps, this means that this pattern tries to find sets of retweets
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that are recurrent over time. On the other hand, Convoy extracts groups of ob-
jects that need to be together in consecutive timestamps. In our scenario this
means that we find sets of retweets that have consecutive timestamps. With re-
garding to Moving Cluster, such a pattern can be seen as a special case of convoys
with the additional condition that they need to share some retweets between two
consecutive timestamps. Finally, the Group Pattern means that we have found
disconnected convoys, i.e. sets of retweets having consecutive timestamps which
exist up to a certain point and reappear some time later again.

4 Visualization tool

After obtaining the result from GetMove it is important to display the extracted
patterns in an intuitive and explicit fashion. The RetweetPattern tool was de-
signed to present the results extracted from the GetMove algorithm using one
component for each one of the 4 dimensions. The first component is a map that
represents the spatial patterns found with GetMove (see Figure 1). The user can
observe several patterns: Closed Swarms, Convoys, Moving Clusters and Group
Patterns. The choice of patterns affects the data represented in the map and, by
extension, in the remaining visualization components.

Fig. 1: Map close-up with moving patterns represented.

The map displays each pattern by a line that indicates the propagation of
tweets (or clusters of tweets) over time. When a point refers to a cluster instead
of a single point, its location is averaged from all tweets in the respective cluster.
By clicking on the line that represents a pattern we can see the various retweets
constituting the pattern. Each point on that line represents a timestamp for the
GetMove algorithm. Clicking on a point we can view the users who retweet and
when they do it. Figure 2 shows the respective visualization.

The tool displays the content and the social dimensions using a wordcloud
and a social graph, respectively. The wordcloud is simply built using all the text
from the retweets, but due to its characteristics enables a clear visualization of
the most important topics. The social graph is more complex, since the patterns
are represented with the same colors used on the map, but the improvement
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Fig. 2: Detailed information after clicking on a point.

is that you can quickly view how many paths of retweets are present in each
pattern. Each node in the graph represents a user, which represents a point
on the map. It is also possible to visualize the social relationship of each user
by analysing the graph edges. The thickness of the edge between two nodes is
directly proportional to the number of retweets in common. It is also possible to
show the name of the user hovering the mouse on top of the node. Due to space
constraints, we only present the complete tool layout in Figure 5.

Finally, the temporal dimension is presented by a timeline with all retweets
extracted from the algorithm. Figure 3 shows the timeline widget. The retweets
here are presented in chronological order and the timeline gives the user the
possibility to interact with the person that posted the retweet or with whoever
made the initial tweet. By simply pressing its name, the tools present the selected
user’s Twitter timeline. Furthermore, if the retweet contains URLs, it is possible
to view the content in another browser tab. Our tool is available online7 for
further inspection.

5 Validation and Results Illustration

In this section we will look at a case study referring to a set of retweets extracted
at the time of the protests in Brazil. The dataset ranges from June 2013 and
July 2013 and consists of a total of 17083 tweets extracted from Twitter during
a protests period in Brazil. We performed the pre-processing tasks defined in
Section 3 and ended up with 260 different retweets. The timestamps for GetMove
were defined by sorting the tweets chronologically, considering that each retweet
is part of a tweet sequence.

Afterwards, we applied TweeProfiles’ DBSCAN clustering algorithm with
the following parameters: the minimum number of points always set as 2 and

7 http://trodrigues37.github.io/RetweetPattern/
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Fig. 3: Timeline with extracted patterns.

the maximum radius value which we defined as 10%. The minimum number of
points was always set as 2, which means that if at least 2 retweets are reachable
within the circle radius, they belong to the same cluster. As for the circle radius,
it depends directly on the dissimilarity matrix. After executing tests upon all
combinations, we concluded that the best value possible is 10% over the maxi-
mum value in the matrix. This is a critical value, since if it is too small the result
may not return any clusters. On the other hand, if the value is too high, it will
return a single cluster with all items, being therefore not representative.

Fig. 4: Closed Swarm patterns found.

The next step involves applying the GetMove algorithm and extracting the
moving object patterns. We found 18 closed swarms, 5 convoys, 5moving clusters
and no Group Pattern. Due to space restrictions, we are limited to displaying
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Fig. 5: Timeline and wordcloud for the Closed Swarm patterns found.

one example here, while the remaining results are available elsewhere8. Figure 4
shows the 18 paths of Closed Swarm found which are composed by 84 retweets.
We can see that the majority of paths found are located in Rio de Janeiro and
São Paulo. This reflects the importance of the protests in these cities. The most
frequent words are ”protestos” and ”vemprarua” whichmean protests and ”come
to street” (see Figure 5).

6 Conclusion

The goals of the work are the extraction of spatio-temporal patterns of retweets
in various dimensions and create a visual platform to represent and enable the
analysis of the information retrieved. The purpose of using different dimensions
was to enable their combination and to validate if the results obtained would
successfully return interesting patterns. To accomplish such goals, a data min-
ing process was developed combining Tweeprofiles and GetMove with different
stages: data preparation, dissimilarity matrices computation, matrices normal-
ization and combination, clustering and lastly, application of the GetMove algo-
rithm. The visualization tool uses visual patterns associated with all dimensions.
Namely amap, a timeline, a social graph and a wordcloud. These widgets allowed
the simultaneous representation of information in different dimensions and to in-
teract with them in order to enable a deeper exploration of the results presented.
From the results obtained we can argue that the inclusion of TweeProfiles as the
clustering stage in the GetMove has been succesfull and that it has improved the
quality of results as well as provided greater control over the clustering process.
We plan to explore more advanced visualization strategies to enable a deeper
usability of our tool and also to propose and implement a proper evaluation
strategy.

8 http://trodrigues37.github.io/RetweetPattern/RetweetPattern3.html
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Abstract. Hyperspectral imaging sensors have been used to collect data for vari-
ous applications, such as medicine, physics, archaeology, remote sensing, astron-
omy, geosciences, surveillance, among others. This work investigates the use of
several local filtering techniques for improving the classification of hyperspec-
tral images. Spectral-spatial features are extracted from the pixel values present
in the image bands. A classifier is applied to each pixel of the image to deter-
mine its class. Experiments on hyperspectral images are conducted to show the
effectiveness of the proposed method.

Keywords: hyperspectral data, image classification, spatial and spectral fea-
tures, entropy information

1 Introduction

Advances in image acquisition techniques over the past decades have allowed the ex-
traction of large volumes of data with high spectral resolution. Such data, called hy-
perspectral, are composed of various spectral bands representing observations collected
simultaneously.

Hyperspectral imaging has applications in several knowledge domains, such as agri-
culture, medicine, astronomy, physics, geosciences, and surveillance. The analysis of
hyperspectral data [7, 21] has received attention of the scientific community, since they
have spectral attributes with high discriminative power. However, an inherent difficulty
in the analysis of these data is their high dimensionality.

Hyperspectral image classification aims at categorizing data pixels into one of mul-
tiple land cover classes based on their properties. Land cover can be described as the
physical state of the earth’s surface according to its natural environment (such as soil,
vegetation, water) and man-made structures (such as roads, buildings). Thematic maps
can be generated by categorizing all pixels present in an image into themes or classes
in terms of spectral and spatial information.

This work investigates the use of several different local filtering techniques for im-
proving the classification process of hyperspectral images. The main purpose is to em-
ploy spatial weighted kernels to calculate image values for the classification. Although
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the filtering process is simple, it reduces spectral variations and noise effect, producing
better classification results. The effectiveness of the proposed methodology is evaluated
on a set of hyperspectral images.

The remainder of the text is organized as follows. Section 2 gives a brief description
of concepts related to the topic under investigation. The proposed methodology is pre-
sented in Section 3. Experimental results obtained from the application of the method-
ology are described and evaluated in Section 4. Section 5 presents the conclusions and
directions for future work.

2 Background

Hyperspectral imaging sensors acquire information as a collection of images, where
each image represents a wavelength range of the electromagnetic spectrum. The com-
bination of the images forms a three-dimensional representation, called hyperspectral
data cube (x, y, λ), where x and y represent the spatial dimensions, whereas λ repre-
sents the spectral dimension.

The main techniques for acquiring the hyperspectral cube are spatial scanning, spec-
tral scanning, snapshot imaging, and spatio-spectral scanning [6, 16, 21]. Each approach
has its intrinsic characteristics and the choice of the technique is dependent on the spe-
cific application.

The analysis of hyperspectral data is complex due to its high dimensionality and
high redundancy present in the adjacent bands. Despite such difficulties, several tech-
niques have been proposed in the literature to perform automatic extraction and classi-
fication of relevant information [2, 12, 27].

The main steps for hyperspectral image analysis usually include data acquisition,
preprocessing, feature extraction and selection, and classification.

Hyperspectral data can be acquired from aircrafts or satellite sensors, which ex-
tract spectral signatures for objects and materials. The acquired images usually contain
hundreds of spectral bands.

The preprocessing involves data filtering to reduce noise effect and smooth spec-
tral information, data normalization to adjust values measured on different scales to a
specific range, and data registration to transform different sets of data into a common
coordinate system.

Feature extraction and selection aim at obtaining the most discriminative informa-
tion from the data and convert it in a more succinct representation of the data, called
feature vector, which stores the most representative attributes of the images. The num-
ber of attributes or characteristics determines the dimension of the feature vector and
usually depends on the application area and the properties that need to be discriminated.
Due to the high dimensionality [17] of the feature vector that represents the spectral and
spatial information contained in hyperspectral images, feature selection techniques [10]
are usually applied as preprocessing to the data classification. A widely used technique
for data compression and dimensionality reduction is the Principal Component Analysis
(PCA) [18].

Several classification methods have been proposed in the literature for labeling the
image pixels according to specific classes, including Bayesian networks [1], support
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vector machines (SVM) [24], neural networks [22], nearest neighbors [4], clustering
algorithms [35], decision trees [14], among others.

Most pixelwise classification approaches [36] consider only spectral information of
the pixels. Other methods take spatial information present in the image into account [13,
26]. Some strategies for including spatial information in the classification are water-
shed [34], minimum spanning forests [2], graph cuts [37], shortest paths [23], random
walks [15], and Markov random fields [33].

3 Methodology

The main stages of the proposed methodology for improving the hyperspectral image
classification based on adaptive filtering are illustrated in Figure 1.

Adaptive
Filtering

Features

Classi cationFeature
Extraction

result

hyperspectral
image

Fig. 1: Main steps of the proposed methodology.

A hyperspectral image can be considered as a three-dimensional volume formed by
spatial resolution (two dimensions) and a third dimension represented by several con-
tiguous spectral bands. Therefore, a hyperspectral image pixel is a column vector with
same dimensions as the number of spectral bands. For a given vector of hyperspectral
pixels p = (p1, ..., pm)T , each component pk represents a pixel in the band Bk.

The set of n samples labeled as {xi, yi}, i = 1, . . . , n, where xi ∈ �m represents
the m-dimensional feature vector for the i-th pixel with label yi ∈ Ω. The value m is
the number of bands and Ω is the set of possible labeled classes of the image.

Local filtering techniques can be implemented by spatial convolution with block
processing, where the filter replaces the intensity value of each image pixel with a new
value that captures a specific local image property around the pixel. Different types
of filters can be proposed for extracting spectral-spatial features from the images. For
instance, Camps-Valls et al. [5] presented a framework of composite kernel machines
for image classification, combining spatial and spectral information.

In our work, the following filters are applied to each spectral channel of the hyper-
spectral images using:

(a) Mean: filters the image such that each output pixel contains the mean value of an
m×m neighborhood around the corresponding pixel in the input image.
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(b) Standard Deviation: filters the image such that each output pixel contains the stan-
dard deviation value of an m×m neighborhood around the corresponding pixel in
the input image.

(c) Median: filters the image such that each output pixel contains the median of an
m×m neighborhood around the corresponding pixel in the input image.

(d) Minimum: filters the image such that each output pixel contains the minimum value
of an m×m neighborhood around the corresponding pixel in the input image.

(e) Maximum: filters the image such that each output pixel contains the maximum
value of an m×m neighborhood around the corresponding pixel in the input image.

(f) Range: filters the image such that each output pixel contains the range value (differ-
ence between maximum and minimum value) of an m ×m neighborhood around
the corresponding pixel in the input image.

(g) Entropy: returns the entropy value of an m × m neighborhood around the corre-
sponding pixel in the input image.

(h) Gaussian: filters the image with a 2-D Gaussian smoothing kernel with standard
deviation σ.

(i) Edge-preserved smoothing: filters the image through an edge-preserving operator
based on weighted least squares [11].

For the training set, 20% of the pixels are randomly selected from the ground truth
for each class. Such samples are used to train the classifier, which is applied to the
remaining 80% of the pixels that form the test set.

It is important to mention that, differently from several works found in the litera-
ture, our approach employs all the classes present in the hyperspectral images, without
removing certain classes that contain only few samples.

The overall accuracy corresponds to the percentage of samples classified correctly,
expressed as

A =

Ω∑
i=1

xii

Ω∑
i,j=1

xij

100% (1)

where element xij of the confusion matrix corresponds to the number of samples for
class i classified as class j.

Cohen’s kappa coefficient [9] is defined as

κ =

n
Ω∑
i=1

xii −
Ω∑
i=1

(xi+ x+i)

n2 −
Ω∑
i=1

(xi+ x+i)

(2)

where n is the total number of samples in the matrix, xii is the number of samples in
the row i and in the column i, x+i is the total value for the row i, whereas xi+ is the
value for the column i.
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4 Results

Experiments were conducted on six benchmark datasets [3]. The main characteristics
(image dimensions, number of bands, number of classes) of each tested dataset are
summarized in Table 1.

Table 1: Summary of the main hyperspectral image characteristics.
Dataset Rows Columns Bands Classes

Indian Pines 145 145 200 16
Pavia Centre 1096 715 102 9
Pavia University 610 340 103 9
Salinas 512 217 204 16
Salinas-A 83 86 204 6
Kennedy Space Center 512 614 176 13

The experiments conducted on all datasets employed 20% of the image pixels as
training samples, whereas the remaining pixels were used as test samples. Two dif-
ferent classifiers were used to evaluate the performance of the classification process,
K-Nearest Neighbor (KNN) and Support Vector Machines (SVM). We used a cross-
validation step to search for the optimal parameters. The background is only used to
identify samples that are not labeled, that is, it is not considered in the classification
process.

Each local filtering technique was applied to all datasets. The filters are denoted as
mean (MEA), standard deviation (STD), median (MED), minimum (MIN), maximum
(MAX), range (RNG), entropy (ENT), Gaussian (GAU), edge-preserving (EDP). The
filter denoted as ESP returns the spectral pixel values directly, that is, without calcu-
lating any statistic around the pixel. A 9 × 9 neighborhood was used in all filters. The
value of σ was 3 for the Gaussian filter.

Tables 2 and 3 show the results for accuracy and kappa measures, respectively, for
each dataset. Due to space limitations, only results for SVM classifier are shown, which
achieved better performance than K-NN. From these tables, it is possible to observe that
the local filtering techniques are effective to improve the classification when compared
to only using spectral information of the images. In particular, filters based on entropy
and Gaussian smoothing produced high accuracy rates.

Figures 2 and 3 show a visual comparison of the best classification results produced
by SVM. The images depict only the classes, that is, the respective background is re-
moved and shown in black.

Table 4 shows a comparison of the classification results for the Indian Pines dataset,
which is considered as a benchmark for testing supervised classification algorithms. De-
spite their simplicity, the local filtering techniques are able to achieve very competitive
accuracy rates compared to other approaches available in the literature.
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Table 2: Results of overall accuracy (in percentage) for each dataset through SVM clas-
sifier.
Dataset Filter

ESP MEA STD MED MIN MAX RNG ENT GAU EDP

Indian Pines 56.92 96.35 94.59 92.94 76.27 93.07 91.95 97.41 98.81 95.59
Pavia Centre 58.78 95.92 93.12 92.34 77.12 92.01 90.65 95.26 96.22 94.23
Pavia University 60.11 97.23 93.93 93.26 82.92 94.82 92.11 98.12 98.97 96.72
Salinas 68.23 87.21 88.96 89.02 82.11 91.56 89.13 93.87 95.23 89.63
Salinas-A 70.15 89.33 90.80 90.94 83.09 93.10 90.01 95.60 96.60 90.15
Kennedy Space Center 66.39 86.33 86.22 87.23 81.03 89.53 87.64 91.66 93.56 86.34

Table 3: Results of kappa coefficient for each dataset through SVM classifier.
Dataset Filter

ESP MEA STD MED MIN MAX RNG ENT GAU EDP

Indian Pines 0.503 0.958 0.938 0.919 0.728 0.921 0.908 0.970 0.986 0.949
Pavia Centre 0.573 0.943 0.918 0.912 0.768 0.911 0.893 0.943 0.953 0.932
Pavia University 0.592 0.962 0.924 0.923 0.809 0.933 0.912 0.973 0.979 0.953
Salinas 0.674 0.864 0.873 0.883 0.813 0.905 0.886 0.923 0.945 0.882
Salinas-A 0.626 0.866 0.884 0.886 0.786 0.913 0.875 0.944 0.957 0.897
Kennedy Space Center 0.654 0.853 0.848 0.863 0.797 0.874 0.853 0.901 0.923 0.853

Table 4: Comparison of the results (overall accuracy) for different classification meth-
ods applied to Indian Pines dataset.

Classification Method Accuracy (%)

ECHO [19] 82.64
SVM [8] 84.52
WH+MV [29] 86.63
CaHO-SAM [31] 88.87
CaHO-MSE [31] 89.15
SVM-PLR [20] 89.34
SVM-FSR [32] 91.10
SP-S [8] 91.16
SVMMSF+MV [28] 91.80
SVM-MRF [30] 92.95
SVM-CK [5] 94.53
SVM-CK [25] 94.86
SOMP [25] 95.34
LSGM [25] 96.07

5 Conclusions

This work proposed and evaluated the use of different local filters for improving the
classification process of hyperspectral images. Each filter was applied to a set of hyper-
spectral images and each pixel was classified to determine its class.
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(a) Indian Pines

(b) Pavia Centre

(c) Pavia University

Fig. 2: Visual comparison of the classification results. (i) first column: original hyper-
spectral image; (ii) second column: ground truth; (iii) third column: test mask; (iv)
fourth column: classification.

Experiments demonstrated that the adaptive filters were capable of enhancing the
classification when compared to the direct use of spectral information present in the
images.

As directions for future work, we intend to evaluate other region filtering techniques,
as well as combine the most representative features in order to obtain a more robust
classifier.
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(a) Salinas

(b) Salinas-A

(c) Kennedy Space Center

Fig. 3: Visual comparison of the classification results. (i) first column: original hyper-
spectral image; (ii) second column: ground truth; (iii) third columns: test mask; (iv)
fourth column: classification.
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Abstract. The success of an enterprise network (EN), serving business applica-
tions, relays on its sustainability against the dynamic business environment. The 
enterprise network sustainability can be achieved through its resilience to disorders, 
such as the failures and operational overload. We view EN resilience as its ability 
to endure and manage the uncertain workload, as the evolution of business applica-
tions flooding EN with unprecedented volume of data. In this paper, we have pro-
posed an integrated framework to improvise the ability of EN to manage against 
varying workloads through the mimicking of resilient behavior of bio-organisms 
against the environmental changes. We have formulated the resilience management 
problem as an optimization problem with an objective function to maximize EN 
resilience, where the proposed framework unifies the existing EN clusters into one; 
and redesigns EN infrastructure within ant colony optimization (ACO). The simu-
lation results have showed that the resilience improved by 20%.     
 
Keywords: Ant Colony Optimization, Capacity Planning, Clustering, Enterprise 
Network, Redesign, Resilience. 
 

1 Introduction 

The living organism is viewed as an “open system,” which has the capability to evolve 
and to adapt continuously through the changing environmental conditions. The ability 
to accommodate changes, without modifying the structure is the resilience according to 
Folke et al., [1]; and the living organisms are resilience by nature. The resilience can 
be described by three characteristics according to Carpenter et al. [2]: i) the amount of 
disruption a system can absorb without changing its present state, ii) the degree to which 
it can self-organize, and iii) the ability to evolve towards adaptation. Living organisms, 
like ants, have the ability to handle obstacles and difficulties such as rebuilding their 
colonies under a sudden rain attack [3].  

Enterprise networks are often subject to uncertain workload (an extra traffic was 
not considered in the initial design stage) and component failures, leveraging to abnor-
mal behavior with inconsequence outcomes. Further, dynamic business environment 
and social networks have increased the volume of traffic, by increasing the number of 
users. The excess workload leads to over-exploitation of available EN resources, 
thereby decreases the quality-of-service. In general, the enterprise network associated 
with external business communications has three states based on its capacity utilization: 
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i) normal with acceptable quality-of-service (QoS), ii) under-utilized, and iii) over-uti-
lized. In the latter state, QoS is low in over-utilized EN, whereas under-utilized EN 
leads to wastage of resources. Thus, EN is forced to employ some strategies to recover 
and adapt from disruptions for ensuring acceptable QoS to its customers. One of the 
strategy is that the enterprise network may be embedded with resilience characteristics 
in order to cope up with the uncertainty in workload, which may be achieved through 
by evolving EN infrastructure throughout incremental changes, without adding or de-
leting the resources.    

In this paper, we have defined and formulated the resilience management problem 
as an optimization problem, whereby the existing EN clusters are redesigned to gener-
ate an alternative infrastructure to resist the changes in workload and to sustain its nor-
mal operations with the available resources. We have proposed an integrated frame-
work to evolve the existing EN infrastructure with greater resilience through redesign. 
The redesign process is embedded with a hybrid algorithm, combining ant colony op-
timization (ACO) and a local search to aid in the evolution of EN infrastructure with 
near optimum resilience. The redesign process unifies all nodes into one cluster and 
determines the best possible partition for the nodes to increase EN resilience. The re-
design process evolves EN continuously until the point at which the resilience started 
decreasing on further clustering; this is due to the increase in number of clusters, which 
increases the inter-cluster traffic through the backbone and overloading the backbone. 
The simulation results of the proposed framework on an enterprise with 100 clients 
demonstrated that the resilience capacity of EN is increased by 20% by cluster-redesign 
within ACO with acceptable QoS.  

The rest of the paper is organized into five sections, where Section 2 details the 
related work. Section 3 describes the mathematical model in formulating EN resilience, 
and Section 4 details the proposed framework for resilience management. Section 5 
discusses about the outcomes of the experiments, and Section 6 concludes the paper. 

2.  Related Work 

Researchers analyzed the importance of resilience and its challenges under various net-
working environments. The resilience and the behavior of large scale systems are dis-
cussed by Gunderson and Pritchard [4], where they analyzed resilience of large system to 
understand its behavior near known stable state. The challenges of designing a resilient 
and sustainable systems under economic and environmental threats were presented by 
Fiksel [5]. The author discussed about the challenges behind increased complexity to-
wards achieving sustainability and also, he elaborated the importance of resilience in 
bringing adaptability for sustaining operations. Moreover, Immers et al., [6] studied the 
possibility of utilizing resilience as a factor to achieve robustness in platforms other 
than EN, such as the transportation networks. 
       Konak and Bartolacci utilized a hybrid Genetic Algorithm based approach to in-
clude resilience as a factor in network design [7], where the network traffic efficiency 
and nodal failures are measured to compute network resilience. Menth et al. [8] pre-
sented the resilient analysis of communication networks, where, the authors claimed 
that the proposed framework was able to detect the weak points in the network to pro-
tect from link failures and congestion. A survey of existing resilience measurement 
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techniques were presented by Erol et al. [9], where the authors proposed three metrics: 
recovery time, level of recovery and level of vulnerability to potential disruptions.  

Zhao et al. [10] studied the resilience of a supply network under random and known 
disruptions. The authors presented a degree and locality based attachment model to 
generate a new topology to sustain under disruptions. Wodczak [11] presented the ser-
vice resilience of autonomous and cooperative communications under cloud computing 
environment. A fuzzy architecture for assessing the resilience of critical infrastructure 
is proposed by Muller et al. [12], where redundancy and adaptability were considered 
to be the primary components of infrastructure resilience. Schaeffer-Filho et al. [13] 
proposed a framework for management of network resilience in offline and also during 
a runtime. The authors defined reusable patterns of mechanisms for resilience manage-
ment. Lopes et al. [14] presented an integrated management approach, employing au-
tomatic node's configuration replication and redeployment framework, to improvise 
service resilience in computer network. Ali et al. [15] discussed a proposal in combi-
nation of policy-based management and fuzzy based self-evolving technique to provide 
adaptive resilience in computer networks. Hilten et al. [16] demonstrated how the use 
of systems thinking principles and thinking method contributed to the development of 
resilience, where they have utilized the behavior of human body towards the achieve-
ment of resilience. In addition, resilience is utilized to achieve robustness in storage 
clouds [17], and electric distribution system [18]. 

In our earlier work [19], we have proposed a bio-inspired scheme to provide sus-
tainable operations under varying traffic load, where an iterative search algorithms, 
such as Tabu search and Simulated Annealing were employed to evolve the network to 
sustain its operations. In this paper, we have proposed an integrated framework, em-
bedded with ACO and a local search algorithm to enhance the resilience of existing 
enterprise network under uncertain clients’ demands.  

3. Problem Formulation 
We have considered an enterprise network, { }kgggg ,...,3,2,1=Ω , as k clusters, 

where each cluster gi subset of nodes. Thus, two constraints should 
be validated when EN’s clusters were formed, such as constraints 1 and 2 respectively. 
Constraint (1) confirms that the union of nodes present in all the clusters at any time is 
equal to V, which is the set of all nodes in EN. Constraint (2) is added to ensure that no 
node is presented in more than one cluster. 
   Vkggggg =∪∪∪∪ 4321                       (1) 

04321 =∩∩∩∩ kggggg                       (2) 

We have defined a number of attributes for each gi, such as  

i) A cluster center ( c
iv ), a node in gi should be selected as cluster center for the 

cluster gi , as defined in constraint (3) 

igc
iv ∈                                        (3) 
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ii) the selected cluster center ( c
iv ) should have both the incoming and outgoing links 

(eout, ein),  as illustrated in constraint (4) 

  trueouteinec
ivigc

iv =∈∀ ),(,
                                    (4)

iii) the number of nodes in any gi should be bounded as in constraint (5).  

       
2

2
V

ig ≤≤                          (5) 

We are dealing with a two-level EN, where the first-level represents the local area 
network within each cluster gi ; and the second-level represents the backbone, where all 
the inter-communications among the clusters should go through the backbone. The goal 
is to determine the value of k (number of clusters) and the contents of each cluster with 
a maximum resilience, for a given EN. We have defined and formulated the resilience 
management problem as an optimization problem with the objective function is to 
maximize the resilience of EN as illustrated in Equation (6); where the maximum ca-
pacity of the backbone network with acceptable QoS (quality-of-service) is taken as 
Cmax. The term ∑

j
reqC represents the total capacity needed by the EN at a time instance 

to manage the traffic demand at the backbone, generated from the existing j clusters. 
The ‘min’ term in Equation (6) is to force our algorithm to cluster the nodes in a way 
to minimize the ∑

j
reqC  at the backbone. The number of clusters are bounded between 

2 to k.  

 kj
C

j
reqCC

R ≤≤

∑−

= 2   where,
max

max

minmax                                   (6) 

                             

4. Proposed Bio-Inspired Framework 

The proposed integrated framework is illustrated in Figure 1; and it's operation com-
prises of three folds: i) evolve EN infrastructure with incremented clusters ii) generate 
a pool of alternate EN infrastructures at each point of evolution utilizing ant colony 
optimization (ACO), and iii) apply local search algorithm to select the best alternative 
infrastructure having higher resilience from the generated solutions.  
 The existing EN is a clustered network, where the inter-cluster communications are 
through the backbone. The over-utilization of resources in EN at any point of time ini-
tiates the redesign operations. The framework unifies all nodes distributed within the 
clusters to form a single cluster and the evolution of enterprise network is started with 
two clusters. Then, the number of clusters are incremented and the enterprise network 
resilience is measured at each time. The cluster evolution continues until the resilience 
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of EN started decreasing on further clustering, where the inter-cluster resource utiliza-
tions are greater than the intra-cluster resource utilizations. The framework utilizes 
ACO to generate a better combination of nodes to form clusters with an increased re-
silience. The local search algorithm embedded on top of ACO chooses the best 
infrastructure with an optimum resilience. The proposed framework should be 
embedded within EN; and it is part of the EN protocol to terminate the framework. 
 

 
 

Fig. 1. A generic view of proposed framework to be embedded within a network administration 
protocol. 

4.1 Redesign Process Utilizing Ant Colony Optimization 

ACO is a meta-heuristic, population based construction algorithm, which builds the 
solutions based on the behavior of ants searching for the food source. ACO is illustrated 
in Figure 2, where the ants communicate according to the density of pheromones de-
posited during the movement of ant from the nest to the food source [20] and the pher-
omone is a chemical substance. At the beginning of the food searching process, the ants 
started moving randomly. Once a food source is discovered, ants returned back to the 
nest in various paths; and the returned ants deposit pheromones on their path. After a 
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period of time, the shortest path will be traversed by more ants and the increased dep-
osition of pheromones will attract more ants to the popular path, which is the shortest 
path to the food source.  
 

1 Ant Colony Optimization ( ) 
2   begin 
3  search for food source randomly; 
4  if food source discovers, then return to nest; 
5  select return path randomly; 
6  lay pheromone and create a trial; 
7  while (pheromone found with increased proba   
      bility)  
8  follow the pheromone trail; 
9 end 

 
Fig. 2. Ant colony optimization (ACO) according to [20].  

 
 During the evolution of EN clusters, ACO plays a vital role in generating a near 
optimal solution through redesign, where the randomly selected the set of cluster-center 

nodes { }c
kvcvcvcvk ,...,3,2,1=  to integrate the remaining nodes to form k clusters. Thus, the 

inter-cluster traffic routed through the backbone reduces; and the capacity of the 
backbone network to handle the incoming demand increases, i.e. the resilience of EN 
increases. The random selection of cluster centers within ACO, generates a pool of 
alternate infrastructures with varying resilience.  

 In ACO, we select k  nodes as cluster-centers, as the food sources for generating 

clusters. Then, the remaining nodes kV −  will act as ants seeking to reach the food 
source (cluster-center). We have defined a link in ACO as the direct connection 
between two ants; and the path is defined as a group of links connecting an ant to a food 
source. Constraints are added to ensure that the nodes are sorted according to their 
outgoing degree (deg) in ascending order, before applying ACO to avoid multiple 
selections of a single link. The pheromone of each link ( ji,τ ) is updated locally using 

Equation (7) whenever an ant traverses the link. The pheromone values of the best path 
selected is globally updated by additionally incrementing the pheromones using same 
Equation (7).  The best path describes the completely connected path between the node 
(ant) to the selected cluster-center (food source).   

5.0,, += jiji ττ                   (7) 

      The ant explores the whole network and it tries to associate the selected node to a 
better food source using the probability rule defined in Equation (8), where Pi, j is the 
probability of selecting node j as a next connecting node for the client i during path 
construction. The parametersα and β  represent the relative importance of pheromone 

and heuristic value respectively. The parameters ji,τ and ji,η correspond to the 

pheromone value and the heuristic value in the link (i, j). Hereby, the outgoing traffic 
link with higher traffic volumes is used as the heuristic information. 
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The probability rule is applied for each neighboring node and the link showing max-
imum traffic to the cluster center is added to the path. The node distribution within the 
generated clusters is balanced by limiting the number of nodes within a cluster to certain 
threshold, which may further avoids overcrowding of clients within few clusters. 

5. Results and Discussion 

We have considered an EN comprising of 100 clients, and it is capable of handling a 
heavy backbone traffic of around 7.6 TB during the peak hours, with acceptable quality-
of-service. We have coded the resilient management framework with evolving EN clus-
ters using Java platform. We have conducted two sets of experiments on the existing 
EN: i) cluster-redesign by random, and ii) cluster-redesign within ACO. The first set of 
experiments generate the specified clusters, by associating the nearby nodes randomly 
to the selected cluster-centers. The cluster-centers are selected at random. The second 
set of experiments are performed within ACO.   
 We have carried out a number of experiments within ACO and at random, to gen-
erate various partition of the unified EN. We have terminated the redesign process after 
generating EN with nine clusters since the value of resilience R started to decrease. The 
experimental results showing the evolution of clusters from two to nine are plotted in 
Figure 3. It is observed that during the initial stages of partitioning, the increase in 
number of clusters, increased the intra-cluster traffic, and thereby decreased the inter-
cluster traffic at the backbone. Thus, the resource utilization at the backbone got re-
duced, which increased EN resilience. For each number of generated clusters, the clus-
ter-redesign within ACO is repeated with randomly varying cluster-centers. Thus, EN 
with varying infrastructures and varying resilience are generated. The local search al-
gorithm selects a best alternative infrastructure from the pool of redesigned 
infrastructures. 

 The bar-graph illustrates in Figure 4 showing the increased capacity of EN on 
comparison, after redesign process. Here, the increased local traffic within the clusters, 
increases the capacity of EN at the backbone to handle additional traffic, with 
acceptable QoS. The local search algorithm considers the point at which the cluster-
redesign operation shows a maximum resilience developed at the backbone as 
illustrated in Figure 3, and the resilience starts decreasing on further clustering. 

 The simulation results shows that under a similar workload environment, the 
redesigned EN clusters utilizing ACO enhanced EN resilience, thus, increased its 
capacity to handle additional traffic demand at backbone. We have observed a 
maximum of 20% increased in the resilience, when the unified clusters are patitioned 
into four. 
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Fig. 3. Traffic demand at the backbone before and after redesign. 

  

Fig 4.  EN resilience with varying cluster-redesign. 
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6. Conclusion 

We have proposed an integrated framework to enhance the resilience of existing 
enterprise network (EN) through a cluster-redesign within an ant colony optimization 
(ACO). We have defined resilience as the ability of EN to manage additional traffic 
within its maximum capacity by redesigning its infrastructure. We have formulated the 
resilience management problem as an optimization problem, whereby the main 
objective function is to find the number of clusters and the nodes associated with the 
clusters, leads to EN with higher resilience. The embedded hybrid algorithm, 
comprising of ant colony optimization (ACO) and a local search aids in the selection 
of best alternate infrastructure with near optimum resilience. Hereby, ACO tried to link 
the nodes sharing heavy traffic volumes with the selected cluster centers, during 
redesign operations. The evolution of enterprise infrastructure is continued with 
increased resilience until a saturation point is reached, where the resilience reaches its 
maximum and on further cluster divisioning, EN resilience started to decrease. The 
simulation of an enterprise with 100 clients demonstrated the ability of the proposed 
framework in managing the increased workload by increasing the resilience of EN by 
20%. 
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Abstract. Multi-Robot System consisting of multiple interacting robots, each 
running a specific control strategy. Its development process involves important 
design decisions, communication between teams, software, sensors and other 
aspects. All this, when together, should be very well modeled and simulated. 
Make tools, methodologies and teams can work together is not an easy task to 
accomplish. Academic and industrial communities have developed standards 
and tools for this purpose. High Level Architecture was developed to provide a 
simpler way to connect different simulators in Department of Defense of United 
States, allowing several simulators and real applications can be simulated 
together. In this work, we present a project for simulation in MRSs using ROS, 
co-simulation and network simulation. The goal of this work is make 
simulations in ROS more realistic, where the data exchange will be performed 
by using a network simulator, as if we were simulating real robots exchanging 
data through a network. 

Keywords: We would like to encourage you to list your keywords in this 
section. 

1   Introduction 

Multi-robot systems (MRS) consist of multiple interacting robots, each executing an 
application-specific control strategy, which is not centrally steered [3]. The 
development of robot software is a demanding discipline. Technical challenges arise 
from the need to develop complex, software-intensive products that take the 
constraints of the physical world into account [2]. 

In 2007, a group of scientists, industry and engineers create an open-source robotic 
framework called Robot Operating System (ROS) [7]. It is a flexible framework for 
designing robots, providing a collection of tools, libraries, and conventions aiming to 
simplify the task of creating complex and robust robot behavior across a wide variety 
of robotic platforms. However, there was the necessity of connect different simulators 
and real applications to make more complex tests and simulations. 

To [6], the co-simulation represents one of the most popular techniques of 
validation in heterogeneous systems. According [10], the fundamental principle of co-
simulation is to provide support to execute different simulators in a cooperative way. 
It allows the union of heterogeneous simulations with different models of execution. 
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In 2007, a group of scientists, industry and engineers create an open-source robotic 
framework called Robot Operating System (ROS) [7]. It is a flexible framework for 
designing robots, providing a collection of tools, libraries, and conventions aiming to 
simplify the task of creating complex and robust robot behavior across a wide variety 
of robotic platforms. 

In this way, High Level Architecture (HLA) was developed in order to provide a 
simpler way to interconnect simulators. It provides a specification of a common 
architecture to several simulations tools in Department of Defense of United States 
[4]. It’s a pattern described in IEEE 1516-series and has been developed to provide a 
common architecture to distributed model and simulation [13]. 

At this point, MRS could be simulated by using ROS and interconnected with 
others simulators and/or real systems through co-simulation (using HLA, for 
example). However, there was a need that simulations were closer to reality, as if we 
were simulating real robots exchanging data via a network. This paper presents a 
project for simulation of communication in MRS using ROS, co-simulation and 
network simulation called OMNeT++. The goal of this work is make simulations in 
ROS more realistic, where the data exchange will be performed by using a network 
simulator, as if we were simulating real robots exchanging data through a network. 

The remaining of this paper is organized as follow. Section 2 presents some related 
works. The architecture is proposed in Section 3. The initial results are presented in 
Section 4. Conclusions, discussions and main difficulties can be found in Section 5. 
Finally, Section 6 is about the future works. 

2   Related Works 

An operational semantics of co-simulation allows the discrete and continuous models 
to run on their respective simulators and managed by a coordinating co-simulation 
engine [5] Some works in literature use the concept of co-simulation to provide a 
solution in heterogeneous and distributed simulations.  

In [15], a co-simulation framework to large-scale wireless network is presented. 
Similarly, interfaces were defined to enable integration with other simulations. 

Another work [1] proposes the development and evaluation of a solution to model 
and simulate heterogeneous Models of Computation (MoCs) in a distributed way 
integrating Ptolemy II and High Level Architecture (HLA), creating an environment 
to run heterogeneous models of large scale in high-performance.  

A Multi-System Robot simulator named ARGoS is presented in [8]. It was 
projected to simulate complex experiments involving large swarms of different 
robots. According the authors, the simulator is, in same time, efficient and flexible, 
allowing high level of customization.  

In [11] proposed a distributed simulation of traffic using High Level Architecture, 
where a set of interoperable federations cooperates and communicate through the 
RTI’s HLA. Also, in [9] is developed a framework for rapid integration of different 
simulators. A car-to-car communication application was presented, where SystemC is 
used to model the electronic controller of the car, OMNeT++ is responsible 
simulation of communication and Sumo simulates car traffic. 
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Other authors integrates the Matlab and DEVSim++ in a unique and distributed 
simulation environment through High Level Architecture in way to obtain good 
results with regard to integration of two Models of Computation (MoCs) with hybrid 
simulators [12].  

3   Architecture 

Next, is presented the environment to simulate MRS using ROS, co-simulation and 
network simulation, objective of this paper. The architecture can be seen in Figure 1. 

The proposed environment have two parts. The first part composes all the ROS 
environment, the robots, its interface (interface ROS) and core, responsible for 
coordinate all the ROS environment in simulation. The second part is the HLA 
environment, with RTI, the ambassador, responsible for communication with the ROS 
interface and the OMNeT++ ambassador that communicates with RTI and forward 
information from OMNeT++ simulator. 

The intersection point between the environments is called bridge. It implements a 
ROS node Interface and RTI ambassador to aim messages from RTI to ROS and vice 
versa. The bridge checks the ROS variables of all robots (such, speed, position) and 
send this information to HLA environment. This way, is possible to exist several 
robots sharing their data with any other simulator, such OMNeT++ or another HLA 
simulator. The co-simulation environment’s flow is present in Figure 1. 

 

Fig. 1 - Proposed Architecture 

The co-simulation environment can be divided in two parts. The first, called Multi-
Robot System Environment, and second, Communication. The HLA act integrating 
this two layers to make possible data exchange. In proposed Architecture, there is a 
one-to-one relationship for robots in MRS and Communication layers. For each robot 
existing in ROS, there is a correspondent node in OMNeT++.The MRS Layer is 
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responsible to simulate several robots in the same environment and use ROS, as stated 
earlier. It initiates the robot nodes that will transmit data to second layer of co-
simulation environment, the Communication layer. The Communication layer uses 
OMNeT++, responsible for exchange data with ROS Stage. The way is possible to 
simulate robots interacting in the network and test various situations presents in this 
type of communication (network protocols, packet loss, and interferences), making 
simulations even closer to reality. 

3.1   Simulations 

The idea is simulate scenarios in context of RoboCup using ROS, co-simulation and 
network simulation. The Robot World Cup Initiative (RoboCup) is an attempt to 
foster AI and intelligent robotics research by providing a standard problem where 
wide range of technologies can be integrated and examined [15]. 

To assess the impact caused by addition of OMNeT++, two types of simulations 
are created. Simulations have N robots, where one is the Master, responsible to 
coordinate the other robots, and N-1 Slaves. The Master moves from point x0y0 to x1y1 
and send your position to all slaves, that follow the master from their position to 
nearby of Master's position. As validation, simulations in our tests were executed for 
50, 100, 200 and 400 seconds containing two robots, one master and one slave. In a 
total, 20 simulations were performed for each type of simulation.  

Simulations have a cycle of 1 second that be coordinate by HLA to ensure that the 
simulators are in same runtime. Every second, the HLA will order that all simulators 
execute a command called advanceTime, so that simulators can advance their times 
and, after that, the simulation can proceed. Those who have already advanced their 
time will wait until all the others have run the advanceTime to be able to continue. 

The first type of simulation uses ROS Stage and HLA. This kind of simulation 
executes in “ideal environment”, once that do not exist any interference in 
communication among robots existing in ROS Stage. The simulation will be the bases 
to compare that will be made using the second type of simulation. 

In the second type of simulation, the OMNeT++ simulator is responsible for 
exchange messages among the robots present in ROS Stage.  The utilization of 
OMNeT++ allows delays, packet loss and other things, in way to let the simulation 
even closer to reality. That way, we can compare the executions of the two types of 
simulation and observe the impacts that simulated network brings to communication 
among Stage robots. Communication among OMNeT’s robots and the router have 59 
milliseconds of delay and five different percentages for packet loss (1, 2, 3, 4 e 5) were 
tested. Once the robot sends a message to another, a counter is initiated and 1200 
milliseconds after, if the confirmation message don’t have arrived, the same message is 
sent again. In every cycle of simulation, the communication between the robots occurs 
like mentioned in Figure 2. In order to make OMNeT++ capable to exchange data with 
HLA is necessary that exists a node called Federate. His function is exchange 
information between the network simulator and HLA without interfering network 
communication, or in other words, does not have latency of communication, packet 
loss or any other aspect related to network. Next, will see some results about the 
simulations and discusses futures researches. 
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4   Partial Results 

Until now, two aspects were observed when we compare the two types of simulations: 
Execution Time and Data Exchanged. The Table 1 shows a big picture of data 
collected in simulations. From it, we can conclude that the three aspects have a 
considerable increase after the inclusion of OMNeT++ but we will discuss these 
aspects separately and in more detail. 

Table 1 - Data Simulations Overall. In the Table, orange columns represent data 
for ROS simulations and green columns, simulations with ROS and OMNeT++. 

Simulation 
Time Execution Time Bytes Sent Bytes Received 

50 50590 64098 10713 32111 25614 87179 

100 100379 127960 20436 62671 48943 169036 

200 200199 255498 40117 123158 95796 331845 

400 399876 511146 79755 245153 189816 659524 

 
 

About the Execution Time (see Table 01) in OMNeT++, the time is calculated 
taking into account the Simulation Time, the delay’s communication and the time 
generated for packet losses. That way, the Execution Time tends to increase 
considerably in cases of high values for packet loss percentages and how higher is the 
simulation time, once the delay affects every communication between the robots. 

The Table 2 shows the packet losses in the simulations performed during the tests 
using the average of lost packets in simulations. Taking into account that every packet 
loss increases the Execution Time in 1790 milliseconds (counter + delay), the 21 
packets losses in simulations with simulation’s time equals to 400, will increase the 
Execution Time in 37590 milliseconds. The other impact of packet losses is the 
increase of data exchanged. In this simulations with time equals 400, in average, 400 
messages are sent, 354856 bytes are received and 6.6 messages are lost per execution. 
This way, every message has 887 bytes, what results in 5854 bytes of missing data per 
execution. The following chart shows the amount of missing data in this simulations. 
In 10 simulations, 66 packets were lost resulting in 385430 bytes of data missing. 

The second aspect observed was data exchanged between the simulators. The 
following table shows the total of data exchanged in two types of simulations. After the 
inclusion of OMNeT++, the amount of exchanged data was multiplied by 3,33 
(average). This happens because the quantity of data exchanged is proportional to 
number of federates existing in HLA environment plus the messages generated by own 
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OMNeT++, once that every message in HLA is received by every Federate, even if 
this federate will not catch the message. Beyond that, all massages destiny to a robot in 
ROS must pass through the correspondent robot in OMNeT++. In simulations presents 
in this paper, the ROS ignore the messages that not come from OMNeT++, not 
communicating with other federates of HLA. Following are presented some 
considerations and future works of this research. 

Table 2 - Missing Data in Simulations with Time Equals 400 seconds 

Bytes 
Received 

Average Data 
per Message 

Packet 
Losses 

Missin
g Data 

354489 886,2 9 7976 
354481 886,2 3 2659 
354688 886,7 4 3547 
354575 886,4 5 4432 
355128 887,8 7 6215 
355120 887,8 7 6215 
355223 888,1 3 2664 
355062 887,7 7 6214 
354876 887,2 10 8872 
354915 887,3 11 9760 

 

5   Final Considerations 

Until this point of research, some aspects have been observed. In OMNeT++, for 
example, the latency and packet loss directly influence the time of simulation as a 
whole (managed by HLA).  At the end of simulations, the time in OMNeT++ is 
always greater than HLA’s time. One possible approach is make the OMNeT++ 
responsible to manage the time of Simulation Time. In ROS Stage, some 
configurations influencing the robot’s behavior, such as Rate, that defines the 
frequency of robot’s cycles, especially in cases of packet losses. The aspects observed 
in ROS Stage will be researched in more detail to know how exactly is the impact of 
them in the simulations and the behavior of the robots. 

Since the proposed architecture was executed successfully, the next phase is test 
scenarios related to RoboCup initiative, analyzing the differences in robot’s behavior 
to each type of simulation. As mentioned before, the main goal of this work is prove 
that the addition of OMNeT++ will make simulations more realistic, thus the same 
scenario will be tested in both types of simulation to understand the influence of 
OMNeT++, especially in robot’s behavior, once already demonstrated their impact in 
terms of time and data. 
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Abstract. The problem of inferring missing relationships between people in on-
line social networks such as Facebook, Google+ and Twitter is currently being
given much attention due to its enormous applicability. To this end, link predic-
tion algorithms which operate on graph data have been considered. However, the
relentless increase of the size of such networks calls for distributed processing
models able to cope with the associated big amounts of data. In this paper, we
study the suitability of three models (Fork-Join, Pregel and DPM) for scaling up
a common class of such algorithms, i.e. random walk-based. Broadly, Fork-Join
and Pregel promote two rather different ways of creating and handling parallel
sub-computations, while DPM is a model combining the best of both. Experi-
ments performed with the Twitter graph and two classical random walk-based
algorithms named HITS and SALSA show that DPM outperforms Fork-Join and
Pregel by [30-40]% and [10-20]% respectively in terms of recommendation time.

Keywords: Online social networks, Big data, link prediction, Fork-Join, Pregel, HITS,
SALSA

1 Introduction

The problem of link prediction in complex social networks has attracted much attention
lately due to its big potential for real-word applications in today’s online social networks
(OSNs). More prominently, the problem of friend/followee recommendation can be seen
as inferring a non-existent o missing relationship between two persons and has been ap-
proached using a variety of link prediction algorithms [13].

Common algorithms for link prediction use node-wise and topology-based similarity
metrics to predict the existence of links, being the second the most widely applied in
OSNs as in these networks node attributes (user profiles) are often hidden. Metrics based
on graph topology can be further classified according to their characteristics into [13]:
neighbor-based (e.g. common neighbors), path-based (e.g. Katz index), and random-
walk-based. Particularly, random walks provide a simple scheme for unifying the in-
formation from ensembles of paths between two nodes, so that the problem of recom-
mending people can be framed as ranking entities in a graph [21]. In this category of link
prediction algorithms, HITS [9] and SALSA [12] stand out, being the last one the base
of the popular Twitter’s Who To Follow (WTF) service [6].
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Graphs underlying real-word social networks are not only huge, but they are con-
tinuously evolving, which poses major challenges regarding big social data processing.
In spite of this fact, most experimental recommendation algorithms for social networks
are implemented as single-machine, single-threaded applications [7,20,4,23,5]. Even the
well-known Twitter’s WTF algorithm was implemented in a single-machine to reduce
architectural complexity [6]. Then, these implementations struggle with scalability issues
as the underlying social graph increases in massive real-world applications.

In distributed computing environments, the implementation of link prediction algo-
rithms can be adjusted to different distributed processing models, such as MapReduce [3],
BSP [22] or, specifically for graphs, Pregel [16]. Such a processing model prescribes
certain primitives that govern how sub-computations are created and coordinated. More-
over, in terms of graph traversing operations, neighbor and path-based algorithms have
completely different requirements than random walks-based algorithms. The first ones
perform a single graph traversal operation, while the second ones run a successive num-
ber of iterations over subgraphs. Hence, choosing the adequate processing model directly
impact on the performance of the algorithm when applied to social big data.

Therefore, in this paper, we evaluate different processing models for supporting the
distributed computation of random walk-based link prediction algorithms. These algo-
rithms are compute intensive since random walk takes multiple iterations of graph traver-
sal, updating probabilities in each node according to their neighbors. HITS and SALSA,
for example, iteratively calculate the hub and authorities scores of nodes to produce a
rank. Specifically, Pregel and Fork-Join [17] are contrasted for implementing and run-
ning both algorithms, whereas an hybrid model of our own called DPM (Distributed
Partitioned Merge) is considered as a more efficient alternative to both.

The remainder of this document is organized as follows. Section 2 presents current ap-
proaches to the problem of processing social big data. Section 3 presents the distributed
processing models evaluated in this work for random-walk based recommendation algo-
rithms. Section 4 reports the experimental setting and results obtained. Finally, conclu-
sions are stated in Section 5.

2 Related Work

OSNs are one of the more important sources of social big data as these platforms allow
individuals to interact with one another and provide information about their preferences
and relationships [1]. As an example, Facebook’s social network has 801 million daily
active users that upload more than 500 TB to Facebook’s data stores. Likewise, as of
March 2014, Twitter’s 240 million active users generated 500 million tweets per day.

Several scalable solutions that handle the bulk of data present on social networks have
recently emerged. Particularly, as networks can be represented as graphs, NoSQL graph
databases [14] and distributed processing frameworks [16,19,15] have attracted great at-
tention. The former operate at the data storage level, providing means to gather and persist
graph data, but do not support modeling generic graph algorithms to process the data. In
most cases, graph databases limit graph processing to simple traversal algorithms, i.e.
algorithms which follow a path on the graph and collect information. The latter provide
models to implement elaborated graph algorithms, but usually operate in-memory, so that
graph data is loaded into main memory from a graph database or data-warehouse.

Frameworks supporting graph algorithms in clusters of computers are, for example,
jPregel (http://charlesmunger.github.io/jpregel-aws/), HipG [10], Piccolo [19]
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Fig. 1. Graphly layered architecture.

Parallel (BSP) model by [22], which divides the execution of an algorithm in multi-
ple supersteps synchronized by logical barriers in which message passing between sub-
computations takes place. In fact, Pregel –implemented by Giraph and GraphLab– is one
of the most popular BSP-based computational models for graph processing. Despite not
being specially crafted for graph processing, other models for distributed processing such
as Fork-Join or MapReduce have also been applied to graph processing [8]. Their usage
can be explained by the availability and widespread popularity of open source frame-
works such as Hadoop (https://hadoop.apache.org/) or GridGain (http://www.
gridgain.com/). Surprisingly, some of these frameworks [10,15] do not cleanly support
permanent graph data distributed storage, which prevents them from efficiently keeping
up with the evolving nature of social big data. Moreover, these frameworks center around
a single distributed processing model. In contrast, graph algorithms follow different pro-
gramming styles, such as divide-and-conquer or iterative computing, which might not
fit well in a given framework model. Nevertheless, the idea of abstracting away differ-
ent graph storage backends (e.g. Titan (http://thinkaurelius.github.io/titan/))
and graph systems (e.g. TinkerPop (http://tinkerpop.incubator.apache.org/))
behind a single API is gradually entering the scene.

3 Evaluated Graph Processing Models

In order to support random walk-based link prediction algorithms, different graph pro-
cessing models are described and evaluated in this work. Following the idea discussed
at the end of the previous section, these models are all integrated into a lightweight dis-
tributed execution framework for Java specifically designed for developing recommen-
dation algorithms in online social networks, called Graphly [2] (see Figure 1). Graphly
includes a Graph Storage layer, which defines an abstract API for temporarily or per-
sistently store graphs. Several implementations for this API can be chosen, for example
one using a purely graph-oriented storage like Neo4J [18] or alternatively a graph store
based on relational or NoSQL key-value stores. Graph data can be accessed either via
the abstract API or graph query languages. Furthermore, in contrast to general-purpose
graph processing frameworks, Graphly abstracts the algorithm developer from the dis-
tributed processing model to be used, thus avoiding to entangle the application code with
distributed execution concerns.

and GraphLab [15]. Many of those efforts are based on the well-known Bulk Synchronous
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Fig. 2. Fork-Join, Pregel and DPM: Schematic view.

Broadly speaking, the aim of a any processing model is to provide a unified way of
developing distributed algorithms and, at the same time, foster an efficient use of dis-
tributed computing resources. As explained, there a number of processing models that
can be used in graph processing. The models currently supported by Graphly are the
Fork-Join (FJ) and the Pregel model as they account for the commonly used approaches
for developing graph-based recommendation algorithms: divide-and-conquer traversals
and iterative graph computations. A third model of our own, called Distributed Parti-
tioned Merge (DPM), sits between FJ and Pregel, and is evaluated as an alternative which
combines ideas from both models. These three processing models are depicted in Figure 2
and described below.

3.1 Fork-Join

Fork-Join (FJ) [17], also known as Split and Merge or Split and Reduce in some frame-
works (e.g. Gridgain), is one of the most simple models available for distributed process-
ing. FJ is based on two basic operations: fork and join. The fork operation spawns from
a parent job the so-called child jobs or workers, which run in parallel. The parent job
usually issues a join operation to wait for the child jobs to finish in order to collect the
results of their assigned sub-computations and provide a final result by merging its chil-
dren results. In the context of distributed systems, the fork operation is responsible for
creating jobs to be executed in remote machines. Once child jobs finish their execution,
they send their results back to the machine where the parent job runs. Depending on the
application, child jobs might be further split, and hence algorithmically FJ resembles the
well-known divide-and-conquer programming strategy.

3.2 Pregel

The Bulk Synchronous Parallel (BSP) model by [22] parallelizes the execution of an algo-
rithm in multiple supersteps, synchronized by logical barriers managed by a coordinator
component in which child jobs interchange sub-results. Pregel [16] is one of the most
popular BSP-based computational models for graph processing. Pregel is vertex-centric,
since it requires the user to define algorithms through vertex functions, i.e. operations
applied to the graph vertices. As in other models, Pregel splits the graph in shards by
applying a hash function to the vertex ID. Each child job is, thus, assigned with the com-
putation of a shard and is responsible for applying the vertex function to all or part of
the vertices in its assigned shard. To organize the execution of the distributed algorithm,
Pregel uses a logical synchronization barrier that establishes the iteration boundaries and
avoids reading inconsistent sub-results.
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3.3 Distributed Partitioned Merge (DPM)

DPM mitigates the performance bottleneck observed in the FJ model upon merging sub-
results while still providing a divide-and-conquer programming style, which is simpler
compared to vertex-centric programming. Indeed, the proposed model divides the vertex
list to process among child jobs as in FJ, but emits job sub-results as in Pregel. DPM uses
the graph sharding provided by the Graph Storage module of Graphly (see Figure 1) to
aid the merging of results. Under Graphly, DPM runs on top of FJ.

A list of vertices is provided as an input to DPM. This list is partitioned into different
sub-lists using a default splitting strategy and assigned to different DPM child jobs. Ba-
sically, each job executes a user-defined function that operates on the provided sub-list
of graph vertices. Instead of returning all the sub-results to the parent DPM job, the pro-
grammer must call an emit operation to produce a sub-result associated to a given vertex
in a step. This is, when the child jobs finish their sending stage, only the lists of vertices
that where activated, i.e. those that where emitted, are sent back to the parent DPM Job.
This produces a merge bottleneck that is much smaller than that of FJ because no sub-
result must be merged. The DPM job must join the sets of vertices into one final list that
is used to collect results from the graph.

As in the Pregel framework, DPM stores the value of the previous result that is going
to be used in the current step of a sub-computation and a temporary value for the current
sub-results. When a DPM child job completes its execution, the temporary results are
committed, overwriting the previous results.

4 Empirical Evaluation

4.1 Experimental Setting

To evaluate the three processing models, we implemented and run two well-known ran-
dom walk-based graph algorithms, namely HITS [9] and SALSA [12], on top of Graphly.
Experiments were performed using a Twitter dataset1 containing the complete follower-
following network as of July 2009, provided by [11]. The dataset contains approximately
1,400 million relationships between more than 41 million users crawled using Twitter’s
Application Programming Interface (API). Since Twitter data are no longer available to
researchers, this remains the largest snapshot of Twitter accessible.

The distribution incoming and outgoing links of real-work social networks posses a
challenge to the efficient distribution of graph-parallel computation as most users have
relatively few neighbors while a small number of users have many neighbors (e.g. celebri-
ties). In fact, as reported in the study [11], there are only 40 users with more than a million
followers, being all of them celebrities (e.g. Ashton Kutcher or Britney Spears) or mass
media (e.g. the Ellen DeGeneres Show or CNN Breaking News).

Two groups of users were selected out of the complete dataset with the goal of illustrat-
ing the performance of the models when varying user profiles and hence sub-graph struc-
tures. The first set consists of the top-10 users ordered by amount of followees, called the
”Followees Set”. Likewise, the second-set, called the ”Followers Set”, contains the top-10
users ordered by amount of followers. The former group is mostly composed of informa-
tion seekers, i.e. people that follow many Twitter accounts to receive their updates, while
the later is integrated by very popular Twitter users having many followers.

1 http://an.kaist.ac.kr/traces/WWW2010.html
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Table 1. Cluster machines: hardware characteristics.

First set (5 machines) Second set (3 machines)

CPU AMD Phenom II X6 1055T @2.8 Ghz AMD FX 6100 @3.3 Ghz

# of cores 6 6

Total RAM 8 GB 16 GB

Hard Disk 500 GB - 7200 RPM 500 GB - 7200 RPM

Regarding the distributed environment characteristics, we used an semi-heterogeneous
cluster comprising 8 machines classified in two sets, each having identical hardware char-
acteristics. Machines were connected through a 1 Gbps physical network. Table 1 sum-
marizes the most relevant characteristics of each set of machines.

4.2 Results

The experimental results are shown in Figure 3 and Figure 4, for the Followees and the
Followers set, respectively. It can be seen that FJ performed poorly, mostly due to the
way data is merged and transferred throughout the cluster. Interestingly, although both
DPM and Pregel handle the merging of results and data transfer similarly, on most tests,
DPM was slightly faster than Pregel. This can be explained by the simplification of the
message sending mechanism in DPM. Another reason is the overhead produced by Pregel
to manage the currently active vertices and the messages sent to each vertex. Note that
in the DPM approach, the parent job manages the list of active vertices by merging all
“touched” vertices in previous iterations. Then, the vertex list is partitioned and sent to
the workers. The user-defined DPM task receives the partitioned list, instead of a list of
messages for each vertex. DPM obtains the previous results stored in the local store (i.e.
in the machine where the task is tunning), instead of aggregating a list of messages, as in
the Pregel’s Vertex Function.

Regarding network usage, FJ transferred more than twice the amount of data than other
models, which may also explain its low performance in recommendation time. In this re-
gard, Pregel was the winner with the lowest network consumption. The DPM model fol-
lowed Pregel w.r.t. network usage. The difference between DPM and Pregel corresponds
to the vertex list partitions being transferred from and to the parent DPM job.

Both the Followees and the Followers set exhibited the same patterns of usage, but
in different scales. In fact, the Followees set produced higher spikes of network usage
and recommendation time. An explanation for this behavior is the fact that although the
Followers set is composed of users that have many followers, their followees lists are very
short. For example, Fol1 has 1,843,561 followers and only 563 followees. However, users
in the Followees set have more balanced lists of followees and followers. For example,
Fee1 has 920,556 followers and 134,788 followees. The resulting effect is that users in
the Followees set generated bigger subgraphs than users in the Followers set.

5 Conclusions and future works

Link prediction in OSNs has attracted much attention due to its suitability for recommen-
dation applications, and particularly for friend recommendation. OSNs can be modeled as
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graphs, on top of which link prediction algorithms are run. However, as the size of a net-
work increases, so does the computational complexity of running these algorithms. Then,
scaling up a specific kind of algorithm requires using a distributed processing model that
takes into account the peculiarities of the associated graph traversal operations.

We have evaluated three distributed processing models (Fork-Join, Pregel and DPM)
for executing random walk-based link prediction algorithms. To this end, we considered
HITS and SALSA and graph data from Twitter. Results show that DPM is the model
which delivers the best performance in terms of recommendation time. On the other hand,
DPM is not as efficient as Pregel regarding cluster network usage, but considering that
link prediction algorithms usually run in clusters with high-speed network connections,
the impact of intra-cluster data transfer is lowered. In this context, recommendation time
arises as the most important metric to minimize. Notice that since DPM builds upon
the way Pregel and Fork-Join handle job creation and coordination of sub-computations,
these results might also suggest that hybrid models taking the best of existing general-
purpose and graph-specific distributed processing models are the right path to efficiently
execute link prediction algorithms over big graph data.

In the future, we will extend our analysis to other kind of algorithms, particularly path-
based ones. In addition, we will consider an updated version of the Twitter graph as of
November 2015, consisting of more than 300 million users. We are at present finishing
crawling and building this graph. Lastly, we will consider alternative ways to partition
and store graph data. Up to now, the considered alternative is to store the data associated
to a given user (e.g. followers and followees) in the same physical machine. Since the
amount of followers and followees may vary depending on the user, this alternative usu-
ally leads to unfair storage space usage throughout cluster machines. On the downside,
other alternatives –such as the vertex-cut strategy described in [24]– may cause one stud-
ied processing models to be more efficient than other upon traversing the graph data, and
thus this trade-off should be further investigated.
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Abstract. Continuing previous work by the authors, where an Anti-
Money Laundering (AML) agent-based system was introduced, we now
provide some detail on one of the elements of this system — the learning
component. The system we are developing focuses on how a financial
institution, a bank, can obtain better results in AML initiatives. More
specifically, we’re trying to improve the suspicious transaction signaling
process and the subsequent final decision. For this, it is critical to model
client behavior, having a clear definition of the different client profiles.
Having available a real world data set of bank transactions, we explain
in this contribution how some data-mining techniques were used in order
to build the needed client profiles, and how the results obtained can be
integrated in the system.

Keywords: anti-money laundering; datamining; classification; customer
clustering; multi-agent systems; suspicious transactions

1 Introduction

In the last decades money laundering (ML) has been increasingly recognized as
a significant global problem and was prioritized by almost every government in
the world. An evidence that ML is a global worry was its prioritization at the
same level of the most relevant global issues.

ML is frequently a transnational crime that occurs in close relation to other
crimes, like illegal drug trading, terrorism, or arms trafficking [18]. It’s a crime
that typically consists in making a certain illegal financial gain into a legal gain.
According to the United Nations Office on Drugs and Crimes (UNODC) the
annual global estimate of laundered money is about 2% - 5% of the Gross World
Product, or US 800 billion - US 2 trillion [20].

Money-laundering operations develop by means of a dynamic process that
typically includes three independent stages – placement, occultation (or layer-
ing), and integration – that might occur simultaneously [5][6].

Anti-money laundering (AML) regulations are typically defined by a coun-
try’s monetary authority (usually a central bank) and must be complied by all
financial institutions. The role of financial institutions is to find ways to identify,
among the huge number of operations that occur every day, those suspicious
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transactions, then investigate them in more detail and, ultimately, send trans-
action information to the regulatory authority, when the suspicion is confirmed.
However, the constant increase on the amount of financial transactions, along
with the high frequency of publication of new national and international rules,
causes the lack of efficiency and inappropriate timing of the fight and prevention
activity.

Usually, financial institutions use semi-automated processes to flag suspicious
ML transactions, based on medians and predetermined standard irregularities.
Still, due to the sophistication of this criminal activity, the most critical part of
process is still performed by human analysts.

The motivation for using an intelligent agent based solution results from the
analysis of the problem and, mainly, in the observation that some of the tasks
that we want to automate (at least partially), match perfectly the principles
behind multi-agent system definition [22].

In this paper we resume on how to integrate in the learning component of
the agent-based system introduced in [1], the results of a set of data-mining
experiments, performed to build the bank’s client profiles (details of this process
in [2]). In the following sections we will start by referring some related work
(section 2). Then we will present our agent-based approach (section 3) and the
data mining process in more detail (section 4). Finally present some conclusions
and the plan for future work (section 5).

2 Related Work

Regarding the use of agent based approaches in AML, there are very few authors
that have considered them. In [11], an agent architecture is defined to include
a set of specialized agents, such as data collecting agents, monitoring agents, a
behavior diagnosis agent, and a reporting agent. This last agent is responsible
for issuing alerts regarding potential money laundering operations.

Another approach [10] is supported in the definition of a Real-Time Excep-
tion Management Decision Model that is used to inform a multi-agent based
real-time decision support system to detect money laundering operations. These
authors design their system defining three groups of agents: the Intelligence
group, with agents responsible for collecting data, profiling clients, and moni-
toring transactions; the Design group, where the critical analyses are made; and
the Choice group, responsible for reporting and user interface.

Another agent-based approach is the one presented in [23]. Besides the inclu-
sion of reporting and user agents,much alike what is done in the abovementioned
works, these authors include Negotiation and Diagnosing agents that ultimately
are responsible for the most critical decisions, taken on the basis of information
provided by two other groups of agents: data collecting and supervising.

In [13], it is proposed that an artificial intelligence approach should model
individual clients and look for unusual rather than suspicious behavior. There are
also statistical approaches, like the ones described in [24] and [19], but we won’t
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go here into details regarding this type of approaches, since they correspond to
a completely different line of research.

Considering the data transformation process, as in [25], a discretization pro-
cess was also applied to a data set in order to find amore adequate set of clusters.
However, when it is necessary to analyze a big number of clients and transactions
over a long period of time, it may become difficult to detect suspicious cases,
since there might be few peaks or none at all in the histogram.

A combination of clustering and MLP (multilayer perception) was proposed
by [15]. A simple center-based clustering technique is used to detect suspicious
cases of money laundering. This technique is based on two main characteristics,
which are then used as an MLP creation process entry. The preliminary results
show that this approach is efficient. However, the number of characteristics and
training patterns is too small and that could have affected result precision.

In [14], the authors present a case study corresponding to the application
of a knowledge base solution that combines data mining techniques, clustering,
neural networks and genetic algorithms to detect money-laundering patterns.

In his survey about clustering, Sabau [17] asserts that clustering has proven
itself a recurrently applied solution for detecting fraud and concludes that algo-
rithms k-means based clustering with Euclidean distance as dissimilarity metric
are the most commons used ones.

Chang [7] had proposed the use of the algorithms decision trees based on
C4.5 to induce rules and use them to validate the identified cluster.

3 AML Multiagent System Proposed

We need a set of entities (agents) with autonomy to accomplish specific tasks
and that keep contact with other agents in order to reach a common objective.
Every agent must have its own knowledge and be able to ponder and come to
an intelligent decision. Besides, they need to be scalable and flexible [9]. Ac-
cording to their role in the process, we consider two groups of agents: ”Capture

Fig. 1. General Architecture of the Proposed System
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and Reporting” and ”Decision Making”. The first group is responsible for iden-
tifying, capturing and reporting suspicious transactions, while the second one
is responsible for analyzing suspicious transactions and, in some cases, decide
on the fate of the transactions identified by agents from the first group. Fig. 1
shows a schematic view and the global architecture flow of the proposed system.

Capture and Reporting agents – The data is originated in several business
processes. We define an agent for each product (current accounts, investment
funds, currency exchanges, etc.). This approach has two advantages. Firstly,
this allows us to model each agent’s knowledge according to the specificities
each product has. Secondly, it makes scalability easier, in the sense that the
creation of a new product can be incorporated in the system just by adding a
new agent specialized in it.

Besides these capturing suspicious transactions (CST) specialized agents,
there is one that is responsible for the communication of captured transactions
(CCT), as well as its storage for further use. Whenever a CST agent identifies
a suspicious transaction, it sends it to CCT that is responsible for forwarding it
to some other CST agents.

So, CST agents have two working modes: Transaction oriented, in which
agents try to capture suspicious transactions with no assumptions regarding
clients; Client oriented, in which agents try to capture suspicious transactions
for clients that were identified by other CST agent and communicated by CCT.

Finally, this group has a third type of agents — new rule learning (NRL).
These agents are responsible for learning and proposing new capturing rules
regarding each product, from historical transactions database and new clients
activity. This agent will automate the learning process initially performed man-
ually and described in the section 4 of this work.

Decision Making agents – These agents perform the analysis of the previ-
ously signaled transactions (analysis of suspicious transactions – AST) and a
learning process that considers both the incorporation of new norms and the
outcomes of the decisions (decision and norms learning – DNL).

AST agents have autonomy to decide amongst three possibilities regarding
a signalization: accept it, discard it, or send it for further (human) analysis.
So, these agents assume the role of Compliance Officers or AML Analyst in
the analysis of suspicious transactions. They have a learning component that
contributes to the improvement of the control parameters and to the enlargement
of the set of situations that can be decided automatically. They use the decision
matrix built by AML Analyst on based in DNL agent suggestions and historical
decisions database.

Also in this group, the DNL agent is responsible for the improvement of the
decision matrix. Taking into account all decisions made (namely, those produced
by human experts), it is responsible for finding possible refinements or new
inclusions in the base parameters.
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In addition to the decisions taken, it also considers the repetition of the kind
of transactions that were flagged as suspects but were discarded. Additionally,
in a different dimension, this agent processes new regulations in order to find
new norms that need to be implemented.

Agent Interaction – Cooperation among CST agents happens through their
direct interaction with the CCT agent, that coordinates the tasks and receives
the results. Only the CCT agent knows all the CST agents existing, besides it
can identify the products that the suspect client uses in the institution.

Interaction amongst other agents (CCT, AST, DNL, NRL) has the role to
trigger in each of these agents the goal to perform the task under its responsi-
bility. In other words, all agents have their own specific expertise, and they have
independent and not conflicting goals. On the other hand, there is plenty of
cooperation for the achievement of a common goal. CST and AST agents learn
and evolve to reduce the false positive problem, common to systems based only
on a set of rules and patterns of behavior.

4 Datamining Process

In order to identify the different client profiles, we performed a set of experiments
based on real world data from a bank.

Choice of tools and environment definition – The data used in this paper
don’t have a class attribute (unsupervised). The initial goal is to discover pat-
terns from any regular characteristic in the dataset (Clustering), trying to form
groups of clients with similar characteristics andmutually exclusive (partitional).

Despite the classic problems associated with the K-means algorithm [12], the
necessity of defining in advance the number of clusters to be used and present
best result with numeric attributes, it is one of the most used partitional clus-
tering algorithm [17].

We decide to use the WEKA tool (Waikato Environment for Knowledge
Analysis), that natively implementing SimpleKmeans [3] and trying to diminish
problems with nominal attributes.

Preprocessing and Clustering - Phase 1 – In a first phase, the dataset
used comes from a financial institution and represents the accounts movement
over a period of three months. The most relevant tables in this dataset model
are the transaction and register ones, with 14.5 million and 4.5 million lines,
respectively.

In the preprocessing step, data was aggregated by customer with numeri-
cal attributes that indicated some monthly averages: number of services used;
transactions made; debit transactions made, credit transactions made. Besides,
we included the average monetary value of these transactions. For each of these
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(a) Metrics of Rules (b) Rules Generated

Fig. 2. Algorithm PART - Phase 1

attributes the standard deviation is also used, since there is a major variation be-
tween the minimum and maximum values. This table, called customers profiles,
resulted in 1.6 million lines.

We decided to separate data and test both scenarios, numerical and nominal
attributes. The motivation for this decision was the big variation between the
minimum and maximum attribute values mentioned above, where the biggest
variation stood between 0.01 minimum and 536,852,446.89 maximum.

As evaluationmeasures trying to define the initial number of clusters, we used
the Silhouette Coefficient and the SSE (sum of squared error), which indicated
the numbers of five and seven clusters [2].

Comparing the clusters created in both cases, the clusters created with nom-
inal attributes (seven clusters) showed a more coherent group of customers, for
instance: old customers with a high use of services, high monetary values in-
volved, credited values are rapidly withdraw (Cluster 1); customers’ account
with less than 4 years old, high use of services, high quantity of entries, however,
low monetary values and credited values rapidly withdrawn (Cluster 3).

Rules Generation and Evaluation - Phase 1 – In the subsequent step of the
process, rule generation, the PART algorithm was used, which is also included in
the WEKA environment, and implements the C4.5 Decision Tree algorithm for
interactions and uses the best leaf technique in rule generation. In the executions
all the default values suggested by WEKA were used.

Fig. 2 shows that, in this case, themetrics have had an inverse result,meaning
that the clusters based on numerical attributes had better results. This figure
also shows a few examples of rules with little use for the proposed study, whether
for its simplicity and incapacity in helping taking a decision; or for its complexity,
but resulting in few examples, also becoming disposable.

Preprocessing and Clustering - Phase 2 – Considering that the obtained
results were unsatisfactory, a new strategy was adopted. This consisted of cre-

936 C. Alexandre and J. Balsa



ating a new profile table; use numerical attributes, but more directed towards
the research goal; use a more ample database; make experiments with other rule
generating algorithms.

Information with the monetary value involved in the transaction, financial
transfers between banks and temporality of incoming and outgoing financial
resources, started being part of the new customer profile table. The new checking
accounts database incorporated transactions for the whole year of 2014 and the
main tables, transactions and register, became larger, with 90.6 million and 5.1
million lines, respectively.

The compliance analysts from the financial institution that provided the
database, besides confirming the importance of the defined attributes, identified
the transactions that have no connection with money laundering. For example,
charges made by the bank. With this definition the quantity of lines in the table
can be reduced and the generated clusters will be more specialized.

Two indicators are very important for customer profile analysis: the percent-
age of debits over the credits made in the period; and the time between the input
and output of money off the account of this client. To obtain this attribute we
decided to weigh the values withdrawn by the time of stay of these values in the
financial institution.

The percentage of debit indicates the volatility of the money the client’s
account, a very high value may indicate a risk. The calculation was based on the
following equations.

DP (C) =

dv1(C) +

nC∑
k=2

dvk(C)

ddk(C)− dd1(C)

cv1(C) +

nC∑
k=2

cvk(C)

dck(C)− dc1(C)

(1)

where DP is the client debit percentage, C is a specific client, dvk is the amount
of the k-th debit transaction in the evaluation period, nC is the number of records
for client C in the profile table, dd1 is the date of the first debit transaction in
the evaluation period, cvk is the amount of the k-th credit transaction in the
evaluation period, dc1 is the date of the first credit transaction in the evaluation
period. Note that the difference between two dates is measured in number of
days.

Other attributes defined to the profile were: the age of the account; the
amount of services used; the amount of transactions carried out; percentage, on
transactions, of transfers made to other financial institutions. In addition, the
amount of transactions carried out divided into six ranges of values, some of
them indicating legal limits on which the financial authorities maintain control.

The new customer profile table remained with 2.4 million lines after the
clustering and removal of the insignificant transactions. In the search of the
adequate number of cluster to be used the SimpleKmeans was executed 10 times,
the Silhouette Coefficient, SSE, VRC (variance ratio criterion) [4], Van Dongen
and Rand [21] metrics were analyzed, and the values found.
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The Silhouette metric, SSE and VRC, all indicate six clusters as the ideal
number, while Van Dongen and Rand indicate seven clusters. Both Silhouette
and SSE show a stability line starting from number six, which can corroborate
number seven, identified by the other metrics. However, the standard procedure
is to make the choice on the curve “elbow” or the higher value, depending on the
metric. All the algorithm executions were made using the database split function
in the proportion of 66% for training and 34% for testing.

The small difference between six and seven for the suggested quantity of
clusters indicates the need to verify the result with seven clusters. The redistri-
bution of instances for the creation of the seventh cluster didn’t affect the basic
characteristics of the first six clusters. Because of the characteristics presented
by Cluster #7, its maintenance is important in the system configuration, thus,
we started working with the creation of seven clusters.

Executing the algorithm with the generated cluster evaluation function we
obtained a confusion matrix with a level of accuracy above 99% if we consider
the incorrect classification rates of 0.0683% for the training base and 0.0596%
for testing base.

For rule generation, PART algorithm experiments were made, J48 [16] and
JRip [8], using the WEKA tool default parameters and restraining the rule cov-
erage to 100 and 1000 instances. To each of these options the PART algorithms
and J48 were also executed with the “reducedErrorPruning” option activated,
in the JRip algorithm this option is already part of the implementation.

This configuration (15 experiments) was executed twice: one using database
Split in the proportion of 66% for training and 34% for testing; and another with
cross-validation (10 folds) [2].

Rules Generation and Evaluation - Phase 2 – The rules generated also
don’t have the expected quality, with strange repetitions of attributes or at-
tributes conflicts. Following these results we decided to discretize the attributes,
now with class attribute, and perform the tests again. The attributes were sep-
arated in three value groups with equivalent quantity of instances percentage, if
possible. Some attributes, because of a concentration of occurrences of one par-
ticular value, were divided in only two groups. The experiments were performed
executing the same algorithms and using the same parameters of the previous
experiment.

The J48 and JPART algorithms present the best results in the group of ex-
periments using split and cross-validation, respectively. In both cases the number
1.000 limited the minimum instances per rule for PART and the minimum of
leaves on the J48 tree. Although not being significant, the indicators presented
better results if compared with previous experiments.

To improve the experiment with the purpose of verifying the behavior of these
indicators, PART and J48 algorithms were executed 22 times each, varying the
minimum number of instances by rule and of leaves in the tree. The minimal
number is each algorithm’s default and the maximal number is the size of the
smallest cluster generated (2 – 40,000).
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(a) (b)

Fig. 3. Algorithm PART Measure - Phase 2

Fig. 3 shows the experiment results using the PART algorithm and demon-
strates that the measure of rule quality is reversibly proportional to the increase
of the minimum quantity of instances for the coverage of rules or for the leaves
of the tree. Similar behavior has been obtained using J48 algorithm.

With this experiment we understood that the results obtained can be used
for generating and analyzing rules. An analysis on rules generated by algorithms
J48 and PART, using the parameters of the best result, makes it possible to
notice an improvement in quality: more complete, without redundancies. Fig. 4
shows an example of the generated rules [2].

Analysing the clusters obtained in the previous step and using the newly
generated rules, it was possible to identify and validate user groups that will be
used by the system agents. It was possible to identify clients groups such as:
Cluster #3 – Standard Customer: biggest group of customers with high use
of services, transactions financial values indicating intermediate customers. The
money flows into account and the following days is withdraw;
Cluster #4 – Group of Risk 1: high quantity of transactions, with low use of
services; low financial values; money flows in and the same day or in a small
amount of time is transferred to another financial institution;
Cluster #7 – Group of Risk 2: older accounts profile with great use of services and
great volume of transactions. Financial values concentrated on areas called “legal
limits”. A bigger percentage of outgoing financial resources, although with a low
transference rate to other institutions. High rate of transfers between accounts
of the same institution.

5 Conclusion

The two main goals of this article are: to propose a system for preventing and
fighting money laundering; and to report the results obtained in the initial task

Fig. 4. Rules Generated by Algorithms PART and J48 - Phase 2
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of learning and generation of production rules. The process of detection and
analysis of suspicions transactions is long and laborious; the architecture of the
proposed system aims to make it more agile and opportune. The specialisation
and cooperation between the agents seeks to achieve this goal.

The first contribution of this system is in automating the detection process
and signaling of suspicious transactions (first group of agents), which seeks to
solve the problem of the growing volume of transactions with the consequent
reduction in time of report of the suspicious transactions for further specialized
analysis.

Another contribution of the proposed system, and perhaps the most relevant,
is the definition of the agents who will act, as autonomously as possible, in
the decision-making process on the fate of the transaction flagged as suspicious
(second group of agents).

The learning stage was the initial phase of system construction and in this
paper we describe the tasks performed besides showing the excellent results ob-
tained. This description is almost a roadmap of risks and best practices to be
observed in the use of algorithms and standard techniques applied to large vol-
umes of data. The Clusters found allowed the clear identification of risk groups,
essential for identifying suspicious transactions.

The next step in building the system will be the creation of specialized agents
in banking products that will use the clusters and rules discovered in step de-
scribed in this paper.
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Abstract. Recently, with the rise of crowdsourcing, the concept that problems 
can only be solved by known experts has gradually been replaced. More and 
more people try to solve the problems via crowdsourcing, with not only 
efficiency but also inexpensiveness. In this research, we develop a nearby 
expert discovering mechanism by combining mobile intelligence and social 
community, and taking crowd wisdom, context, and social impacts into 
considered. The proposed system allows users to find nearby people whom 
have certain expertise in handling with difficult problems in real-time via a 
mobile device.  

 

Keywords: Expert finding, social networks, crowdsourcing, So-Lo-Mo 

1   Introduction 

Due to the smartphone revolution, mobile applications have become hugely 
popular, especially location-based services. Recently, location-based social networks, 
LBSN, have been a popular trend. According to a survey conducted by the Pew 
Research Center, 45% of US adults had used a location-based service as of May 2013, 
up from 41% in February 2012 [3].  

Crowdsourcing is a new concept to gather the power of crowd’s resource [6], 
like Wikipedia. It can gather the wisdom and talents of people to solve some complex 
and time or human resource consuming problems. In the past, when people need some 
specific helps, they have to spend a lot of time in searching for someone who have the 
relevant pipelines or professional abilities and request them to provide some useful 
advises. However, the process of searching is very tedious and time-consuming. Now, 
with the development of Internet and social networks, users can get support from the 
crowd with relevant expertise or resource. Users can look for people with appropriate 
expertise to solve the problems from the social network [7] [11]. 

The increasing amount of mobile device and location-based social network poses 
new challenges for the application designer to develop useful and appealing 
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crowdsourcing services for the mobile users and advance the techniques of analyzing 
mass user-generated content and social activities. When we face a problem we cannot 
deal with by ourselves, we will commonly look for others who can help. The one who 
is helping us changing from family member to close friend even to the friend of friend 
as the usage of social network goes on, and that is the idea of social support.  

This research will utilize user’s device and social network data as input of the 
mechanism and we will provide suitable recommendation list for problem-solving  
after analyzing the combination of contextual information (physical distance), social 
influence (social relationship), and expertise. By considering three main key factors 
we propose in this research are expertise, context, and social distance, we propose a 
new mechanism to provide real-time service for expert and companion finding. The 
mechanism can find suitable service supporters nearby the service requester to form 
any kind of problem-solving activity.  

This paper is organized as follows: Section 2 discusses related works. Our 
proposed approach for nearby expert discovering is presented in Section 3. In Section 
4 we explain our experiments to test our approach. Lastly, concludes the paper in 
Section 5. 

2   Related Literature 

Mobile crowdsourcing involves crowdsourcing activities that take place on 
smartphones or mobile platforms, frequently characterized by GPS technology. 
Various research papers explored crowdsourcing based on the use of mobile phones. 
[4] developed “Txteagle”, a mobile crowdsourcing system that enables people to earn 
small amounts of money by completing simple tasks such as doing translation, 
transcription, and filling out surveys by using their mobile phones. Social support is a 
concept which involves the assistance provided by other people and the social 
network as a mediating construct of social support [5]. It provides people a 
trustworthy environment where could exchange information with friends. The close 
friendships’ opinions in social networks could be seen as helpful sources of social 
support, for instance, providing answers to questions. Crowdsourcing can be regarded 
as one of the significant features for social support, which focus on commerce 
functional [1]. In this research, we are going to utilize the power of social support and 
mobile crowdsourcing to construct a mechanism to achieve our goal of accuracy and 
efficiency real-time problem-solve. 

In last few years, social support has been widely used in knowledge management, 
such as expert-finding due to the growth of social networks [7]. Recently, a new trend, 
using social networks as crowd platforms and asking questions to their members, has 
emerged. Social platforms, such as Facebook, Twitter and LinkedIn, easily provide 
their members with several hundreds of known contacts, with variable expertise about 
the various questions. Choosing an expert in social networks, researches considered 
user’s profile information and footprints in social media, using text mining and 
semantic analysis to find an expert. [2][8] considered user’s historical records to 
derive user domain knowledge. [10] stated social media with geo-data such as check-
in data and geo-tagged that can model people’s mobility. [9] uses user’s check-ins as 
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user preference. [2] focuses on selecting experts within the population of social 
networks, according to the information about the social activities of their users. In this 
research we will utilize social data to analysis service supporter’s expertise degree 
and social distance with service requester to carry out our personalize 
recommendation for problem-solving.  

3   The System Framework 

The proposed social referral nearby friend discovering mechanism is an 
innovative model that a service requester can find other nearby friends (service 
supporter) with certain social relations and equipped with enough expertise at 
anywhere and anytime. In general, we can divide the social support behaviors into 
two cases: expert finding and companion finding. In the first case, if a service 
requester is encountering some difficulty and need assistance from others to deal with 
questions such as asking route or shopping. In the second case, the service requester 
are already at a specific location, and just want to find some companions, such as 
want to purchase big size products at a shopping mall, get group tickets to visit a 
museum and exhibition, play video games, etc. 
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Figure 1.The System Architecture of SRNFD Mechanism 

 
This mechanism detects the service supporter who is nearby the requester and 

computes their degree of social relationship and expertise to help service requester to 
evaluate who is most suitable for this problem-solving activity. Each user has three 
criteria of factors to consider whether to do the invitation or not: (1) context (2) social 
distance and (3) expertise. Each criterion has its own weight for users in a particular 
circumstance. After supporter availability check, we have top-k service supporters 
nearby the requester and we will output recommendation result in two formats for two 
scenarios. The framework of our system is illustrated in Figure 2. 

The four main modules in the system architecture are as follows: 
(1) Context Analysis Module: This module collects context data through the mobile 

devices. Based on the context environment sensed by the mobile device, we would use 
user’s location information to realize where the users in certain area. We use Google 
Directions API to get user’s travel time. 

(2) Social Analysis Module: This module utilizes social data collected from social 
network and history data from database to analyze social trust and social closeness. 
Social trust is to determine the trust degree of service supporter while social closeness 
is to analyze the social ties of a service requester and supporter through their 
interactions on the social network. 

(3) Service Analysis Module: This module utilizes user’s profiles and hashtag data, 
including post, like and comment on social network to analyze service supporter’s 
relevant expertise about the service. And the similarity between expertise and the 
target problem-solve service represent the degree how the service supporter are 
relevant to the target problem-solve activity. 

(4) Matching & Formation Engine: This module receives the analysis results of the 
expertise analysis, context analysis, and social analysis module to process the 
willingness score. Using users’ preference to calculate the personal weight within the 
three modules. By the result of the three modules and personal weights, we get a list of 
service supporter, then we send a message through the system to check whether the 
service supporter on the list is available or not right now. Finally, we generate the 
recommendation list with contact information. And after service been used, we ask 
users’ feedbacks information in order to improve our recommendation system in the 
future. 

4   Experiments 

We develop a web-based mobile app using HTML5, CSS3, JavaScript and PHP 
to do the experiments. Specifically, a web-based app was developed on Apache HTTP 
server to collect data from users and use MySQL as the database in which data is 
accessed by using PHP. We select Facebook as the main social data source because it 
is one of the most popular social network platforms and provides FQL (Facebook 
Query Language) which allow us to get data easily. The location of users will be 
received by GPS in the mobile device at any time by using HTML5 GeoLocation API.  
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The experiment processes are as follows. 
1. Distributing the System: we distribute our web-based app to potential users and 

ask them to distribute to their friends as many as possible.   
2. Data Collection: Collect users’ contextual data from mobile devices and social 

data on Facebook after authorized. 
3. Data Process: Process data collected from users and compute the context, social 

and expertise analysis modules. 
4. Personal Weight Collection: Use AHP method to calculate users’ personal 

weight. Also generate average weight for different scenarios and use the result 
of questionnaire as the default.  

5. Willingness Score Calculation: A user can also choose the default weight if 
he/she doesn’t have specific preference.  

6. Matching and Formation: Based on the willingness score, select top-k 
candidates with highest scores after available check, then output in two kinds of 
format for scenario 1&2. 

7. Evaluation: The users are requested to fill in the feedback questionnaires as 
system record to improve system’s recommendation. 

We construct a web-based app on Apache HTTP server to collect data from users and 
use MySQL as the database. We use MySQL to construct the database because we 
can connect with database and get data by using PHP conveniently. Because of the 
privacy policy, when a user uses the web-based app via a mobile device, he will be 
asked the authority of Facebook first to allow us collect data, or we cannot get his 
social data. The location of users will be received by GPS in the mobile device at any 
time by using HTML5 GeoLocation API.  

In the experiments, we collected 162 users as initial, at the end of our 
experiment, we have 59,297 of tags and 86,946 comments, 134,980 likes and 104,980 
hashtag data and average number of initial user’s friend is 336. In this experiment, 
we ask users to evaluate the accuracy of the system by review feedback and 
pick up those people who are actually helpful after recommendation. In this 
part of evaluation, we measure the accuracy of the referral recommendation 
mechanism by the equation below, where ���������������������� is the set 
of referrals on the recommendation list and 
������������������������������������������  is the set of referrals who are 
truly useful in our recommended list. In this chapter, we mainly use this 
accuracy to measure the performance of our system. 

 �������� �
������������������������������������������

����������������������

 
We compare the distinct candidate list generated from different approaches by 

comparing the accuracy. Here we use five approaches including (1) random, (2) E+S 
model (Expertise and Social Analysis), (3) E+C model (Context and Expertise 
Analysis), (4) S+C model (Social and Context Analysis) and (5) E+S+C model 
(Expertise, Social and Context Analysis) were chosen to compare accuracy. We ask 
user to evaluate how they think the outcome results generated from the random and 
combination of three factors are really helpful or not. Then we respectively look deep 
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into the influence on result for each factor. We can see the result from Figure 2 below. 
We can see from the results that our model, E+S+C, has the highest accuracy, 
followed by E+S and S+C. We think the reason is people care more about social 
relationship than context when trying to find a companion to do the problem-solving 
activity. Randomly generated recommendations unsurprisingly have the lowest 
accuracy 

.  

Figure 1. Accuracy of Strategies 

A statistical t-test, shown in Table 1, is performed to understand the 
significance between our model and others. At the 95% significance level, the t-test 
results show that the significance is under 0.05. We can conclude that our proposed 
method is the best in comparison. 

Table1. Statistical verification results of strategy 

Paired Group  Mean Std. 
Deviation 

Std.error 
 Mean  t 

Sig. 
(2-tailed) 
 

E+S+C 

R  .31476 .08901 .01200 26.227 .000 

E+S  .08291 .08455 .01140 7.272 .000 

E+C  .09925 . 07453 .01005 9.877 .000 

S+C  .15582 .07189 .00969 16.074 .000 

5   Conclusion 

With the prevalence of mobile device and social network platforms, the involvement 
of social media has become daily routine for people around the world. Nowadays, 
combining several different social applications to generate new service has been an 
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irresistible trend. Therefore we propose a social referral nearby friend discovering 
mechanism for problem solving by recommending a list of experts. Our goal is to find 
nearby service supporters to help the service requester achieve his/her goal at 
minimum time and have maximum satisfaction. The criteria of expert recommending 
are analyzed according to three factors: context, social relations, and expertise. The 
evaluation results show that the proposed mechanism has higher scores on the 
evaluation of satisfaction.  
There are some related issues desirable for further research. First, besides location 
data, there are still some other contextual factors, such as weather and nearby events, 
which might be useful to make recommendation more accurately. Second, in this 
study, we mainly use tags, comments, and likes as social data to compute. However, 
there are still other social data may help to compute the social degree between two 
people, such as pokes and the frequency of messages sent. Lastly, in the future, we 
might further expand the applications of the proposed system for more widely use, 
such as job-finding, group commerce recommendation, and male or female 
recommendation for dating.  
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Abstract. Supplier evaluation and selection is recognized as a multiple criteria 
problem. Having considerable economic impact and influencing a competitive 
position of a buyer, supplier selection has been modelled by different multiple 
criteria decision analysis approaches. This case study focuses on the reported 
“relevance gap” between theoretical approaches to the supplier selection 
problem and practice. The research was conducted in a textile group, addressing 
a typical buying situation of a main raw material. The decision process was 
structured with weighted score, AHP and goal programming models. Three 
models elaborated have led to the very similar output, recognized as realistic 
and consistent by the decision makers. Acquired skills of multiple criteria 
decision analysis were considered as beneficial for supplier selection decisions. 

Keywords: Supplier evaluation, supplier selection problem, multiple criteria 
decision analysis, MCDA, case study, AHP, goal programming. 

1   Introduction 

The supplier selection problem is seen as a four stage process: problem definition (i.e. 
the recognition of a need for a new supplier), the formulation of relevant decision 
criteria, qualification of potential alternatives and final selection decision [1]. 

The importance of supplier selection is a consequence of the weight of acquired 
goods and services in the total cost of a product, and of the exposure to suppliers´ 
performance [2]. The weight of purchasing in the total cost of a product varies from 
industry to industry and with the market´s conditions. 

The multiple criteria nature of the supplier selection problem is widely accepted by 
researches, with qualitative and quantitative criteria involved in the analysis [3]. No 
closed list of supplier selection criteria might be elaborated, the set of applicable 
criteria is a function of the buying needs and of the market conditions. 

Qualitative criteria are such as integration potential, financial stability, research & 
design capability, etc. Quantitative criteria might be of financial type (price and costs) 
and non-financial type (such as standards, specifications, quality control data, delivery 
performance data, etc.). There are three main evaluation criteria for the supplier 
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selection problem - quality, delivery and price (cost) [4], each of them is mentioned in 
more than 80% of papers on the topic [5].  

In last decades the problem has been modelled by different techniques of multiple 
criteria decision analysis (MCDA). The modern trend is to combine techniques, being 
analytic hierarchy process (AHP), goal programming (GP) and fuzzy logic the most 
usual components of such integrated approaches [5][6]. 

At the same time, the growth of theoretical research on the subject does not imply 
per se a linkage with practice, so there is a stated gap between development and 
implementation of MCDA approaches to the supplier selection problem. Most of the 
papers are based on numerical examples with illustrative purposes, regardless of the 
dataset being real or simulated [1][3]. According to Arnott and Pervan [7], most 
research on decision support systems is disconnected from practice and enhancing 
case studies research is necessary.  

 This case study aims to describe and compare two distinct situations: real 
purchasing decision with and without application of MCDA techniques. The objective 
of this research work is to provide some additional insights on such critical aspects as 
decision makers’ perception, feedback and difficulties of implementation. 

The reminder of this paper is organized in 4 sections. Section 2 presents the 
methodology and description of the context of the case. Section 3 describes the initial 
dataset and following analysis, and elaboration of MCDA models. Section 4 focuses 
on the analysis of perceived value and end-user impact. Section 5 concludes the study.  

2   Research method and context description 

A case study methodology was adopted to focus on the relevance of theoretical 
approaches to the supplier selection problem to procurement practice. Methodological 
rigor is crucial for validity and reliability of case studies [8]. In terms of reliability, a 
case study protocol was elaborated and a considerable database was gathered with the 
following data: initial and final semi-structured interviews, initial dataset and 
transcriptions of meetings. This research has common features with other studies 
[1][3], and the possibility to compare results enhance the external validity. The 
different sources of data analyzed, derived from interviews, from field involvement 
and from key participant´s validation, contribute to construct validity of the study. 

The case studied is of a Portuguese textile group, with its own trademark but also 
working for world-known labels. The Group is vertically organized: tissue 
production, design, production and distribution of final product. Purchasing represents 
about 40% of total cost of production, with yarn, the principal raw material, weighting 
80-85% of purchasing costs.  

The number of parameters involved in the analysis of potential yarn suppliers by 
the Group has been increased in last years. Criteria to include such new parameters 
are: relevance for product quality and impact on production process. There are two 
types of sources of information necessary for the Purchasing Department: internal 
clients (Production and Quality) and external expertise in textile quality control 
(USTER®) [9]. Such semi-structured analysis, albeit without underlying MCDA 
approach, has been proved successful: there were reported increments up to 20% in 
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production capacity, with less waste and line-stops. The next step would be 
representation of the supplier selection processes as a MCDA problem, improving 
internal and external communication and analysis in search of overall optimality. 

3   Elaboration of multiple criteria decision models 

3.1   Initial dataset 

The initial dataset provided was based on a recent and typical purchasing situation; 
two decision makers from Purchasing and Production departments were involved. The 
objective was to choose a supplier of cotton yarn on Title NE50/1, to be delivered 
monthly in 6 equal orders of 5000 kg.  
   Criteria involved, target/upper values and data for supply alternatives A, B, C, D 
and E (i.e., performance of alternative i in criteria j, sij) are shown in Table 1, as 
formulated by the decision makers. The relative importance of criteria is expressed in 
a scale from “5” to “1”, i.e. from the most to least important.  

Table 1. Dataset on criteria, target/limit levels and matrix of alternatives, as initially formulated  

Criteria Value Target/limit
s A B C D E 

Hairiness, max 5 4.5 4 4 4.5 5.09 3.5 
Contamination, per kg, max 5 0.5 0.5 0.5 0.5 0.5 0.5 
Thick places (+50%), max 4 22 22 42 21.3 22 6 
Title (NE) 3 50+/-0.5 50 50 50.66 49.5 50 
Coef. of variation %, max 3 1.4 1.2 1.4 0.97 1.2 1.2 
Thin places (-50%), max 3 6 5 5 2.5 3 1 
Neps (+200%), max 3 76 40 94 55.3 86 22 
Twist (1/m) 3 [3.5 - 4] 3.7 3.75 3.52 3.75 4 
Unit price, €/kg, max 2 4.6 4.6 4.6 4.8 4.5 4.85 
Availability for order, kg 1 30000 yes yes yes yes yes 

Some important conclusions were made in this preliminary stage through analyses 
and discussion with decision-makers. All criteria were quantitative, measured in 
different scales (or indexes); all data was treated deterministically, with possibility to 
carry out laboratorial samples quality testing. In this particular case it was decided to 
order from only one source, to guarantee the lot´s homogeneity. 

Contamination criterion is redundant for this particular case, but should not be 
excluded. Availability criterion must be transformed in capacity constraint; in this 
case any supplier must have capacity equal to or greater than monthly (and total) 
demand, to be considered as a valid alternative for the final stage. 
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For the remaining criteria minimizing is the sense of optimization, i.e. “less is 
better”, with exception of two dual-side criteria where “exact is better”. These dual-
side criteria are Title (NE) and Twist. Twist criterion seems like interval of acceptance 
(as initially formulated), but it is really dual-side target value. The value of 3.8 was 
defined as target, with values of 3.5 and 4.0 as rejection thresholds. In such cases a 
sum of dual-side deviations should be minimized. 

There is one important issue related with target values: only one of the 5 
alternatives, chosen for final analysis, actually fulfils all limits - supplier A. 
Consequently, the nature of the target/upper limits is not clear: are they rejection or 
aspiration thresholds? To simplify the final selection, compensatory decision rule 
should be employed in that stage. Thus, all alternatives out of the feasible area must 
be excluded by defined rejection thresholds (veto levels) on respective criteria. 

3.2   Weighted score model 

Weighted score models are widely used by professionals, being a common model 
recommended in procurement and supply chain management manuals [10]. It is worth 
mentioning that this tool is familiar for decision makers and is normally used by the 
Group in suppliers’ performance evaluation. 

A sum of the scores of a supplier multiplied by relative weights of each criteria, 
gives a total score of the supplier. Possible subjectivity in defining criteria weights 
[11] and proper scaling of criteria values are known difficulties for the 
implementation of simple weighted models. 

In order to define criteria relative weights objectively, analytic hierarchy process 
(AHP) was used. This well-known decision-making heuristic, based on pairwise 
comparisons, was introduced by Saaty in 1981 [12]. Thus, criteria were compared to 
each other in a 1 to 9 scale, with 1 meaning “equally important” and 9 meaning 
“extremely more important”. The resulting pairwise comparison matrix and relative 
weights of criteria (Wj) are presented in Table 2. 

Table 2. Calculation of criteria relative weights with AHP 

Criteria (1) (2) (3) (4) (5) (6) (7) (8) (9) Wj 
(1) Hairiness 1 1 2 4 4 4 4 4 5 0.2430 
(2) Contamin. 1 1 2 4 4 4 4 4 5 0.2430 
(3) Thick places 0.5 0.5 1 3 3 3 3 3 4 0.1610 
(4) Title (NE) 0.25 0.25 0.33 1 1 1 1 1 3 0.0645 
(5) CV% 0.25 0.25 0.33 1 1 1 1 1 3 0.0645 
(6) Thin places 0.25 0.25 0.33 1 1 1 1 1 3 0.0645 
(7) Neps 0.25 0.25 0.33 1 1 1 1 1 3 0.0645 
(8) Twist 0.25 0.25 0.33 1 1 1 1 1 3 0.0645 
(9) Unit price 0.2 0.2 0.25 0.33 0.33 0.33 0.33 0.33 1 0.0303 
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Decision makers showed preference in developing the models in the familiar Excel 
spreadsheet interface to avoid investment of time and money in software in this 
experimental stage. Consistency ratio was calculated in the same Excel form and was 
equal to 0.014; the calculation was repeated in BeSmart2 free software [13], with the 
same result. It means that the matrix is almost consistent, apparently due to the initial 
criteria ordering.  

The criteria weights obtained were considered realistic by decision makers, being 
necessary to explore the low weight of Price criterion. There were discussed two 
complementary explanations. Firstly, some lot of yarn, which doesn´t meet upper 
limits of the technical specifications, has drastically diminished its value. The second 
explanation concerns the decision makers´ knowledge that price might vary more or 
less 10% around the target value. Hence, Price criterion was “undervalued” because 
price is expected to fluctuate within known and limited interval. 

In order to solve the scaling problem, the following linear normalization procedure 
was applied to 7 criteria (one-side) of minimization type: 

rij = min{sij}/sij (1) 

Where sij is an actual value of alternative i on criterion j, rij is a score of alternative 
i on criterion j, with i = 1, 2, …, m, j = 1, 2, …, n, being m the number of alternatives 
and n the number of criteria. Alternative(s) with the lowest value, on a particular 
criterion, will be scored as equal to “1”, other alternatives will be scored 
proportionally less than “1” (for maximization the inverse should be used). 

For two dual-side criteria, decision-makers suggested to divide the range of 
acceptable values in intervals with declining utility function. Mathematically, it is the 
same as the calculation of the membership function of triangular fuzzy numbers, as 
described in [14]. Having alternative(s) matching the exact target value, data will be 
already normalized in the same sense as in equation (1), otherwise the inverse of (1) is 
applied. 

In the process of analyzing different normalization schemes, attention was drown 
to the question of the distinction between rejection and aspiration levels on criteria. 
Rescreening performed, decision makers decided to drop the supplier B, which 
exceeds largely rejection thresholds on Thick places and Neps. Supplier E, which does 
not meet Price criterion, was kept in analyses, being price a mere target value. 
Options C and D are kept; zero score will be assigned to alternatives on criteria where 
original limits are matched or exceeded. For Thin places criterion the indifference 
level of “3” was established.  

With the purpose to demonstrate sensitivity analysis, the relative criteria weights 
were recalculated with Simple multi-attribute rating technique (SMART), as 
described in [13]. Having significant differences between relative weights obtained 
with AHP and SMART, AHP criteria weights were hold up as more realistic ones.  

Normalized data, two types of criteria weights and final total scores of suppliers 
are shown in Table 3. Total scores of alternatives in percentage display the proximity 
to the ideal solution, in accordance with the preference set of the decision-makers. 

Supplier D, the cheapest one, is clearly a dominated option; supplier E, the most 
expensive one, is considered as the best alternative. Supplier A, the only one which 
does not violate initial target/upper limits, is the second best alternative. Different 
relative criteria weights have no significant impact on total score of suppliers. The 
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way in which the data was structured and visualized was innovative to the decision 
makers, but final scores of suppliers are consistent with their experience. 

Table 3. Weighted score model 

      Criteria weights 
Criteria Ideal vector A C D E AHP SMART 
(1) Hairiness 3.5 0.8750 0.7778 0.0000 1.0000 0.2430 0.1779 
(2) Contamin. 0.5 1.0000 1.0000 1.0000 1.0000 0.2430 0.1779 
(3) Thick places 6 0.2727 0.2817 0.2727 1.0000 0.1610 0.1383 
(4) Title (NE) 50 1.0000 0.0000 0.0000 1.0000 0.0645 0.0988 
(5) CV% 0.97 0.8083 1.0000 0.8083 0.8083 0.0645 0.0988 
(6) Thin places 3 0.6000 1.0000 1.0000 1.0000 0.0645 0.0988 
(7) Neps 22 0.5500 0.3978 0.0000 1.0000 0.0645 0.0988 
(8) Twist 3.8 0.8000 0.0800 1.0000 0.0000 0.0645 0.0711 
(9) Unit price 4.5 0.9783 0.9375 1.0000 0.9278 0.0303 0.0395 
Total score, AHP, % 77.17 66.56 49.85 92.09   
Total score, SMART, % 75.91 63.49 50.50 90.71   

3.3   Goal programming model 

Dropped one source strategy, in this or future buying decisions, the weighted score 
model will be of little use. If individual suppliers´ capacities meet total of demand, the 
final choice will be the same – to assign the whole order to the “best” alternative. But 
will it be the most efficient solution? Mathematical programming models are 
indicated in such decision situations as multiple-source, multiple-product and 
multiple-period decisions, with lot-sizing problem and possible price discounts [15]. 

Goal programming is one of the main approaches for the supplier selection 
problem [5]. With expressed underlying philosophy of satisfying multiple objectives 
and without evidence of different priorities levels, weighted goal programming model 
was chosen.  

Model indices, parameters and decision variables are stated as follows:  

i set of suppliers, �i � {1, …, 4} 
j set of criteria, �j � {1, …, 9} 
kj set of goals to achieve on criteria j 
sij performance of supplier i on criterion j 
d buyer´s demand 
ci supplier´s i capacity 
wj relative weights of criteria j, assigned by the decision makers 
xi decision variable of order quantity, allocated to supplier i 
nj underachievement deviational variable on criterion j 
pj overachievement deviational variable on criterion j 

Objective function is expressed as follows: 
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min a = w1p1/k1 + w2p2/k2 + w3p3/k3 +  w4(n4 + p4)/k4 + w5p5/k5 +  w6p6/k6 +  
w7p7/k7 + w8(n8 + p8)/k8 + w9p9/k9 

(2) 

Subject to: 

∑ xi = d, �i � {1, …, 4} (3) 

ci ≥ d, �i � {1, …, 4}  (4) 

∑ xisij + nj – pj = kj, �i � {1, …, 4}, �j � {1, …, 9} (5) 

nj, pj ≥ 0, �j � {1, …, 9} (6) 

xi ≥ 0 and binary, �i � {1, …, 4} (7) 

The formulation allows minimization of deviations from stated goals on 9 criteria: 
deviational variables are multiplied by the weighting vector wj of criteria importance 
(given by Table 2) and divided by the set kj of targets on criteria to obtain normalized 
unites [14]. Performance data of supplier i on criterion j, sij, is given in the Table 1. 
The problem solution was obtained using Solver from Excel and a set of experiences 
was performed to familiarize decision makers with the mathematical programming. 

With initial set of targets/limits used as first set of goals, the solution was to order 
to the supplier A. The solution is consistent with the fact that supplier A is the unique 
one which does not violate the initial set of targets. But such result is based on 
pessimistic setting of targets.  

Switching to more rigorous set of targets (4, 0.5, 22, 50, 1.2, 3, 55.3, 3.8, 4.6) or to 
the ideal vector as set of targets, the solution is to order to supplier E, which is 
consistent with the output of the weighted score model. Only two criteria, Switch and 
Price were not completely satisfied. 

The next step was relaxing of capacity restriction (4) and of the binary condition of 
decision variables xi (7), with the same target setting. The solution found was to split 
the order between all suppliers in the following proportions: A: 0.399, C: 0.102, D: 
0.125 and E: 0.374. Thus, the achievement function value decreased 7.47 times, with 
total cost of solution reduced from 145500€ to 141043€ (less 3.06%). Only the price 
criterion was slightly overachieved.  

In this way, two different policy scenarios (one- and multiple-sourcing strategies) 
and “supplier A” scenario might be visualized and compared, with sensitivity analysis 
facilitated, providing an analysis tool for the decision makers. 

Such factors as familiar Excel interface, and known, important but not very 
complex decision process, were crucial to draw attention and genuine interest of 
decision makers to the approach based on mathematical programming. With such 
experience it will be easier to assure openness and acceptance of more complex 
decision modelling with integer variables, additional policy and systems constraints. 

 

3.4   Analytic hierarchy process model 

In the final stage of the case it was commented by the decision makers that Title (NE) 
dual-side criterion might be seen as asymmetric. It is a density index - yarn lot with 
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less than 50 is thicker, provoking major consumption. Thinner lots, with Title (NE) 
more than 50, also have diminished value, but without consumption problem. 
Therefore, the utility function on this criterion might be seen as linearly decreasing to 
the left of the target level, and non-linearly to the right.  

This specific issue was not seen as very relevant, but the pertinent question of an 
appropriate technique to introduce the concept of non-linearity was emerged. Already 
used, AHP technique is a decision making heuristic, able to aggregate tangibles and 
intangibles factors and non-linearity [11]. The AHP model with three levels was 
elaborated: supplier selection level, criteria level and alternatives level.  

The vector of relative weights of criteria was already calculated for the previous 
models, as shown in Table 2. Comparisons on one-side criteria were based on 
numerical data, with no need to calculate consistency ratios. Performance of 
alternatives on dual-side criteria was assessed on a 1 to 9 scale, with asymmetry of 
Title (NE) criterion taken into account; consistency ratios on Title (NE) and Twist 
criteria were 0.00599 and 0.00597 respectively. Resulting data of AHP model is 
shown in Table 4. 

Table 4. Final AHP evaluation matrix  

Criteria Weights A C D E 
(1) Hairiness 0.2430 0.2619 0.2328 0.2059 0.2994 
(2) Contamination 0.2430 0.2500 0.2500 0.2500 0.2500 
(3) Thick places 0.1610 0.1493 0.1542 0.1493 0.5473 
(4) Title (NE) 0.0645 0.4251 0.0938 0.0561 0.4251 
(5) CV% 0.0645 0.2360 0.2920 0.2360 0.2360 
(6) Thin places 0.0645 0.1034 0.2069 0.1724 0.5172 
(7) Neps 0.0645 0.2496 0.1805 0.1161 0.4538 
(8) Twist 0.0645 0.3221 0.0704 0.5371 0.0704 
(9) Unit price 0.0303 0.2545 0.2439 0.2602 0.2414 
Total weights of suppliers on criteria  0.242 0.204 0.215 0.339 
Scores of suppliers on criteria, %  71.54 60.20 63.40 100.00 

Recognized as realistic and consistent, the output of AHP model differs from the 
one of weighted score model: suppliers E and A are maintained as best alternatives, 
but suppliers C and D switched their ranking position. This score differences are 
consequent of the fact that AHP model maintains intrinsic values of alternatives on 
criteria even when upper limits are matched or surpassed. One more time it highlights 
the importance of a clear definition of rejection levels on the screening, pre-selection 
stage of the supplier selection problem. 

With 11 tables designed, the process of modelling was not really difficult or work 
intensive, but using of decision-support software, such as Be Smart2, makes the 
process more fluent. With rejection levels, nature of data and of utility function 
defined, the use of AHP model to evaluate and select suppliers was seen as an 
approach very intuitive, objective and universal. AHP was considered as an excellent 
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initial decision-making technique; also it’s potential to make part of integrated 
approaches and to provide input data for mathematical programming was commented. 

4   Evaluation and feedback of the decision makers 

A final interview was dedicated to the feedback and analyses of perceived value by 
the decision makers. The framework for decision makers´ evaluation and validation, 
developed by Boer and Van der Wegen [1], served as a base for this interview. 

It was found that modelling of the real purchasing decision was performed 
properly, matching the decision situation in 90-95%. Some criteria, considered 
unimportant, were excluded from the final decision process by the decision makers, 
but all available information was incorporated, inclusively opinions and experience. 
Capacity of the decision models to structure, facilitate and enhance internal and 
external communication was strongly recognized. Models elaborated were seen as 
flexible to include new aspects of the problem and to be extended or used in a 
different context. 

The process of structuring and visualization of the supplier selection problem was 
found practically useful, giving mathematical tools to analyze multiple criteria, 
especially USTER® parameters, in the aggregated manner. Previously the process 
was more experience-based, subjective and qualitative, without aggregation approach. 

The real output of the supplier selection was to order from the supplier A, the 
second best alternative. The supplier E was seen as the best alternative but only with 
declared level on Thick places criterion confirmed in laboratory. Tests performed 
accused higher levels on this criterion, though the supplier E was dropped. All three 
models defined these two suppliers as the best options, the decision modelling 
outcome was considered acceptable and consistent with the decision makers´ 
experience. 

Elaboration of such decision support models had no direct monetary costs; 
cognitive efforts and time investment were considered justified, bringing new skills 
and insights to the decision making process.  

Such concepts as rejection levels, compensatory decision rule, quantitative and 
qualitative data, sensitivity analysis, non-linearity and asymmetry were seen as 
valuable contributes to practical decision making skills of managers. Albeit the 
problem of yarn supplier selection is well-known for the decision-makers, decision 
modelling process actually brought some new knowledge and angles of it. In long-
term perspective, the interest to keep implementation of MCDA techniques in the 
procurement practice was firmly assumed by the decision makers.  

5 Conclusions 

The process of decision modelling with analysis of relevant criteria and of 
rejection/aspiration levels, criteria weights calculation, normalization procedures and 
goal programming formulation, was considered as benefic to the deep understanding 
of the decision problem. Structured, aggregated and visualized data enforces analysis 
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and facilitates objective final choice decision. Approaches applied have demonstrated 
potential to be extended within and out of the context of the supplier selection 
problem.  

The research trend of more and more complex theoretical modelling of the supplier 
selection decisions may not be beneficial for the problem of practical implementation. 
Modelling a typical and important, but not very complex, decision process with some 
basic MCDA techniques was crucial to capture attention of managers and to gain 
synergies. Positive experience with realistic and useful outputs, acquired knowledge 
and skills of the decision makers (the capacity to analyze a decision problem and the 
ability to apply different approaches) showed to be the important elements for the 
successful implementation of MCDA by procurement professionals. 
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Abstract. Metal diagnosis of heritage objects is a difficult task performed by 
conservators, mainly due to the fact that invasive techniques are not allowed on 
these artifacts. Therefore, conservators have developed diagnosis methods 
based on the observation of the corrosion forms of the objects. However, 
although these methods are useful to share a common representation of one 
specific object, they are very difficult to use to compare or search for objects 
presenting similar corrosion forms. To support the comparison of different 
objects, we propose a new support system built upon these methods. This paper 
presents an innovative way to use C-K theory in order to build an artifact in an 
interdisciplinary context. The resulting artifact integrates concepts and 
knowledge borrowed from both the conservation-restoration and the 
information systems fields. 

Keywords: Decision support, design theory, interdisciplinary research. 

1   Introduction 

Besides advanced technical skills, the treatment of ancient heritage metal artifacts 
requires a univocal identification of the metal composing the artifacts. Due to their 
unique nature, any analysis must be carried out in a non-invasive way. This implies 
that no physical sampling can be performed on them for diagnosis purposes. 
Bertholon [1] developed a new methodology to standardize the description of 
corrosion forms observed macroscopically or in detail using a microscope. They are 
represented as stratigraphies comprising multiple strata, each representing a specific 
layer of the corrosion forms. Such graphical descriptions can be used by conservators 
to locate the limit of the original surface. Furthermore, active corrosion layers might 
be identified within the stratigraphy. Therefore, this methodology can orientate the 
conservation treatment to be employed [2]. 

Currently, there is no known support tool to assist conservators in using this 
methodology to perform non-invasive diagnosis of ancient metal artifacts. Due to the 
pencil/paper nature of the method, it is extremely difficult to find similar 
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stratigraphies across publications or databases. In order to support the broader 
diffusion of the method, its initiators are looking for a tool to assist conservators 
during the identification process of the metals composing the artifacts [3]. To support 
the design process of an integrated decision support system (DSS) aimed at 
supporting non-invasive diagnosis on ancient heritage metal artifacts, we decided to 
use the C-K theory framework. “C-K theory bears upon existing design theories, yet it 
re-interprets these theories as special cases of a unified model of reasoning” [4]. C-K 
theory integrates creative thinking and innovation in its core, giving space for the 
emergence of something unknown from what is known. Thus, in the context of 
interdisciplinary research characterized by our topic and defined as “a process of 
answering a question, solving a problem, or addressing a topic that is too broad or 
complex to be dealt with adequately by a single discipline, and draws on the 
disciplines with the goal of integrating their insights to construct a more 
comprehensive understanding” [5], C-K theory will support the emergence of a more 
comprehensive solution of the problem, relying on the distinction of the spaces of 
“Concepts” (C) and “Knowledge” (K) from multiple fields [4]. 

Borrowing concepts and knowledge from information systems (IS) and 
conservation-restoration (CR) fields, we were able to design a new tool aimed at 
supporting the non-invasive diagnosis of heritage metal artifacts. In the first part of 
this paper, we briefly present C-K theory and the issues raised by the current 
application of Bertholon’s methodology [1] in the context of the diagnosis of heritage 
metal artifacts. In the second part, we present the design process of an integrated 
decision support system aimed at supporting the stratigraphic methodology during the 
diagnosis process of heritage artifacts. In the third part, we discuss how C-K theory 
was able to support the process and, moreover, how we were able to create new 
knowledge (K) from the process itself. 

2   C-K Theory in an Interdisciplinary Research Context 

C-K theory was invented and has been developed by Hatchuel and Weil [6] since the 
early 2000s. The authors proposed what is called a unified design theory. Its name is 
composed of the first letter of “Concepts” and “Knowledge”, as it is built around the 
distinction between and yet the complementarity of these two components. Indeed, it 
is based on the idea that the dynamics of design can be modeled “as a joint-expansion 
of a space of concepts (C-space) and a space of knowledge (K-space)” [4]. 

On the one hand, K is a “knowledge space, the space of propositions that have a 
logical status for a designer D” [4]. The idea of a logical status of a proposition is “an 
attribute that defines the degree of confidence that D assigns to a proposition” [4]. On 
the other hand, a concept is “a proposition, or a group of propositions that have no 
logical status in K” [4]. This means that “when a concept is formulated it is 
impossible to prove that it is a proposition of K” [4]. 

Given the interdisciplinary nature of this research, C-K will support bridging the 
concepts and knowledge from two independent fields in order to build a unified 
response to an interdisciplinary problem. 
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2.1   C-K Theory in Practice 

C-K theory breaks down a general concept into smaller parts, each of which relies on 
knowledge or activates knowledge. At the end of the process, a design is found when 
new knowledge is generated from a concept, i.e. when a concept can be validated. 
During the design process, concepts can be validated. However, as long as they do not 
represent a satisfactory design, they are expanded further. Thus, both the concept and 
the knowledge spaces need to expand to lead up to a feasible solution. This expansion 
takes numerous forms, because it can in both cases come from C or K. In C-K theory, 
there are four operators that fall into two categories: external and internal. The 
following table sums up the different expansion cases (Table 1): 

Table 1.  The four operators in C-K theory 

−> C K 

C Internal external – conjunction 

K external – disjunction internal 
 

From C to K (C → K): this is a concept that gets validated by an expert, an 
experimental plan, a prototype, etc. This operator comes from C and expands the 
available knowledge in K [4]. 

From K to C (K → C): this illustrates a knowledge that is transformed into a 
concept. It generates alternatives in the C-space that come from the knowledge space 
[4]. 

From C to C (C → C): starting from a concept, the C-space is expanded by 
partitioning it. The C-space is tree-structured, as several expansions are generated 
from a single concept [4]. 

From K to K (K → K): this is an expansion of the K-space that comes from other 
knowledge. For instance, proving new theorems constitutes such an expansion, as 
they mobilize existing knowledge [4]. The required knowledge can then lead to K → 
C operators and an expansion of the C-space. 

The modeling of C-K theory starts with a disjunction, which generates a first 
concept that constitutes the basis for the expansion of both the C- and K-spaces. It 
ends when a satisfactory conjunction is found, when a product or a solution that is 
recognized to be feasible is created from a concept [4]. 

In the case of an interdisciplinary research, where design needs to emerge from 
knowledge of several fields of study, the C-K theory proves to be particularly useful. 
In a project-based study called “Design and Application of Intelligent Electronic 
Systems” [7], a feasible design was found using the C-K theory and an 
interdisciplinary approach. Engineering and design students attended the same course 
and then were asked to create an object that embedded an electronic system, each 
group borrowing knowledge from its own field of study and from the course they 
attended. The study concluded that collaboration between engineering and design 
students through brainstorming – which created disjunctions and conjunctions by 
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activating knowledge – helped to design an object that met the initial requirements. 
Moreover, the use of C-K theory showed how new concepts were generated by 
simultaneously applying knowledge from the design and the engineer fields, while 
expanding the K-space. 

Along with the development of the C-K theory, Hatchuel [6] also introduced the 
idea of “K-relativity”. He declares that “a specialist may see a fantastic innovation in 
something where we see nothing new, as the expansion is invisible to us. Our ability 
to recognize an expansion can depend on our sensitivity, our training or the 
knowledge at our disposal” [6]. Collective design and K-relativity are both embedded 
in an interdisciplinary context, as designers have other knowledge or different 
interpretation of a given knowledge. This interpretation will depend on their 
respective field of study. Chou [7] deals with this issue by adding tags to concepts and 
knowledge in his use of the C-K theory. Thus, in his case, concepts and knowledge 
can either be formulated by engineering students, design students, or both. This led to 
new and technique-proven designs. 

2.2   Interdisciplinary Research Supporting the Non-invasive Diagnosis of 
Heritage Artifacts 

In order to design a tool which is usable and which constitutes an added value for the 
conservators, researchers in CR and in IS have to collaborate closely with each other. 
Indeed, it is from an interdisciplinary context and a gathering of knowledge that a first 
solution has been found. Building on this complementarity, actionable data structures 
have been designed. They constitute the first step for further development and 
refinements [3]. 

If each department had worked alone, limits would have been reached rapidly. As 
far as the CR department is concerned, they use a methodology developed by 
Bertholon [1] that allows them to model stratigraphies using his framework and 
nomenclature. Using a pencil/paper method and/or Adobe Illustrator [8], they are able 
to represent the stratigraphies. Then they can make visual comparisons between 
different artifact structures. However, they cannot go any further by themselves, as 
they would need knowledge from the IS field to implement automatic comparison and 
matching of stratigraphies under construction with those in a database. 

With regards to the IS department, we also noticed that techniques borrowed 
exclusively from the IS field (e.g. image recognition) could not address the issues 
raised by the conservators in a satisfactory way [3]. Indeed, the tool needs to take the 
business-specific aspects of CR and their methods into account, as the end users are 
the conservators, who are used to working with their own methodology. 

Thus, in the final step of DSS conception, we merge the knowledge that comes 
from both of these fields (CR and IS) to expand the C- and the K-spaces. We can 
therefore achieve our goal and design an appropriate tool to be used by the 
conservators. 
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3   C-K Supported Design Process of a DSS 

In our use of the C-K theory, the starting concept emerged from the CR department. 
They wanted a tool that could help them compare a corrosion form of an artifact 
under investigation with those of a database. Then we used C-K theory to break it 
down using C → C and K → C. This framework helped us find a feasible solution 
that met their requirements. 

As far as the K-space is concerned, we focused our research on decision support 
systems (DSS), as the knowledge we have in this field was useful for fulfilling the 
needs of the researchers in CR [3]. This notion of DSS will play an important role in 
the expansion of the K-space (K → K) in our process and in the design of the new 
tool. That is why DSS constitutes the primary knowledge in our framework. 

We can then decompose the first concept into two categories: support of invasive 
and non-invasive analysis. The first one would be to support sampling techniques 
used on ancient artifacts. This triggers a C → K conjunction which mobilizes the 
knowledge the conservators have about such methods which are used on non-heritage 
artifacts. However, the professional ethics prevent the researchers from applying such 
techniques to heritage artifacts which are meant to be restored, as these techniques 
can permanently damage the object. Therefore, our tool will need to support non-
invasive analysis. This implies a visual observation of the artifact in the first place and 
a disjunction (K → C) (Fig. 1). 

 

 
Fig. 1. Starting concepts, knowledge and their links in the C-space (left) and the K-space (right) 

Further refinements of the concept of supporting non-invasive analysis based on 
visual observation leads to a new decomposition between human analysis and 
computer-automated analysis. As far as the latter is concerned, we thought about the 
possibility of mobilizing the knowledge we have about image recognition. If we 
followed this path, a tool that would support such a method could be implemented. 
Therefore, the knowledge which results from this conjunction constitutes a possible 
solution. However, we wanted to enquire more deeply about other potential 
developments, as we are only at the beginning of the C-space decomposition. In 
addition, we did not have the necessary technology to implement a solution based on 
image recognition. That would have also meant that most of the process would have 
been automated, and this is not what the conservators wanted. 
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Unlike computer-automated analysis, human analysis is based on the use of a 
binocular microscope in order to capture more information about the corrosion forms 
of the object. Using binocular vision could also be deduced from the knowledge about 
visual observation, as it represents a more accurate tool to perform non-invasive 
diagnosis (Fig. 2). Hence, we can notice that a knowledge can simultaneously emerge 
from a conjunction and an internal expansion of the K-space, as suggested by 
Hatchuel [9] in an illustration of the C-K theory. 

 

 
Fig. 2. The concept of a support for non-invasive analysis can be broken down into computer-
automated and human analysis 

Concerning the K-space, new knowledge is activated from the use of binocular 
vision to perform relevant diagnosis. Indeed, a closer look on the metal artifacts 
which are analyzed by the conservators shows that they are corroded and therefore 
composed of layers which can be more or less distinguishable, depending on the 
artifact. The knowledge about the layers which form the structure of the artifact is 
well established for the conservators. Indeed, as we saw previously, Bertholon [1] has 
developed a stratigraphy model that is used by conservation professionals to 
categorize the different layers according to their families and comprehend the ongoing 
corrosion processes. 

This is a critical knowledge as the conservators want to standardize their analysis 
around this method. Consequently, human analysis can further be broken down into 
two other concepts: a representation of the artifact layers based on the model 
developed by Bertholon or a simple drawing of the layers. The drawing could be 
performed either by hand on paper or with the help of a computer drawing software 
[8] (Fig. 3), which allows the user to draw what he sees without following any 
particular technique. This drawing is often performed by the conservators as a 
preliminary task to catch a glimpse of the artifact strata corrosion structure. As this 
method is currently used by conservators, they already have knowledge about this 
option. Thus, there is a conjunction from the concept “Drawing” to the knowledge 
“Drawing software”.  
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Fig. 3. Drawing using a pencil/paper method (left) and Adobe Illustrator [8] (right) © HE-Arc 
CR 

Nevertheless, what really interests the conservators is a solution that utilizes 
Bertholon’s conceptual model. Hence, our C-K framework will explore possible 
conjunctions based on this method. From the representation of a conceptual model, 
two other concepts arise. Once again, the representation can be performed using 
drawing techniques, either by hand or by computer. However, there is a difference 
from the previous conjunction, as the drawing will need to follow the methodology 
for representing stratigraphies. In addition, the drawing could be carried out within or 
without a framework. Drawing without a framework is what is currently performed by 
conservators once the artifact structure is known. Thus, a conjunction can be made 
from the concept of drawing to the knowledge of a drawing software which allows 
such visual representation. Then, this knowledge can be expanded to a knowledge of 
visual comparison (K → K) (Fig. 4). However, the conservators’ idea is to follow the 
methodology developed by Bertholon to visually compare stratigraphies, using a 
common language [2]. Therefore, they now want to go further and be able to 
automatically compare stratigraphies between them. 

On the other hand, drawing within a framework would provide the conservation 
professionals with a tool that could draw stratigraphies on a blank page with regard to 
what the conservators add as characteristics (Fig. 5). This idea was rapidly abandoned 
after being tested. Although it allowed characteristics to be automatically drawn, a 
similar problem to drawing without a framework occurred: automatic comparison was 
not possible. Indeed, we would have needed a tool that was able to perform image 
recognition in order to store the image and extract its characteristics. 

 

 
Fig. 4. The concepts that spring from the conceptual model representation (left) and their 
associated knowledge (right) 
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Fig. 5. The framework provided for conceptual model-based representation, tested and 
eventually abandoned 

An alternative to drawing using exclusively the rules of a conceptual model is to 
expand from the knowledge of the different characteristics that can be used to 
represent the stratigraphies. Indeed, depending on the family it belongs to, a stratum 
can only be constituted of precise characteristics. The characteristics emerge from the 
stratigraphy model of Bertholon and allow the conservators to choose between a finite 
number of attributes to model their artifact structure. In this way, an ontology could 
be developed for representing the strata. Here, we use the term ontology as an explicit 
representation of concepts and their relationships [10] and not in its philosophical 
sense. The ontology could comprise all concepts needed in order to represent the 
artifacts, their stratigraphies, the strata, and the strata characteristics. However, due to 
the nature of the expected result, this option was not pursued. Nonetheless, it certainly 
makes sense to study this option in further research as such an ontology could assist 
the conservator in building stratigraphies while being assisted by its the inferences. 

As the conservators know what the different characteristics of a stratum can be 
according to its family, a database which gathers this information can be set up. A 
disjunction can then be made to enable the use of data structures based on the 
characteristics included in the database. This data structure can later be utilized to 
generate pertinent drawings according to observed characteristics of the artifacts. 
Indeed, once a stratigraphy is designed, a representation based on the data structures 
can be generated if there is a drawing for each characteristic. Rules also need to be 
added to avoid the creation of an uninterpretable drawing due to too many colliding 
characteristics. Whereas the stratigraphy could be interpretable by a computer, it also 
needs to be visually understandable for a conservator, as the conservator will use it in 
his/her reports (Fig. 6). 

 

 
Fig. 6. The concepts embedded in the characteristics of the model developed by the 
conservators 
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Furthermore, comparison is made possible through the use of a database and data 
structures: the closer two stratigraphies are from each other, the higher the matching 
score of those stratigraphies is between them. Therefore, the database can use that 
score to return accurate stratigraphies according to the studied artifact. This allows the 
conservators to find other stratigraphies that are close to the one they study and to 
give them clues about which methods they could use in order to conserve their artifact 
[3]. As a result, a conjunction can be made from “Comparison” to “Search the 
database for similar stratigraphies” (Fig. 7). 

In addition to comparison, images can be generated from the use of data structures, 
as the characteristics can be unequivocally drawn. We can therefore export the 
generated images to allow the conservators to include them in reports. 

Joining the previously mentioned knowledge about DSS and the last two 
conjunctions, our tool is designed based on the knowledge created and mobilized by 
the interdisciplinary concepts and knowledge expanded in the C- and K-spaces. Thus, 
it addresses the conservators’ needs to make use of a tool that is able to return similar 
stratigraphies and therefore help them in the diagnosis of ancient metal artifacts. 
Moreover, it allows them to export the built stratigraphies into an image that can 
easily be included in reports and analyses. The tool results from a concept that sprang 
from the conservation professionals. It was broken down into sub-concepts that 
activated knowledge from both the CR and IS fields and resulted in a founded 
solution. 

 

 
Fig. 7. Our application of the C-K theory led to the design of a diagnosis tool 

4   Evaluating Knowledge Creation with C-K Theory 

Using C-K theory allowed us to efficiently explore the different solutions that could 
be implemented. Moreover, it showed how knowledge coming from different fields 
can join to lead up to a usable and satisfactory solution. In addition, we noticed that 
our tool integrated concepts and knowledge that were developed throughout the 
expansion of both the C- and K-spaces. However, our tool cannot be used alone; other 
techniques (i.e. binocular observation and modeling the stratigraphies on Adobe 
Illustrator [8]) constitute preliminary steps in the diagnosis and comparison of 
heritage metal artifacts. Thus, our tool can be seen as the final component in the 
process of artifact diagnosis. 
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In our case, using the C-K theory first ensured that we covered most of the 
possibilities that constitute possible development of a diagnosis tool which could 
answer the conservators’ needs. Moreover, breaking down their concept into sub-
concepts allowed us to figure out the knowledge that was needed to be mobilized in 
order to expand both the C- and the K-space, as well as the conjunctions that could 
spring from this expansion. We also realized that the knowledge came from the IS and 
the CR fields and that we needed to merge to reach a satisfactory solution. The result 
of this process is a tool that embeds all the necessary elements the conservators need 
to complete the process of artifact diagnosis. 

5   Discussion 

Interdisciplinary research projects, given their orientation, are often the result of some 
power relations between different fields, not because of some sort of desire to 
monopolize the problem space, but because of some bias regarding the possible 
contributions of each fields. Choosing a method like C-K, which focuses on the C- 
and K-spaces assisted us in integrating concepts and knowledge from both fields as 
the research progressed and new refinements of the concepts space required new 
knowledge to be addressed. Each concept refinement provided an opportunity to seek 
expertise from the two fields in order to identify the possible extensions of the C-
space. Likewise, it was the opportunity to bring knowledge on how to address the 
newly defined concept from two different points of view. This helped us integrate and 
build on the two visions of CR and IS at each step in the process. 

The second contribution of C-K in this research is the post-mortem identification 
of the knowledge and concepts that build the core of the result. Given the two views 
that are integrated in the result, it could be seen as a black-box by people external to 
the process. In fact, IS researchers, bringing a specific set of knowledge and concepts, 
will probably come to a different solution on their own, simply given their lack of the 
C- and K-spaces of the CR field. The contrary is also true with CR researchers 
lacking the C- and K-spaces of the IS field. Therefore, without an explicit 
presentation of the various concepts and knowledge used in the process, it will be 
very difficult to understand not only the choices that were made during the process, 
but also the assumptions that the result is built upon. 

Finally, by explicitly identifying the knowledge and concepts built into the process, 
users of the tool can better grasp its functioning as well as the required knowledge to 
use it effectively. 

6   Conclusion 

In this paper, we present an innovative way to design IS artifacts in an 
interdisciplinary context by relying on C-K design theory. By adopting the notions of 
concepts and knowledge spaces, we were able to bridge the expertise of the CR and 
IS fields in order to solve an interdisciplinary problem. Starting from a generic 
concept of the problem, the problem was iteratively refined, bringing new concepts 
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from each field at each iteration. These refinements in turn were addressed with 
knowledge from both fields. Each refinement raised new challenges that needed to be 
addressed by combining expertise from the two fields. The resulting artifact, besides 
providing the expected support for the metal diagnosis of patrimonial objects, is also 
more valuable for the community because each decision and design choice can be 
linked to proper concepts or knowledge from the domains. This will support future 
researchers in finding areas of improvement, being able to rely on the K-space that 
was used to build the solution. It also provides an opportunity to review the artifact 
based on analyzing the proper usage of the various concepts and knowledge 
integrated in the process. 
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Abstract. The complex and important problem of the supplier selection has 
been modelled with the involvement and integration of different multiple 
criteria decision techniques. Nevertheless, there is little empirical evidence of 
the relevance of such approaches to the procurement practice. In order to 
overcome the relevance gap it is imperative to analyze the practical decision 
process in the procurement function. With this aim an exploratory multiple case 
study was undertaken, based on semi-structured interviews with senior 
procurement managers of eight Portuguese enterprises, and triangulation with 
previous research. The results suggest that supplier selection decisions tend to 
be based on the non-compensatory decision strategy (conjunctive decision rule) 
in the pre-selection stage, followed by the price bidding and qualitative analysis 
in the stage of final choice. 

Keywords: Supplier evaluation, supplier selection problem, non-compensatory 
decision rule, multiple criteria decision analysis, multiple case study. 

1   Introduction 

In the last decades the complex decision problem of supplier selection has been an 
object of growing theoretical research, which employs multiple criteria decision 
analysis (MCDA) approaches such as Analytic Hierarchy Process, Analytic Network 
Process, Goal and Mixed Integer Programming, Data Envelopment Analysis among 
others. Systematic literature reviews show that modern research tends to combine 
different techniques in integrated approaches, with increasing use of the Fuzzy Set 
Theory [1][2].  

Meanwhile, there is the problem of relevance, to the procurement practice, of the 
modelling of the supplier selection as a MCDA problem. Most papers on the topic are 
based on numerical examples, or real data with illustrative purposes. However, few 
information is given about practitioners feedback and implementation process of such 
approaches[3][4]. Also, “the relevance gap” is a known issue in the field of the 
decision support systems [5]. 

Additionally, above mentioned MCDA approaches to the supplier selection 
problem are based on the compensatory decision rule, i.e. the poor performance of an 
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alternative on one criterion might be compensated, to some extent, with good 
performance on other criteria. However, there is research reflecting the use of the 
non-compensatory decision rule in the procurement practice [6][7]. For instance, such 
practical approach, based on a non-compensatory pre-selection procedure, followed 
by price bidding, was denominated as bespoke approach by Holt [8]. 

In order to understand the relevance of theoretical research of the supplier selection 
problem and to overcome eventual bottlenecks of implementation, it is imperative to 
analyze the real decision process in the context of the purchasing function. The 
present research is based on a multiple case study design and it was aimed to analyze 
the decision-making process of procurement professionals, applied to supplier 
selection. The unique assumption made prior to the field involvement stage of the 
research was that the real supplier selection process is expected to be based on the 
multiple criteria evaluation. The way how criteria information is aggregated and what 
decision strategy is used are to be explored, aiming to confirm the relevance problem 
of the MCDA-based approaches and to discover the possible explanations of it. 

Next section (section 2) presents the methodology and context issues of the 
research. In section 3 the main research topics are discussed. Section 4 summarizes 
overall findings of the study and is followed by section 5 that presents the final 
conclusions. 

2   Methodology and context description 

Taken into account the complexity of the topic, lack of empirical research and 
necessity to enhance generalization potential of the findings, a multiple case study 
qualitative research was adopted. It was reasonable to expect purchasing managers 
not to be familiar with decision theory and multiple criteria decision analyses 
terminology; the point was to understand how purchasing managers perceive the 
supplier selection process and how they describe it. In order to address this issue, the 
semi-structured interview model with open-ended questions was chosen, as advised 
by Yin [9]. The main topics covered by the interviews are presented in the Table 1. 

Table 1. Topics covered by the semi-structured interviews 

T01 Description of the company from the purchasing perspective 
T02 Organization and internal regulation of the purchasing function in the company 
T03 Initial sourcing decisions 
T04 Contracts and legal tools applied to the purchasing  
T05 Criteria of evaluation of the potential suppliers 
T06 Supplier selection as a formalized process: internal regulation and procedures 
T07 Underlying principles of the supplier selection 
T08 MCDA techniques and decision support software applied in the supplier selection  
T09 Post-contract sourcing analyses and supplier performance evaluation 
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To enhance reliability of the research, the following auxiliary documents and forms 
were elaborated: the case study protocol (with background, purpose and design of the 
research), the bulletin of the participant and the guide for the semi-structured 
interviews. 

The bulletin of the participant was a part of a formal invitation to participate in the 
multiple case study, presenting the objectives of the research, the research team and 
the commitment to conduct an ethical research process. Being the procurement 
function a sensitive issue for many companies, it was decided not to record 
interviews. The guide of topics to cover was used to make notes during interviews and 
to structure transcriptions immediately after them. 

Eight cross-industry enterprises, operating in Portugal, participated in the research. 
They were represented by senior purchasing officials as interlocutors of the semi-
structured interviews. Brief description of the participants is given in Table 2, 
providing some contextual details. 

Table 2. Description of the multiple case study participants 

C01 Company Electrical equipment manufacturer, infrastructures and engineering 
solutions; export-oriented, gross sales of about €800 millions 

Interlocutor Director-coordinator responsible for purchasing and logistic  

C02 Company Multinational technological holding - industry, mobility, consumer 
goods; 4 plants in Portugal with annual operations of €750 millions 

Interlocutor Coordinator of indirect purchasing (i.e., out of the bills of materials) 

C03 Company Multinational automotive OEM company, with one plant in Portugal, 
gross sales up to €100 millions 

Interlocutor Head of purchasing and logistic 

C04 Company Cutlery manufacturer, exporting about 90% of production, with gross 
sales of €5 millions 

Interlocutor Financial director 

C05 Company Textile manufacturing group, with its own trademark, also working 
for world-known labels; gross sales of about €40 millions 

Interlocutor Head of purchasing department 

C06 Company National paints and coatings manufacturer, with 5 production 
facilities around the world and gross sales of €180 millions 

Interlocutor Vice-director of purchasing department 

C07 Company Portugal-based international group in food distribution and 
manufacturing, with annual sales above €12 billions 

Interlocutor Commercial director of retail division 

C08 Company Portuguese production facility of one of the world’s leading 
automobile manufacturers, exporting up to 99% of cars produced 

Interlocutor Factory´s general purchasing coordinator 

Multiple Case Study Of The Supplier Selection Decision Process 975



Low generalization capacity is an implicit limitation of the qualitative case study 
researches [10], but some valuable insights were obtained and discussed. Cross case 
analyses with the main topics examined through the set of the cases, and comparisons 
with previous research papers approaching the similar issues, were used to enhance 
the validity of the research and to provide a basis for the analytical generalization. 

3   Analyses of main topics covered by the research 

In this section the importance and organization of the purchasing function will be 
analysed, as well as the observed evaluation criteria used for the supplier selection. 
Finally the supplier selection decision process and supplier performance evaluation 
will be addressed. 

3.1   Importance and organization of the purchasing function 

Undoubtedly, purchasing represents a significant parcel of the product costs. Its 
percentage weight varies from industry to industry, and is also sensitive to the 
technology and external markets´ conditions. Some rough estimations made by the 
participants were 60% for C03, 30-35% for C04, 40% for C05. In the C02 case the 
weight of indirect purchasing in the product costs (i.e., components out of bills of 
materials, equipment and services) was estimated as 5%. An example of the exposure 
to market´s conditions would be, for the C06 case, the dynamic market of titanium 
dioxide TiO2, which is the most widely used industrial white pigment. 

In all cases studied there were difficulties to perform ABC analysis of suppliers’ 
portfolio. Three main reasons to consider a supplier as a key (“A”) supplier were 
identified: financial importance (e.g. a supplier with turn-over of more than 1 million 
€/year for C01), criticality to the quality or to the production (e.g. products considered 
as potential job stoppers, a typical situation for the lean-oriented supply chains of the 
automotive industry), and a dominating position of a supplier on the respective market 
(e.g. assembly line robotics). 

There was a clear distinction between active and non-active suppliers, the last ones 
being casual and back-up suppliers. In the C01 case, for instance, active suppliers 
represent about 37% of the total. The weight of key suppliers in active suppliers´ base 
was estimated as about 1.8% for C01 and 4.2% for C08. From 250 active suppliers in 
C06, there were from 3 to 5 key suppliers for each of five main purchasing areas.  

In all cases the policy of long-term relationship with key suppliers was chased. 
Portfolio-based approaches to the supply management were identified in the first three 
cases but, to some extent, the same underlying principals were common to all cases. 

Such areas as R&D (research and design), quality and production were seen as 
responsible for the formulation of a new or modified buying need, including 
corresponding specifications. It is up to a purchasing department to decide whether to 
use the current supply sources or to look for new alternatives. Straight re-buy 
situations are commonly under responsibility of a company´s operational units. 

The complex structures of the purchasing function of large enterprises are of the 
main focus for this research. It is common for international companies to have central 
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and also local purchasing departments, i.e. a decentralized organization of the 
purchasing function. Central purchasing departments were commented as responsible 
for key suppliers and methodological support, with local departments being 
responsible for back-up, equipment and services suppliers. 

In C03 case, for instance, the central purchasing department is directly responsible 
for a share of 6-7% of the plant’s total acquisitions. Meanwhile, up to 70% of the 
plant´s purchases are electronical components, for which the respective suppliers are 
chosen, over again, by the central department. In C02 case, the central, regionals and 
locals purchasing offices are vertically integrated, being autonomous from the local 
plants.  

Other common features were strict individual specialization of purchasing 
managers on one family of products or services acquired, and the practice to evaluate 
their performance accordingly to the cost-reduction criterion (as a part of the supply 
chain cost management). Such organizational decisions and managerial practices have 
strong reasons to be implemented, but some interesting conclusions were drawn. 

Firstly, a large enterprise might create some internal barriers between purchasing 
managers and R&D, production, quality areas and operational units. Such barriers are 
the consequence of the organizational and geographical distance between the central 
purchasing department (responsible for the key suppliers) and respective plants. As 
purchasing managers are specialized and assigned to some strict type of product 
(component, raw material, services) acquired, those factors are not favorable for an 
overall multi-disciplinary analysis of some buying situations. 

Secondly, being cost-reduction programs an important performance indicator to 
evaluate procurement officials, it is reasonable to expect that purchasing managers by 
themselves will tend to choose an alternative with a lower cost of acquisition as soon 
as minimal requirements are fulfilled. 

3.2   Evaluation criteria of the supplier selection 

No ready-to-use list of applicable criteria was suggested to the participants of the 
research. Notwithstanding, and as expected from literature [11][7], supplier selection 
was treated by the purchasing officials as multiple criteria evaluation. The summary 
description of the supplier evaluation criteria mentioned by case studies participants is 
given in the Table 3. The three most cited criteria were placed separately: price (P), 
quality (Q) and logistic performance (L); if some criterion was mentioned as the most 
important one, it was signalized with capital “X”. The quality and price criteria were 
stated as the most important ones in four cases each. 

Price criterion was not seen as simple unit price, but more in the sense of the total 
cost of acquisition (or formal total cost of ownership (TCO) model in the case C02). 
With many commercial conditions and long-run costs taken into account, such 
observations were consistent with the exploratory study of Plank and Ferrin [12].  

The relative importance of the quality criterion, one of the always mentioned top 
priorities, tended to decrease drastically as soon as minimal quality requirements were 
fulfilled. The same controversy was mentioned in the experimental study of Verma 
and Pullman [11]. On time in full (OTIF) delivery performance was implicitly 
expected to be high, as a kind of benchmarking standard. 
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Table 3. Summary of the supplier evaluation criteria 

Case P Q L Comments 

C01 X x x As soon as potential suppliers are approved on minimum 
requirement levels, the price is an unblocking criterion 

C02 X x x Evaluation of essential/preferred suppliers is based on the total cost 
of ownership model with prior analysis of minimum requirements 
and qualitative criteria (ex.: technological competencies); minimum 
requirements and price for commodity suppliers 

C03 x X x Criteria seen as general are commercial conditions (price 
included), quality (minimum level, certificates), flexibility and 
delivery, switch costs, tools dependency; additional criteria are 
qualitative, such as technical and innovative capacity 

C04 X x - The purpose is to obtain the same quality for the lower price or a 
better quality for the same price; technical support and flexibility 

C05 x X x Quality, as a set of technical parameters, and price; trade-off 
between foreign suppliers (lower price, longer lead-times) and 
national suppliers (more flexible and stockless supply) 

C06 x X x Quality, seen as consonance with the specifications, is the main 
criterion, followed by the price; capacity, flexibility and 
collaboration are relevant criteria as supply markets are turbulent 

C07 x X x Quality (food safety and specifications) is the main criterion; with 
quality requirements fulfilled and panel customers tests performed, 
a new product will be launched only if it is competitive (therefrom 
quality and cost criteria for potential suppliers) 

C08 X x x As soon as specifications and minimum requirements are fulfilled, 
the lowest bid will be chosen (grounded exceptions are possible) 

 Qualitative criteria were seen as pre-requisites or/and as post-bidding adjustment 
criteria. Qualitative analysis was commented as based on expert opinions, with 
documental analyses and site visits. Some kind of Likert scale might be employed to 
express qualitative criteria numerically. 

Standards and certifications, varying from industry to industry, were seen as 
qualifying requisites. Among them there were ISO9000, 14000, 22000 and 26000 
families, SA8000 Standard, VDA6 Quality Management System and Good 
Manufacturing Practices (GMP). In the C05 case, for instance, the company had to 
implement SA8000 Standard and to guarantee socially acceptable practices in its 
supply chain to work for North-American market. 

Formal or informal use of the concept of a base of approved suppliers was common 
to all the cases, which is consistent with the results of Plank and Ferrin [12]. In such 
cases, once approved by a purchasing department as matching all legal and minimum 
requisites and requirements, a supplier enters some list of approved suppliers. 
Consequently, it might be requested for quotation either by the purchasing department 
or by an operational unit when the respective buying need arises. 
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3.3   Supplier selection decision process and a posteriori supplier performance 
evaluation 

Nowadays there is a growing trend for implementing cost management, total quality 
management, lean logistics, of enterprise resource planning systems and web-based 
companies´ supply portals. Meanwhile, in the context of this multiple case study, the 
observed ad hoc algorithms of the supplier selection process had much in common 
with bespoke approach described by Holt in 1998 [8]. With some contextual 
differences, the supplier selection decision process was the following. 

Firstly, a set of potential suppliers is evaluated against minimal requirements on 
non-financial quantitative criteria (ex.: quality and logistic requirements). Qualitative 
“capacities” (such as technical competence or R&D potential) and conformity with 
legal or sectorial standards required are also evaluated in this stage. This pre-selection 
stage of qualification of the potential suppliers as acceptable alternatives is based on 
the conjunctive non-compensatory decision rule. 

Secondly, suppliers qualified as acceptable ones are requested for quotation and the 
best bid wins (alternatively, qualified suppliers are included to a list of approved 
suppliers). 

Thirdly, the final choice decision might be adjusted by experience-based 
qualitative analyses, if grounded.  

The same decision algorithm of the supplier selection process might be recognized 
in the empirical research of the buying process for new components of Matthyssens 
and Faes [13] and in the case of Toyota Industrial Equipment Manufacturing [14]. 
The case of supplier selection described by Naudé [15] was partially compensatory. 
Potential suppliers were screened by a set of excluding criteria, followed by a scoring 
model with eight attributes. But the output of the scoring model was used only to 
qualify alternatives for the bidding stage. No decision technique to trade-off scores 
and cost criterion in the stage of the final choice was commented. 

Albeit criticized for the non-compensatory nature and subjectivity, the bespoke 
approach was seen by Holt [8] as a commonplace practice (for construction 
contractor selection). The term of bespoke approach was adopted to describe the 
observed ad hoc decision algorithms within the scope of this research.  

The non-compensatory conjunctive decision rule, applied in the qualifying stage, is 
important to define a set of feasible alternatives. But, within the scope of this 
research, there were not identified compensatory MCDA-based approaches to trade-
off conflicting criteria of different nature in the stage of the final choice decision. 
Consequently, the described bespoke approach to the supplier selection cannot be 
considered as based on the semi-compensatory decision strategy. 

The C02 case is slightly different because of the formal total cost of ownership 
model implemented to evaluate potential supply sources. But, as it is common for 
cost-based approaches, qualitative and non-financial criteria are expected to be 
analyzed separately from the financially quantifiable attributes. Without 
compensatory decision strategy to trade-off this two groups of criteria, such TCO-
based approach is only a rough approximation to the multiple criteria supplier 
selection decision analyses [16]. 

The importance of the supplier performance evaluation for the purposes of this 
research is twofold. To start, data on actual performance of the suppliers chosen is 
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used to rectify supplier selection decisions. Also, simple weighted score models were 
identified as a common tool of the suppliers performance evaluation. 

An actual supplier might be dropped if it was proven as non-competitive, face to 
changed market conditions (e.g. as stated in general Purchase and Supply Agreement 
of Yazaki Europe Limited [17]), or if it is not able to maintain agreed levels of 
performance (the quality level agreement, for example). It was common for the 
participants to monitor permanently supplier performance (conformity with 
specifications, the quality and logistic dimensions), being a responsibility of the 
internal clients, but oriented by the purchasing and quality areas.  

If some supplier does not meet the agreed levels of performance, there were some 
different immediate or sequential scenarios: negotiations and elaboration of a plan of 
corrective actions, suspension of a supplier in the list of approved suppliers (for future 
buying needs), or contract cancelation. 

Scoring systems for the evaluation of supplier performance were directly 
mentioned in six cases, sometimes jointly with the internal questionnaires. In the C07 
case a project of Supplier Performance Scorecard was under implementation. Such 
scoring evaluations are done with weighted scoring models, based on the semi-
compensatory decision rule. A detailed real-life example of Supplier Scorecards 
might be consulted from Yazaki Europe Limited [17]. 

Albeit the relative weights of criteria are subjective (or based on the sectorial 
standards), such scoring models might be useful as a starting point for the practical 
implementation of MCDA-based approaches to the supplier selection. Also it is worth 
to mention that such weighted scoring models are commonly advised by supply chain 
and procurement manuals [14][18].  

4   Overall analyses of the findings 

The overall findings of the present study are to be treated carefully, with concern to 
the qualitative nature of the research. Nevertheless, cross-case analyses and 
comparisons with previous research allowed to draw some relevant conclusions to the 
field of the supplier selection problem. 

The problem of the relevance of the MCDA-based approaches to the supplier 
selection for the procurement practice was present in all the cases. In all the cases, 
senior procurement managers were not familiar with multiple criteria decision 
analyses techniques. The actually implemented formal models of supplier selection 
were based on the conjunctive non-compensatory decision rule (with a set of 
exclusion criteria), followed by price bidding and qualitative analyses. Following the 
description of Holt [8], such models might be denominated as bespoke approach to 
the supplier selection problem. 

Albeit the MCDA techniques were seen as interesting and, to some extent, 
promising, the actually implemented ad hoc models of supplier selection were 
considered by the purchasing managers as effective and efficient (with the exception 
of the C05 case, in which the head of the purchasing department was interested to 
implement MCDA approaches to tackle yarn quality specifications). Thus, the 
proposition of the relevance gap problem, as mentioned in [3][4], cannot be discarded. 
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In designing empirical research of perceived value of supplier selection criteria 
(e.g. questionnaires), it will be necessary to take into account such possible features 
as: presence of organizational barriers complicating interaction of multiple points of 
view; evaluation of procurement managers´ performance based on the cost-reduction 
goals; and importance of the exclusion criteria and of the minimum level 
requirements. No closed list of applicable criteria might be elaborated, and their 
relative weights are quite situational. 

Taken into account the results of this research, the supplier selection problem 
modelling based on the semi-compensatory decision rules was seen as the appropriate 
way to implement MCDA-based approaches.  

At the same time, the experience of procurement professionals cannot be ignored. 
In other words, the observed bespoke approach to the supplier selection should be 
further studied in the following sense: is it capable, in certain conditions, to represent 
the complex multiple criteria supplier selection problem objectively and 
comprehensively? 

The use of simple weighted score models was identified as a common tool for the 
post-contract supplier performance evaluation. With necessary modifications, such 
models would be a natural initial approach to start the implementation of multiple 
criteria decision analyses tools for the supplier selection. 

5   Conclusions 

With the purpose to find the relevance of the MCDA-based approaches to the supplier 
selection, a multiple case study research was performed. Eight enterprises, operating 
in Portugal, participated in the research through semi-structured interviews with the 
senior procurement managers. 

The multiple criteria nature of the evaluation of potential suppliers was confirmed. 
The observed ad hoc decision approaches for supplier selection were clearly based on 
the conjunctive non-compensatory decision rule, defining the set of feasible 
alternatives, and followed by the price bidding. For the qualified suppliers (as feasible 
alternatives) the application of multiple criteria decision techniques capable to trade-
off multiple evaluation criteria in the stage of the final choice decision was not 
identified. 

The capacities and limitations of the observed decision method, denominated as 
bespoke approach, need to be further studied. MCDA-based approaches to the 
supplier selection, to be successfully implemented, should be seen as a part of a 
complex decision process with underlying semi-compensatory decision rule and 
adapted to the context of a buying organization. 
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Abstract. In the last few years we all have witnessed an enormous growth in 
the production of data. According to some estimates, ninety percent of the 
existing world’s data was created over the past two years! Indeed, we are in the 
era of Big Data which is characterized by the continuous creation of vast 
amounts of data, originated from different sources, and with different formats. 
First, with the rise of smart devices, mobile applications, cloud computing, and 
social networks and, more recently, with the advent of the Internet of Things 
(IoT), data with enormous potential for organizations is being continuously 
generated. In order to be more competitive, organizations want to access and 
explore all the richness that is present in those data, which is the main purpose 
of Business Intelligence. In this paper we continue the presentation of an 
experiment in which data obtained from a NoSQL database (database 
technology explicitly developed to deal with the specificities of Big Data) is 
used to feed a Business Intelligence solution.  

Keywords: Big Data, NoSQL, Business Intelligence, Dashboard, Pentaho. 

1   Introduction 

According to IDC, ninety percent of the existing world’s data was created over the 
past two years [1]. IBM confirms these figures stating that, as of 2012, every single 
day 2.5 Exabyte (2.5 X 1018 bytes) of data were generated. Due to the explosion in the 
use of smart devices, mobile applications, cloud computing, and social media, we 
have witnessed an increase in the volume of data that is produced by organizations 
and by people in their daily life activities. In the latter case, as a result of the boom 
occurred with social networks, increasing amounts of data are being generated by 
people. Of course, these new data have great potential for organizations as a source of 
insight about people needs, opinions, market tendencies, and so on. 

In the near future, with the so-called Internet of Things (IoT), in which virtually 
any electronic device with processing capacity will be integrated in the Internet, 
generating and consuming data, the amount of data we will have to deal with will 
increase dramatically. 

 � Springer International Publishing Switzerland 2016
Á. Rocha et al. (eds.), New Advances in Information Systems and Technologies,
Advances in Intelligent Systems and Computing 444,
DOI 10.1007/978-3-319-31232-3_93

983



These new data come in larger amounts, at higher rates, from different sources, and 
with distinct features. In this context one might distinguish among three kinds of data 
to store and process [2]: 

• Structured data – data with a rigid and previously known structure, in 
which all elements share the same format and size. This is the kind of data, 
traditionally found in business applications, that has been stored in relational 
databases; 

• Semi-structured data – data with a high degree of heterogeneity, which is 
not easily represented in fixed data structures. Typically, these kind of data 
have been stored using specific languages such as XML (Extensible Markup 
Language) data, RDF (Resource Description Framework) data, and so on; 

• Unstructured data – data without a structure, such as text, video, or 
multimedia content. In this group one can find the kind of data which has 
grown exponentially in the last decade, with some estimates pointing that, 
nowadays, as much as 90% of the generated data is unstructured data. 
Examples include documents, images, photos, email messages, webpages, 
and so on. 

Although, much of the data growth has been in unstructured data, IDC estimates 
that by 2020, business transactions on the Internet – B2B and B2C – will reach 450 
billion per day [3]. 

In a few words, this is what characterizes the era of the Big Data: huge amounts of 
both structured and unstructured data, produced and consumed at increasing higher 
rates. These new features constitute an enormous challenge to the more traditional 
relational database technology. To answer to the new challenges created by Big Data, 
a new family of database technologies has emerged – the NoSQL databases. 

In the present there are four families of NoSQL databases (Document, Column, 
Key/Value and Graph databases), each one of them with their own characteristics, 
strengths and weaknesses, but all sharing the same goal: to deal with the new 
challenges brought by Big Data [4], [5]. 

Despite their youth, NoSQL databases are becoming major players in the database 
market. For instance, DB-Engines (http://db-engines.com/en/ranking), a well-known 
ranking site which ranks databases according to their popularity, puts three NoSQL 
databases in the top 10: MongoDB, Cassandra and Redis1.  

With Big Data organizations understood the enormous potential underlying those 
vast amounts of available data. Indeed, Big Data is only as valuable as the insights 
organizations gather from it to make better decisions. They only have to use the right 
tools to treat those data, in order to better understand their business and their market. 
Business Intelligence (BI) tools are what organizations need to access those data and 
extract the insights needed to make the best decisions and outshine their competition. 

Organizations can benefit in several ways when they decide to develop and use BI 
solutions. Ranging from a better understanding of their business operations, to an 
easier sharing of information among decision makers, or improving the decision 
making process, there are multiple advantages (see Fig. 1). 

                                                           
1 Site accessed in December, 2015. 
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Fig. 1. Organizational Benefits of a BI Solution 
 

In this paper, we continue the presentation of the development of a BI solution, 
which is being used by a Portuguese firm, that we have initiated in another paper [6]. 
This firm deals with the detection and monitoring of people movements in closed 
spaces, using a very common and disseminated technology – GSM (Global System for 
Mobile Communications), which we all use, nowadays, in our mobile phones. In this 
project, client movements in a shop of a large shopping mall was used as an example. 
The purpose of the BI solution is to provide decision makers with information about 
the habits of the shoppers, time spent in shopping, shop zones visited, etc., which is 
needed for them to decide how to better organize the shopping space. 

Concerning the structure of the paper, after a very brief presentation of the main 
concepts around Big Data and the database technology that promises to solve its 
major challenges – NoSQL databases, we made a very concise introduction to the 
area of Business Intelligence, stressing its value to support decision-making in 
organizations. In the next sections, we describe a development project in which data 
captured from a NoSQL database is used to feed a specific BI solution. To begin with, 
we describe the real context in which the BI solution is to be used and then we 
quickly advance to its development. We divided this project in two parts: the first part 
deals with the extraction, transformation and loading (ETL) of the NoSQL data into a 
local database; the second part of the project involves the construction of a dashboard 
to present data in order to support decision-making. In this paper we present some 
components of the developed dashboard, that complement the set of components 
presented in our previous paper [6]. Finally, some conclusions about the project are 
offered and future work is envisaged. 
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2   Description of the Project Context 

In order to better manage a shopping mall, decision makers would like to know 
simple facts such as “how many visitors walk by a shop?”, “how many visitors enter a 
shop?”, “how many visitors made acquisitions?”, “which are the busiest and the 
quietest hours?”, “How much time shoppers spend in the shop?”, “which are the 
zones most visited in a shop?”, and so on. In order to accomplish that, a system for 
the detection and monitoring of people movements in space must be in place. Luckily, 
nowadays almost everyone use mobile phones so, making use of the GSM 
technology, in particular using the IMEI (International Mobile Equipment Identity) 
and the IMSI (International Mobile Subscriber Identity), one can easily trace the 
movements of people in a monitored space. This is a very convenient solution as 
those “mobile identifiers” are never switched off (mobile phones only stop emitting a 
signal if their battery is removed). Therefore, with a convenient distribution of GSM 
sensors in a given space one can trace the movements of people in that area. 

The data used in this project were obtained mostly through sensors installed in a 
sporting goods store located in a large shopping mall. Data are collected and stored in 
a NoSQL database (in this case, a Cassandra system), all day long, every day of the 
week, non-stop, thus generating large amounts of data. Using an API (Application 
Program Interface), the Cassandra database provides access to the data in the JSON 
format (JavaScript Object Notation), which is a very simple a convenient format. 
These data are used to feed the developed BI solution. 

The development of the BI solution involved two parts. In the first part, data are 
retrieved from Cassandra using the provided API and, after some processing tasks, are 
stored in a local database. In the second part a suitable dashboard is developed, 
according to the needs of decision makers. 

Regarding the technologies used in the development of the BI solution, in addition 
to the PostgreSQL used to manage the data repository, we used the Pentaho family of 
products. In particular: 

• Pentaho Data Integration (Kettle) – the solution offered by Pentaho for ETL. 
In this project Kettle was used to extract data from the provided Cassandra 
API, do the necessary treatments, and store the resulting data in the 
PostgreSQL database [7]; 

• Pentaho BI Platform – A platform that allows us to take the data from the 
repository and turn it into useful information for decision makers, by 
providing tools for creating reports, information panels, or dashboards [8]. 

In the next section, the first part of the project is briefly described. 

3   The Business Intelligence Solution – Part I 

By definition, BI is the collection of methods and tools that allow organizations to 
transform data into valuable information to support decision-making [9]. Since data 
may come from different sources and in a multitude of formats, BI tools need to have 
the capacity to Extract data from those sources, to Transform those data (selecting, 
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cleaning, joining, calculating, coding/decoding, etc.) according to the purpose of the 
solution, and to Load the data into a repository commonly known as Data Warehouse 
(DW) (see Fig. 2). 

 
Fig. 2. The Extracting, Transformation and Loading (ETL) Process 
 

In this specific project, in order to develop a BI solution adequate to the needs of 
decision makers, regarding the management of a sporting goods store located in a 
shopping mall, we need to access data from which we may extract some metrics. 

The following table (Table 1) summarizes those data. 

Table 1.  Data needed for Decision-Making.  

Metric� Description�
space-tickets� Number of registered sales in store 
space-walk-bys  Number of detected people passing in front of the store 
space-visitors Number of detected people inside the store 
space-visiting-time Average duration of visits to the store 
zone-visitors Number of detected people in each zone of the store 
weather About the weather and temperature 

 
To get those data using the provided API, a request such as the following has to be 

made: 
 

https://(...)/days/2015-08-15T00:00:00Z/2015-08-
16T23:00:00Z?metrics=space-visitors:hour:series 

 
In this example we issued a request to search for data about the number of visits to 

that store from 15 of August to 16 of August of 2015. 
To obtain data from Cassandra, and to process and store them into a local database 

(PostgreSQL) a set of ETL steps were developed in Kettle. This specific ETL was 
developed in order to be autonomous, that is, it does not require the user to enter the 
dates in the requests to the API provided. In Fig. 3 we can see the developed ETL 
steps, used to extract data from the provided API, do the necessary transformations, 
and finally load/refresh the data in the local database (tables Zones, Dates, 
Hour_records and Meteo). 
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Fig. 3. The ETL used to load and refresh the local PostgreSQL database tables 
 

Unfortunately, due to space limitations, this is not the place to explain each one of 
the steps in the ETL above. Anyway, the experience using the graphical interface of 
Kettle (named Spoon) to develop ETL has been quite interesting and rewarding. 
Spoon has a wide range of steps, such as Data Input and Output, Statistics, Validation, 
Mapping, Utilities, and so on, which may be added to the workspace in a drag-and-
drop fashion. 

4   The Business Intelligence Solution – Part II 

In addition to the ETL capabilities, BI tools provide the mechanisms to build suitable 
information delivery front-ends for decision makers, such as reports and dashboards 
(see Fig. 4). Thus, the second part of the development of the BI solution involves the 
exploitation of the Pentaho BI Platform tool to visually display the data previously 
collected through a dashboard. This dashboard is composed of several components, 
such as graphics, tables and even a map of the store. It was developed using a tool 
named CDE (Community Dashboard Editor), an open source tool designed to 
simplify the creation and editing of dashboards. 
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Fig. 4. The BI Solution Information Delivery Front-Ends 
 

The first thing to do in the development of a dashboard is to identify “what” 
information we would like to have and “how” it should be displayed. In this specific 
case, it was decided that the dashboard should include the following elements, among 
others [6]: 

• Element 1 - The value of the metrics ‘space-walk-bys’, ‘space-visitors’ and 
‘space-tickets’, compared to the maximum recorded in a previous month; 

• Element 2 – The relation between the metrics ‘space-visitors’ and ‘space-
walk-bys’ in the form of an area chart; 

• Element 3 - Proportion of the metrics ‘space-walk-bys’, ‘space-visitors’ and 
‘space-tickets’; 

• Element 4 - Overview of the metric ‘space-visiting-time’ over a given day; 
• Element 5 – Map of the store indicating the ‘zone-visitors’. 

Regarding the Element 1 of the dashboard, a ‘Gauge Component’ to visualize each 
of the three metrics required was used (Fig. 5). This element allows decision makers 
to know “how many visits the store received in a given day, and how does it relates to 
the maximum recorded in a month?”. With this component the metric value is 
displayed within a range, thus giving the user a better sense of the magnitude of its 
value. The range is set between 0 and the maximum value recorded in the current 
month. These components receive eight values: the title, the value of the metric, the 
minimum value of the scale, the maximum value of the scale, the main color of the 
component, and the colors of the minimum, medium, and maximum values. 

 

Fig. 5. Information about the metrics ‘space-walk-bys’, ‘space-visitors’ and ‘space-tickets’ 
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An example of a component to illustrate the Element 2 of the dashboard appears in 

Fig. 6. An area chart which allows us to relate the metrics ‘space-visitors’ and ‘space-
walk-bys’ in a given day, along with three text components, highlighting the hours 
and the maximum and minimum values recorded for the metric ‘space-walk-bys’ and 
the average value of the selected day. 

 

 

Fig. 6. The relation between the metrics ‘space-visitors’ and ‘space-walk-bys’ in a given day 
 
The Element 3 of the dashboard gives users of the BI solution a more 

comprehensive analysis of the metrics 'space-walk-bys', 'space-visitors' and 'space-
tickets', showing the proportion between these three metrics (Fig. 7). This element 
allows decision makers to know “Which is the proportion between the people who has 
passed in the front of the store, the people who had entered the store, and the people 
who had actually shopped something?”. 
 

 
Fig. 7. Proportion of the 'space-walk-bys', 'space-visitors' and 'space-tickets' in a given day 
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The Element 4 of the dashboard was implemented using the component in Fig. 8, 
below. This element allow us to know “how long the costumers remain inside the 
shop during the day?”. 

 

Fig. 8. Overview of the metric ‘space-visiting-time’ over a given day 
 
Finally, the Element 5 of the dashboard intends to illustrate the areas of the store 

that are most visited by shoppers (Fig. 9). This element allows decision makers to 
know “Which store areas are receiving more attention by people?” 
 

 
Fig. 9. The most visited areas of the store 
 

This ends the second part of the BI solution development project, with a dashboard 
which includes five components (among others that we have already presented in 
another paper). The main purpose is to allow decision-makers to better understand 
what happens in the store and so, making them more able to manage their business. 

5   Conclusions 

With this paper we have concluded the presentation of a project involving the 
development of a Business Intelligence (BI) solution which gets its data from a non-
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traditional source. The purpose of the project was to experiment the use of BI tools in 
a context close to those known as Big Data, in which a new kind of database 
technology is used to store data – NoSQL databases. 

The setting of the project comprises a sporting goods store located in a large 
shopping mall, in which the movement of visitors, around and inside the store, as long 
as the time spent in each zone of the store is constantly monitored and the 
corresponding data registered in a NoSQL database (in this case, a Cassandra system). 
Those data, completed with data about sales, allowed the definition of several metrics 
in order to understand the behavior of visitors. 

As we have claimed in a previous paper, BI solutions allow decision-makers to 
easily understand what is going on with their business, in order to make the best 
decisions. In the era of Big Data, with the enormous amounts of data which are 
available to organizations, BI solutions are even more relevant to their success. This 
project showed us that, using suitable BI tools, one can develop solid BI solutions, 
very quickly and with a small amount of resources. 

Regarding the dashboard developed during the project, despite the wide range of 
components available to the Pentaho community, not all of the desired functionality 
was available in the components we have used. This has not proved to be an obstacle 
since, as usually happens with open source environments, it was possible to change 
existing components in order to create the new desired functionalities. 
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Abstract. In this paper, we present an extension of a Middleware for Smart 
Educational Environments based in agents, using the paradigm of Cloud 
Computing. In that sense, we detail the Middleware components, which enable 
the process of management of the Cloud Computing. We also present the 
utilization of this Middleware to provide services on the cloud about task of 
Learning Analytics that allow processing of data of students and learning 
environments, to understand and optimize the learning processes.  

Keywords: cloud computing, smart educational environment, learning 
analytics. 

1   Introduction 

In educational environments, the Ambient Intelligence (AmI) allows to follow the 
dynamics of teaching and learning of users [1, 2, 3, 4], such as: supervise the student 
performances, provide digital contents according to the student’s learning style, link 
students studying similar topics, etc. On the other hand, cloud learning (C-Learning) 
allows a reuse of learning resources in a distributed manner. C-Learning provides 
available educational services in the cloud, using the mechanisms and tools that 
provides cloud computing. In particular, the AmI for education based on the cloud 
could be used as a space, where the technologies of the cloud and ubiquitous, help the 
learning processes in an unobtrusive manner, to improve their scalability and 
integration capabilities [5, 6, 7]. 

In previous work, we have developed a middleware based on multi-agent system, 
called AmICL, to support smart educational environments [8, 9, 10]. This Reflective 
Middleware allows to manage an Intelligent Environment (IE) of Learning. This 
middleware proposes five levels, one for the management of the multi-agents 
community, other to manage the access to services, applications, etc., and the last one 
to characterize the different components (software and hardware) of AmI for 
education. This article aims to present the detailed design of the implementation of 
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the paradigm of cloud computing in AmICL, as well as verify their operation in a use 
case. Basically, the use case is linked to providing cloud services linked to Learning 
Analytics (LA) tasks. LA refers to the processing of data of students and learning 
environments, in order to understand and optimize their learning processes [11]. 

This paper is organized as follows: Section 2 provides detailed specification of the 
components in AmICL. Section 3 presents the components in AmICL responsible for 
the management of the cloud computing. Section 4 describes the use case, design and 
utilization of the services and the context of the AmI where they are used. Finally, 
Section 5 has some conclusions and acknowledgments. 

2 Middleware for intelligent cloud learning environments (AmICL) 

In this work, we are going to use the middleware AmICL proposed in [8, 9, 10]. This 
Middleware proposes five levels (see Fig. 1). The IE physical Management layer 
represents the different devices in the environment, defined as agents. MMAL is 
composed by a multi-agent community to support the execution of multi-agents 
applications. This level follows the FIPA standard (see [12]). The Services 
Management Layer (SML) has the responsibility of finding, searching, etc., services 
required by the applications. ILL represents the different software components in the 
educational platform. Particularly, it has two agents: the first is a profile agent to 
represent each student (SPA), and the second is the tutor agent (TA) to represent the 
professor. Finally, IPL is where are deployed the different devices and software of a 
smart classroom (SaCI). AmICL is an Autonomic Reflective Middleware that enables 
the integration of objects in the educational environment, with educational resources 
in the cloud, in a flexible an adaptive way, so that objects can adjust their behavior 
according to the context, and the requirements of the users. 

 

 
Fig. 1. AmICL architecture. 

The difference between AmICL and other similar researches is in the way that 
combines the AmI with academic services that provides the cloud learning paradigm 
(C-Learning). In AmICL, academic cloud services are combined with intelligent and 
non-intelligent objects in the environment, to adapt and respond to the teaching and 
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learning requirements of users. In particular, the new aspect that fuses an AmI with 
the cloud computing paradigm is SML. This layer has some agents which are an 
extension of FIPA standard, because the layer not only handles the resources and 
applications, but also educational services (locals and in the cloud), to adapt the AmI 
to current learning conditions required by its users. 

In general, the agents of the middleware are, in MMAL: Agent Management of 
Agents (AMA), CCA (Communication Control Agent) and DMA (Data Management 
Agent, they are defined in [12]; SML is defined by the Services Management Agent 
(SMA), the Web Service Agent (WSA), the RMA (Resource Management Agent) and 
the ApMA (Applications Management Agent). The agents of ILL are: the Student’s 
Profile Agent (SPA), the Collaborative Agent (CA), the Tutor Agent (TA), the 
Content Management System Agent (CMA), and the Collaborative Environments 
Agent (CEA). Finally, the IE Physical Management Layer is composed of a single 
type of agent, the Device Agent (DA).  

3 Specification of the Cloud Management Subsystem of AmICL 

In this paper, we define the agents that compose SML. Therefore, we define a general 
type of service agent (framework) to represent the different services on the cloud, 
which can be invoked by the educational platform. Additionally, we define a 
subsystem to manage the services provides on the cloud for the other components of 
AmICL via communications protocol based on the service-oriented architecture 
(SOA) paradigm. Specifically, this layer defines two agents (they are the bridge 
between the AmI and the cloud): 
• SMA: controls, records and manages Web Services (WS) available on the system 

(whether they are in the cloud or locally); so when an agent requires a specific 
service it should contact this agent to locate the WSA that characterizes that 
service. The SMA is a hybrid between what is known in WS as UDDI (Universal 
Description, Discovery and Integration), which is a platform-independent 
framework to describe, discover, and integrate WS; with an enterprise service bus 
(ESB) (this software architecture model is used in the design and implement 
communication between applications based in the SOA paradigm). 

• WSA: it is the logical representation of a Web Service. It characterizes the WS, 
knows how to invoke them (it has their interfaces) and what are the requirements 
necessary to access the WS. The WSA has access to the services description file 
(WSDL), and creates a local proxy to consume the services' methods. There is one 
instance of it for each Web Service on the SMA. 
In this section, we will use the MASINA models [13] to specify the agents. 

Basically, we are interested in the models of agents (for detail each agent, etc.), and 
their tasks (define the activities to achieve their objectives or provide services). 

 
SMA Agent Model   
 
Table 1 shows the SMA Agent model. Particularly, SMA is a goal-based intelligent 
agent, who learns how to localize Web Services based on past experiences. 

The goals of the SMA are facilitate the: access, location (service discovery) and 
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consumption of the WS in the cloud, such that other agents can make use of these 
services in a transparent manner. This agent offers three services; the first is adds a 
WS into the SMA's WS directory; the second is locate a WS by its category, and 
finally, to remove a WS from the SMA's WS directory. 

Table 1. SMA description. 

Service Management Agent 
Type: Goal-Based Intelligent Software Agent  
Roles: Manage Web Services that are available in the IE. 
Description: This agent manages (registering, locating, removing) the WS that will be 

used by other system agents. This agent characterizes what is known in SOA as 
UDDI, providing to the agents community, location and consumption of the Web 
Services required. 

 
SMA Tasks Model 
 

Table 2 shows the relationship between SMA services and its tasks.  
 

Table 2. SMA Tasks and Services. 

SMA-S1. Register a Web Service 
Receiving the Information of the Web Service (WSDL, service name, web service 

methods description, category, etc.). 
Checking the connection to the Web Service. 
Registering the Web Service in the directory. 
SMA-S2. Locate a Web Service 
Receiving data of the Web Service to localize. 
Locating the WSA requested. 
SMA-S3. Remove a Web Service 
Receiving data of the Web Service to remove. 
Removing the WSA that characterizes that Web Service. 

 
   The first task, “Register Web Service” (SMA-S1), records the data of a new WS 

(see Table 3). 

Table 3. Receiving the Information of the Web Service. 

Task Receiving the Information of the Web Service 
Objective: Receive data from the Web Service that will be registered in the 

SMA's directory. 
Pre-condition: N/A. 
Frequency: When SMA-S1 starts. 
Description: This task is needed to receive the information of the new Web 

Service that is going to be registered in the SMA's directory. 
 

So, the SMA-S1 will perform a task that will check whether the WS that is being 
registered is online or not. To do that, SMA will use the WSA's capabilities, which in 
turn will use the WSDL file to check the status of the WS. The next task that SMA-S1 
performs is to register the WS in the knowledge base of the SMA (The rest of task 
models are in [10]). 

The tasks of the service “Locate Web Service” (SMA-S2) of SMA are described 
in [10]. First, the task “Receiving data of the Web Service to localize” receives the 
information that is needed to localize the WS that has the ability to meet the 
requirements requested. Once the data is received, the next task is responsible for 
determining through a bidding process, which WSA has the ability to meet the 
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requirements requested. A bid process performs this task because each WSA knows 
its category and its function, so only those WSA that can meet the requirements will 
make a proposal. The third service offered by SMA is responsible for “Remove a 
Web Service” (SMA-S3). This service performs two tasks. The first will receive data 
of the WS to remove, and the second will update SMA's knowledge base (their task 
models are in [10]). 

 
WSA Agent Model  

Table 4 shows the WSA agent model. This agent is of type reflex simple, because 
its fundamental role is to invoke the WS that characterizes. 

Table 4. WSA Description. 

Web Service Agent 
Type: reflex simple software agent. 
Roles: invoke the WS that characterizes. 
Description: This agent is responsible for invoking the method to consume the WS, 

according to the information requested. 

 
The goal of the WSA is serves as a local proxy to access the remote Web Service 

(endpoint), so can consume the WS. The WSA offers two services: the first invokes a 
WS method by providing the method input data, while the second permits to obtain 
the WS description, which can be used to know what type of information is needed to 
invoke the service. 

 
WSA Task model. 

Table 5 shows the relationship between the services and tasks of WSA. 

Table 5. WSA Task and Services. 

WSA-S1. Invoke Web Service 
T1. Receiving input data to invoke the WS. 
T2. Inferring method's name that will be invoked. 
T3. Invoking the WS Method. 
T4. Send execution result to the requesting agent. 

WSA-S2. Get Web Service Description 
T1. Analyze WSDL file. 
T2. Send Web Service's description to the requesting agent. 

 
WSA-S1 service performs four tasks (Their task models are in [10]). The first 

receives the input data to the WS and verifies that the data have the appropriate 
format. The second task infers the method called of the WS, based on the input 
parameters and the type of operation to be performed (creating, requesting, updating 
or deleting). The next task calls the WS method. Finally, the WSA-S1 service 
performs the task “Send execution result to the requesting agent” to send the results of 
the invocation of the WS requested. The WSA-S2 service must perform two tasks: 
The first task analyzes the WSDL file to determine the input and output parameters of 
the WS method. The second task WSA-S1 sends the data extracted by the first task. 

Registration of a Service on AmICL. 
In general, to use a WS in AmICL, it must be registered in the SMA. To register a 

WS in the SMA, which means can be discovered and located, the following 
information is required: i) Service Name: specifies the name of the WS. ii) Business 
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Name: specifies the business entity that will offer the WS. iii) WSDL Location: 
specifies a URI that points to a WSDL document that contains a description of the 
WS. iv) Web Service Description: specifies a XML document to describe the 
operation type of each WS Method. v) Category: specifies the category into which 
the WS is located (Academic, Recognition, etc.) An example of the XML document 
is: 

 
<Service name=“Affective Recommender System”> 
   <description> Content Recommender System based on the student's affective state 
   </description> 
   <method name=”search”> 
       <description> 
          obtains recommendations of contents 
       </description> 
       <type>request<type> 
   </method> 
   <method name=”register”> 
       <description>  
          Register a new content in the system 
       </description> 
       <type>create</type> 
   </method> 
</Service> 
 
The “type” element in the XML file is used to know which method WSA should 

call according to what want to perform. It can take the following values: create, 
request, update or delete (CRUD). This information does not come within the WSDL 
file, but it is necessary to take decisions when a WSA is being located or invoked. 

4   Experiment 

4.1 Case Study 

We analyze the case study of an online tutoring process in AmICL. This process 
adapts the online tutoring requirements of a specific session. In this case, the teacher 
gives a class and proposes some practical activities to students, to be developed in 
class. AmICL must be able to act proactively to help users to develop their activities, 
and access to academic resources available in the environment, combining cloud 
services with AmI. For this case, it is assumed that in the intelligent classroom there is 
a smart board to project slides, a student board can display the image of students 
virtually connected, cameras and microphones to capture images and sounds. In 
addition, each student has access to a computer where developed certain activities 
proposed by the teacher. The computer is used to monitor the student activity. 
Similarly, the environment has a Virtual Learning Environment (VLE) application 
and a Web content recommendation service.  

The online tutoring process begins when the users enter to the VLE. Once that VLE 
has the UID of the different users in this season, it instantiates the corresponding 
agents for each user. AmICL determines that it must prepare the smart board in the 
intelligent classroom. Thus, TA locates the course data and plans the class; with that 
information, it locates today class’ slides through a storage service (in the course plan, 
it is indicates where the slides are stored, and this way it can call the RMA). 
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The slides file (managed through the RMA) is sent to the smart board, and then the 
DA (Smart Board) is prepared to begin class when the teacher gives the order. If the 
user is a student, the academic data is retrieved to determine the learning style and 
usage history of the environment for the group of students in the AmI. Thus, VLE 
invokes a clustering service to define the groups of students (each group is a pattern). 
With this data, VLE asks the recommender system (it is inside of the RMA) for 
activities, digital contents, etc. to each group of students. In this case, each group is a 
pattern or style of learning to be exploited by the recommender system, to search 
more accurate information. The clustering process allows an intelligent search (that is 
carried out by the recommender system) of learning resources, which are shown into 
the environment by the smart board according to the planning defined by VLE. Then, 
the students interact with these learning resources via the smart board, and TA 
monitors the work of the students. This is a cyclical process that is done in each 
tutoring session. At the end, VLE establishes a student score (evaluation), and updates 
the learning profile of the students in function of these results (learn). Additionally, 
VLE establishes an online tutoring model of the process to analyze the elements (chat, 
email, etc.), activities, etc., used during the section. For that, it invokes a data mining 
service, which is going to determine a descriptive model using the respective agents 
of SML. 
 
Examples of the LA Services  
 

In the conversation are invoked two LA services: to define the patterns of style 
learning of the students (clustering task) and to build the online tutoring process 
model. To test the LA services in AmICL, they have been instanced in the 
Universidad Técnica Particular de Loja (UTPL), where one of the main activities is 
the distant education. In the UTPL the student is the central actor in the educational 
process, and a teaching team, the tutorials, the resources learning and new 
technologies, mediate the learning process. UTPL uses for online tutoring: a VLE 
based on MOODLE platform, a Video Conference System, e-mail, phone tutoring, 
etc. The students in distance modality, through the forums, chats and video 
conferencing in the VLE, can get points. The information about the interaction of the 
users of VLE is collected in a file. 
 
Building Service of the Pattern of the Online tutoring process. 

Service description  
This service builds a descriptive model based on association rules, to identify patterns 
of the interactions in the tools involved in the online tutoring process through the 
VLE. This service support the data on student interaction during the process tutoring 
online through VLE, to understand the learning process that is developing in this 
environment and optimize the use of tools used as forum, chat, among others. We use 
this file to determine a descriptive model that characterizes the use of the tools on the 
platform during the online tutoring process. To obtain the descriptive model, The R 
tool was used (its “arules” library), and 8 attributes were used: Ads, Learning 
Resources, Forums, Tasks, REAS, Chats, NumMssEnv, NumParticipantesChat. The 
best results obtained are shown on the Fig. 2 (10 rules). 
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Fig. 2. Best rules obtained. 

 
 Specification as WSA 
The registration of this service in AmICL is: 

Table 6. Building Service of the Pattern of the online tutoring process. 

Service 
Name: Service of the Pattern of the Online tutoring process 
Business Name: NA 
WSDL location: defined by the SOA platform 
Description: Service of obtaining patterns in online tutoring process based on models 

descriptive 
Category: Data Mining 

 
   And the XLM document is: 
 
<Service name=“Service of the Pattern of the Online tutoring process”> 
   <description> Service of obtaining patterns in online tutoring process based on models descriptive. 
   </description> 
   <method name=”build of the descriptive model”> 
       <description> 
          obtain patterns of user interaction in the VLE 
       </description> 
       <type>search<type> 
   </method> 
   <method name=” Analysis of rules”> 
       <description>  
          interpretation of rules 
       </description> 
       <type>identify</type> 
   </method> 
</Service> 
 

Service of students clustering 

Service description  
We used the K-means clustering algorithm and the tool WEKA, to identify groups of 
objects with similar characteristics. Additionally, we use the same data from UTPL. 
For training, we divide the dataset with 80% for training and 20% for the test. As is 
noted in Fig. 3, there are three groups with a large supply of ads, but there is a clear 
distinction between them in relation with the utilization of the tools (chats, messages, 
etc.) by the students in their interactions. 

 
Fig. 3. Results of the clustering problem. 
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Specification as WSA 
The registration of this service in AmICL is: 

Table 7. Building Service of the Pattern of the online tutoring process. 

Service 
Name: Student’s Clustering 
Business Name: NA 
WSDL location: defined by the SOA platform 
Description: Service of obtaining student patterns in the process of online tutoring. 
Category: Data Mining 

 
   And the XLM document is: 
 
<Service name=“Service of the Pattern of the Online tutoring process”> 
   <description> Service of obtaining similar behavior patterns in the process of online tutorial. 
   </description> 
   <method name=”Clustering model”> 
       <description> 
          Obtaining of patterns behavior similar in the process of online tutorial.       </description> 
       <type>search<type> 
   </method> 
   <method name=”identify user profile”> 
       <description>  
          Obtaining of profiles based on the interaction in the VLE       </description> 
       <type>cluster</type> 
   </method> 
</Service> 

5   Conclusions 

In this work, we have shown the functionality of the cloud component of AmICL, to 
guarantee a cloud learning. AmICL mixes the benefits and capabilities such as 
reflective, autonomous and context aware of AmI, with capabilities that provides a 
learning environment in the cloud with academic services, which can be accessed from 
anywhere. This result provides improving resources and academic services in a 
learning environment. Moreover, it allows adapting the environment to the academic 
needs of users.  

In particular, the system allows the invocation of educational WS to be executed by 
smart objects in the AmI, in transparent manner to users, to improve and adapt their 
operations to the requirements of these users. In addition, the reflective and contextual 
awareness capabilities of AmICL allow the system to adapt itself to the needs of the 
environment, in order to act intelligently to each situation that arises. Thus, AmICL 
used the intelligent capabilities related with reflection and analysis of the context in the 
middleware, using the LA paradigm, to adapt appropriately to situations and 
requirements that occur in the AmI.  

We have tested LA services on the cloud for complex tasks, which are used by 
AmICL to improve the quality of the learning process. In general, the scalability and 
flexibility properties of an AmI are very good solved in our model. The next work 
must analyze the emergence and the self-organization of AmICL, and the specific 
problems of implementation (multi-agent platform, communication protocols, etc.).  
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Abstract. For the development of distributed applications, it is required to 
define a formalization of the process of implementation. Particularly, we are 
interested in one type of Ambient Intelligence (AmI), the Smart Classroom. In 
this paper we propose the implementation of a Smart Classroom, called SaCI, 
using the concept of communities of agents. With this concept, we carry out the 
definition and implementation of sets of agents according to their roles, 
functionalities, characteristics, among others, in SaCI. Each community can be 
designed and implemented independently and later be integrated in SaCI. In this 
paper we present this approach and its implementation in SaCI. 

Keywords: smart educational environment, multi-agent system, ambient 
intelligence.  

 
1   Introduction 

 
Ambient Intelligence (AmI), is an area of Computing Sciences dedicated to design 
spaces that are composed by smart or not objects which interact with each other, in 
order to define applications to support users of these, in their activities. AmI is based 
on new areas in Computing Sciences, especially in Ubiquitous Computing. Among its 
features are the ability to detect environmental information, based on the interaction 
of autonomous devices with computing capabilities, and reasoning from data, 
information and knowledge accumulated, in order to select actions to execute. There 
are many applications: smart home, services in the health sector, among others.  

In this paper, our interest is in education, particularly in the Smart Classroom. A 
Smart Classroom is an area where the Ubiquitous Technology helps the learning 
process in a transparent manner, incorporating new ideas and approaches in the 
educational process [4, 5], [8, 9]. In previous work, we have specified a Smart 
Classroom called SaCI [6, 7], [10]. SaCI consists of devices and software, primarily 
educational (e.g., smart boards, Virtual Learning Environments (VLE), Intelligent 
Tutoring Systems (ITS), among others), which it adapts and integrates to the course 
according to the necessities of the students. This adaptation of the different 
components of SaCI is possible due to its autonomic and reflective capacities.  

The works [6, 7], [10] define the conceptual design of SaCI, with the details of 
each component. This conceptual definition of SaCI needs to be implemented in a 
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computational platform. This paper has this goal, it defines the procedure to develop 
SaCI computationally, and presents examples of this implementation. 

Particularly, we propose to use the concept of communities of agents in order to 
guide the implementation process.  A community of agents is a set of agents, with the 
same roles, functionalities or characteristics in SaCI. They can be developed 
independently of the rest of the communities, for later integration. In this paper we 
propose this approach to implement SaCI, for that, we have defined the communities 
to be developed in SaCI, we show the development of two of them, and carry out 
some tests in the implemented platform, to test SaCI. 

 
 

2 Smart Classroom SaCI 
 
SaCI is a Smart Classroom proposed in [10], where its deployment environment 
(middleware) was proposed in [6, 7] (called AmICL). SaCI proposes a smart, student-
centered classroom, which supports the learning process, through collaborative 
devices and applications that facilitate self-training. To do this, SaCI has different 
types of components: hardware (such as smart boards, projectors, cameras, etc.) and 
software (ITS, VLE, among others). In [10] has been proposed the SaCI model based 
on the paradigm of Multi-agent Systems (MAS). The reflective middleware for smart 
learning environments [6, 7] is shown in Fig. 1. 

 
Fig. 1. AmICL architecture. 

 
AmICL has five levels. A physical layer with components that interconnect the 

elements of an AmI (software or hardware), such as APIs, libraries, etc. That level 
works directly with the operating system. The SMA management level consists of the 
classic multi-agent community, defined by FIPA to support the implementation of 
multi-agent applications [2]. The service management layer has the responsibility to 
seek the required services in the cloud, particularly educational. The AmI physical 
layer represents the various devices in the environment, represented as agents. The 
AmI logical layer (ILL) represents the different software applications used in the 
educational platform, it is also represented as agents. In particular, this layer defines 
the applications (software) and individuals present in SaCI as agents, which contain 
metadata that defines them. The last two layers are those that define SaCI. Finally, in 
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the real classroom of AmICL is where the devices (sensors, smart cameras, etc.) and 
software (VLE, etc.) of SaCI are deployed.  

In specific, the agents of the middleware are, in MMAL: Agent Management of 
Agents (AMA), CCA (Communication Control Agent) and DMA (Data Management 
Agent, they are defined in [2]; SML is defined by the Services Management Agent 
(SMA), the Web Service Agent (WSA), the RMA (Resource Management Agent) and 
the ApMA (Applications Management Agent). The agents of ILL are: the Vision 
Agent (VA), the Student’s Profile Agent (SPA), the Collaborative Agent (CA), the 
Tutor Agent (TA), the Content Management System Agent (CMA), and the 
Collaborative Environments Agent (CEA). Finally, the IE Physical Management 
Layer is composed of a single type of agent, the Device Agent (DA).  

The SaCI can take advantage of cloud computing. In [6, 7] is described AmICL, as 
the reflective middleware based in Cloud Learning, which exploits the academic 
services on the cloud. In particular, the educational services in the cloud are to 
enhance the learning experience of students. With AmICL, the SaCI avoids any need 
to locally maintain complex computing infrastructures, and exploits the "as-a-Service" 
paradigm [12]: Database-as-a-Service, Security-as-a-Service, Sensing and Actuation-
as-a-Service, Cloud-Based Analytics-as-a-Service (CLAaaS), Data Mining-as-a-
Service (DMaaS), among others. For example, it can use cloud environments like 
CLAaaS and DMaaS, to obtain services for specific tasks about social learning 
analytic, which have Big Data challenges [11].  
 
 
3 Specification of SaCI based on communities of Agents 
 
In this paper, we define SaCI based on the notion of communities of agents, where the 
agents of SaCI are grouped according to the similarities at the level of characteristics, 
functionalities or roles in SaCI. In this way, we propose the following communities: 
� Community of Agents that manage the Ambient Conditions in SaCI 
� Community of Agents that manage the Learning Resources  
� Community of Agents that manage the Learning Process 
� Community of Agents that represent the Human Beings 
� Community of Agents that represent the Mobile Objects (e.g. Robots) in SaCI 
� Community of Agents that represent Static Objects in SaCI 
 
According to these communities, we can develop each set of these types of agents of 
SaCI independently. Now, we define these communities using MASINA [1]. 

 
Community of Agents that manage the Ambient Conditions in SaCI 
These sets of agents have the task of being managers of SaCI environmental 
conditions such as temperature, lighting, noise, among others. In particular, they are 
focused on monitoring and control of the temperature, noise, and lighting in the SaCI.  
Particularly, we have defined two agents: 
- The temperature agent: determines and regulates the temperature in the SaCI. 
- The lighting agent: regulates the light in the SaCI. 
 
They adapt these variables to work in an average of the necessities of the people in a 
SaCI. Table 1 shows the description of one of these agents (for the rest see [3]).      
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Table 1. Temperature agent description. 
Name: temperature agent 
Position: Community of Agents that manage the Ambient Conditions 
Description: This agent determines and regulates the temperature in SaCI 

 
Community of Agents that manage the Learning Resources 
This community aims to facilitate the learning processes through a set of agents, 
which search learning resources required by the students. The next agents compose it: 
- Application Manager Agent: it receives the requirement of information from the 

rest of communities. It creates a recommender agent by request. 
- Recommender agent: according to the student profile, it searches the learning 

resources on the local repository, and if it doesn't exist, it searches in Internet. 
- Repository agent: it manages the local repository of educational resources. 

 
   Table 2 shows the description of one of these agents (the rest in [3]). 

Table 2. Recommender agent description. 
Name: Recommender agent 
Position: Community of Agents that manage the Learning Resources 
Description: This agent searches learning resources according to the student 

profiles 
 
Community of Agents that manage the Learning Process 
This community defines the applications that enable the creation and management of 
teaching and learning spaces through Internet, where teachers and students can 
interact during the training process. The main component is the VLE agent, which 
allows the managing of a course. The VLE agent presents resources and activities 
within a course; for its different phases. Some of the functionalities of this agent are:  
- Content management, creation, storage, and access to learning resources. 
- Mapping and planning of the curriculum, lesson planning, etc. 
- Student management: student information, etc. 
- Space of communication and collaboration - emails, notices, chat, wikis, blogs. 
 
Other applications in this community are the ITS, the educational content 
management systems, among others. Table 3 shows the VLE agent description. 

 
Table 3. VLE agent description. 

Name: VLE agent 
Position: Community of Agents that manage the Learning Process 
Description: Manages the learning process for a course 

 
Community of Agents that represent the Human Beings 
This community aims to represent teachers and students in the SaCI. It has an 
abstraction of each Human Being in the SaCI, representing their capabilities, skills, 
learning style (for the students), etc. Table 4 shows the description of this agent. 

Table 4. Virtual Student agent description. 
Name: Virtual Student agent 
Position: Community of Agents that represent the Human Beings 
Description: This agent is an abstract of the virtual students, with its style of 

learning, etc. Each virtual student has a virtual agent in SaCI 
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Community of Agents that represent the Mobile Objects in the SaCI 
This community represents the different Mobile Objects (e.g., Robots) in SaCI like 
agents. Table 5 shows the general description of this agent. 
 

Table 5. Robot agent description. 
Name: Robot agent 
Position: Community of Agents that represent the Mobile Objects 
Description: This agent is the abstract of the Robot in a SaCI 

 
Community of Agents that represent Static Objects in a SaCI 
This community defines the different static objects in SaCI like agents. Some 
examples of static agents are the smart boards, the cameras, etc. Table 6 shows the 
description of one of these agents (for the rest see [3]). 

Table 6. Smart Board agent description. 
Name: Smart Board agent 
Position: Community of Agents that represent Static Objects 
Description: This agent is the abstract of the smart board in a SaCI 

 
 

4  Implementation 
 
In this section we describe the implementation of some of the communities, for the 

rest see [3]. We have used JADE for the implementation of the agents in the SaCI. 
 
 Community of Agents that manages the Ambient Conditions in a SaCI 
We have defined different agents in this community, one for each sensor in an AmI. 
Each agent has one sensor to monitor AmI, and a controller (e.g., the temperature 
(ventilators), light (blinds), etc.  Fig. 2 shows the interface between these agents and 
the SaCI (the detailed implementations of these agents with JADE are in [3]). 
 

 
Fig. 2. Interface of the temperature and light agents 

 Community of Agents that manage the Learning Resources 
The main agent in this community is the Recommender Agent. This agent has been 
developing using an API to call to MERLOT. MERLOT is an application to find 
online learning materials. With MERLOT, we can access Learning Object 
Repositories (the detailed implementation of this agent with JADE is in [3]). The 
Recommender Agent prepares the query and calls MERLOT to search for the 
information required (see Fig. 3). The sets of agents in this community are: 
� Request management agent: manages the requests for information. Many 

managers will be created, as requests exist. 
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� Recommender agent: requests learning resources according to the student profile 
data and the learning component. 

� Repository management agent: manages the consultations to the repository of 
educational resources. 

 
Fig. 3. Architecture of the recommender agent 

 
 Community of Agents that manage the Learning Process 
The main agent is the VLE Agent. In our case it is defined by MOODLE, a VLE 
widely used. Fig. 4 shows our VLE agent like an abstraction of MOODLE, with 
additional capabilities to store information about the context. In general, users request 
resources they need in a given context, the VLE responds after consulting the 
database of resources, with the resources that may be useful to users. All interactions 
are stored in the database of academic management system (SGA) (the detailed 
implementations of these agents with JADE are in [3]). 

 
Fig. 4. Architecture of the interaction with VLE 

 
Community of Agents that represent the Mobile Objects (e.g. Robots) in the SaCI 
Each mobile object has one agent. To define each robot, we need to use the specific 
library or API of each Robot. The main aspect is to connect the robot with the agent 
implemented in JADE. For that, we used FIPA-ACL messages, which allow sending 
actions and messages between the agent implemented in JADE and the robots (see 
Fig. 5). Two of these possible actions are move and power-up (the detailed 
implementations of these agents with JADE are in [3]). 
 
Community of Agents that represent Static Objects in a SaCI 
The main agent in this community is the Smart Board Agent (the detailed 
implementation of this agent with JADE is in [3]). This agent uses the library of the 
Smart Board to communicate with it (see Fig. 6). The main function of this agent is to 
receive requests from other communities to present open educational resources, to 
develop dynamic multimedia activities between teachers and students, among others. 
SaCI exploits the user interface of the Smart Board to show the learning resources, to 
allow the interaction of activities between human beings, etc. 
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Fig. 5. Code to implement the interface between the Robots and the agents in JADE 

 
Fig. 6. Smart Board in SaCI 

 

5 Experiments 
 
SaCI has six main conversations in order to adapt the learning process to the needs of 
the students. The conversations are: 
- Online tutoring process 
- Set-up environment variables 
- Stimulating the learning process 
- Teacher´s guides to the learning process  
- Feedback processes 
 

In this section, we explain only some of them. 
 
Online tutoring process 
The online tutoring process (see conversation in Fig. 7) begins identifying users that 
enter to the VLE. Once VLE has the UID of the different users of this session, it 
instantiates the corresponding agents for each user. The AmICL determines that it 
must prepare the smart board available in the Intelligent Classroom. Thus, TA locates 
the course data and plans the class; with that information, it locates today class’ slides 
through a storage service (in the course plan, it is indicates where the slides are stored, 
and in this way it can call the RMA). 

The slides file (managed through the RMA) is sent to the smart board, then the DA 
(Smart Board) is prepared to begin class when teacher ordered. If the user is a student, 
the academic data is retrieved to determine the learning style and usage history of the 
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environment for the group of students in the AmI. For that, VLE invokes a clustering 
service to define the groups of students (each group is a pattern). With this data, VLE 
asks the recommender system (it is inside of the RMA) for activities, digital contents, 
etc. to each group of students. In this case, each group is a pattern or style of learning 
to be exploited by the recommender system, to search more accurate information. 
That is, the clustering process allows an intelligent search (that is carried out by the 
recommender system) of learning resources, which are shown into the environment 
by the smart board according to the planning defined by VLE. Then, the students 
interact with these learning resources via the smart board, and TA monitors the work 
of the students. This is a cyclical process that is done in each tutoring session. At the 
end, the VLE establishes a student score (evaluation), and updates the learning profile 
of the students in function of these results (learn). Additionally, the VLE establishes 
an online tutoring model of the process to analyze the elements (chat, email, etc.), 
activities, etc., used during the section. For that, it invokes a data mining service, 
which is going to determine a descriptive model using the respecting agents of SML.   
 
Set-up Environment Variables 
The agents of the Community of Agents that manage the Ambient Conditions in SaCI 
monitor the environment, and can change when a robot agent require it or when they 
determine in the cloud a change of the environmental variables which are outside of 
the values allowed. This action of control is carried out by the actuators of the agents 
(see conversation in Fig. 8).  
 
 
5   Conclusions 
 
In this work, we have shown the implementation of SaCI. For that, we have introduced 
a concept, called communities of agent, in order to ease the process of development of 
the agents. This approach allows defining each community, and arriving at a prototype, 
in order to test them in an isolated environment. This allows for independent 
development, and only when the functionality of each community is correct is 
integrated. 
 In general, the JADE agent platform simplifies the implementation of SaCI [3], and 
the MASINA methodology the design of SaCI, but they are not enough for an efficient 
development of the agents. We need an approach to guide the development process, 
this should determine how to proceed with the specification of the agents. The 
“communities of agent” concept allows for a defining group of agents with similar 
tasks, with similar characteristics and common roles in SaCI. This allows developers 
and professionals specialize in specific aspects of SaCI. This approach gives a large 
scalability to SaCI, because new communities can be incorporated, and before to be 
integrated, they can be tested. 
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Fig. 7. Conversation “Online tutoring process”. 
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Fig. 8. Conversation “Set-up environment variables”. 
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Abstract. Unstructured data accounts for more than 80% of enterprise data and 
is growing at an annual exponential rate of 60%. Text mining refers to the 
process of discovering new, previously unknown and potentially useful 
information from a variety of unstructured data including user-generated text 
content (UGTC). Given that Portuguese language is one of the most common 
languages in the world, and it is also the second most frequent language on 
Twitter, the goal of this work is to plot the landscape of current studies that 
relates the application of text mining to UGTC in the Portuguese language. The 
systematic mapping review method was applied to search, select, and to extract 
data from the included studies. Our manual and automated searches retrieved 
6075 studies up to year 2014, from which 35 were included in the study. Text 
classification concentrates 79% of all text mining tasks, having the Naïve Bayes 
as the main classifier and Twitter as the main data source. 

Keywords: Text Mining, Text Classification, Opinion Mining, User-Generated 
Content, Portuguese Language. 

1   Introduction 

The growth of social media and user-generated content (UGC) on the Internet 
provides a huge quantity of information that allows discovering the experiences, 
opinions, and feelings of users or customers [1].  The volume of data generated in 
social media has grown from terabytes to petabytes.  

According to [2], about 80% of corporate data are stored in non-structured way, 
mainly in text format and are growing at an annual exponential rate of 60%. However, 
unstructured texts cannot be simply processed by machines, which typically handle 
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text as simple sequences of character strings. Specific processing methods, techniques 
and algorithms are required in order to extract knowledge from text [3]. 

Text mining or knowledge discovery from text (KDT) was mentioned for the first 
time in 1995 by Feldman and Dagan as a machine supported analysis of text. It is the 
process of extracting knowledge from a large amount of unstructured data and it is 
also defined as an extension of data mining. However, in contrast to data mining, text 
mining focuses on the extraction of knowledge from a large number of documents 
written in natural language from various data sources, including UGC.  

According to the Organization for Economic Co-operation and Development, 
User-Generated or User-Created Content is defined as: i) content made publicly 
available over the internet, ii) which reflects a certain amount of creative effort, and 
iii) which is created outside of professional routines and practices. Types of UGC are: 
text, novel and poetry; photo and images; music and audio; video and film; citizen 
journalism; educational content; mobile and virtual content. In this article, we focus 
on texts that are generated by users, that is, user-generated text content (UGTC). 

Whereas data mining is largely language independent, text mining involves a 
significant language component, justifying its study associated with one target 
language. Most text mining tools focus on processing English documents [4], but 
many other languages, including Spanish and Portuguese, have also been considered.  

Given that Portuguese is among the most spoken languages in the world, with 
almost 270 million people1 speaking some variant of the language, research interests 
on Portuguese processing is shared mainly with Portugal and Brazil [5]. Therefore, 
the growing interest for the Portuguese is also related to the fact that the language is 
the second most used on Twitter, which is one of the main sources of UGTC [6]. 

Thus, combining the guidelines to perform Systematic Mapping [7] and Systematic 
Reviews Studies [8], the goal of this article is to characterize the current researches 
that report the use of text mining for UGTC in the Portuguese language, driven by the 
following general research question (RQ): What is the current state of text mining in 
the Portuguese language for UGTC? 

The automated and manual search procedures retrieved 6075 papers published up 
to the year 2014, from which 35 were included in this study. The data2 extracted from 
the primary studies were systematically structured and analyzed to answer the 
historical, descriptive and classificatory research questions presented below: 
RQ1: what is the evolution in the number of publications up to year 2014? 
RQ2: which individuals, organizations, and countries are the main contributors in the 
research area? 
RQ3: what are the adopted text mining tasks? 
RQ4: what are the techniques, algorithms, methods and tools applied?     
RQ5: what are the characteristics of UGTC data sources and how they were 
evaluated?  

The remainder of this article is structured as follows: Section 2 provides the related 
work. Section 3 details the systematic mapping study protocol. In Section 4, a 

                                                        
1 Brazil (202.656.788), Mozambique (24.692.144), Angola (24.300.000), Portugal 

(10.813.834), Guinea-Bissau (1.693.398), East Timor (1.201.542), Equatorial Guinea 
(722.254), Macau (587.914), Cabo Verde (538.535) and São Tomé e Príncipe (190.428). 
Data extracted from US/CIA - The World Factbook (July, 2014) 

2 Data is available in: http://bit.ly/1MX58hY 
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comprehensive set of results is presented. Section 5 discusses the results, limitations 
and threats to validity. Finally, Section 6 contains the conclusions and directions for 
future work. Due to lack of space, the list of primary studies was not included in this 
article, it is available online2. 

2   Related Work  

Although we have made an extensive search, we did not found any text mining 
systematic mapping for the Portuguese language and more specifically from UGTC. 
However we found several language independent text mining surveys [2, 4, 9], a 
paper [5] describing the computational linguistics area in Brazil, a survey [10] of 
automatic term extraction for Brazilian Portuguese and a systematic review [11] of 
user-generated content (UGC) applied to tourism and hospitality.  

In [5], an overview of the computational linguistics or natural language processing 
(CL/NLP) in Brazil is presented. According to the authors, research in Brazil is varied 
and deals mainly with Portuguese, English and Spanish processing. They also state 
that research on text mining is mostly carried out by non-computational linguistics 
researchers, but instead by researchers from general artificial intelligence and 
database areas. They estimate that Brazil has about 250 researchers in CL/NLP area. 
The largest CL/NLP research group in Brazil is the Interinstitutional Center for 
Research and Development in Computational Linguistics (NILC), which includes 
researchers mainly from University of São Paulo, Federal University of São Carlos 
and State University of São Paulo. The authors also state that the Brazilian 
Symposium on Information and Human Language Technology (STIL) is the main 
event in South America and the International Conference on Computational 
Processing of Portuguese Language (PROPOR) is the main conference with focus on 
Portuguese language, giving equal space to research on text and speech processing. 

In [10], a survey of the state of the art in automatic term extraction (ATE) for the 
Brazilian Portuguese language is presented. According to the authors, there are still 
several gaps to be filled, for instance, the lack of consensus regarding the formal 
definition of meaning of ‘term’. Such gaps are larger for the Brazilian Portuguese 
when compared to other languages, such as English, Spanish, and French. Examples 
of gaps for Brazilian Portuguese include the lack of a baseline ATE system and the 
use of more sophisticated linguistic information, such as the WordNet and Wikipedia 
knowledge bases.  

In [11], a systematic review was conducted to examine how UGC data have been 
used in empirical tourism and hospitality research. 122 articles were systematically 
surveyed. The main sources of UGC data are consumer review websites and blogs. 
Twitter was classified as a blog. Texts were the dominant UGC data type. 

3   Review Method 

Secondary studies review all the primary studies relating to a specific research 
question with the aim of integrating and synthesizing evidence related to a specific 
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subject [8]. The systematic mapping study, also referred to scope studying, provides a 
structure of the type of research reports and results that have been published by 
categorizing them. It often gives a visual summary, the map, of its results [7].  

Fig. 1 shows the adopted systematic mapping process. The first step comprises the 
definition of research protocol. The second, third, and fourth steps encompass the 
primary studies identification, selection, and evaluation in accordance with the 
inclusion and exclusion criteria established in the review protocol. In the fifth step, 
data from the included studies is extracted and synthesized in order to answer the 
research questions. 

We searched the literature looking for full papers (primary studies) that reported 
text mining applications for UGTC in the Portuguese language. Primary studies that 
met at least one of the following exclusion criteria were removed from the study: (i) 
written in a language other than English or Portuguese; (ii) not available on online 
scientific libraries; (iii) keynote speeches, workshop reports, books, theses, and 
dissertations; 

Fig. 1 Systematic Mapping Process based on [7] 

3.3. Data Sources and Search Strategy 

Automated and manual search processes were combined to achieve high coverage. 
The automated search was constructed based on two search terms extracted from the 
general research question presented in Section 1 (see Fig. 2). Synonyms for both 
terms were extracted from the literature and, as we were looking for primary studies 
written also in Portuguese language, the translation of terms for Portuguese was also 
included in the final query. This search retrieved studies from all kind of text sources 
from which we selected only the ones generated by users, that is, the UGTC. 

 
Fig. 2 Generic Search String  

Primary studies published up to year 2014 were analyzed using the same procedure 
for both search strategies. Six researchers divided into three groups applied the 
inclusion and exclusion criteria’s on all retrieved papers after reading the title, 
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abstract and keywords. For the 661 potentially relevant studies, the researchers 
reapplied the inclusion criteria and exclusion criteria after reading the full paper. This 
resulted in a list of 203 studies, from which 35 relate to the use of text mining for 
UGTC in Portuguese. Table 1 contains the manual (M) and automated (A) data 
sources details. 

Table 1. Manual and Automated Data Sources 

Data Source Type Retrieved 
Studies 

Included 
Studies 

UGTC 

International Conference on the Computational 
Processing of Portuguese (PROPOR) 

M 217 22 1 

Text Mining and Applications (TEMA) track of 
Portuguese Conference on Artificial Intelligence 

M 34 6 1 

Brazilian Workshop of Social Network Analysis and 
Mining (BRASNAM) 

M 99 11 8 

Brazilian Symposium on Information and Human 
Language Technology (STIL) 

M 251 44 3 

ACM symposium on Document engineering (DocEng) M 273 1 - 
Linguateca Database (www.linguateca.pt) M 1312 30 1 
Message Understanding Conferences (MUC) M 159 - - 
Text Analysis Conference (TAC) M 322 - - 
Text REtrieval Conference (TREC) M 1715 - - 
Document Understanding Conference (DUC) M 167 - - 
IEEE Xplore Digital Library  A 306 19 6 
ACM Digital Library  A 277 29 11 
Science Direct  A 159 4 1 
Scopus  A 552 21 2 
Portal de Periódicos Capes  A 229 15 1 
SciELO Scientific Electronic Library Online  A 2 1 - 
TOTAL  6075 203 35 

4   Results 

In this section, we present the main findings of our review, organized according to the 
five specific research questions. 

4.1 RQ1: what is the evolution in the number of publications up to year 2014? 

As shown in Fig. 3, the three first primary studies were published in 2009 and the 
number of studies has grown over the years, despite the drop in 2010 and 2011. 
Primary studies were classified according to the Portuguese language variant: the 
European Portuguese (from Portugal) represents 6%, while Brazilian comprises 77% 
of all studies. 6% make use of text written in both Brazilian and European Portuguese. 
11% did not provide the Portuguese variant information. Table 2 lists the Portuguese 
variant dataset used for each primary studies.   
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Fig. 3 Temporal distribution of primary studies  

Table 2. List of primary studies according to the Portuguese language variant 

Variant Primary Studies 
Both UGC09, UGC10 
Brazilian UGC01, UGC02, UGC03, UGC05, UGC07, UGC08, UGC11, UGC12, UGC13, 

UGC14, UGC15, UGC16, UGC17, UGC18, UGC20, UGC21, UGC23, UGC24, 
UGC25, UGC26, UGC27, UGC28, UGC29, UGC30, UGC31, UGC33, UGC34 

European UGC06, UGC32 
N/A UGC04, UGC19, UGC22, UGC35 

4.2 RQ2: which individuals, organizations, and countries are the main contributors 
in the research area?  

As expected from Fig. 3, Brazil has a greater number of researchers in the field. 
Renata Vieira from UNISINOS (Table 3) and UFMG (Table 4) appear as the main 
author and the main organization, respectively. In addition to Brazil (BR) and 
Portugal (PT), research interests on Portuguese processing is shared with other 
countries like the USA and Canada as primary studies (UGC04, UGC05, UGC10, 
UGC12, UGC14, UGC24, UGC26, UGC35) propose multilanguage approaches. 

Table 3. Number of articles published by main researchers 

Quant Author Institution Quant Author Institution 
6 Renata Vieira UNISINOS-BR 3 Larissa A. Freitas PUCRS-BR 
4 Wagner Meira Jr. UFMG-BR 3 Eugénio de Oliveira Univer.of Porto-PT 
4 Marlo Souza UFRGS-BR 3 Adriano Veloso UFMG-BR 
3 Karin Becker UFRGS-BR 3 Luís Sarmento Univer.of Porto-PT 

Table 4. Number of researchers per organization 

Quant. Organization Country Quant. Organization Country 
23 UFMG Brazil 8 UFRGS Brazil 
15 PUCRS Brazil 8 Ulisboa Portugal 
11 UFRJ Brazil 8 USP Brazil 
9 UP Portugal    
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4.3 RQ3: what are the adopted text mining tasks? 

Four primary studies have performed two research with different text mining tasks 
(e.g. classification and information extraction) resulting in 39 text mining task 
occurrences (Table 5). Text Classification appears as the main task for UGTC in 
Portuguese Language. Three primary studies (UGC02, UGC23, and UGC27) reported 
the use of balanced classes while eleven (UGC01, UGC05, UGC06, UGC13, UGC17, 
UGC18, UGC21, UGC22, UGC28, UGC33, UGC35) used unbalanced classes.  

The Opinion Mining subtask, also known as Sentiment Analysis, represents 62% 
of all tasks. Two primary studies (UGC11, UGC12) also evaluated the sentiment or 
opinion variation over time, also known as Sentiment Drift.  Eighteen papers reported 
the usage of lexical resource to perform the sentiment analysis. The main used lexical 
resources were: SentiLex-PT, SentiWordNet, OpLexicon and Sentimeter-BR. 

Table 5. Text Mining tasks and subtasks 

Task % Subtask % Primary Studies 
Classification 79 Language 

Identification 
6.5 UGC04, UGC10 

  Opinion 
Mining 

74 UGC01, UGC02, UGC03, UGC06, UGC11, 
UGC12, UGC13, UGC15, UGC17, UGC18, 
UGC19, UGC21, UGC22, UGC25, UGC26, 
UGC27, UGC28, UGC29, UGC30, UGC32, 
UGC33, UGC34, UGC35 

  Others 19.5 UGC05, UGC08, UGC09, UGC14, UGC16, 
UGC23 

Information 
Extraction 

13 - - UGC07, UGC14, UGC15, UGC20, UGC24 

Summarization 2 - - UGC31 
Topic 
Tracking 

3 - - UGC09 

Visual Text 
Mining 

3 - - UGC31 

4.4 RQ4: what are the techniques, algorithms, methods and tools applied?     

69% of all primary studies performed at least one type of Natural Language 
Processing (NLP) (see Table 6). The main tools used for text preprocessing and NLP 
were the Python NLTK, LingPipe and Freeling. Two primary studies reported the use 
of the TreeTagger-PT for Part-Of-Speech (POS) tagging. For Named Entity 
Recognition (NER), the CRF tagger, FS-NER and GeoNames were adopted. Table 7 
presents the algorithms or methods used in the text analysis step. Naïve Bayes and 
Weka appears as the most used classifier and most used tool, respectively. Python and 
Java were the most used programing language in this step.      
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Table 6. List of adopted pre-processing techniques used in primary studies 

 %  Primary Studies 
Applied 69 Stopword 

Removal 
UGC01, UGC03, UGC09, UGC15, UGC16, UGC18, 
UGC21, UGC25, UGC29, UGC33 

  Filtering UGC01, UGC04, UGC09, UGC14, UGC16, UGC18, 
UGC25, UGC28 

  Stemming UGC01, UGC03, UGC09, UGC13, UGC18, UGC25, UGC33 
  POS UGC15, UGC19, UGC20, UGC25, UGC31, UGC32, UGC35 
  NER UGC06, UGC10, UGC13, UGC14, UGC24, UGC28 
  Tokenization UGC04, UGC10, UGC19, UGC31 
  Sentence Splitter UGC19, UGC22, UGC28, UGC31 
  Lemmatization UGC19, UGC20, UGC25, UGC35 
  Chunk UGC31 
N/A 31  UGC05, UGC07, UGC08, UGC11, UGC12, UGC17, 

UGC23, UGC26, UGC27, UGC30, UGC34 

Table 7. List of algorithms and methods used in primary studies 

Algorithms/Methods % Primary Studies 
Naive Bayes 43 UGC01, UGC02, UGC03, UGC04, UGC10, UGC16, UGC18, 

UGC21, UGC25, UGC29, UGC30, UGC33, Multinomial Naive 
Bayes {UGC12, UGC25, UGC26} 

SVM 31 UGC05, UGC09, UGC13, UGC21, UGC23, UGC32, UGC33, 
SMO {UGC01, UGC28, UGC29, UGC30} 

Decision Tree 14 UGC29, C4.5 {UGC30}, RF {UGC16, UGC21, UGC23} 
Rule-Based 17 UGC10, UGC11, UGC12, UGC19, UGC20, UGC31 
Pattern-Based 9 UGC06, UGC20, UGC22 
N-grams 29 UGC02, UGC04, UGC08, UGC10, UGC23, UGC28, UGC29, 

UGC30, UGC32, UGC33 
Others 51 k-Nearest Neighbor {UGC09, UGC21}, Neural Network 

{UGC33, UGC21}, Filtered Space Saving {UGC09}, Hoeffding 
Adaptive Trees {UGC11}, Incremental Lazy Associative 
Classifier {UGC11}, Latent Semantic Indexing {UGC15}, Map-
reduce paradigm {UGC33}, OneR classification algorithm 
{UGC28}, Online Rule Extraction {UGC12}, Pareto-Efficient 
Selective Sampling, {UGC11}, Topic Fuzzy Fingerprints 
{UGC09}, Zipping classifier {UGC04}, Genetic Algorithm 
{UGC21}, Regular Expression {UGC03, UGC23, UGC28} 

4.5 RQ5: what are the characteristics of UGTC data sources and how they were 
evaluated?  

A total of 46 data sources were employed among the 35 primary studies. Social 
networks appear as main sources for UGTC in Portuguese (Table 8). Twitter 
represents more than 50% of all data sources. Text domain is varied, but Politics, 
Sports and Technology have greater interest. Two primary studies (UGC05, UGC10) 
reported the use of publicly datasets, both containing twitter data. The precision, 
recall and f-measure trio was used by almost half of the primary studies to evaluate 
their results. Eight primary studies reported the adoption of cross validation for 
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estimating the classifier performance. Mostly (66%) primary studies built manually 
their gold standard.      

Table 8. UGTC Data Sources 

Quantity Data Source 
25 Twitter 
2 Booking.com, Buscapé, Portuguese newspapers, Tripadvisor, Folha de São Paulo 
1 Apontador, Cinema com Rapadura, CinePlayer,  e-bit, Emails, Facebook, Fórum, 

Google Play, MySpace, Omelete, Portuguese newspapers 

5   Discussion 

We could observe an increasing interest in opinion mining, partly due to its potential 
applications, such as: marketing, public relations and political campaign. Portuguese 
is spoken mainly in Portugal and Brazil, with Brazil having approximately 20 times 
the population of Portugal. Choosing a random Tweet in Portuguese, there is a 95% 
chance of it originating in Brazil [12]. Facebook and Twitter are important sources of 
UGTC, however the first one is less used in text classification as it often contains 
pictures and the analysis of the text by itself is not effective [13]. 

As most of UGTC in Portuguese comes from social networks, more than 90% of 
text is short, written in an informal way, with grammatical errors, spelling mistakes, 
as well as ambiguous and ironic. Although 69% of works have reported the use of 
NLP, none have reported the use of word sense disambiguation. Therefore, the most 
used term weighting scheme, the TF-IDF (term frequency – inverse document 
frequency), is considered less discriminative for text classification [14].  

Even when good results are achieved, the used datasets are rarely published. This 
makes it difficult to implement improvements, as well as comparisons on which 
technique performs better for a particular dataset. Therefore, less than 50% of all 35 
primary studies have fully answered the five research questions. Important data for 
comparison like text domain and type, class details and language variant were not 
available. We did not find studies that have reported the use of clustering task for 
UGTC in Portuguese, as well as a unique tool for all mining tasks.  

There are some threats to the validity that are worthy of note: (i) it is possible that 
some relevant studies were not included throughout the searching process. This threat 
was mitigated by performing an extensive search, as well as, double-checking from 
two researchers; (ii) as studies were classified based on personal judgment, it is 
possible that some studies may have been incorrectly classified. To mitigate this 
threat, the classification step was executed for more than one researcher; (iii) digital 
databases do not have a compatible search rules and show some instability when 
presenting results. We mitigated this threat by running the search in several digital 
databases more than one time by different researchers. 
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6   Conclusion 

This paper plots the landscape of current studies relating to the application of text 
mining techniques for UGTC in the Portuguese language. The strength of this paper is 
to promote growth in the research of text mining in the Portuguese Language. We 
think that the reported data on this paper may help researchers and practitioners to 
discover what has been achieved and where the gaps are in this field area. 

The lack of some relevant data and published datasets make further analysis in the 
research area difficult. This work is part of an ongoing broader research as shown in 
the general research question (Section 1). We are mapping not only the use of text 
mining techniques for UGTC in the Portuguese language, but for all kind of texts. To 
increase coverage we plan to apply snowball techniques on included primary studies. 
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Abstract. With the growth of social media in recent years, there has been an 
increasing interest in the automatic characterization of users based on the 
informal content they generate. In this context, the labeling of users in 
demographic categories, such as age, ethnicity, origin and race, among the 
investigation of other attributes inherent to users, such as political preferences, 
personality and gender expression, has received a great deal of attention, 
especially based on Twitter data. The present paper focuses on the task of gender 
classification by using 60 textual meta-attributes, commonly used on text 
attribution tasks, for the extraction of gender expression linguistic cues in tweets 
written in Portuguese. Therefore, taking into account characters, syntax, words, 
structure and morphology of short length, multi-genre, content free texts posted 
on Twitter to classify author's gender via three different machine-learning 
algorithms as well as evaluate the influence of the proposed meta-attributes in 
this process. 

Keywords: machine-learning, classification, gender, social media, Twitter, 
extraction, meta-attributes, Portuguese language. 

1   Introduction 

Social Media are a group of services and applications built from the technological 
foundations of Web 2.0, which allow the exchange and creation of collaborative 
contents, also known as user-generated contents. More specifically, Web 2.0 refers to a 
new way that software developers and final users have found to use the World Wide 
Web. With it, contents and applications are no longer created or published individually, 
but in a collaborative manner [1]. 

Different techniques of image, sound, video, and text processing can be applied to 
find patterns, tendencies, and provide qualitative and quantitative measures for use in 
different areas, such as economy [2], politics and government [3], recommendation 
systems [4], and rumor control [5]. Besides, with the growth of the area in the past 
years, there is an increasing interest in the automatic characterization of social media 
users based on the informal content they generate.  

Amongst the purposes of this task of automating the characterization of user’s 
profiles in social media, is that of labeling them in demographic categories, such as age 
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[6], ethnicity, origin, and race [7]. Other attributes inherent to these users, for example, 
political preferences [8], personality [9], and gender [10], have also been studied, 
specially based on Twitter data analysis [11] [12] [13] [14]. 

Such preferences and opinions can be personalized from these data in different 
contexts, for example, supporting business applications, as in digital marketing; helping 
in the answer of important social science questions; in the detection and action against 
embezzlers and falsifiers; as well as in the protection against terrorism, amongst other 
crimes.  

However, these uses still face an essential difficulty, found in the majority of social 
media: the anonymousness. Knowing that, in cyberspace, users often do not need to 
provide their real information, such as name, age, gender, and address as well as, in 
many cases of improper social media usage, authors often hide their addresses using 
anonymous servers, also their true identities, to avoid being discovered. In that sense, 
it is necessary to develop and investigate efficient methods to assist the forensic 
tracking of identity in cyberspace.  

The present work provides an experimental methodology based on the use of a set 
of 60 textual meta-attributes to classify the gender (male/female) of authors of tweets 
in the Portuguese language, by employing three machine learning algorithms. 
Furthermore, attribute selection via χ² (Chi-Square) and Information Gain techniques 
are performed to analyze which attributes from this set excel in the classification of a 
corpus with the presence of neutral messages, as well as the impact of each set of meta-
attributes in the obtained results.  

The paper is organized as follows: Section 2 presents the Gender Classification 
problem; Section 3 presents the proposed methodology; Section 4 provides a brief 
discussion concerning the Experimental Results obtained with the use of the selected 
Supervised Classification Model, and, at last, in Section 5, the Conclusions and Future 
Works are presented. 

2   Gender Classification in Tweets 

A typical authorship attribution problem consists of attributing a text of unknown 
authorship to a candidate author, given a set of candidate authors. To do that, sample 
texts of unquestionable authorship are previously available to train the classifiers [15]. 
Since in gender classification tasks, especially for short and context-free texts (tweets), 
a prior set of candidate authors is not available, the majority of the existing models 
work with attributes inherent to users.  

The gender classification task can be treated as a binary classification problem, i.e., 
given two classes, male and female, the task is to attribute an anonymous message to 
one of these classes, without knowing any candidate author [15]. It is important to 
mention that, when speaking of gender classification, other aspects must be observed, 
such as sex and gender expression. 

The American Psychology Association conceptualizes sex, gender and gender 
expression in the following manner [16]: Sex, refers to the biological state of a human 
being and is usually classified as male, female, or intersex; Gender, refers to attitudes, 
feelings, and behaviors associated with the biological sex of a person in a given culture; 
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and Gender Expression refers to the way in which a person acts to communicate its 
gender in a given culture, for example, in terms of clothing, interests, and 
communication patterns.  

The present work is based on the concept of language as a form of gender expression, 
rather than related with sex. For consistency purposes, male and female were used as 
the two possible genders. Therefore, the studied gender classification can be understood 
as the task of detecting if a certain social media user is of male or female gender by 
analyzing the content and behavior demonstrated on their messages, and, furthermore, 
there is an interest in investigating which of the analyzed meta-attributes, which are 
addressed in the next section, can be considered meaningful to gender classification. 

The first efforts aimed at gender classification in Twitter [10] [11] focused, mainly, 
on the creation of meta-attributes based on the use of words or specific terms 
(psycholinguistic characteristics), such as emoticons, abbreviations, and affective 
expressions, information mostly gathered from blogs [10], along with the analysis of 
other data like user’s name, full name, location, URL links, and description, obtained 
from Twitter itself [11].  

Some challenges of this sort of classification are listed in [12], with highlights to the 
major usage of colloquialism, the simplification of writing, the existence of different 
stylistic tools created by the users, URLs, and the spread use of acronyms in the English 
language (LOL, BRB, etc.). As for [13], inferences for non-English languages began to 
be investigated, together with the exploration of new unique attributes. 

Finally, in [14] there is the first investigation of Portuguese language users. 
However, as in previous works [10], specific words, identified as relevant to the context 
of the gathered messages, are used as meta-attributes, such as terms with male and 
female suffix. Nevertheless, this methodology may not be an adequate solution when 
the objective is to investigate profiles with few tweets, or whose language can be 
considered neutral, like in corpus with the presence of journalistic messages [15]. 
Besides, any approach that considers the user’s name inspection [11] [13] is subject to 
failure, for, while in some cases this information can reveal gender, many users choose 
names, nicknames and aliases that do not convey this information. 

3   GENEC: A Gender Expression Classification Methodology 

The proposed system to classify gender expression in tweets is based on the study 
presented in [15], where the gender classification problem was divided into four main 
steps: the gathering of an adequate text message corpus (tweets) that will compose the 
database; the automatic extraction of the characteristic values (meta-attributes) from 
each tweet or set of tweets; the development of a classification model to identify the 
author’s gender; and the selection of the most significant meta-attributes in gender 
identification (cf. Figure 1). 
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Fig. 1. GENEC: The Gender Expression Classification process. 

3.1   Data Collection 

A method using the tweepy module (https://github.com/tweepy/tweepy) was created in 
Python to access the Twitter API’s as well as to create files containing the last 3,240 
tweets of a set of 60 Brazilian journalist’s profiles (30 male and 30 female). Those 
profiles were chosen because they are Twitter heavy users, with more than 2.000 
published tweets, and whose tweets have both journalistic nature (neutral) as well as 
family affairs, day-to-day messages and personal opinions. 

3.2   Pre-Processing 

The pre-processing step in this work consists of, besides removing graphic accents and 
non-ASCII characters, using the processes of tokenization and part-of-speech tagging 
(POS tagging). The Mac-Morpho corpus, the largest POS corpus labeled in modern 
Portuguese, was used to analyze the relation between adjacent and related words in a 
sentence or paragraph, for the proper identification and classification of these words 
into categories such as adjectives, adverbs, articles, interjections, conjunctions, 
prepositions, verbs, etc. 

3.3   Meta-Attributes Extraction 

For the identification of gender expression in Portuguese tweets, the present work 
proposes the use of a set of 60 textual meta-attributes divided in the following groups:  

1. Those based on Characters and Syntax (Table 1), stylistic characteristics that 
have already been used to solve authorship attribution problems;  

2. Those based on Words (Table 2), which include statistic characteristics, 
known as vocabulary richness measures, such as Yule’s K measure, Simpson’s 
D measure, and Entropy;  
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3. Those based on Textual Structures (Table 3) that represent the way in which 
the author organizes the structure of a message; and  

4. Those based on Morphology (Table 4), words that are used to express 
grammatical relations with other words within a sentence, or to specify the 
attitude or mood of the text or message author.  

 
Table 1. Characters and Syntax based Meta-Attributes. 

Name Description 
C1 Total number of characters 

C2 Ratio between the total number of low case letters (a-z) and the total number of 
characters 

C3 Ratio between the total number of upper case letters (A-Z) and the total number of 
characters 

C4 Ratio between the number of digits and the total number of characters 
C5 Ratio between the number of white spaces and the total number of characters 
C6 Ratio between the number of tab spaces and the total number of characters 
C7 Ratio between the quotation marks (“) and the total number of characters 
C8 Ratio between the number of commas (,) and the total number of characters 
C9 Ratio between the number of colons (:) and the total number of characters 
C10 Ratio between the number of semicolons (;) and the total number of characters 

C11 Ratio between the number of simple question marks (?) and the total number of 
characters 

C12 
Ratio between the number of multiple question marks (???) and the total number of 
characters 

C13 Ratio between the number of simple exclamation points (!) and the total number of 
characters 

C14 Ratio between the number of multiple exclamation points (!!!) and the total number 
of characters 

C15 Ratio between the number of simple periods (.) and the total number of characters 

C16 Ratio between the number of suspension points (...) and the total number of 
characters 

 
Table 2. Word based Meta-Attributes. 

 
Name Description 

W1 Total number of words 
W2 Average number of characters per word 
W3 Ratio between the number of different words and the total number of words 

W4 
Ratio between the number of words with more than 6 characters and the total 
number of words 

W5 
Ratio between the number of words with 1 to 3 characters (short words) and the 
total number of words 

W6 
Ratio between hapax legomena (word that appears only once in a whole text) 
and the total number of words 

W7 
Ratio between hapax dislegomena (word that appears only twice in a whole 
text) and the total number of words 

W8 Yule’s K Measure 
W9 Simpson’s D Measure 

W10 Sichel’s S Measure 

W11 Honore’s R Measure 
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W12 Entropy Measure 

W13_28 Ratio between the distribution of words size frequency and the total number of 
words 

 
Table 3. Textual Structure based Meta-Attributes. 

Name Description 
TS1 Total number of sentences 
TS2 Total number of paragraphs 
TS3 Average sentences per paragraph 
TS4 Average words per paragraph 
TS5 Average characters per paragraph 
TS6 Average words per sentence 

TS7 Ratio between the number of sentences starting with low case letters (a-z) 
and the total number of sentences 

TS8 Ratio between the number of sentences starting with upper case letters (A-Z) 
and the total number of sentences 

TS9 Ratio between blank lines and the total number of paragraphs 
TS10 Average number of characters in non-blank lines 

 

Table 4. Textual Morphology based Meta-Attributes. 

Name Description 
TM1 Ratio between the number of articles and the total number of words 
TM2 Ratio between the number of pronouns and the total number of words  
TM3 Ratio between the number of auxiliary-verbs and the total number of words 
TM4 Ratio between the number of conjunctions and the total number of words 
TM5 Ratio between the number of interjections and the total number of words 
TM6 Ratio between the number of prepositions and the total number of words 

 
After the pre-processing step, the meta-attributes extraction module must then 

produce a characteristics vector for each tweet, or set of tweets, in order to represent the 
values of the different meta-attributes. For example, for the following tweet of the 
@realwbonner profile: “Como dizem meus sobrinhos de Twitter, rimos litros. Embora 
eu não entenda como se possa medir o volume espacial de risos. Mas tudo bem”; the 
first five output characteristic values, which will take part in the tweet’s representative 
vector, referring to the first five meta-attributes based on characters and syntax are: 
[134, 0.7761, 0.0298, 0.0, 0.1716]. 

3.4   Supervised Classification Model 

From what was previously presented, it is clear that, after the development of a set of 
characteristics that can remain relatively constant for a large number of messages 
written by authors of the same gender, the gender classification problem may be 
addressed as a binary classification task [15], i.e., given a tweet t, or a set of 
concatenated t tweets, represented by a dimensional vector v, where v is the total 
number of meta-attributes, assign t to  if the author is male, or to  if he/she 
is female. That is, given a set of formerly known pre-classified messages, classifying-
algorithms must be used to categorize such tweets.  
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Mathematically, from a classification model in the form of , with 

 being the set of problem instances, and  as the 
set of meta-attributes representing the tweet with  the desired output (male or female 
class). With  outputs model, where  are class 
labels, so that , +1, is for messages with amle gender expression, or , �1, 
for messages with female gender expression; and N refers to the number of tweets in 
the corpus. Thus, each tweet in the corpus, or all concatenated tweets in a single tweet, 
are converted into a multidimensional characteristics vector v, with each characteristic 
contributing to classify the author of the tweet under the corresponding gender category. 

Furthermore, to ensure that all meta-attributes are treated equally in the classification 
process, all of them are normalized over the [0,1] interval. Starting with this supervised 
classification model, this study aims to analyze the performance of three different 
classifyers (Best First Tree - BFTree, Multinomial Näive Bayes- MNB, and Support 
Vector Machines - SVM) for the suggested set of 60 meta-attributes. We also performed 
an investigation about the relevance of each meta-attribute by selecting some of them 
based on the χ² (Chi-Square) and Information Gain techniques. 

The following experimental results were obtained by using classifiers implemented 
in WEKA [17] and the databases were acquired by filtering the group of tweets 
collected for each journalist’s profile, excluding tweets which were not in Portuguese, 
retweets (RT’s), tweets that were only mentions to other profiles (@), only link tweets, 
and tweets that were composed entirely of non-ASCII characters. 

4   Performance Evaluation 

To assess the performance of the proposed methodology (GENEC) approximately 
187,950 tweets were collected, roughly 91,836 male and 96,114 female tweets, all from 
well-known Brazilian journalists. Those tweets were arranged in a way so that each file 
could correspond to a given profile, and that, after filtered, each row from each file 
represented a tweet written in Portuguese. Then, the most recent 100 tweets for each of 
the 60 profiles (30 male, and 30 female), in a total of 6.000 tweets, were arranged in 
two files: one composed of all tweets of each profile, which after pre-processing and 
meta-attributes extraction, turned into characteristic vectors tweet by tweet; and another 
composed of all tweets of each profile displayed in a concatenated way (like a full text), 
so that a single characteristic vector is created for each profile.  

Table 5 presents the cross-validation (10 × 10-folds) results, when each of the 
methods were used for the three different algorithms, taking into account the following 
evaluation measures: Total Average Accuracy, that is, the number of instances correctly 
classified; and Precision, referring to the relative number of instances that truly belong 
to a class divided by the total classified instances as belonging to that specific class. 

Table 5. Obtained results for gender classification. 

Method Database 
Size Measures BFTree MNB SVM 

Accuracy 63.5% 61.96% 68.08% 
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Tweet by 
Tweet 

3000 (M) 
and 3000 (F) Precision 0.599 (M) e 

0.714 (F) 
0.597 (M) e 

0.656 (F) 
0.674 (M) e 

0.719 (F) 

Concatenat
ed Tweets  

30 (M) and  
30 (F) 

Accuracy 81.66% 70% 68.33% 

Precision 0.794 (M) e 
0.885 (F) 

0.667 (M) e 
0.75 (F) 

0.69 (M) e 
0.677 (F) 

 
The data in Table 5 indicates that the BFTree algorithm has a good performance 

when compared to the other classifiers, especially for the concatenated tweets. 
However, SVM’s performance is stable for both databases, showing results equivalent 
to those published in [14] [15] for a different problem, even when using more neutral 
language corpus. To assess the impact of the meta-attributes used in the classification 
task, attribute selection was made using the χ² (Chi-Square) and Information Gain 
techniques in conjunction with ranking, through cross-validation (10 × 10-folds), to the 
tweet by tweet and concatenated tweets databases. The meta-attributes significance 
ranking, in descending order, is shown in Table 6 (captions for each meta-attribute are 
better described in Tables 1, 2, 3 and 4). 

Table 6.  Meta-Attributes significance ranking. 

Method Techniques Most Significant Meta-Attributes 

Tweet by Tweet 

χ² (Chi-Square) 

W7, W9, W3, W10, W8, W13_1, W12, W6, C1, C7, 
TS5, TS10, W5, C13, C3, C15, C5, W2, W11, TS4, 
W1, TS6, C9, W13_2, C4, W13_4, C11, W13_7, 
TM1, TM6, W13_10, W13_5, W13_3, TM4, TM2, 
W13_6, W13_13, W13_8, W13_9, W13_15, C8, 
TS8, W13_12, W4, W13_11, TS7, C10, C2, TM5, 
TM3, C6, TS1, W13_14, W13_16, TS9, TS3, C12, 
C14, TS2, C16 

Information 
Gain 

W9, W3, W7, W10, W8, W13_1, W12, W6, C1, C7, 
TS5, TS10, W5, C3, C13, C15, C5, W2, W11, TS4, 
W1, TS6, C9, W13_2, C4, W13_4, C11, W13_7, 
TM1, TM6, W13_10, W13_5, W13_3, TM4, TM2, 
W13_6, W13_13, W13_8, W13_15, W13_9, C8, 
TS8, W13_12, W4, W13_11, C10, TS7, TM5, C6, 
TM3, C2, TS1, W13_14, TS9, W13_16, TS3, C12, 
C14, TS2, C16 

Concatenated 
Tweets 

χ² (Chi-Square) 

TS8, W3, W4, W5, W1, W2, W6, W10, C15, W9, 
W12, W11, W7, C16, W8, TM6, C5, C4, C3, C2, 
C13, W13_1, C14, C7, C6, C8, C12, C9, C11, C10, 
TS6, W13_2, TS5, TM5, TS4, TS10, W13_15, TS3, 
TS7, TS9, W13_13, TS1, TM1, TM4, TM3, TM2, 
TS2, W13_3, W13_16, W13_8, W13_14, W13_6, 
W13_5, W13_7, W13_4, C1, W13_9, W13_10, 
W13_11, W13_12 

Information 
Gain 

TS8, W3, W2, W1, W4, W5, W6, W10, C15, W7 
W9, W12, W11, C16, W8, TM6, C5, C4, C3, C2 
C13, W13_1, C14, C7, C6, C8, C12, C9, C11, C10, 
TS6, W13_2, TS5, TM5, TS4, TS10, W13_15, TS3, 
TS7, TS9, W13_3, TS1, TM1, TM4, TM3, TM2, 
W13_3, W13_8, W13_16, W13_14, W13_6, W13_5, 
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W13_7, W13_4, C1, W13_9, W13_10, W13_11, 
W13_12 

To assess the importance of the different meta-attribute sets (characters and syntax, 
words, text structure and text morphology) for the gender expression classification 
problem, each of the four meta-attribute set was investigated separately and compared 
with that of all meta-attributes used in conjunction, using BFTree algorithm, as 
presented previously. The results presented in Table 7 shows that all meta-attribute sets 
contribute to the gender classification process and also, as seen in Table 6, the meta-
attributes based on words, characters and syntax as well as textual structure tend to be 
important gender discriminators. Thus, the experimental results indicate that there are 
rather significant differences between users with male and female gender expressions 
also when using Twitter, even in the presence of neutral language. 

Table 7.  Obtained results for gender classification using the different meta-attributes sets. 

Meta-Attribute Set Tweet by Tweet Concatenated Tweets 
Characters and Syntax 62.45% 53.33% 

Words 61.40% 51.66% 
Textual Structure 63.15% 66.66% 

Textual Morphology 57.38% 66.66% 
All Meta-Attributes (Accuracy) 63.50% 81.66% 

5   Conclusions and Future Works 

This study aimed to analyze different algorithms and meta-attributes for the gender 
classification problem in social media, specifically on Twitter. To date, few studies 
were dedicated to such problem for tweets written in Portuguese. Moreover, it proposes 
a methodology and a set of meta-attributes, both based on the already structured area 
of authorship attribution, to deal with the gender expression classification problem. 

As by-products, in addition to the GENEC methodology, a method for extracting 
tweets directly from Twitter’s APIs and the subsequent automatic creation of tweets 
database for each user profile was developed, as well as a textual meta-attributes 
extractor, which builds, based on the previously created bases, feature vectors for each 
message or set of messages, taking advantage of already consolidated techniques such 
as tokenization and POS tagging.  

From the use of such tools, together with classifier algorithms, one can see that the 
use of textual meta-attributes can be very important for the detection of writing style, 
and gender expression characteristics, for both genders. The experimental results also 
show that the use of BFTree can achieve good results, even in the presence of neutral 
messages. As future works, we intend to explore other Decision Trees and SVMs, using 
databases with more user profiles and tweets, as well as develop new meta-attributes 
based on psycholinguistics (such as dictionaries of negative, positive and neutral 
words), which can complement and improve the results shown here. 
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Measure the usability of graphical user interface. 
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Abstract. The goal of this paper is to measure the usability of interfaces. We have 
done an experiment using real users to estimate styles of components. As an 
example it has been chosen a graphical user interface of Web site. Web site is 
separated to 6 parts and has 5 evaluation criterions. Each user has given his mark 
for every style of every component by these criterions. In conclusion, considering 
the results of experiment we have shown the most comfortable and suitable user 
interface for majority of people. 

Key words: GUI, usability, component, HTML, CSS, progressbar, interface, 
header, footer.  

1. Introduction. 

There are many steps of software development. One them is development of user 
interface. Developing comfortable user interface has become an important part of 
software development. Users require not only good software, but also very nice and 
intuitive user interface. It is very important to clearly design the graphical user 
interface (GUI) in this step. This work is done by interface designers. All of these 
designers have different views about usability of p rograms and create many types of 
GUI, but not each of them is comfortable to use. Also, there are types of software. 
The most used are web sites, mobile applications and desktop applications.  

In this paper we are going to speak about the researches we have done to find out 
the way of designing very nice user interface for Web sites. There are many design 
tools. One the most popular is Moqups. To create a frontend of web sites is used two 
ways. The first is using Content Management System (CMS), it is the easiest way and 
it does not need special knowledge for this. The second is coding, using hypertext 
markup language (HTML) to create components of web site and cascading style sheet 
(CSS) to give a style for these components. This way is the hardest, but today we 
have frameworks to make it easy. For instance, we can use Twitter Bootstrap to 
develop adaptive web site.  

Though we have many ways, tools and technologies to develop GUI, the problem 
is to create the one that can be comfortable for majority of people. Some researchers 
offered the principles of graphic design. Clayton Lewis and John Rieman offered to 
separate GUI to blocks in their article called “Task-centered user interface” in 1994 
[1]. Maloney-Krichmar, D., Preece recognize the needs and the interests of the user 
and focuses on the usability of the design in 2004 [2]. Dumas & Redish offered 
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usability testing [3]. That is why we decided to involve real users in the testing and 
find out the most effective GUI. 

1.1 Criterions and parts of web site usability measure.  

To find out the most effective GUI we have done some experiments. These 
experiments contain different criterions to measure the usability of Web sites and 
these criterions are used in different parts of Web sites. The criterions are following: 
By style of texts, by style of links, by style of components used to make operations 
(for instance button, combo box), by style of component used to show operation 
execution, by images 

Components mentioned above have been used in different blocks of web 
sites in different styles. We separated web sites to following parts: Header, Menu, 
News feed, List of images, Block of video, Footer. 

There are also other parts of Web site, but these are presented in majority of Web 
sites, that is why we have chosen them.  

We needed 5 users to estimate the usability of Web sites. The users do not have 
the same jobs, experience of Web site usage and lifestyle. All of these users have 
given their own opinion and mark for every part of Web sites and explained the 
conveniences of styles of components. The mark of every of component of every part 
will be between 1 and 10. 

2. Experiment with real users 

As it was mentioned we separated our web site to 5 parts and used different 
components with different styles. We also needed 5 users to estimate the usability of 
site. The marks of users will be g iven as tables and graphs. 

2.1 Header  

Table 1.  Marks for text  
 Title  Text 
 Small 

(8-20) 
Middle  
(22-40) 

Large 
(42-72) 

Small 
(8-20) 

Middle  
(22-40) 

Large 
(42-72) 

User 1 5 2 1 3 5 4 
User 2 9 8 8 5 6 4 
User 3 4 5 2 3 6 7 
User 4 8 9 2 3 1 5 
User 5 6 8 7 9 2 1 

 
Font and color of texts depends on subject. According the researches font and color 
that are chosen not suitable to subject confused the users. 
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Table 2. Marks for link 

 Blue text with underline Button 
User 1 2 3 
User 2 4 5 
User 3 7 9 
User 4 10 5 
User 5 4 9 

 
Table 3 Marks for components that make operations

 
 Submit  Select  
 form color Change 

on hover 
Pop horizontal 

user 1 Rectangle 
- 5 

Isolation from 
background- 8  

Yes 
- 9 

Count of elements 
less than 6 
- 5 

Count of elements 
less than 6 
- 9 

Rounded 
corners 
- 6 

Similar to 
background 
- 2 

No 
- 2 

Count of elements 
more than 6 
- 9 

Count of elements 
more than 6 
- 2 

user 2 Rectangle 
- 5 

Isolation from 
background - 
8 

Yes 
- 9 

Count of elements 
less than 6 
- 5 

Count of elements 
less than 6 
- 9 

Rounded 
corners 
- 6 

Similar to 
background 
- 2 

No 
- 2 

Count of elements 
more than 6 
- 9 

Count of elements 
more than 6 
- 2 

user 3 Rectangle 
- 5 

Isolation from 
background - 
8 

Yes 
- 9 

Count of elements 
less than 6 
- 5 

Count of elements 
less than 6 
- 9 

Rounded 
corners 
- 6 

Similar to 
background 
- 2 

No 
- 2 

Count of elements 
more than 6 
- 9 

Count of elements 
more than 6 
- 2 

user 4 Rectangle 
- 5 

Isolation from 
background - 
8 

Yes 
- 9 

Count of elements 
less than 6 
- 5 

Count of elements 
less than 6 
- 9 

Rounded 
corners 
- 6 

Similar to 
background 
- 2 

No 
- 2 

Count of elements 
more than 6 
- 9 

Count of elements 
more than 6 
- 2 

user 5 Rectangle 
- 5 

Isolation from 
background - 
8 

Yes 
- 9 

Count of elements 
less than 6 
- 5 

Count of elements 
less than 6 
- 9 

Rounded 
corners 
- 6 

Similar to 
background 
- 2 

No 
- 2 

Count of elements 
more than 6 
- 9 

Count of elements 
more than 6 
- 2 

 
Table 4. Marks for components that show execution of operations 

 Horizontal progressbar Round 
user 1 2 5 

.
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user 2 5 5 
user 3 6 8 
user 4 1 7 
user 5 6 8 

 
Table 5. Marks for images 

 Logotype Others 
 Small 

(8-20) 
Middle  
(22-40) 

Large 
(42-72) 

Small 
(8-20) 

Middle  
(22-40) 

Large 
(42-72) 

user 1 5 2 1 3 5 4 
user 2 9 8 8 5 6 4 
user 3 4 5 2 3 6 7 
user 4 8 9 2 3 1 5 
user 5 6 8 7 9 2 1 

2.2 Menu  

Table 6. Marks for text  
 Title  Text 
 Small 

(8-20) 
Middle  
(22-40) 

Large 
(42-72) 

Small 
(8-20) 

Middle  
(22-40) 

Large 
(42-72) 

user 1 5 7 1 8 5 1 
user 2 4 4 3 9 4 1 
user 3 6 8 2 8 6 2 
user 4 6 8 2 9 1 2 
user 5 5 8 5 9 2 1 

 
The table of link is missed, because in menu majority of texts are links, those texts are 
presented in the table 6. Also, menu in most of web sites does not contain components 
that make operations. 

 
Table 7. Marks for components that show execution of operations 

 Horizontal progressbar Round 
user 1 8 6 
user 2 6 5 
user 3 9 7 
user 4 6 5 
user 5 5 5 

 
Table 8. Marks for images 

 Logotype Others 
 Small 

(8-20) 
Middle  
(22-40) 

Large 
(42-72) 

Small 
(8-20) 

Middle  
(22-40) 

Large 
(42-72) 

user 1 7 2 1 9 5 3 
user 2 9 4 5 8 6 4 

1040 A. Sharipbay et al.



user 3 4 5 2 3 6 6 
user 4 8 6 2 7 1 4 
user 5 8 8 8 9 2 1 

2.3 News feed  

Table 9. Marks for text  
 Title  Text 
 Small  

(8-20) 
Middle 
(22-40) 

Large 
(42-72) 

Small (8-
20) 

Middle 
(22-40) 

Large 
(42-72) 

user 1 9 4 1 7 2 1 
user 2 9 5 2 8 3 1 
user 3 4 6 2 9 3 1 
user 4 8 5 3 5 2 1 
user 5 6 5 5 6 4 1 

 
Table 10. Marks for link 

 Blue text with  Button 
user 1 7 3 
user 2 8 5 
user 3 7 9 
user 4 10 5 
user 5 5 6 

 
Marks for components that make operations are similar to marks on “header” part, 
which is given in table 3. 
 

Table 11. Marks for components that show execution of operations 
 Horizontal progressbar Round 
user 1 5 8 
user 2 7 7 
user 3 5 6 
user 4 5 7 
user 5 7 7 

 
Table 12. Marks for images 

 Head photo Other 
 Small 

(8-20) 
Middle  
(22-40) 

Large 
(42-72) 

Small 
(8-20) 

Middle  
(22-40) 

Large 
(42-72) 

user 1 5 7 1 6 5 4 
user 2 2 6 2 6 1 5 
user 3 4 6 2 7 6 4 
user 4 5 8 5 8 2 4 
user 5 6 9 7 9 2 1 
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2.4 News feed  

Table 13. Marks for text  
 Title  Text 
 Small 

(8-20) 
Middle  
(22-40) 

Large 
(42-72) 

Small 
(8-20) 

Middle  
(22-40) 

Large 
(42-72) 

user 1 9 8 1 8 5 3 
user 2 9 7 5 7 6 4 
user 3 8 5 2 6 6 5 
user 4 8 8 2 8 4 5 
user 5 7 5 7 7 5 2 

 
Table 14. Marks for link 

 Blue text with  Button 
user 1 5 10 
user 2 6 9 
user 3 7 9 
user 4 10 5 
user 5 4 9 

 
Size of images depends on size of block. If we make size of images similar to size 

of block users give high marks, but if we do not, users give low marks. 
 
Table 15. Marks for components that make  operations 

 Submit  
 Form Color Effect on hover 
user 1 Rectangle 

- 3 
Isolation from 
background  
- 7  

Yes 
- 9 

Rounded corners 
- 6 

Similar to background 
- 3 

No 
- 2 

user 2 Rectangle 
- 4 

Isolation from 
background  
- 6 

Yes 
- 9 

Rounded corners 
- 8 

Similar to background 
- 4 

No 
- 2 

user 3 Rectangle 
- 5 

Isolation from 
background  
- 8 

Yes 
- 5 

Rounded corners 
- 7 

Similar to background 
- 7 

No 
- 2 

user 4 Rectangle 
- 6 

Isolation from 
background  
- 9 

Yes 
- 6 

Rounded corners 
- 7 

Similar to background 
- 5 

No 
- 4 
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user 5 Rectangle 
- 4 

Isolation from 
background  
- 5 

Yes 
- 7 

Rounded corners 
- 8 

Similar to background 
- 7 

No 
- 5 

2.5 Block of video  

Table 16. Marks for text  

 Title  Text 
 Small 

(8-20) 
Middle(22-
40) 

Large(42-
72) 

Small(8-
20) 

Middle(22-
40) 

Large(42-
72) 

user 1 2 7 4 3 5 4 
user 2 3 8 5 5 6 4 
user 3 4 8 6 3 6 7 
user 4 5 9 8 3 1 5 
user 5 6 8 7 9 2 1 

 
Table 17. Marks for link 

 Blue text with  Button 
user 1 5 6 
user 2 6 5 
user 3 4 5 
user 4 5 6 
user 5 5 5 

 
Table 18. Marks for components that make operations  

 Submit  Select  
 form color Change 

on hover 
Pop horizontal 

user 1 Rectangle 
- 5 

Isolation from 
background 
- 8  

Yes 
- 9 

Count of elements 
less than 6 
- 5 

Count of elements 
less than 6 
- 9 

Rounded 
corners 
- 6 

Similar to 
background 
- 2 

No 
- 2 

Count of elements 
more than 6 
- 9 

Count of elements 
more than 6 
- 2 

user 2 Rectangle 
- 5 

Isolation from 
background  
- 8 

Yes 
- 9 

Count of elements 
less than 6 
- 5 

Count of elements 
less than 6 
- 9 

Rounded 
corners 
- 6 

Similar to 
background 
- 2 

No 
- 2 

Count of elements 
more than 6 
- 9 

Count of elements 
more than 6 
- 2 

user 3 Rectangle 
- 5 

Isolation from 
background  
- 8 

Yes 
- 9 

Count of elements 
less than 6 
- 5 

Count of elements 
less than 6 
- 9 
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Rounded 
corners 
- 6 

Similar to 
background 
- 2 

No 
- 2 

Count of elements 
more than 6 
- 9 

Count of elements 
more than 6 
- 2 

user 4 Rectangle 
- 5 

Isolation from 
background  
- 8 

Yes 
- 9 

Count of elements 
less than 6 
- 5 

Count of elements 
less than 6 
- 9 

Rounded 
corners 
- 6 

Similar to 
background 
- 2 

No 
- 2 

Count of elements 
more than 6 
- 9 

Count of elements 
more than 6 
- 2 

user 5 Rectangle 
- 5 

Isolation from 
background  
- 8 

Yes 
- 9 

Count of elements 
less than 6 
- 5 

Count of elements 
less than 6 
- 9 

Rounded 
corners 
- 6 

Similar to 
background 
- 2 

No 
- 2 

Count of elements 
more than 6 
- 9 

Count of elements 
more than 6 
- 2 

 Table 19.
 
Marks for components that show execution of operations

 
 Horizontal progressbar Round 
user 1 4 8 
user 2 4 7 
user 3 5 7 
user 4 2 5 
user 5 9 5 

2.6 Footer  

In majority of web sites footer is re lated to header. That is why the marks for styles of 
all components in footer part are similar to marks in header part. The results of header 
are given in part 2.1. 

Conclusion  

We found out how important is to designing user interface of applicat ion. 
According to researches of some scientists we also defined the way of GUI 
effectiveness testing. We have done experiments with real users to find the usability 
of web site. Each of these users gave their marks to style of every component. 
According to results of this experiment we have chosen the most suitable styles for 
components, so we have created the most suitable interface for majority of people. 
The results of researches have given as tables. Also, we have proved how effective is 
to test usability by real users. 
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Abstract. Nowadays touch technologies have become part of everyday life for 
many people. These technologies can be found in various scopes both, labor 
and education with great diversity of uses and applications. The massive use by 
various age groups is directly related to how intuitive they are for the user. 
Through a research project conducted by an interdisciplinary team, usability 
was assessed quantitatively and qualitatively on how children with disabilities 
have access to the use of various technologies intuitively or naturally promoting 
the incorporation of significant academic content developed in the school. The 
project Natural Interfaces conducted to results that served as the basis for the 
use of tactile interface as a special education facilitator element. Also establish 
them as a significant learning methodologies by substantial incorporation of 
new knowledge in a cognitive structure not arbitrary and based on prior 
learning way. 

Keywords: Touchscreens, natural interfaces, intuitive interfaces, learning 
process, special education, educational tool. 

1  Introduction 

The new Information and Communications Technologies (ICT)1 have been introduced 
massively in all facets of life. They have altered the everyday modes of 
communication and start being so fundamental to society that most areas of everyday 
social practice are affected by the information revolution. 

In an electronically mediated world, being literate is about understanding how the 
different modes combine in complex ways to create meaning. Users have to learn to 
make sense of the obvious iconic systems in computer displays, which involved all 
the combinations of signs, symbols, images, words and sounds. The language is no 
longer exclusively grammar, vocabulary and semantics, but it has come to encompass 
a wide range of semiotic systems involved in reading, writing, viewing and speaking. 

                                                           
1At http://guzlop-editoras.com/web_des/comuinf/pld0985.pdf the reader can delve into the use 

of ICT in Education for People with Disabilities 
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What looks the same text on paper or on screen is different from the functional point 
of view. 

Beyond understanding the new technologies, the world of technological design 
must interpret the needs of users. Among the latest trends in new designs, it has 
focused attention on achieving the massiveness of use. Since 1971, Dr. Samuel 
Hurst2, by introducing touch screens, sought to introduce an interface with electronic 
devices more intuitive way or somehow more natural for the user [1]. The challenge 
that arose since then was to find a design that was massive, economical, versatile, and 
keep its main condition: usability [2], and therefore accessibility [3]. 

In education, there are many ways for teaching using touchscreen technologies. For 
example, some authors take advantage of them using tablets to teach writing through 
the repetition of write characters [4]. 

1.1  Determinants for the choice of technologies using learning styles 

The existence of different ways for human information processing; the existence of 
preferences for different ways of perception (visual, auditory, tactile-kinesthetic, 
olfactory-gustatory); and the discovery of several biological, environmental and social 
conditions for learning have created a research and development field called 
“cognitive, teaching and learning styles”. From this field they have been derived 
strategies to innovate teaching and learning practices and conceptions about one and 
other. One of the conceptual and methodological developments of this field of 
research is the model of diagnosis and pedagogical intervention based on the teaching 
and learning styles of Dunn, et al. (1983) Dunn and Dunn (1992); Dunn, Dunn and 
Price (1993), who developed a diagnostic methodology for identifying learning styles 
and to modify the teaching and learning process from the design of teaching strategies 
and educational environments based on the styles [5]. 

"The perspective of learning styles helps to develop intellectual skills and raise 
awareness about the cognitive functions that come into play in each of the three 
phases of the mental act: a) entry; b) development and c) output. It doesn't polemic 
about what to learn, but how. At some point this may be a constraint against the ever-
present ideological practices, involving the maintenance of conditions of inequality 
and educational inequality in the constitution of the pedagogical discourse and the 
acquisition of its rules" [5]. 

Cognitive functions and mental input operations are recognized by several authors, 
including [6] as those providing the basis on which the following phases finish 
developing the full cognitive process, if something is not right in input phase will 
determine input deficits in the other two. 

Given the importance this perceptual preference has as part of the input cognitive 
functions, it then influences the phase of development and information processing 
within the mental act, such kind of children with such perceptual preference, required 
to obtain the sensory register in order to that necessary information can be passed to 
the long-term memory and the ability to retain. Otherwise, poor cognitive function 
blurry and confused perception of the task or learning content occurs. 

                                                           
2More information at http://www.elotouch.com/AboutElo/History/ 
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The same requirement applies to the structure, which refers to the need for clear 
and precise instructions to develop a learning activity or to perform a task. According 
to the knowledge of the perceptual preferences these instructions should preferably 
be in the most permeable perceptual way that the person has: visual, auditory, 
tactile or kinesthetic. 

For teachers and special education experts as well as teachers and tutors of courses 
where students with disabilities are incorporated, it is very important to know 
assistive technologies, and make proper use of them. The device-user interaction or 
user-user interaction based on the use of such assistive technologies and accessible, 
usable and adaptive natural interfaces, can be instrumental in the educational 
development of students with special needs. 

1.2  The HAAT model - application in the process of meaningful learning 

The model of HAAT (known as HAAT by its acronym of Human Activity Assistive 
Technology) [7] was developed to analyse the complexities of someone (a person 
with a disability) doing something (an activity) somewhere (in a context), especially 
when the use of assistive technology is part of that context. In this model, Human 
refers to the person trying to perform an activity. The activity is the fundamental 
element of the model represents the act of daily life that the user wants to perform. 
Assistive Technology is included as the essential elements that allow humans to 
complete the activity in an adaptive way3. 

In our experience, the HAAT model contribution is valuable and we use it daily, 
creating custom technology or adapting technology for users with disabilities. 
However, there are situations where several interfaces require a significant level of 
abstraction both temporo-spatial and symbolic thought which is not always present in 
all of users with disabilities. For some of these users it is very complex to assimilate 
and interpret. For this sub-minority these adaptations are not recommended, make 
more expensive access and possibly they do not reach the expected results, as more 
layers of interface between the user and the device are generated, which increases the 
distance between them. 

Currently there are technologies that enable more natural and intuitive interfaces, 
where there is a direct relationship between the user and the object to interact. Touch 
screens, where the user "plays what he sees" as an objective, seems to add an 
advantage over others. Additionally if, for example, a sound effect is generated at the 
same time, an essential effect in multimedia experience is achieved. This allows both 
users with greater predominance of visual memory that hearing, as those with higher 
prevalence of auditory than visual memory have a place. Thus, both individuals with 
auditory learning style as those with visual style are attended, according to the points 
raised by the Theory of Multiple intelligences [8] [9]. 

Meaningful learning is the process whereby new knowledge or information is 
related with the cognitive structure of the learner in not arbitrary and substantive or 
not literally way. 

                                                           
3More information at http://www.rehab.research.va.gov/jour/00/37/5/angelo.html 
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According to that some authors proposed, meaningful learning has two 
fundamental conditions: 

1. Potentially significant learning attitude by the learner, what is willingness 
to learn significantly. 

2. Presentation of a potentially significant item [10]. 
The first condition is inherent to the student, while the second has to do with the 

proposed material. By adding a different sensory stimulus -such as for example haptic 
(tactile) - information is reinforced by an additional auditory and visual pathway. This 
set of synchronized stimuli produces an effect on the user very important in 
integrating information to generate meaningful learning synthesis. 

2 Background and Development 

2.1  Natural Interfaces Project 
The International Classification of Functioning, Disability and Health (ICF) defines 
the disability as a generic term that includes deficiencies, activity limitations and 
restrictions on participation [11]. Disability is understood as the interaction between 
those people that suffer from an illness condition (for example, not progressive 
chronic encephalopathy, motor sequel with neurological origin, Down syndrome, etc.) 
and personal and environmental factors (such as, inaccessible transportation and 
public buildings, lack of universal design and limited social support). 

It is estimated that over 15% of the world's population is afflicted by some form of 
disability [12] while in Argentina the number arises to 12.9%. When these people 
want to access to a technological device (such as a personal computer or PC), usually 
they found interfaces that are not meant or designed for them. 

During the years 2012 and 2013 we conducted a project entitled "In search of 
natural interfaces for people with disabilities" [13]. The main objective of this project 
was to find a technological medium as a facilitator of the integral development of 
students with sensory psychomotor disorders attending a special school in the city of 
Córdoba, Argentina, through the introduction and implementation of natural and 
intuitive interfaces for working with computers in education, providing educational 
and therapeutic equipment in the establishment of a complementary educational tool 
for the development of their daily activities. At the same time specific objectives were 
raised as the implementation of hardware and software interfaces to achieve the 
overall objective. During the project, a special analysis of the needs of the educational 
institution, with specific selection criteria for inclusion of recipients (students), and 
subsequent comparison of usability between different technologies applied was made. 
 
2.1.1  Used Technologies 

Six different technologies were initially chosen, some of them were familiar to the 
students by previous experiences: 

01-Touchpad 02-Mouse 03-Kinect 
04-All In One with touch 

screen (AIO) 
05-Leap Motion 06-Tablet (Android) with 

10-inches screen 
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2.1.2  Methodology 
Specific tests were performed over 12 students between 8 and 12 years old. All 
students had similar profiles in relation to their disabilities, diagnosed with motor 
impairment with cerebral origin compromising the cognitive ability, mainly with 
difficulties in the acquisition of learning with abstraction. The criteria for selection of 
subjects was by analyzing the following items: Grade (in school); Shift (morning-
evening); Motor impairment; Expressive Language impairment; Cognitive 
impairment (Comprehension); Cognitive impairment (Attention). 

The following table was made for the analysis and assessment of the technologies: 

Table 1.Student-technology relationship for analysis. 

 01 
Touchpad 

02 
Mouse 

03 
Kinect 

04 
AIO 

05 
Leap 

Motion 

06 
Tablet 

Stud01       
…       
Stud12       

 
Two different types of analysis were performed: 

� Transversal Analysis by Technology (vertical), compares the 
performance of all the students with the same technology. 

� Longitudinal Analysis by Student (horizontal), compares the 
performance of each student with different technologies. 

Tasks 
In testing audiovisual recordings (filming) were taken in order to register the use of 
different technologies as interface to perform a specific simple task: To make a click 
on a specific place on the screen. Each test consisted of an assignment where students 
had to "hang an apple in a tree". Thus, subjects had to click on the apple and then 
click on the tree to accomplish the task. 
 
Transversal Analysis by Technology 
Tests with the selected students were carried out recording several videos with the 
performing and accomplishing clear and specific assignments with each one of the 
technologies. These assessments were performed by five observers, professionals’ 
members and collaborators of this project, with similar criteria on the evaluation.  
Following with the aim of this project, the fact that each technology generates an 
interface with the user was take into account and that interface can determine how 
natural its use was. That is why the following characteristics for the evaluation –
indicators- were chosen: Possibility of Generating Fatigue (GF); Possibility of 
Generating Distraction (GD); Ease of Use (FU); User Flexibility (FB); User accuracy 
required (PN).  

Each observer assigned preset values between 4 and 0 to the corresponding 
quantitative assessments None-Regular-Good-Very Good-Excellent in the first two 
characteristics, while the values used in the last three features were 0 to 4 
corresponding to a qualitative assessments None-Regular-Good-Very Good-
Excellent. After the evaluation by the five observers a sample of five students (n = 5) 
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was taken randomly and conclusions about the behavior of the technologies involved 
and what kind of interface generates with the user. 

For the analysis of these data, the non-parametric Friedman test was used. This 
technique allows evaluation by comparing variances between applied technologies if 
statistically significant differences are evident. 

The analysis was carried out by student and by technology, in order to assess all 
the technology’s characteristics and its performance in relation to the student’s 
profile. 

In cases where statistically significant differences were observed we proceeded to 
test multiple comparisons of means. The software tool used for data treatment was 
InfoStat [14]. The software indicated after each analysis when they are not 
significantly different (p <= 0.050), denoting what technologies show similar 
behavior. Otherwise they act differently and obtained averages values are analyzed. 

To summarize the results of this analysis we present the next two tables: 

Table 2. Technologies that present the most Natural Interfaces 

The Most Natural Interface 

Student GF GD FU FB PN 

1 06 01 04 All 04 

2 04 and 06 06 04 and 06 All 04 and 06 

5 All 04 then 02 02 All 02 and 06 

10 All All T4 All 04, 06 and 02 

12 04 y 06 06 then 04 06 and 04 03 and 06 01, then 06 and 04 

Table 3. Technologies that present the least Natural Interfaces 

The Least Natural Interface 

Student GF GD FU FB PN 

1 03 03 and 02 03 then 02 None 02 then 05 and 
03 

2 05, 01, 03 and 02 01 01, then 02 and 05 None 02 and 03 

5 None 06 03 None 05 and 03 

10 None None 05 None 03 and 05 

12 05, 01, 03 and 02 01 01, 02 and 05 01, 02 
and 04 05, 02 and 03 

 
From the analysis of all the technologies, their features and results of the 

performances of the students, one might conclude that the most natural technologies 
are Tablet (06), AIO (04) and Mouse (02) respectively. This could indicate that touch 
interface technologies are those with a more "natural" interface. We recognize that 
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the Mouse is a not tactile technology, however it shows a similar behavior with 06 
and 04 that may be the result of previous knowledge of the users. 
 
Longitudinal Analysis by recipient/Student 
The recording of data in longitudinal analysis involves testing each student with every 
technology. There were 5 observers in total. Evaluation criteria of the observers was 
agreed and uniform in order to achieve an objective assessment. 

The next step was to calculate the probability for each sum, given the number of 
observers. Because the information was recorded on a qualitative scale, it was 
characterized and quantified by a weight of 0 to 4. This weighting was in ascending or 
descending order, depending on the feature to record according to what is desirable as 
an ideal interface. 

The next step was to make the product of the probability and weighting, resulting 
in a weighted probability of each feature. Each weighted by probability is then added 
feature, giving a value which took into account the sum of all observers for that 
feature. Subsequently they joined by all the features, giving a total valuation (called 
Points) per student per technology. 

Finally, the sum of the ratings for all technologies by students was performed. 
 
2.1.3  Natural Interfaces Projects’ results 
After the quantitative analysis, a contrast with the students’ profiles (qualitative) were 
performed, in order to arrive to more integral conclusions. 

1. Touchscreen technologies obtained the highest score and recurrence (04-
and 06-tablet AIO). It is important to highlight that the students did not know 
or had contact with touch technologies previously, either at school or at 
home. These data were obtained through interviews with the teacher and the 
student academic history. This means that the students had an intuitive and 
natural interaction with touch technologies. This result is extremely 
important and will resume in the Discussion and Conclusions section. 

2. There were students that obtained a high score at 01-Touchpad and 02-
Mouse because they had previous experience, as they are the most 
widespread standard technologies. 

3. The most recurrent technologies with lower scores are: 
� 02-Mouse with a recurrence of 3 over 12 students 
� 05-Leap Motion with a recurrence of 4 over 12 students, although 

with higher scores than 02-Mouse 
� 03-Kinect with a recurrence of 3 over 12 students presenting a higher 

score than 05-Leap Motion. 
From the results above one might initially conclude that these technologies 
are not very intuitive or natural, or require much attention, coordination, 
visual-spatial accuracy and / or abstraction by users (hence the lower score). 
This has a different explanation in the case of 02-Mouse where this 
technology obtained the highest score because users were more familiar with 
its use. 

4. Students with better overall performance with moderate level of attention 
and previous experience in the use of technologies (digital competence). 
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Motor impairment is mild to moderate. The cognitive level of these students 
varies from mild to severe. The age range was between 8 and 12 years. 
As an important fact, all the students have a basic level of symbolic thought. 
Everyone understood the motto. All of them showed a high motivation in the 
use of technology. 

5. The student who had lower overall performance required continuous 
organization through verbal and gestural commands to avoid losing attention. 
Also presented a dysmetria that disrupts their movements and generated little 
precision when trying to reach something with your hands, therefore the 
student had to remain seated during and after the activity. It also presented a 
hearing disorder that also hindered the performance in the proposed 
activities. Compared with other students, it has a higher sensoperceptual and 
hearing impairment which affected the general organization and motor 
planning, impacting negatively on its cognition. Additionally, the student is 
less tolerance for frustration. 

6. Students with better adaptability range have in common their high scores. 
These students have symbolic level of thinking (which greatly influences the 
use of technology, but require indicators and verbal reinforcement). They are 
in the process of literacy and have a background in the use of tools. 

7. Students with lower level of adaptability have a very labile level of attention. 
They require constant external organization through verbal and / or gestural 
commands. Their levels of thought, for the pre-operative period4. From the 
point of view of motor functionality, they presented an unstable functional 
performance in upper limbs. 

3  Discussion  

The information and communications technology (ICT) can be understood as a 
dynamic concept. From the “person with disability– user” experience observed with 
the use of ICT, it is extremely important the user interface within the man-machine 
interaction, particularly human-computer. The tool can succeed or fail with the user 
according to how its interface was designed and implemented. Additionally, they can 
even generate motivations that did not exist or arise unexpected capabilities of users. 

Accordingly, the initiative arose to determine what interfaces were easier to use or 
which are more natural and intuitive according to the user characteristics. Thus, in 
order to facilitate the use of a computer, an intrinsic motivation could be achieved 
from an extrinsic stimulus. 

Accessibility means that people with disabilities can access content or services 
through assistive technologies, if necessary. Usability, however, understood in the 
field of ICT, means that people who use them do so successfully, using assistive 
technology, if necessary. 

According to Jakob Nielsen (1993) "Usability is the quality of a system that is easy 
to learn, easy to use, easy to remember, fault tolerant, and subjectively pleasing" [15]. 

                                                           
4More information at http://reeduca.com/piaget-periodopreoperacional.aspx 
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For a user with disabilities, the fact of facilitating access to information and 
communication through technology becomes a critical issue. 

The ultimate purpose of this project can be summed up in a phrase attributed to 
Plato: "All things will be produced in superior quantity and quality, and with greater 
ease, when each man works at a single occupation, in accordance with his natural 
gifts, and at the right moment, without meddling with anything else"5. Thus, greater 
comfort for the user and optimum efficiency, specifically to focus energies on the task 
would be achieved. In addition, the learning curve for new devices could be optimized 
too. 

All the people with disability are subjects of rights and among them is the right to 
learn and to participate in educational plans. For people with some kind of functional 
diversity, learning and communication can become a difficult task, but the proper use 
of certain non-invasive technologies support can resolve this difficulty and achieve 
speed, naturally, the process of inclusion. 

4  Conclusions  

Results from the Natural Interfaces project allowed us to infer that touch technologies 
would be the most intuitive and natural interfaces that encourage the incorporation of 
new learning for children 8-12 years of age with involvement in cognitive processes 
and acquisition program content with abstraction anchoring components in the 
structure of the previous knowledge of students. This can be reached by promoting 
new knowledge and experience, generating communication, cognitive and motor 
modifications. In this special school these features become the touch interfaces as 
facilitators to help enriching the teaching-learning tools and incorporate them as assist 
or support the teaching tasks set by the teacher team. 

5  Future Projects 

Due to the good results the project carried out, a decision to continue working in the 
same school was taken in order to ensure continuity of work and the need to 
incorporate technologies that were categorized as natural. It was possible to carry out 
an interdisciplinary project with the teachers of the school with a large acceptance and 
collaborative attitude to assess quantitatively and qualitatively the use of technology 
in the education of children with disabilities and identify technologies that propose a 
more natural interface. 

Therefore, in 2014 and 2015 a project called "Implementation of natural interfaces 
in multi-sensory rooms" is being performed. As part of this new project the results of 
the previous project are applied, incorporating new technologies into the educational 
space of multisensory room as assistive tool for rehabilitation and education. 

One of the hypotheses is that natural interfaces in a multi-sensory room -where 
users are being stimulated through different channels- the students could improve 

                                                           
5 http://www.uky.edu/~eushe2/quotations/plato.html  
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communication in the classroom (teacher-student, student-student) and visual-motor 
coordination, as a result after a prolonged use. 
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Abstract. One of the main neurological disorders in children worldwide is 
cerebral palsy (CP). The main alterations are postural control, balance, and gait 
disorders, and difficulty in performing activities of daily living. Techniques in 
traditional rehabilitation are focused on therapies such as constraint-induced 
movement, strength training, and functional electrical stimulation. In the last 
few years, novel and customizable virtual systems have been incorporated in 
the rehabilitation of children with cerebral palsy, but there are few studies that 
have tested the usability of these systems. Therefore, the purpose of this paper 
is to test our tool in terms of usability, acceptance, and security. To do this, we 
analyzed the system usability questionnaire with subjects without neurological 
disorders. The results that we obtained show that our tool follows the standards 
of usability, security, and acceptance. Therefore, we will validate this novel 
system with children that have CP.  

Keywords: Virtual Motor Rehabilitation, Children with Cerebral Palsy, 
Rehabilitation, Virtual Environments, Usability. 

1   Introduction 

Cerebral Palsy (CP) is one of the main disorders in childhood, with a prevalence of 
around 2.11 per 1.000 live births [1]. In the USA, approximately 1 in 303 children are 
diagnosed with CP each year [2]. Worldwide, approximately 10% of children have 
physical disabilities, which produce mental perturbation and decrease learning 
capabilities [3]. In Europe, there are approximately 2 cases of CP per 1000 live births 
[4], with a rate of 1.5 per 1000 live births every year from 1979-90 in Denmark [5]. 

CP is composed of a group of permanent disorders of movement and postural 
control that produce limitations in activities of daily living. These disorders occur in 
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fetal growth or the infant brain. These types of disruptions cause sensory and 
cognitive alterations [6], vision and hearing loss [7], attentional disturbances [8], 
problems interacting and communicating with people [9], behavioral disruptions 
(sleep, anxiety, and mood disorders) [10], epileptic attacks [11], and musculoskeletal 
component deficits (postural control, balance, gait, muscle contractures) [12]. 

With regard to motor abnormalities, there are different types of CP in childhood 
that we can classify based on the type of impairment and the area of the body (lower 
and/or upper limbs). These include the following: 1) spastic quadriplegia, which 
involves all four limbs, and mainly affects the upper limbs; 2) diplegia, which mainly 
affects the lower extremities and causes children with CP to have disorders in gait, 
producing limitations in toe-walking and in flexed knees; 3) hemiplegia, which is 
predominantly characterized by weakness in one-half of the body and motor and 
sensory disorders [13]. With regard to clinical symptomatology there are other 
symptoms in children with CP.  These include: 1) spasticity, which produces 
excessive muscle contraction; and 2) ataxia, which produces balance disorders and 
decreased coordination of muscle tone. 

The traditional techniques for recovering motor functionality and reducing 
symptoms in children with CP are the following: 1) constraint-induced movement 
therapy; 2) strength training; and 3) functional electrical stimulation. 

One of the techniques that is used in the rehabilitation programs of Acquired Brain 
Injury (ABI) patients and children with CP is the Perfetti method [14]. This method is 
based on sensory retraining which focuses on joint position perception and includes 
motor and sensory inputs in the rehabilitation processes. It is based on retraining 
sensory motor control and focuses on joint position perception. To achieve this, the 
method has two training phases. The first phase is the exploration task in which the 
participants must perceive the different objects of the method with the assistance of 
the therapist. The second phase is the identification task in which the participants 
must recognize those objects. Cognitive and motor skills are required in both phases 
in order to receive proper training. 

2   Related Work 

Novel and customizable Virtual Reality Systems (VRS) have been tested in the 
rehabilitation processes of patients with neurological disorders (related to 
neuroplasticity in ABI Patients [15], [16] and children with CP), which have shown 
good results in motor performance. The use of these systems in the rehabilitation 
process to increase gross/fine rehabilitation in upper extremities in children with CP 
are a hot issue being research at the present time [17].  However, at the present time, 
there are few virtual systems that have been tested specifically for usability, security, 
and acceptance in rehabilitation processes [18]. Meldrun et al. [19] tested the 
Nintendo Wii Fit Plus system in patients with neurological disorders and they showed 
high outcomes of usability and acceptance according to the System Usability Scale 
questionnaire (SUS) used. 

The purpose of the experiment presented in this paper is to test the usability of a 
novel tool called Virtual Rehabilitation Child (VRChild) in terms of usability and 
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acceptance. To do this, we first tested the VRChild system using the SUS 
questionnaire in a population of subjects without neurological disorders [20]. In the 
past we tested similar VRS with ABI patients and we obtained high results in terms of 
usability. Therefore, in conclusion, we feel confident that the usability results will 
also be high for patients with CP. 

3   Methods 

In this experiment, eighteen subjects participated in the sessions, ranging in age from 
18 to 23 years old (mean age of 19.62±1.2). These participants (four males and 
fourteen females) were predominantly university students with no neurological 
disorders. Therefore, the exclusion criteria in our experiment were the following: 
presence of motor and cognitive alterations and having experience with and 
knowledge of Virtual Motor Rehabilitation systems. 

3.1 VRChild System 

Our system is composed of different exercises from the Perfetti method. The system 
uses a set of 9 wooden blocks of different colours and a tablet with an Android 
operating system. The tasks of the exercises are recognition tasks: 1) recognition of 
the length of wooden blocks/bars; 2) recognition of the height of wooden blocks/bars; 
3) pattern recognition.The exercises begin with a setup screen in which the researcher 
selects both the exploration time and the identification time (Fig. 1a). Once these 
session times have been selected, a browsing screen is displayed which is set for half 
of the session time selected. Half of the session time is for the exploration task and the 
other half is for the identification task. 

In the three exercises, the subject sits at a table that has a tablet and a selection of 
wooden blocks/bars. The subject has his/her eyes open, looking at the wooden blocks 
selected by the researcher and paying particular attention to the explanations for the 
exercises. In the exploration task for length and height recognition, the researcher tells 
the subject to look at the wooden blocks and to associate the different colours with the 
different lengths and heights. In the exploration task, the researcher guides the 
subject's fingers to adjust to the length or height of the wooden block. Next, in the 
identification task, the subject closes his/her eyes and the researcher randomly selects 
one of the wooden blocks and places it on the surface of the tablet.  The researcher 
guides two fingers of the subject and asks him/her to identify the block by the color. 
Each block has an assigned code which is recognized by the computer program. 

The wooden block can have a single pointer (Fig.1b) or two pointers (Fig. 1c) and 
can be placed in any position on the tablet. The subject recognizes the block by 
placing his/her fingers at each end of it as shown in (Fig 1d). White lines indicating 
the distance between the user's fingers and the block appear (Fig. 1e). Then, the 
system emits a sound cue based on the distance between the subject's fingers and the 
block. The playing time of this sound cue is proportional to the distance between the 
subject's fingers and the block. 
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Fig. 3. Sequence of screens designed to perform contour recognition exercise 

4   Procedure. 

We tested the VRChild system with each subject for 5 minutes. At the beginning, the 
researcher explained the objectives (to decrease motor and cognitive disorders) and 
the instructions (to get the subject used to playing with our system). Then, each of the 
two phases of the Perfetti method (the exploration and the identification tasks) for the 
three exercises was performed (see Fig. 4). Finally, the subjects completed a version 
of the SUS questionnaire in order to determine the usability of the VRChild system. 

 
 
 
 
 
 
 
 
 

Fig. 4. Subjects and researchers testing the VRChild system. 

5   Results 

The SUS questionnaire shows good outcomes for the VRChild system, with a global 
result of (75.83±10.47). In [21], Bangor et al. determined that a result in an interval 
ranging from 70 to 85 in the SUS questionnaire is a good result. Therefore, we 
consider our preliminary outcomes to be very interesting and that they should be 
validated for children with CP. The results of the SUS questionnaire are shown in 
Table 1. 

6   Discussion and Conclusions 

This experiment was tested with subjects that have no neurological disorders. The 
results obtained show that VRChild has good acceptance and good usability.  We are 
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confident that we will obtain similar results testing our tool with children who have 
CP because it was specifically designed with the assistance of clinical specialists. 

Table 1.  Results of the SUS questionnaire   

Question Result (N=18) 

 Mean SD 

Q1. I think I would like to use this Virtual Reality system frequently. 3.39 0.78 

Q2. I found the Virtual reality system to be unnecessarily complex. 1.94 0.80 

Q3. I thought that the Virtual Reality system was easy to use. 4.22 0.55 
Q4. I think I would need the support of a technical person to be able 
to use this Virtual Reality system. 

2.56 1.25 

Q5. I found that the various functions in this Virtual Reality system 
were well integrated. 4.28 0.67 

Q6. I thought there was too much inconsistency in this Virtual 
Reality system 2.00 0.77 

Q7. I would imagine that most people would learn to use this Virtual 
Reality system very quickly 4.33 0.49 

Q8. I found the Virtual Reality system to be very cumbersome to use 1.50 0.71 

Q9. I felt very confident using the Virtual Reality system 3.78 0.81 
Q10. I needed to learn a lot of things before I could get going with 
this Virtual Reality system 1.67 0.69 

GLOBAL SCORE (total) 75.83 10.47 

Therefore, we think that our groundbreaking system can be used in the 
rehabilitation processes of children with CP. At the present time, we are recruiting a 
statistical representative sample of children with CP which will confirm our 
preliminary results in the near future. The inclusion criteria are: 1) children with CP 
with reading, visual, and auditory comprehension; 2) age´5 years old and µ18 years 
old; and 3) comprehension of VRChild instructions. The exclusion criteria are: 1) 
patients with transcortical sensory aphasia; 2) patients with mixed transcortical 
aphasia; 3) patients with cognitive impairment (MEC-Lobo) < 23); and 4) the refusal 
to participate by children with CP. 
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Abstract. Acquired Brain Injury is one of the leading causes of death in the 
world. The main alterations are postural control, balance, and gait disorders, 
that limit activities of daily living. Therapies in traditional gross/fine 
rehabilitation of upper limbs are: constraint-induced movement therapy, hand 
splints, or fine motor coordination. Groundbreaking virtual environments have 
been tested in patients with neurological disorders with encouraging outcomes. 
However these systems have not been tested with specific and customizable 
questionnaires that focus on usability, dizziness, disorientation, or realism. 
Therefore, the aim of this paper is to validate the suitability evaluation 
questionnaire (SEQ) with our system, the Virtual Rehabilitation Sphero 
(VRSphero). To do this, we tested previously the SEQ questionnaire with 
subjects that did not have any cognitive impairment. Since the results show that 
these subjects did not have problems related to nausea, disorientation or 
dizziness, we plan to test our tool with chronic ABI patients. 

Keywords: Virtual Motor Rehabilitation, Chronic Acquired Brain Injury, 
Rehabilitation, Virtual Environments, Usability, Suitability, Realism. 

1   Introduction 

Acquired brain injury (ABI) is damage that is suddenly produced in the encephalon, 
which generates permanent neurological impairments and reduces the functional 
capacity and the quality of life of people [1]. ABI is composed mainly of stroke and 
traumatic brain injury (the main reasons for disability in adults on a global level [2]). 
ABI is one of the leading causes of death worldwide with an incidence of 1.7 million 
people contributing to approximately 30% of all injuries associated with deaths in the 
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USA [3]. Approximately 80% of patients with ABI have motor disorders, which 
mainly affects the upper limbs [4]. These patients have no functionality in the paretic 
arm 6 months after stroke (approximately 30% to 66% of hemiplegic patients), with 
only 5% to 20% of these patients recovering normal functionality [5]. 

Traditional rehabilitation treatments in ABI patients for the upper limbs are the 
following: 1) constraint-induced movement therapy [6], which produces significant 
improvements in the affected arm; 2) hand splints [7], which reduce spasticity; and 3) 
improvements in fine motor coordination [8] with exercises related to activities of 
daily living. 

In this context, there are different therapeutic exercises for improving the Quality 
of life (Qol) of ABI patients: 1) gait training [9], with improvements in the strength of 
the limbs; 2) specific treatments focused on integration in society; 3) aerobic training 
[10] to improve mood in ABI patients; and 4) exercises that encourage healthy 
behavior and self-esteem, in order to increase the Qol. 

Novel and groundbreaking virtual systems have attracted the attention of the 
scientific community [11] with experiments and validation in patients with 
neurological disorders showing greats benefits in motor recovery. 

Different devices and virtual environments have been tested in patients with 
different etiologies: the Sony PlayStation II Eyetoy® for the rehabilitation of older 
adults with disabilities [12]; optical low-cost sensors such as Kinect® for patients 
with multiple-sclerosis [13], stroke patients [14], patients with Parkinson's disease; 
low-cost commercial force platforms such as the Nintendo® Wii Balance Board® 
(WBB) for chronic ABI patients [15],[16], Guillain-Barré patients [17], or patients 
with Parkinson's disease [18]; or the Nintendo Wii for Parkinson's disease [19]. The 
use of novel low-cost devices such as Sphero 2.0® are a good complement to 
rehabilitation, exercises such as: pronation and supination are normal movements in 
therapeutic sessions, therefore, we used this device to carry out these types of 
movements. In [20], the authors implemented a virtual system that is composed of 
different sensors (Microsoft Kinect, Leap Motion, and Sphero) using a server-client 
model in five patients with upper limb hemiparesis. However, at the present time, 
there is no good system that uses all the functionality of this robot ball. 

Usability in virtual motor rehabilitation is an important feature that clinical 
specialists need to test previously in the validation of patients with neurological 
disorders. To do this, we created the Suitability Evaluation Questionnaire (SEQ) and 
we validated it using the Active Balance Rehabilitation (ABAR) system in patients 
with different etiologies [21]. 

The aim of this paper is to test the SEQ in subjects that have no neurological 
disability. To do this, we have implemented a novel system, the Virtual Rehabilitation 
Sphero (VRSphero). Our tool focuses on gross and fine rehabilitation in chronic ABI 
patients with a level of spasticity from low to moderate. To decrease the spasticity 
disorder, exercises related to movements of pronation/supination are carried out. For 
this purpose we used VRSphero with a virtual environment based on instrumented 
activity of daily living. 
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2   Methods 

In this trial, thirteen subjects participated in the first session, ranging in age from 19 to 
23 years old (mean age of 19.54±1.2). The subjects (one male and twelve females) 
were university students with no neurological impairment. The inclusion criteria for 
selecting the subjects for our trial were the following: no motor or cognitive 
impairment and no previous knowledge or experience using Virtual Motor 
Rehabilitation systems. 

2.1 The VRSphero System 

VRSphero is a software tool that is designed and programmed using Unity 
technology. Thanks to our system, we can assist chronic ABI patients in gross/fine 
rehabilitation therapies. VRSphero is composed of a video-game in which the players 
take care of a garden (an instrumented activity of daily living), where the subjects 
must water different plants that appear randomly. Based on the quantity of water that 
the subjects provide, virtual plants grow or wither, as shown in Figure 1. 

 

 
 

Fig. 1. Interface of the VRSphero system.  
All of the game parameters are configurable via a graphical interface so that 

clinical specialists can define the degree of difficulty, the duration of the session, the 
number of seconds for the plants to grow or to wither. The results can be saved in 
Dropbox. The data from the game session and the movements made with the external 
device are stored in PDF files, which are then stored in the device memory running 
VRSphero in order to observe the evolution of the patient or studies. The files are also 
encrypted to protect the confidentiality of data. The files can be automatically and 
securely saved to Dropbox, so that the authorized clinical specialist can access this 
information. The implementation details are shown in Figure 2. 
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Fig. 2. System architecture of the VRSphero system 

The Sphero device consists of an accelerometer and a gyroscope, and it is possible 
to obtain the values of Roll, Pitch, and Yaw. To perform the correct  movement ABI 
patients must move the watering can along the x axis. We stored the normalized data 
sent by the accelerometer. The accelerometer of our robot ball in the idle state has 0 
m/s on the x and y axes, and 9.8 m/s on the z axis due to gravity. To isolate this value 
and to calculate the new position of the watering can, Formula 1 must be solved.  
Value ¶ is between 0 and 1 and it determines the cut-off frequency of the signal which 
will be transmitted.  A value close to 1 indicates that the signal has been transmitted  
correctly. Finally, value ¶ which we considered is approximately 0.9. 

NewX + y = ¶ x PreviousX + (1 - ¶) x accelerationX axis. (1) 

On the other hand, to show the effect of the incline of the watering can when the 
plants are being watered, the degree of the watering, the degree of Pitch on the x axis 
must be obtained, and, therefore, we obtained, thereby obtaining the final rotation on 
the z axis. To do this, Formula 2 must be solved. 

Rotation = Pitch-value - Previous-value-Pitch. (2) 

 

3   Procedure 

3.1   Interventions 

We tested VRSphero with each subject for 10 minutes. At the beginning of the 
session, the researcher explained the purpose of our experiment (the gross/fine 
rehabilitation of upper limbs in chronic ABI patients) and gave a set of instructions to 
perform the correct movements. At the same time, the researcher activated Bluetooth 
communication to enable the personal tablet and the robot ball devices. The system 
shows the setup screen and the researcher selects the correct parameters. During the 
sessions, the participants played with the system performing the correct hand 
movements on the x and z axis, while the watering can watered the plants (see Fig. 3). 
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Finally, the participants answered the SEQ questionnaire in order to obtain the 
degree of satisfaction and usability and to determine if our system is safe for the 
rehabilitation process. The SEQ is composed of 14 questions, 13 of which are graded 
on a 5-point Likert scale and 1 last open question (It should be noted that Q13 was not 
answered by these subjects since Q13 is related specifically to ABI patients). The 
questions evaluated realism, enjoyment, feeling and whether or not  the system was 
comfortable. 

 

Fig. 3. Participants and researchers testing the VRSphero system. 

4   Results 

For the results obtained using VRSphero, the SEQ questionnaire shows good 
outcomes, with a global result of (31.15±8.27). The results obtained ranged from 26 
to 35. The results of the test SEQ are shown in Table 1. 

Table 1.  Results of SEQ questionnaire   

Question Result (N=13) 

 Mean SD 

Q1. How much did you enjoy your experience with the system?       3.69   1.03 
Q2. How much did you sense being in the environment of the 
system? 

3.69 1.03 

Q3. How successful were you in the system? 3.77 1.01 

Q4. To what extent were you able to control the system? 3.92 0.76 

Q5. How real is the virtual environment of the system? 3.38 0.96 

Q6. Is the information provided by the system clear? 4.23 0.73 

Q7. Did you feel discomfort during your experience with the system? 1.46 0.78 
Q8. Did you experience dizziness or nausea during your practice with 
the system? 

1.00 0.00 

Q9. Did you experience eye discomfort during your practice with the 
system? 

1.00 0.00 

Q10. Did you feel confused or disoriented during your experience 
with the system? 

1.00 0.00 

Q11. Did you find the task difficult? 1.85 0.99 

Q12 Did you find the devices of the system difficult to use? 2.15 0.99 

GLOBAL SCORE (total) 31.15 8.27 

Acceptance And Suitability Of A Novel Virtual System … 1069



5   Discussion and Conclusions 

We tested a novel usability test that focuses on Virtual Rehabilitation systems in 
patients with neurological disorders. First, we validated our system with subjects that 
did not have disabilities and who complete the SEQ questionnaire. The results 
obtained show that the subjects enjoyed using VRSphero(Q1) and that they were able 
to control the system(Q4) and had received clear instructions before the session (Q6). 
These results demonstrate that the virtual motor rehabilitation sessions of ABI 
patients can be used for gross/fine rehabilitation upper extremities. This is because 
our tool specifically covers traditional actions such as movements of pronation and 
supination  which are included in therapeutic sessions with ABI patients. The results 
of the questions that are related to specific items of the rehabilitation processes 
indicated that the subjects did not have dizzines/nausea(Q8), eye discomfort(Q9), 
disorientation(Q10), difficulty with the task(Q12), or difficulty of use(Q12), because 
our tool can be customized  for each therapeutic session. These outcomes indicate that 
there should be no safety problems using VRSphero in the sessions of chronic ABI 
patients and that the ABI patients should be comfortable. 

We are currently recruiting chronic ABI patients with the following criteria: 
outcomes on the modified Ashworth Spasticity Scale (ASS) ·8� ���� ������ ��� <���U�
comprehension of instructions (the Mississippi Aphasia Screening Test (MAST ´45); 
and no cognitive impairment (MEC-Lobo>23). 

These preliminary results have encouraged us to validate VRSphero in chronic 
ABI patients. To do this, we will test our tool in chronic ABI patients using specific 
clinical tests: the Action Research Arm test (ARAT); the Wolf Motor Function test 
(WMFT); the modified Ashworth Spasticity Scale (ASS); and the Box and block test 
(BBT). 
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Patient-Centred Transparency Requirements
for Medical Data Sharing Systems
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Abstract. We compose, propose, and discuss several requirements to
support transparency in Medical Data Sharing Systems. Transparency
is a property that suggests openness and compliance with policies, prac-
tices, and processes employed to secure data, and it is believed to pro-
mote good quality of service in healthcare. Our requirements indicate
how transparency can be realised on modern medical data sharing sys-
tems such as those managing electronic health records.

Keywords: Requirements, Transparency, Medical Data Sharing Systems.

1 Introduction

Medical data sharing systems are used by doctors, health care providers, and
researchers to collect and share people’s health information in digital form.

Information about patients is usually organised in Electronic Health Records
(EHRs) and is strictly personal: EHRs carry highly sensitive data about a patient
such as lab results, diagnosis, and health history. For this reason EHRs are
expected to handle patient data by ensuring security and privacy. Regulations
and laws have been billed to protect people’s rights to have such properties put
in place. In the Health Insurance Portability and Accountability Act (HIPAA),
the Privacy Rule demands to document privacy policies and procedures and to
notify individuals of uses of their health information, while the Security Rule
requires specific protections to safeguard EHRs’ security, including storing audit
trails that record who has accessed what information. These and other similar
requests refer to a transversal quality in security and privacy called transparency.

Transparency is invoked to implement people’s right to have control over
their data [20]. European Directives 95/46/EC and 2011/24/EU recommend
transparency when they establish “the right for individuals to have access to
their personal data concerning their health [..] also in the context of cross-border
healthcare”. The same does the incoming General Data Protection Regulation
(GDPR) [5] when stating that data controllers are “obliged to provide easily
accessible information, [..] and procedures and mechanisms for exercising a data
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subject’s rights” (Art. 11, 12 and 13). Indeed, GDPR lists transparency as one
of the driving principles in processing personal data.

For all these reasons transparency is considered a pro-ethical principle to
promote accountability, improve service quality and outcomes, empower peo-
ple’s choices and demands for better services, and foster social innovation and
economic growth [12, 8]. It has been defined as “the possibility to access informa-
tion and evidences revealed through a process of disclosure” [22], as a practice
“to inform users and make policies and processes openly available” [14], and as
the “predisposition to increase responsibility and accountability” [9].

Either because required by law, or imposed by regulations, or suggested by
ethical principles, transparency is a desirable quality to have in health care me-
dical systems in order to defend patients’ right to security and privacy. Although
its benefits are discussed by a few papers [10, 9, 18, 20], there has been no esta-
blishment of technical requirements for transparency. Such requirements seems
far from being simple, since defending patient’s right must not be done only in
appearance, like by making available logged data which no patient can interpret.
This paper fills this gap: it discusses a definition of transparency for medical data
sharing systems keeping a patient-centred perspective and presents the first list
of requirements for transparency for health care system engineering.

2 Medical Data Sharing Systems

Several types of medical data sharing systems deal with EHRs: systems for eHos-
pitals, for medicine and telemedicine, applications for wireless body area net-
work, and systems used by bio-banks, pharmaceutical and insurance companies.
They are all in the scope of this paper’s research. However, to keep focus, we
have implicitly referred to three systems in particular. The first is the Integrated
Telemedicine and Telehealth System of the state of Santa Catarina, Brazil; it
allows accessing medical examinations (e.g., ECGs, ECHOs, CATs, MRIs) at
distance. The second is the Visual Electronic Patient Record of the Hospital
São João, Portugal, a centralised data management system that collects clini-
cal reports from the various hospital departments and lets them be accessed
by authorised health professionals. The last one is the system developed by the
Luxembourg Centre for Systems Biomedicine; it is available to doctors and re-
searchers to collect and store questionnaires on personal andmedical information
of patients with the goal of studying the development of the Parkinson’s disease.

3 Transparency in Medical Data Sharing Systems

Even though several works welcome transparency in health care (see §1), we have
found none giving a clear definition of the concept or suggesting how to imple-
ment it. Instead, transparency has been discussed in web services and cloud com-
puting. Here, researchers have developed Transparency Enhancing Tools (TETs),
meant to inform users about how data are handled (see [6] and [11] for a survey),
and discussed a few definitions of transparency.
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One stands out for its clarity and for its utility in health care [7]. It separates
ex ante and ex post transparency. Ex-ante transparency “enables the anticipation
of consequences before data are actually disclosed”. Ex-post transparency “offers
information about any consequences if data already have been revealed” (FIDIS
deliverable D7.12 as cited in [7]). Because of its simplicity and flexibility we
adopt this definition and we adapt it to the health care domain, as follows:

Definition 1 (Transparency in Health Care). Ex-ante transparency ena-
bles the patient to anticipate or to control what will happen to his/her medical
and personal data. Ex-post transparency enable the patient to be informed or
get informed about what happened to his/her medical and personal data.

4 Methodology and Intermediate Results

Our methodology is organised in two phases. The first phase reviews the litera-
ture aiming at evidences to test this paper’s reason d’être i.e., that transparency
requirements are needed and missing in health care system engineering. The
second phase establishes the requirements and discusses their relevance.

Phase 1: Testing the Relevance of the Problem. We browsed the state
of the art for recent works (2003-2014) that contain “security” and “medical
data sharing” in the title, abstract, keywords, and body. “Security” is a key-
word that we expect to find in works addressing more specific security proper-
ties; “medical data sharing” is to restrict the research to this paper’s topic. To
search as extensively as possible, we browsed the literature with meta search
engine, www.findit.lu: it cross-indexes a large number of digital libraries such as
LNCS, the ACM Digital Library, IEEEXplore, ScienceDirect, Scopus, and Med-
line. From a first pool of 75 papers, we rejected those where security appears
without being discussed and remained with 55 papers.

For reason of space we cannot comment all the findings (see our technical
report for the details [21]) but, in short, of these 55 papers, 52 look at secu-
rity in health care as a serious problem to address, and three see the need of
transparency [14, 9, 18] or of other properties that, as accountability, link to
transparency. However, there is no formalisation of it and no standard solution
that makes a medical system compliant to it. Our research’s goal seems justified.

Phase 2: Requirement Establishment. Instead of interviewing engineers of
medical systems and lawyers expert in regulations (a task which was beyond
our possibilities), to establish requirements for transparency we started from the
existing research. We proceeded in five steps (see Figure 1): (1) definition of
sources, where we review the literature in other domains searching for potentially
applicable-to-transparency requirements, and where we collect papers that dis-
cuss technical features in medical systems that directly or indirectly are about
transparency; (2) extraction of requirements, where we define the criteria to se-
lect/compose transparency requirements in preparation to have a preliminary
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Fig. 1. Our second phase’s 5 steps (left); No. requirements retained/rejected (right)

list; (3) categorisation, where we categorize our preliminary list of requirements
according to whether they provide information or tools, to whether they concern
privacy, accountability, or other security properties, and to whether they are ex-
ante or ex-post; (4) refinement, where we review the requirements questioning
their relevance in the healthcare domain; (5) rewriting, where we rewrite, restyle,
and present our final list of requirements. We describe the five steps in detail.

Definition of sources. Our sources are papers and projects that mention trans-
parency as a goal or as a subject of research and papers and projects about
medical data security. In addition to the works we used in phase 1, we selected
others by searching for “transparency” and “privacy” to find works discussing
transparency but not necessarily in healthcare, and others more by searching
for “security,” “privacy”, and “medical data”, to find articles in healthcare that
discuss properties linked to transparency. We also searched through papers cited
in articles that survey the topic [19, 16].

We have found several publications on transparency, the majority belonging
to the EU project A4Cloud (www.a4cloud.eu). Two deliverables of this project
[15, 4]) comment 346 requirements for accountability. These requirements were
elicited after several interviews with professionals, among which data protection
experts. We decided to use this project’s deliverables as our main source, since
the requirements that they provide form a superset of potentially interesting
requirements. To this, we added six papers (i.e., [17, 3, 13, 2, 1, 20]), discussing
technical features for medical systems that match our definition of transparency.

Extraction of requirements. Because we had both a list of already well stated
requirements for cloud computing and six scientific articles discussing security
in medical data sharing systems, we set two different criteria for extracting
requirements. (1) To select from the list of requirements those that were already
tagged ‘transparency’: this because the requirements coming from the A4Cloud
project were already labelled using combinations of accountability attributes,
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among which “transparency”. By applying this criteria we sieved a total of 126
requirements. (2) To identify sentences describing operations that patients are
able to do, or are allowed to do, or have the right to do, as well as tasks executed
by the medical system that concern a patient’s records and affect the patient’s
right over them (e.g., break the glass and delegation of access rights). This
criterion is meant to discern mainly patient-centred requirements. Words such
as can, should, might, and must helped us spot key sentences. We extracted
additional 20 requirements for a total of 146 requirements, written according to
the RFC2119 to indicate the requirement levels.

Categorisation. The requirements resulting from the previous step have been
classified according to six attributes that remind the syntactic categories used
in the description of a requirement: “The [Active Agent ] must/should/may pro-
vide a [Passive Agent ] with an [Instrument ] for a [Transparency Scope]”. Agents
are data providers, medical systems, consumers, data owners, the patients or a
data broker. Instrument are pieces of information or tools that realize the “be-
ing transparent” in respect to a Transparency Scope, for instance compliance
to policies, accountability, auditability. A further attribute, Transparency Type,
specifies the requirement be ex ante, ex post, or other.

Refinement. We refined the set of requirements by removing (a) requirements
where the Active Agent is not “data provider”, since data provider is (the subject
managing) the medical data sharing system, the role we intend to let provide
transparency. (b) requirements where the Passive Agent is not the consumer,
since we are interested in requirements about data providers (medical systems)
and data consumers (patients), excluding requirements about other roles not
relevant or uncommon in the medical domain, such as data brokers; (c) require-
ments that are not about ex ante or ex post transparency ; (d) requirements about
implementation; and (e) requirements that are not about personal data. We also
removed duplicates. This step reduced the pool of 146 requirements to 67 re-
quirements (53 from A4Cloud and 14 from healthcare literature).

Regrouping/Rewriting. We clustered the requirements according to our categori-
sation. We did so to discover requirements that are in fact variations of the same
concept expressed with slightly different words; in this case, we merged those
variants into one new requirement. In this process we also identified and ex-
cluded requirements that were meaningless in healthcare, mainly because were
tailored specifically to cloud computing. Finally, we removed requirements that
were mere specialisation of others, leaving only those most general; they impli-
citly embrace the special cases.

5 Transparency Requirements for Medical Systems

Table 2 and Table 3 show 41 requirements, organised in ex ante and ex post.
Due to space constraints, we did not included all the fields suggested by the
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Software Requirements Specifications (SRS) standard, but reported only “iden-
tifier” (ID) and “Description”. As ID, we gave a numerical code inspired by the
Dewey Decimal Classification1. Dewey’s Classification uses classes in reference
to book’s subjects; our relies on the attributes that we defined in our categorisa-
tion step. Table 1 lists the codes of our attribute elements. Each code is a three
digits number that reminds the attributes classifying the requirement in: Trans-
parency Type (the cipher in the position of the hundreds), Transparency Scope
(the cipher in the position of the tens), Instrument (the cipher in the position of
the units). There is no code for “Active Agent” and “Passive Agent”: they are
omitted for we consider implicit that every requirement is from “Active Agent”
(medical system) to “Passive Agent” (patients). Requirements that would have
the same identifier, because in the same class, are distinguished adding decimal
ciphers to the code. So, for example “162.11 - The Provider must inform the
Consumer on how to protect data or how data are protected” is the 11th re-
quirement in the category Ex ante transparency (100) regarding Openness (60)
on Information on processes (2).

Table 1: Category codes: attribute (left) and Value (right)

Type Ex ante (100); Ex post (200)

Transparency
Scope

Compliance with policies (10); Recoverability(20); Auditability (30);
Accountability (40); Access Control (50); Openness (60); Privacy (70)

Instrument Information about data (1); .. about processes (2); .. about events
(3); Evidence/Proofs (4); Policy (5); Mechanisms (6)

5.1 Ex ante Requirements

According to Definition 1 ex ante transparency puts the patients in condition to
anticipate and control what will happen to their data. Even though the ex ante
transparency hints an active involvement of the patients, most of the require-
ments we have selected in this category involve them only passively by informing
about data and processes (see Table 2). EHRs are normally created and mani-
pulated by medical teams, and so patients are not always aware of what data
the system has on them, of how data are handled and by whom are accessed.
Without this pieces of information patients are not able to anticipate and con-
trol what is going to happen to their data. Requirements 161.1-2 and 162.1-13
support this believe. Requirements 156.1-3, 166, and 176, on the other hand, are
requirements that directly address the problem of controlling data by providing
patients with tools (mechanisms) to share and access their data.

While transcribing a few requirements we changed their recommendation
level. Requirements 162.4-6 and 162.10, for instance, were originally mandatory
(must). They were clearly conceived for users with some expertise in Informa-
tion and Communication Technology (ICT). But in medical system, where users

1 https://www.oclc.org/dewey/features/summaries.en.html
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are patients commonly not experts in ICT, we relax these requirements to be
recommended (should).

Table 2: Ex-ante Requirements.(S =medical data system; P =patient)

ID Description

156.1 S must provide P with data sharing mechanisms.

156.2 S must provide P with mechanisms allowing the revocation of access rights.

156.3 S must provide P with mechanisms for the administration of access rights.

161.1 S must provide P with real time information on physical data storage and
data storage location of different types of data.

161.2 S must inform P on how data are stored and who has access to them.

162.1 S must inform P from whom it purchases services, and about any ”conflict of
interest towards data.

162.2 S, in case of using services from third parties, must inform P about the exis-
tence of sub-providers, where they are located and whether they comply with
the legal requirements of the country of P .

162.3 S must inform P how it is assured that data are not accessed without autho-
risation.

162.4 S should make available a document that describes the adopted mechanisms
for securing data against data loss as well as data privacy vulnerabilities.

162.5 S should make available a document that describes the procedures and me-
chanisms planned in cases of security breaches on P ’s data.

162.6 S shouldmake available the technical documentation on how data are handled,
how they are stored, and what are the procedures for accessing them.

162.7 The P must be made aware of the consequences of their possible choices in an
unbiased manner.

162.8 S must inform P about who is responsible for handling owned data.

162.9 S must inform P about storage in other countries and compliance issues related
to this storage with respect to laws and regulations of both the other country
and their own country.

162.10 S should inform P about the use of specific security mechanisms.

162.11 S must inform P on how to protect data or how data are protected.

162.12 In case of using services from third parties, S must inform P on the responsi-
bilities of the different parties involved in the agreement.

162.13 S must inform P about who has the authority to investigate any policy com-
pliance.

164 S must provide P with evidence of data collection practices.

165.1 S must make available a document explaining the procedures for leaving the
service and taking the data out from the service.

165.2 S must make available a document that describes the ownership of the data.

165.3 S must provide P with disclosure of policies, regulations or terms regarding
data sharing, processing and the use of data.

166 S must provide P with mechanisms for accessing, amending and correcting
personal data.

174 S must provide P with evidence of separating personal from meta data.

176 S must provide P with mechanisms that allow to express binding privacy
policies regarding the disclosure of data to third parties.
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5.2 Ex post Requirements

According to Definition 1 ex post transparency is a way to inform the patients
about what happened to their personal data. Because of that ex post is mostly
composed by requirements about the system providing evidence to the patients
on the way that data have been handled, and whether or not they have been
handled in compliance to policies and regulations (see requirements 214, 224,
234.1-2, 254, 264.1-2).

Ex post category also includes requirements (like requirements 263.1-4) that
inform patients about events thatmay endanger their data, like security breaches.
The goal of these requirements is to inform the patients so that they are able
to understand the impact of the event on their data, but not necessarily to find
and blame the responsible for the event.

Almost all our requirements are either ex post or ex ante but two (i.e., re-
quirements 162.1 and 262.1) can be defined as both, depending on how we inter-
pret them: “S must inform the P from whom it purchases services, and about
any conflict of interest towards data”. When the information is given before the
patient signs the consent and discloses data to the system, the requirement is
clearly providing ex ante transparency. When the medical system purchases ser-
vices from a new source, it is an ex post requirement for the patients who had
already disclosed data.

Table 3: Ex post requirements (S =medical data system; P =patient)

ID Description

214 S must provide P with evidence that policies, regulations and practices have
been applied correctly.

224 S must provide P with evidence of the recovery from security attacks.

234.1 S must provide evidence of compliance with respect to extraterritorial legisla-
tive regimes.

234.2 S must provide evidence that the data is being maintained in the correct way.

236 S must provide P with audit mechanisms.

246 S must provide P with accountability mechanisms.

254 S must provide P with evidence regarding permissions history for auditing
purposes.

261 S must provide detailed information on the data collected about P , and what
information S has implicitly derived from disclosed data.

262.1 S must inform P from whom it purchases services, and about any conflict of
interest towards data.

262.2 S must inform P if and when data is gathered, inferred or aggregated.

263.1 S, in case of security breaches, must inform P on what happened, why it
happened, what the procedures S is taking to correct the problem and when
services will be resumed as normal.

263.2 S must inform P when the authorities access personal data.

263.3 S must notify P in case the policy is overridden (break the glass).

263.4 S must provide P with timely notification on security breaches.

264.1 S must provide P with evidence of security breaches.

264.2 S must provide P with evidence that revoked consent has been executed.
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5.3 Other Requirements

So far, we presented requirements matching directly Definition 1. But we have
found other requirements that better qualify transparency. They are about in-
forming about the existence of transparency tools: “S must inform P about the
availability of transparency tools”; about the usability of the transparency tools:
“S must comply with a requirement in an understandable and usable way”; and
about preserving privacy while providing transparency: “S must comply with a
requirement without harming data privacy”.

The first is justified by the fact that a system cannot be considered truly
transparent if its users are not informed about the transparency functionalities.
The second is motivated by the fact that patients are generally non-technical
users. Even though we are aware that providing usability in a satisfactory level
is difficult, usability principles must be considered when designing transparency
tools. The third is a concern raised by the fact that most of the requirements are
dealing with personal data, and in so doing must not sacrifice an user’s privacy.

These three requirements aremodifiers of other requirements; in a sense, they
are meta requirements. The three modalities can potentially be applied over the
41 identified requirements. If we do so, we obtain 41× 4 requirements (for each
original version we add three modalities). We can even give an ID to them if
we assume the modality being a fourth attribute so encoded: existence (1000),
usability (2000), and preserve privacy (3000). For instance, requirement 246 - “S
must provide to the P accountability mechanisms” have three other modalities:
1246 - “[S must inform P that there are] accountability mechanisms”; 2246 -
“S must provide P with [usable] accountability mechanisms”; 3246 - “S must
provide P with accountability mechanisms [that do not disclose other private
information]”.

6 Discussion and Conclusion

Implementing the requirements we defined in this work will be technically chal-
lenging. We also expect difficulties due to internal regulations and some re-
sistance if implementing them would mean change current practises. However,
addressing these issues will be the goal of future research. Instead, here we com-
ment on completeness and relevance of our requirements.

It is generally hard to have a complete list of requirements and our is not an
exception. We know, for instance, that we overlooked technical requirements re-
garding how to implement transparency. We did so intentionally, since we aimed
to identify the functional and not the technical features supporting transparency
as a property. Even if we restrict the discussion to functional requirements it
would be unrealistic claiming we are complete; but we think we have not missed
any important requirement.

One can question that, while selecting our sources, we did not searched
broadly enough. We searched for “transparency”, “security” and “privacy”,
which we think are very general terms. In the incoming GDPR, transparency is
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frequently related to security properties meant to give users feedback on their
private data. So, for instance, even though we overlooked accountability or/and
auditability, being them more specific than security, we indeed harvested works
on those topics too. Despite, in medical systems, as we found in our phase 1 (§4),
privacy is the property more likely to be related to with user-centric solutions.

One could also question that the best way to achieve completeness is to
discuss with engineers working with medical systems and with health care pro-
fessionals. We are considering this as a future work, at least within the network
of the medical institutions we are in collaboration with. However, it must be re-
minded, the original list of 346 requirements that we “borrowed” from A4Cloud
did emerge from a workshop where precisely those professional figures were asked
for requirements also about transparency in the context of cloud computing.
Moreover, we also extracted requirements from works debating patient-centric
desirable features on medical systems (§4).

Besides, to build a list as complete as possible, we decided to add three meta
requirements to our pool, exploring human aspects (usability), transversal secu-
rity aspects (preserving privacy), and fairness aspects (knowledge of existence).
They all capture better the spirit of transparency. We have thus indirect reason
to believe that we have not missed much.

A similar argument gives us some guarantee about the relevance of our se-
lection of requirements. However, although we chose carefully our sources, we
cannot verify the relevance only by looking at the data we have. But, at least,
if relevance is intended with respect to our definition of transparency (§3), we
have some insurance because of our methodology: its selective and integrative
steps were conceived to be compliant with that definition. However, if relevance
is intended with respect to regulations, our methodology may not be sufficient
to give full guarantee: it only gives best compliance with what we have found
in the literature. But reaching legal compliance is a very difficult task in gene-
ral, usually reached by compliance to standards; there are no standard yet for
transparency. Even the incoming GDPR, which presents transparency as one
of its driving principle for data protections, is not clear on the matter and, as
far as we know, there is an alive discussion about how to be compliant to it.
Our requirements constitute a reasoned first proposal that should be followed
by discussions with health care specialists, patient associations and, regulators.
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Abstract. In recent years Serious Games have gained a new importance, very 
driven by the proliferation of video games and its application in diverse areas. 
Cognitive rehabilitation is a major area where Serious Games can assume a 
relevant role. Traditional cognitive therapies quickly become repetitive and 
discouraging for patients. To mitigate these problems, Serious Games based 
tools are necessary to create more dynamic rehabilitation processes, holding the 
attention of the patients throughout the process and motivating them during 
their road to recovery. This paper describes a web platform for Serious Games 
in cognitive rehabilitation that integrates a set of features that include natural 
and multimodal user interfaces and social features (collaboration, competition 
and handicapping) which can be used to augment the motivation of patients 
during the rehabilitation process. Results observed in a study with healthy 
subjects indicate that the platform offers good usability. 

Keywords: Serious Games, Rehabilitation, Cognitive Rehabilitation, Natural 
User Interfaces, Games, Health Informatics. 

1   Introduction 

In recent years, Serious Games have gained a new importance, very driven by the 
proliferation of video games and its application in various fields such as military and 
health, among others. Although at present there is no single accepted definition of the 
term “Serious Games”, we use it when referring to computer games whose main 
purpose is the achievement of a specific goal, driven by the entertainment component 
and the game's ability to hold the attention of its user. 
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Cognitive rehabilitation is a major area where Serious Games assume a relevant 
role. Despite the literature review shows that Serious Games are most commonly used 
in physical rehabilitation therapy processes [1], several examples of serious games 
studies used for cognitive rehabilitation can be found. However, for most of these 
studies they are still prototypes in development or in testing phase [2-5].The main 
objective of cognitive rehabilitation is the improvement of cognitive skills affected as 
a result of suffered brain damage thus focuses mainly on returning patients to the 
maximum possible independence and the best possible functioning of their cognitive 
functions. These processes include cognitive faculties such as attention, 
concentration, memory, reasoning, problem solving, language and critical capacity, 
among others. Cognitive rehabilitation is used as a treatment for patients suffering 
from stroke [6] or brain injury. Just in the United States, every year 1.7 million people 
are victims of such injuries, mostly caused by falls (35.2%) and traffic accidents 
(17.3%) [7]. Thus, the cognitive rehabilitation processes are assumed to be 
fundamental in the lives and recovery of such patients.  

Several studies on rehabilitation show that it is more effective when patients follow 
intensive training programs, oriented to the achievement of a goal and divided into 
specific tasks that require to be performed repetitively [8, 9]. It is noticed however 
that traditional cognitive therapies quickly become repetitive and discouraging for 
patients. On the other hand, highly motivated patients can perceive more easily that 
the therapy is the most important means for their recovery and try to play an active 
role throughout the rehabilitation process [10]. To mitigate these problems, Serious 
Games-based tools are necessary to create more dynamic rehabilitation processes, 
holding the attention of the patients throughout the process and motivating them 
during their road to recovery.  

It is in this regard that Serious Games can play a key role in contributing to the 
increase of the motivational levels of patients, allowing a different perspective of the 
traditional processes of rehabilitation therapy. Thus, the introduction of Serious 
Games in these processes can help in motivating patients, increasing their interest in 
the exercises to perform. These games should then be defined taking into account 
characteristics that are able to stimulate and train cognitive functions as well as 
features that require some kind of motor activity in order to stimulate and attract the 
attention of patients [1, 11]. 

In a previous study we made a literature revision on Serious Games for cognitive 
rehabilitation and propose a set of features to be incorporated in the games [12]. 
Based on that, the main objective of this work is to describe a web platform for 
Serious Games in cognitive rehabilitation that integrates the proposed features.  

The rest of the paper is structured as follows. Section 2 presents the importance of 
modalities of interaction in cognitive rehabilitation games and some of the main 
multimodal and natural interaction modalities present in these games. Following, 
section 3 describes the web platform for serious games, including the architecture and 
the integrated features. Section 4 describes the experiments with users and Section 5 
presents results of user testing using the described architecture. Section 6 presents the 
major conclusions and some directions for future work. 
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2   Forms of Interaction 

Many of the patients who use rehabilitation therapies in addition to cognitive 
difficulties, present various physical limitations [13, 14]. It is therefore essential to 
decrease the limitations of games with respect to usability and interaction with the use 
of user interfaces, as much natural as possible and according to a multimodal 
approach [15-18].  

The multimodal term refers to the combination of multiple modalities, which in 
this particular case relates to the way the system receives its input / output [19]. Thus, 
the multimodal approach is a combination with more than one interaction technology, 
such as input or output [20] that should serve as facilitator of the interaction between 
humans and the computer [15]. A multimodal interface can incorporate different 
combinations of voice, gestures and facial expressions and other forms of interaction 
more conventional as mice and keyboards. The most common combination in the 
literature uses gestures and voice simultaneously [16]. In what concerns to the use of 
more natural forms of interaction, there is collaboration between different modes as a 
way of support in the signal recognition process. For example, capturing the lip 
movements can help in the speech recognition process [15]. Multimodal interfaces 
offer several advantages over more traditional user interfaces. Firstly they provide a 
more natural and friendly user experience. Similarly, a multimodal approach may be 
used in order to equip the system with redundancy which allows to open the use of the 
system to different people and in different circumstances [21]. 

Natural user interfaces are a type of interaction between humans and the machine 
based on the analysis of natural automatic behavior of humans. Human actions are 
interpreted by machines as commands that control system operations [22]. This means 
that humans are able to use the system with very little practice, since these behaviors 
are deeply rooted in their daily experiments, which reduces the cost of system use, 
and the time of learning and habituation to the system commands. These interfaces 
allow the user to interact with the system without being aware that it is using an 
intermediary interface, allowing in many cases this interaction to happen when there 
is no contact with any type of physical device [23]. The main objective of this 
approach is to interact with the computer the way we interact with the world [20]. To 
this end these interfaces are designed based on human behavior and using different 
interaction devices from traditional mice, keyboards or touch screens. This design 
allows for user interaction with the system through natural movements, which he 
performs in a daily basis, thus reducing the learning curve of the system controls, 
making it easier to handle and more intuitive [2, 23, 24]. The daily basis activities can 
be classified on basic (such as hygiene and personal care) and in instrumented 
activities of daily living (which include activities such as meal preparation, shopping, 
managing finances and housekeeping) [25]. 

Any physical limitation that these patients may have must be attenuated by a fusion 
between a multimodal approach and the use of natural user interfaces. Thus, the 
development of these games should include the use of technologies to encourage the 
use of the five human senses [26]. A multimodal natural approach enables a more 
flexible interactive environment, appealing, motivating and integrating through 
various interaction technologies. Relevant examples of the use of multimodal 
interfaces using the concept of an intelligent wheelchair can be found in [27-34].The 
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vision-based technologies are the most frequently identified in the literature. An 
overview of this type can be described as the interpretation of any human behavior 
that can be recognized as a visual signal [15]. Among the various existing 
technologies we highlight: the analysis of facial expressions [35], detection of body 
movements [36], gesture recognition [37] and tracking eye movement [38-40]. 

Several studies have been conducted on the use of these technologies in Serious 
Games. Conconi et al. (2008) [41] studied the applications of detection of movement 
and facial expression recognition, Flynn et al. (2007) [42] worked with tracking 
technologies of eye movements, Moussa et al. (2009) [35] tested the voice recognition 
while Saposnik and colleagues (2010) [43] conducted experiments with motion 
detection. Large companies of video games are increasingly focusing on these forms 
of interaction and these are increasing on the market. The Microsoft Kinect [44], the 
Nintendo Wii [45] and the Sony PlayStation Move [46], are just some of the devices 
most commonly commercially available. 

3   Rehab+: A Web Platform of Serious Games for Cognitive 
Rehabilitation 

A Web platform comprising a set of games adapted for use in cognitive rehabilitation 
has been developed. In this section we describe the development process of this 
solution - the platform Rehab+, the games that are part of it, the technologies used in 
its creation and the tests carried out in the validation.  

3.1   Solution Architecture 

The first step in the development of Rehab+ consists in defining features to be 
included in each of the games developed. It was decided that each game should 
contain rehabilitative features capable of stimulating at least one cognitive function, 
as well as some of the features proposed in this research as a way to improve the 
motivation of patients in relation to the rehabilitation process (use of natural 
interaction interfaces, social features as competition and collaboration, and 
handicapping).  

The implementation of rehabilitation characteristics is a complex task. Not only 
because it depends on the limitations of each patient but because its design must be 
made effective by a multidisciplinary team composed of professionals from various 
fields such as physicians, psychologists and therapists, among others. In this work, it 
was decided to develop the games of the Rehab+ platform with similar rehabilitative 
features to an existing and established set of rehabilitation games, and then provide 
the Rehab+ games with the features proposed in our investigation.  

In order to verify the existence of different reactions of individuals when faced 
with games that provide the proposed features, and other games that do not offer 
them, we decide to develop a game that does not provide any of the proposed features, 
and another version of the same game that includes some of the features proposed.  
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The Rehab+ platform houses all the games developed during this work, providing 
the solution that integrates all of the games in one place. This platform groups the 
games in two categories: single player and multiplayer. Figure 1 presents the 
architecture diagram of the Rehab+ platform, providing an overview of the integration 
of the proposed features in several developed games. Eight games were developed: 
memory, sorting, arithmetic and “noughts and crosses” (or Tic-Tac-Toe game). 

 
Fig. 1. Architecture Diagram of the Rehab+ Game Platform. 

The memory game does not include any of the proposed features and is only 
available in single player mode. The sorting game, available in single player and 
multiplayer, covers competitive features and a handicapping system. The arithmetic 
game is available both in single player, and in multiplayer version, the later version 
being based on cooperative features, and the single player version also has the 
possibility of interaction using voice recognition. In the “noughts and crosses” game it 
was implemented a handicapping system. All the games have interaction via mouse. 

3.2   Integrated features 

In this investigation several innovative features were proposed whose main objective 
is to increase the motivation of patients during the rehabilitation process. These 
features were designed to make games more motivating, attractive and easy to 
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interact, by using a natural interaction interface and social characteristics, in 
particular: the competition, cooperation and the concept of handicapping. In the 
games developed for this research we tried to incorporate in the best possible way, the 
proposed features to meet the initial objectives. And as such, these games include all 
the features proposed. The games developed follow a competition and collaboration 
approach, and include a natural user interface to control the game (in this case, using 
voice commands). It was also implemented a handicapping system in two games. 

User interface. All games developed enable interaction via a mouse or via a touch 
screen, if they are used in mobile devices. The use of this type of games should 
foresee possible motor difficulties for users. In this sense, it was included in one of 
the games that was developed an alternative mode of interaction. Through the use of a 
JavaScript library and the Google Chrome browser it is possible for users to interact 
with the game through voice commands, thus adapting the game to different profiles 
of users with varying abilities and difficulties/limitations. This form of interaction 
also requires the use of a microphone. In this work various types of microphones were 
tested, and similar results have been obtained. This type of natural user interface also 
allows users to interact with the system without the need to use an external device to 
the computer, since the built-in microphone on most laptops is sufficient to ensure a 
stable interaction. The major limitation of this user interface relates to its use in 
environments with a lot of background noise, making it difficult a correct detection of 
the necessary voice commands. In addition, it requires the use of a browser that 
allows voice interaction, which limits the choices for users and may require the 
installation of specific software. However, of the most used browsers on the market, 
Google Chrome is the only one to allow this type of interaction, and is also at the date 
of writing this document, the most used in the world [47]. Also to attenuate this 
obligation for using the Google Chrome browser is the fact that all the various 
existing browsers currently have a very similar operation, which does not require a 
major effort for learning and getting used to it. 

Cooperation. Cooperation characteristics are part of a social approach to this kind 
of games, which aims to promote increased interaction between patients. Our 
proposed hypothesis is that this type of features enables patients to increase their 
motivational levels in relation to games and the rehabilitation process, from the 
companionship of their peers that are using the same games they too use. In this 
particular case, it is expected that, due the fact that patients are playing as a team, they 
will interact more, communicate more with their peers and create social bonds with 
their teammates, trying to avoid their isolation. These features were incorporated into 
the arithmetic game and were designed so that each user has a role in the completion 
of the task. Thus, each user plays a specific role to be played so that both can attain 
success as a team.  

Competition and Handicapping. A competitive game approach exploits similar 
concepts to those of collaboration, in the extent that is expected that patients will be 
motivated by sharing their experience with their peers. The characteristics of 
competition assume that two users are confronted for reaching the best individual 
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result, not acting as a team but as opponents. It is therefore important to address the 
disparity difficulties of several patients. Different patients can have different problems 
and different types of limitations, and therefore when they confront themselves in 
these conditions, it is complicated, unfair and not motivating for them, which would 
prove to be contradictory to our purpose of the inclusion of these features. Thus, the 
concept of handicapping can be used in these situations since it seeks to equalize 
opportunities to win for each user. 

4   User Testing 

The tests described here were designed primarily to evaluate the usability and 
attractiveness of the games, to see if they are easy to play and interact, if it is easy to 
understand what is asked in each of them, if users like the games and if these are 
appealing. The user tests counted on a total sample of 58 subjects, 36 took part in the 
online test and 22 participated in tests in the classroom. An initial pre-test was done in 
classroom, with nine subjects in order to finalize the details of the tests and games. 
After this pre-test, some errors detected in the games were corrected.  

It was developed a questionnaire that was applied to all subjects who participated 
in the test. In this questionnaire questions regarding multiplayer experiences were 
drawn for the participants online. The questionnaire has an initial section which aims 
to make a characterization of the sample (age, sex, and education, among others). 
Also it uses two validated instruments, commonly used in testing computer games: 
IMI (Intrinsic Motivation Inventory) and SUS (System Usability Scale). In the end, 
the questionnaire includes some questions that specifically address a comparison 
between the games modes and forms of interaction and an open response space to 
collect any comments that users want to express.  

IMI is a multidimensional assessment tool that evaluates the subjective experiences 
of the participants in relation to the activity they experienced which, in this case, is in 
relation to all the gaming experience of activity and interaction with the Rehab+ 
platform. We adapted this instrument in order to use only one of their ranges, 
specifically the scale that measures the interest / satisfaction of the subjects in relation 
to the whole experience. The SUS is an instrument composed of 10 questions used to 
assess the usability of various products and services, hardware, software, among 
others. The questions in this instrument have been adapted to refer to the whole 
experience of interaction with the Rehab+ platform and the games that are part of it. 

The tests were performed according to two different approaches: in classroom and 
online. The online tests contemplated only games in single player version, since it is 
impossible to control whether users actually played the games with other users or not, 
and also because for these games it is required a specific software for allowing the use 
of simultaneously two independent mice in the same computer. In this approach, each 
of the games has a small description that clarifies about the goal and the rules of the 
game and how to play it. In the tests realized in the classroom, subjects started to play 
alone all single player games, and then were grouped in pairs to test the multiplayer 
games. The tests began with a short explanation of the research and about the purpose 
of these games. Then each subject read and signed an informed consent, which 
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contained all the information regarding the research and testing in which they would 
participate. In what concerns the arithmetic game it was not defined any specific order 
for testing the two modes of interaction, which resulted in some participants 
experiencing first the interaction via mouse and others via voice commands.  

In relation to the multiplayer version of the sorting game, all subjects experienced 
first the normal version and then the version with handicapping. It was not explained 
to the subjects nothing about the handicapping system before they played the games. 
In the questionnaire, all subjects were asked about the handicapping system, and if 
they noticed its existence during the game and all answered they did not notice.  

It was shown for each subject how to interact with each game, and each one played 
the games during about 15-20 minutes before completing this questionnaire. 

5   Results and Discussion 

The questionnaires were analyzed using the IBM SPSS Statistics software, in which 
were inserted all the answers and the statistical analysis was performed.  

The SUS questionnaire was used to evaluate the usability of the whole platform. 
There were significant differences (P = 0.046 <0.05) with respect to age (<30 years, 
>30 years) of users, and the values of the questionnaire were significantly higher in 
participants with more than 30 years (39.78 vs. 27.61).  

It was used in this research one scale of the IMI questionnaire, to assess the interest 
and satisfaction of individuals in relation to all the contact they had with the Rehab+ 
platform. The total result (86%) shows that users were satisfied with the platform and 
that it sparks their interest. Most users answered that they would like to use this 
platform often (74.2%) and 94.8% answered they liked to participate in this activity 
and that it was fun. The SUS instrument is quoted from 0 to 100. A score below 70 
means that the system presents usability problems and more than 71.4 classifies the 
system as having good usability [48]. The results observed in this study (73.79) 
indicate that the platform has a positive assessment in relation to its usability. More 
specifically, it can be stated that the platform offers good usability. 

6   Conclusions 

We developed a web platform of Serious Games for cognitive rehabilitation that 
integrates social features (competition, cooperation and handicapping) and user 
interaction via mouse and voice commands. Some of the games can be played in 
multiplayer versions of two users. All versions can be played using the mouse and one 
version can use voice commands. The usability of the platform was evaluated 
resulting in a positive assessment. Tests were carried out on a sample of healthy 
subjects and without significant limitations. For future work we intend to validate 
these games in a population with limitations, either physical or cognitive, and to 
participate effectively in a cognitive therapy process where we can assess the virtues 
of these games as well as natural interaction interfaces, such as voice, used here, 
which can show to be more useful and functional to someone with motor difficulties. 
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Abstract. This paper presents the results of a systematic review of the literature 
to identify how human-computer interaction (HCI) contributes for learning 
experience of blind students. The motivation for this study arises from the 
growth of the participation of students with disabilities in distance learning 
courses, the projection of increased development of learning objects and 
multimedia for use in these courses, therefore, requiring care for accessibility. 
The information gathered reveal thoughts about student’s experience and have 
resulted in recommendations and proposals with a view to enhancing inclusion.  
Keywords: Blind. Learning Experiences. Instructional Design. Human-
Computer Interaction. Systematic review. 

1 Introduction 

 
Instituto Brasileiro de Geografia e Estatística (IBGE in Portuguese) 2010 
demographic census shows that 23,9% of the Brazilian population has some sort of 
disability, which corresponds to around 45,6 million people and 35 millions of them 
are visually impaired [1].  

In order to guarantee access to people with disability the same rights as the rest of 
the population, it is necessary to consider the recent technological advances. Under 
such perspective, the Human Computer Interaction (HCI) allows users with disability 
new experiences, including in Education.  

In such context, Long Distance Education growing projections must be taken into 
consideration. In a survey carried by Brazilian Association for Distance Learning 
(ABED, in Portuguese) among 247 institutions 22% informed they intended, back in 
2014, to invest in courses design and content production, such as videos, learning 
objects, games and others. This investment comes from the fact they identified a 
growing number of students with disability on their courses.  To provide accessibility 
for those students, the institutions implemented changes in their materials, educational 
resources, learning objects and in their Virtual Learning Environment (AVA, in 
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Portuguese). Among the changes in the AVA are translations into Braille and into 
Brazilian Sign Language (LIBRAS, in Portuguese), access through keyboard, 
insertion of sub-titles [2]. 

In regard to Educational Technologies, the new interfaces are result of the 
objective to enhance interaction. Together with the use of media, technologies have a 
very important role in the teaching and learning processes. However, when the user 
has some type of disability, blindness, for instance, what was supposed to be a helpful 
tool can turn into a hindrance. When properly adapted and when used according to the 
existing recommendations, those tools facilitate the teaching and learning processes 
and also the peers interaction.  

Accessibility must be considered along all the project phases, and according to [3], 
the e-learning accessibility systems must be focused on the students and meet their 
specific needs, according to their profile, knowledge and experiences. 

Given these possibilities, the research problem arises: how HCI can contribute to 
blind people´s learning experiences? 

This essay presents the results of a systematic review of the literature made in 
order to answer that question, from its outcomes presents recommendations and 
proposals for interaction design and instructional design roles in blind students´ 
learning development.  

2   Methodology 

Aiming to understand the state of art in regard to the HCI contribution to blind people 
education, it was made a systematic review of Scopus and Web of Knowledge 
database literature. Previous search was made using key-words visually impaired, low 
vision, blind combined with "human-computer interaction", education, distance 
education, e-learning and others. The search which listed the best results related to 
the question was made using blind AND “human-computer interaction” AND 
education key-words. As a result, 34 publications were found. 

In the next phase, the search was through the titles of the essays. The repeated 
ones, those not available and those which did not bring any contribution to the 
objective of this essay were all discarded. It was considered different fields such as 
Psychology, Social sciences and others related with Education and HCI. In the end, 
21 essays remained. Due to the fact that the technological changes are emerging, it 
was decided to study only the essays published from 2010 onwards. Therefore, eight 
essays remained for this research.  

Other works were included given they were recently published and helped the 
research development. In the end, a wide picture of HCI contribution to blind people´s 
education was designed.  

3   Results 

The above mentioned works are inscribed in Computer Science field. Among those 
works, only one is from Brazil. On the next paragraphs, the results of the systematic 
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review which aims to answer “How human-computer interaction (HCI) can contribute 
to blind people´s learning experiences?” it will be presented. 

From the analysis of the works came out the topics, which were in turn divided into 
categories, in order to find the points that would contribute to the study. The most 
cited key-words by the selected works’ authors were: human computer interaction, 
blind, assistive technology, visual deficiency and haptic system.  

Aiming to reflect upon Interaction Design and Instructional Design, experiences, 
audience profile, used technologies and how they were used, with the purpose to 
create a base for discussion were mapped. Table 1 presents blind people´s experience 
with education mediated by technologies.  

Table 1.  Blind people´s experience in education mediated by technologies.  

Experience Audience 
Browsing and content search Blind people from 18 to 74 years old [4] 
Multimodal game Blind and partially sight impaired children in 

Children Education [5] 
New spaces recognitions and  
exploration 

Blind people between 41 to 53 years old [6] 
Sight impaired and blind people between 19 and 
36 years old [7] 

Browsing and exploration of 
Virtual Learning Environment 
(AVA) in didactical situation 

High school blind students (History) [8] 
Blind adults (Chemistry) [9] 
Congenital blind students between 14 to 17 years 
old and 14 years old with low vision impairment 
(Geometry) [10] 

Multimodal exploration maps Students and adults [11] 
Source: elaborated by the authors 
 
Table 2 lists the applied technologies and how they were used on the learning 

experience. 

Table 2.  Technologies and their application on blind people´s educational experience  

Technologies Application 
Structured podcast [4] Activities and learning material instructions 
Multimodal game, including tactile 
and audio module [5] 

Tactile sensorial approach (pieces on wood 
corresponding to the computer keyboard) and 
hearing approach (instructions through voice) 

Sonorous and haptic interface [6] 
[11] [9] 

Representation and recognition 

Sensorial substitution device [9] Recognition of real and virtual spaces. User receives 
sonorous signals when an obstacle gets closer. 

Haptic (tactile) device for 
recognition of 3D objects [10] 

Recognition of virtual objects 

Source: elaborated by the authors 
 
It was noticed the multimodal interfaces are present on the selected works. They 

are intended to allow the users complex experiences by offering information in 
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different modalities (tactile, sight, sound, speech)[12], which can be identified in the 
next paragraphs. 

[4] presents podcasts as a possible tool to be used in education. They were used to 
guide on the learning virtual environment and as access as alternative media to 
learning materials. Its main feature is to get adapted to its users´ necessities and habits 
and also to facilitate learning at any time, any place and any pace. According to the 
authors, studies have shown the efficiency of podcast in education, given many 
students learn better by listening rather than by reading. 

[4]´s conclusion after realizing a survey with users - mostly blind people and the 
rest with sight impairment - is that all of them prefer to listen to short structured 
podcasts instead of a long audio file. This is due to the fact that podcasts are simpler 
to be accessed, the titles on the sections make easier to search, among other factors 
that facilitate the user´s accessibility. 

Application of sound and haptic interfaces applications are present on the works of 
[6], [11] and [9]. [6] created a virtual environment called BlindAid, which allows 
blind people do learn more easily by themselves on new environments. There are 
haptic devices that allow manual interactions with a virtual environment, which can 
be used in several fields of knowledge. According to the authors, the best succeed 
devices are those that simulate the virtual world through some kind of a handle 
similar to a cane exploring the real world. The BlindAid maps system to blind people 
consists of a software in a computer equipped with a haptic device and stereo 
headphone. [11]´s work discuss the user´s requisites to use accessible visual maps. 
The map´s design needs to meet three types of application: orientation and movement, 
exploration and localization of points of interest, and educational purposes – study of 
Geography, geometric forms and figures. The authors propose a multimodal user 
interface which contemplate the touch, gestures for choosing and the user´s actions; 
vibration to sign the system events, audio through sonorous signals for tips, or system 
situation and voice messages that can complement the visual information.  

Multimodality is also a feature in educational games [5]. Lugram game was 
developed for children to have an initial contact with Geometry in a ludic manner. 
Along its development, during the prototype tests, voice commands and haptic 
devices were added to allow blind and sight disabled children to perform tasks,. 
Instead of a mouse, it was used a numerical keyboard and its keys corresponded to 
geometrical figures in several positions (squares, triangles and rectangles). These 
could be applied on the screen in a 3 lines and 3 columns matrix to form a 
drawing/picture. The blind players could get orientation from the sounds and voice 
messages to solve the proposed task. A haptic model made on wood was used to 
familiarize the players who did not have any experience with computer, so they could 
make the correlation between the haptic game and the numerical keyboard keys.  

Virtual environments were discussed by [8], [9] and [7]. Based on WAI and W3C, 
[8] made a comparative analysis between two virtual learning environments (AVAs) 
in regard to their accessibility to blind users. It was found in those AVAs that their 
graphic structure interfaces were elaborated following the organization logic with 
accessibility resources, which explained the blind students´ difficulty to browse and 
explore the AVA. [9] presented the result of Listening to Complexity (L2C) 
experiment. It is a learning environment assisted by computer for blind students that 
uses the representation based on sounds to simulate a chemistry system. The 
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mediations based in sound give information in real time about an object´s speed, 
localization and interaction with other objects. The authors related that the blind 
participants showed improved conceptual scientific knowledge, improved reasoning 
system, perception of speed and of representations of elements. Among the 
advantages, for allowing visual and sounds representations, it can be used by people 
with normal sight and blind people in a collaborative learning processes.  

In regard to environment, according to [7], when transferring information from real 
environment to virtual world, it is possible to create facilities for users, including 
those with sight problems. As example it is mentioned Google Street-View, that 
allows its users to know an environment even before visiting it. The authors 
understand that it is much safer for a blind person to learn how to navigate through a 
virtual world before going into the real one. The work analyses the use of a sensorial 
substitution device, a virtual white cane (EyeCane), which when detects an obstacle 
bigger than 5 metres produces a sound. The closer the obstacle the more frequent is 
the sound. As result, it shows that the simple sonorous feedback is enough to allow 
blind people to perform tasks which before was not possible, and together with other 
tools can make their lives a little bit easier. 

In regard to devices, [10]´s work is about haptic assistive technology for 3D virtual 
objects recognition, used to recognize basic three-dimensional objects in the field of 
Geometry. The authors had the participation of different partners (teachers, parents, 
blind and not blind students), who helped in the design and development of the 
educational environment. Falcon console was used to allow blind users to interact 
with virtual environment through the sense of touch on the educational game known 
as Haptic-Audio Learning Environment (iHALE). 

Despite several positive aspects present on the works, there are points to be put 
into equation, namely:  resources available in few idioms [5], no generic tools for 
accessibility [7], virtual environments are not accessible to visual PCDs [7]; screen 
readers do not read images, graphics and tables [7]; incomplete or non-existent  
information causing confusion and disorientation [7]; sensory substitution devices 
require long time training [7]; disorientation when there are too many elements on the 
screen [9]; technologies cost is high [11]; maps and figures are not available for 
haptic format [11].   

The authors´ contributions show the potentialities the technologies can bring to the 
student´s learning experience. They also represent challenges to be faced by 
interaction and instructional designers and their teams when developing projects 
aimed at inclusion.  

4   Accessible Interaction Design and Instructional Design  – 
Inclusion Opportunities   

The selected works addressed several topics that can be unfolded within human-
computer interaction field. For this essay, the cutoff point is related to some aspects 
about the development of accessible interaction and instructional design projects 
focused on blind students experience, taking as starting point the weaknesses 
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presented and also focusing on the multimodal characteristics mentioned sometimes 
as an strategy and sometimes as an attribute of the tool in [6], [11], [5], [9], [7], [10]. 

4.1 Concept of Experience in Interaction Design and in Instructional Design  

Interaction and Instructional Design projects have their own development 
methodology. In order accessible projects succeed it is necessary to understand the 
different processes, as well as the experiences and their approach on the contexts of 
Interaction Design and Instructional Design.  

[12, p.8] define Interaction Design as “projecting interactive products to support 
the way people communicate and interact in their daily lives, be it at home or at 
work”. The focus is on how to create experiences for the user that go beyond the 
human-computer interaction. Among the user´s experience aspects to be taken into 
consideration when designing a product or service are usability, functionality, 
aesthetic, content,  look and feel and emotional and sensorial appeals. In the present 
study, the product is educational, involving a course project and its by-products: 
learning objects, digital resources, educational materials, among others.  

A Interaction Design project is made of the following phases: (1) mapping the 
requisites for the user´s experience; (2) projection of alternatives to meet the 
requisites; (3) prototipation of alternative designs which will be communicated and  
evaluated; (4) evaluation of the experience in the process [12]. In Instructional 
Design, for the development of a project one of the most used models is ADDIE - 
Analysis, Design, Development, Implementation and Evaluation [13]. It is understood 
that during both processes there are aspects and requisites involving human-computer 
interaction to be taken into consideration in regard to PCDs inclusions. 

 About the experience in Instructional Design, [13] sustains that it is only possible 
to provide a significant learning experience when educational solution is interactive, 
which means, when there is an interface that makes interaction possible. In other 
words, to make possible activities that demand the student´s interaction with contents, 
tools and other people. According to the author, interaction is related to “people´s 
behavior in relation to other people and to the systems” [13, p. 107]. When explaining 
about the interaction with the contents, the author states instructional conversation is 
the type of communication which presents the reasons, evidences, arguments and 
justifications to help students during the learning process. Instructional conversation, 
according to the author, has its proper language for each domain of knowledge and it 
must be addressed properly within the multimedia digital contents. At this point, 
attention must focused on accessibility to make sure it will contribute to blind 
students´ learning experience. 

4.2 Blind Students´ Learning Aspects   

To understand which challenges disabled students have to face and what helps them 
to learn can help when choosing media and technologies to be used when elaborating 
mediated learning situations. This way it is possible to enhance learning in in loco and 
in distance studies.  
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Visually impaired students use sound and haptic resources to interact with the 
world. That is why they use the other senses more often. Sensory information help 
students to build a mental representation of space, people and objects with which and 
whom they interact with. On Table 3, it is shown the sensory relation, the captured 
information and in what it can help the student´s interaction with the world: 

Table 3.  Senses and information captured by a person with visual deficiency 

Sense used Captured information Help 
Tactile Access to reading and Braille writing; 

Tactile aesthetic: texture, form and size. 
composition of analytical form 

Hearing 
Environment sound and speechs 

space representation and 
recognition of what is 
transmitted to the out world  

Smell and palate People and environment odours and 
aromas; Tastes 
 

Recognition of personal 
references and social ties 

Source: elaborated by the authors, adapted from [14] 
 

Tactile and sonorous stimuli widen the students´ interaction with the contents to be 
studied. It is important to pass on information that maps the characteristics, routes, 
space and actions to be performed to make possible for these students to bond and 
have references in order to act autonomously and independently. To study using a PC, 
tablet or smart phone, the visual disabled student can use assistive technologies, like 
amplifiers, screen reader, depending on the disability. However, not all virtual 
environments are prepared for the screen readers to reproduce the texts using voice. 
This requires the instructional and interaction designers and developers to come up 
with alternatives that make available equivalent contents or alternative contents. 

4.3 Learnt Lessons  

The literature review raised up challenges, but it also signaled suggestions for 
improvement that can be considered learnt lesson and are listed on Table 4, according 
to their similarities. 

Table 4.  Compilation of improvement suggestions – lessons learnt by the authors. 

Topic Indication of improvements  
Games Take care of ergonomy when developing educational games [5] 
 To use gamification for blind people education [7] 
Information To insert sounds in a clear way to turn possible to discern the 

function or type of alert/message [9] 
 To limit the quantity of information that can be integrated to one 

only hearing [9] 
 To provide control conditions for the user to explore the tool or 

environment [9] 
 To insert help and back keys [6] 
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 To assure the presence of information [7] 
 To complement information for sensory perception – localization 

and features to allow the student to create a mental picture of the 
object [10] 

 To state the information in a very clear manner [9] 
 To include tips to complement the tactile information [11] 
 To provide appropriated feedback [9] 
Evaluation Do not consider only time as efficiency factor [8] 
Access To check the possibilities of multimodalities [11] 
Source: Elaborated by the authors 
   
In conclusion, the suggestions for improvement can be applied on both Interaction 

and Instructional Designs. It is up to the multidisciplinary team, responsible for the 
projects, to be aware, sensible and committed to the success of students´ experiences.  

There are developers initiatives toward the elaboration of orientations, in an effort 
to widen the access to digital contents. World Wide Web Consortium (W3C) and 
Global Learning Consortium (GLC) created recommendations, among them Web 
Accessibility Initiative – World Wide Web Consortium (WAI-W3C) and IMS  GLC – 
Accessibility Guidelines (IMS GLC-ACC). Other contributions came from 
researchers. One of them comes from [15], who elaborated a set of Guidelines for 
Creation of Accessible Learning Objects. The Guidelines were put together from the 
convergence of three documents – Principles of Universal Design (for web content) + 
Recommendations on Accessibility for Creation of Online Content (W3C-WCAG 2.0 
and W3C-WCAG 1.0) + Development Guide for accessible learning applications 
(IMS-ACC Guide). The purpose is to make available alternative options to turn the 
medium (still images, images on movement, tables, texts, audios and graphics) 
accessible to disabled students. These medium compose the learning objects, which, 
in their turn, are part of educational experience.  

4.4 Interaction Design and in Instructional Design – Accessibility Proposals  

As a result of this study, the recommendations presented below may help on  
development of projects that provide significant learning experience for disabled 
students emerged from a series of factors: challenges, concepts of experience, visually 
impaired students´ learning potentialities and learnt lesson, as well as the experiences 
listed on Table 1 – exploration and recognition; multimodal technologies and their use 
(guide, represent and recognize) presented on Table 2.  

Interaction Design: (1) To include disabled people representatives during the 
phases of collection of requisites for user´s experience, prototyping and experience 
evaluation on the process; (2) To verify the Guidelines for Creation of Accessible 
Learning Objects for medium (still images, moving images, tables, texts, audios and 
graphs) used in the proposed device; (3) To make available control options in a 
format accessible to PCDs, including time and speed; (4) To make available keys or 
Help options; (5) To consider cognitive, emotional and social aspects during the 
prototype and process evaluations. 
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Instructional Design: (1) To include disabled people representatives during the 
Analysis, Design, Implementation and Evaluation phases; (2) To check Guidelines for 
Creation of Accessible Learning Objects for medium (still images, moving images, 
tables, texts, audios and graphs) during the elaboration of learning objects and 
resources, including educational materials; (3) To approve virtual learning 
environments which have accessibility criteria; (4) To make more flexible procedures, 
deadlines/times and types of delivery to contemplate the students´ potentialities; (5) 
To include in the didactic planning tips strategies, alternatives and pedagogical 
orientations related to accessibility.  

It is important to highlight the propositions do not exhaust the topic, given each 
project has its own characteristics. They aim to sensitize the development teams when 
elaborating accessible projects. 

5   Final Considerations  

This essay presented the results of a systematic literature review, aiming to identify 
how human-computer interaction can contribute to the learning experience of blind 
students. In the analysis of selected works, the main points were categorized and 
resulted in information about experiences, audience profile, technologies, 
potentialities, frailties and suggestions for improvements. These aspects were the 
pillars for proposed actions to be implemented on the processes of Interaction Design 
and Instructional Design.  

Although it is necessary to improve the Interaction Design and Instructional 
Design processes and their teams must be aware of the recommendations and 
guidelines on accessibility, the conclusion is that the human-computer interaction has 
a very relevant role for the disabled students´ learning experiences. For future studies, 
it is suggested to approach other aspects of the learning experience, like the emotional 
and social ones. As researchers, we hope we have somehow contributed because we 
do believe that technologies and education are potent to enhance inclusion.   
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Abstract. The article presents an outline of theoretical discussion about 
gamification concepts on the learning process and knowledge generation.  As 
methodology, we did three systematic reviews in Scopus and Web of 
Knowledge databases. We identified that whem gamification applied in the 
learning process it have positive effects in student engagement and knowledge 
mediation. Gamification focuses efforts on students’ inner motivations and 
learner autonomy in a controlled environment, where the contents of specific 
areas subdivided and treated as stage in a surrounding context by cognitive, 
social and emotional correlating. Also for us the games, concepts are 
complementary parts in the gamification process. 

Keywords: Gamification, learning, knowledge generate, systematic review, 
theorical discussion 

1   Introduction 

The knowledge generation is amplified when stimulated the person's motivation and 
creativity [1][2]. In addition, new technologies corroborate effective teaching process 
[3]. Thus, it becomes effective use of innovative media storytelling to generate 
motivating environments for teach [4]. We identify efficient that use of hypermedia 
storytelling in knowledge generation favor the individual experience to a range of 
experience effectively, emotional and investigative [5][6]. Those experiences are 
fundamental to memory, communication and knowledge construction [7]. 

We have been creating learning object-based hypermedia comics focusing 
accessible [8] which is efficient for learning. However, after object application we 
identified that artefact motivational aspects need to a reviewed. Our premise is 
incorporating gamification mechanisms into a learning object can aggregate in the 
motivation process and student interaction with, promoting the process of knowledge 
generation. We based it becouse gamification is a systematic: to solve problems, to 
increased motivation and to engagement of certain public in [9][10]. In addition, a 
learning object may be any media content, digital or analog format, if it used for 
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educational purposes and since it is a well-defined and measurable object [11]. 
Furthermore, we understand gamified environments can contribute to creation of 
motivational contexts based on exciting challeng games, rewards the dedication and 
efficiency and provide a space for leaders appear spontaneously. As an example of the 
gamification in the current practices, the NMC Horizon Report: 2014 Higher 
Education Edition [12] points out the games and gamification as important Digital 
Strategies within the Educational Technology for the coming years. The report is part 
of the NMC Horiozon Project, which focuses on research on global education and 
aiming to identify and describe emerging technologies that have the potential to 
influence the way of learning and creative research in higher education for years to 
come. 

We checked that games agents as character, competition and rules may have a 
direct effect on learning motivation [13]. We understand these agents can exploited by 
creating a learning object based on a non-linear storytelling. When the students 
immersed in a storytelling work they are willing to abide the rules of that new 
universe, and it involves navigation and competition aspects [6]. Those elements 
enable individual greater experience into a fictional universe. Additionally, other 
aspects of gamification can incorporated in a learning object [14] [15], such as repeat 
trials, fast feedback cycles levels increasing difficulty, continuous increase in skills, 
different possible ways and different engagement levels. 

In this context, this article's purpose is to present an outline of the theoretical 
discussion about gamification concepts on the learning process and knowledge 
generation. As methodology, we did three systematic reviews in Scopus and Web of 
Knowledge databases. The systematic reviews contributes to the implementation of 
strategies for limiting the biases of search and selection of scientific works, where the 
researcher should critically evaluate the materials collected, summarizing the research 
relevant to a particular topic [16]. 

2   Systematic Review 

To survey theoretical framework we did three systematic reviews between July 
2014 and January 2015. The first one was conducted in Scopus database 
(www.scupus.com) in July 2014 and it sought to identify which learning object 
elements based on fictional hypermedia comics linked the gamification possibilities, 
are effective for deaf and not deaf people's motivation and knowledge generation. The 
object was to seek guidelines that would help in the learning object construction 
proposed by us. The research variables contemplated: In: Article Title, Abstract, 
Keywords; All documents; 2004 e 2014; AND; areas: Live Sciences, Health Sciences, 
Physical Scieces, Social Sciences & Humanities. The keywords that guided the 
research were: gamification, game, comics, learning, learning object, deaf e deaf 
student. That research resulted in the sum of 276 documents and we read summaries 
of 16 articles. Of these, 11 have been read fully and 2 used as part of the theoretical 
foundation.   

The second and third systematic reviews occurred in January 2015 and we did it in 
distinct databases: Scopus database (www.scopus.com) and Web of Science database 
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(webofknowledge.com). The question for both revisions included: Wich are papers 
address the concepts gamification use in hypermedia comics for accessible learning? 
Keywords searched: gamification, learning, learning object, comics, hypermedia, 
accessibility e deaf student. 

Research in the Scopus database used as variables: In: All Fields; All documents; 
2005 e 2015; AND; areas: Live Sciences, Health Sciences, Physical Scieces, Social 
Sciences & Humanities. Of the 732 articles identified, 41 were selected for reading 
the summaries. Of these, 3 were used to complete reading and 2 used the theoretical 
framework. Of these, the article closest to our issue is a paper published by us [17]. 
The articles cutting is due to the remoteness of the goal of the proposed research. 

To search in Web of Science database we used as variables: TS no início e AND; 
2005 e 2015. Of the keywords combinations set out only the addition of gamification 
and learning keywords have number of positive documents. We found 89 articles, 
where 26 had been read fully and 7 selected to contemplate the theoretical review. We 
included in the review more 9 works, including articles and books, which were often 
cited as primary sources.  

Based on these reviews and more relevant works was possible to theoretical 
reflection to the next session. 

3   Gamification Concept 

Gamification principles arousal positive emotions and explore skills, linked to virtual 
or physical rewards while performing a given task. Therefore, it applied to situations 
and circumstances requiring the creation or adaptation of the user experience to a 
product, service or process [10]. Gamification can be applied to activities where is 
necessary to stimulate the individual's behavior and to creation or adaptation of user 
experience to a product, service or process. Its use contributes to creating a unique 
environment, with efficiency in the individual attention retention [18].   

We understood that environments that interact with users' emotions and desires are 
effective for the individual engagement. Through gamification mechanisms, it can 
align the interests of object creators with the users' motivations. The development of 
new products and systems must take into consideration the trend of the contemporary 
society is increasingly interested in games. In this reality, the involvement of any 
public must based on reward structures, reinforcement and feedback, supported by 
mechanical and systematic that enhance the involvement of the individual [9].  In 
addition to providing pleasure, the play act contributes for develop cognitive skills, 
stimulate attention and memory [19]. 

The games are able to promote playful and fictional contexts with individuals, 
through storytelling, images and sounds, and it favoring the generation process and 
relationship with knowledge [20]. In the storytelling aspects, the games allow the 
individual to live experience in a fictional context controlled [21]. Gamification 
appropriates games elements for use in environments, products and services do not 
necessarily focused on games, but with the intention to promote motivation and 
stimulate the individual's behavior. Those elements [22] are traditionally use in games 
or fun activities in order to promote engagement and learning, culminating in positive 
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behaviors to these practices. Another approach shows gamification [23] as the act of 
experiencing an experience where interaction takes place from the object, the tools 
and the context. The human brain needs the common games experiences [24], solving 
puzzles and receive response as stimuli activate the dopamine system in the person's 
brain. In addition, in a game the individual has the opportunity to overcome 
challenges and miss, but not permanently. That is, the player will always have the 
opportunity to redo the task, seeking its success. This serves as a motivator for a 
constant search for new and improved ways to find solutions. 

Based in research and practical focus of the elements related to the term 
gamification, we put conceptually that: Gamification is a system used to solve 
problems through raise and maintaining engagement levels by incentives to the 
individual's intrinsic motivation. Uses playful scenarios for simulation and 
exploration of phenomena with extrinsic goals, supported by elements used and 
created games. 

4   Gamification in learning and knowledge generate 

The generating knowledge process is motivating when the activity becomes fun, as in 
a game [25]. In a context of learning, we can use gamification of several ways, as 
including storytelling to change the context of a routine activity and thereby 
encourage the subjects' behavior [26]. Its encourage individuals to learn and perform 
tasks before tedious, by a motivating way. For example, the gamification strategies 
uses has great potential in educational processes [27] which are often unmotivated 
students in learning activities. Gamification can induce motivation in tedious routines 
[15]. 

One of gamification bases is the use of game elements in another contexts [25], 
once it contribute in learning practical combining fun elements with instructional 
design and motivational and interactive systems. The gamification essence is not on 
technology [22], but about an environment, that promotes diversity of learning paths 
and decision-making and reward systems of the subjects. Always it aiming to raise 
student motivation levels and engagement in the process. However, gamification has 
been successfully incorporated into digital platforms on a commercial basis [20]. 

We identified gamification is based on psychological theories that uses 
motivational models in its basis [27]. Therefore, it is necessary to recognize that 
motivation in that system covers the individual's cognitive, emotional and social areas 
[20].  

Cognitive Area: it establishing a complex set of rules from oriented tasks and 
smaller steps. These steps are developed as expertise cycles composed of short quick 
tasks where the individual repeatedly attempts to search its conclusion. This process 
based on trial and error raises the skill level necessary so that individual can solve that 
particular cycle. This is justified with the flow theory [28] where the individual 
motivational flow occurs in the balance point of the relationship between necessary 
skills and learned to levels of challenges encountered and confronted the system. For 
the individual's involvement in this process is necessary that system provide subject 
necessary information, so that person develops the appropriate conhecimeno and he or 
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she has the ability to interact along the systematized experience. In the case of 
creating and building a gamified system for learning and generating knowledge must 
enable the individual to have freedom to choose which tasks carried out, and when, 
resulting in non-linear structure pivotally sequences activities. Cognitive area denotes 
the person autonomy [24], once the skills and subject preferences are decisive for the 
tasks choices. 

 
Emotional Area: in an environment that stimulate game thinking there are complex 

rules system that individuals should dominate, and the experience depends on the 
person's autonomy of this subject. Emotional area denotes one's competence and 
focuses primarily on the success and failure concepts [20]. An example is when 
player's task is completed as expected, resulting in a positive emotion simply because 
that individual has been able to overcome certain difficulties. To increase the person's 
positive feelings the game's systematic assumes that success in carrying out tasks 
should be recognized immediately by the players. Conversely, the execution of tasks 
may contribute to player's increased anxiety. To some extent, it is interesting that this 
anxiety to be exploited, however, in many cases, this can turn into frustration and 
hence the player output from system. To avoid this, all tasks should be designed to 
support players' skills at any level. 

 
Social Area: its individual interaction while them using the system [24]. This 

dimension addresses both, socialization such as collaboration, and competition from 
the social point of view. Stimulate competition can generate as much constructive 
results as destructive [26]. Competition is constructive when it is a fun experiences 
and when it are structured to raise the positive relationships relationships participants. 
Conversely, competition becomes destructive when the result of the competition is 
detrimental to at least one of the members. Competitions examples that harm intrinsic 
motivation may be the games with children who are encouraged to "punch" other 
competitors and when individuals are forced to position themselves as personally 
connected to rival competitors. It is not clear if the scoreboards' use generate positive 
or negative feelings, once this strategy always highlights a single winner and losers. 
However, from the social point of view, the ease with which scores compare players 
tend to stimulate the negative competition, especially when applied in the process of 
knowledge generation. 

 
For learning by gamification, it stresses that those concepts must be used in the 

design of educational ideas and learning objects, seeking to make them motivating. 
Environments that interact with the emotions and desires of users [9] are effective in 
raising engagement levels. Through gamification mechanisms it can align the interests 
of artifacts and objects creators with the users motivations users. We should attention 
to the fact that certain extrinsic rewards can destroy the intrinsic motivations, 
affecting the individual motivational aspect. For example, if the individual does not 
pass a certain action on the environment, is utmost importance that the image intrinsic 
motivations are preserved. However, one should be cautious when using extrinsic 
motivations to improve the level of intrinsic motivation [26]. 

Efforts in competitions for get rewards tend to decrease intrinsic motivation. It can 
happen when the individual is motivated to perform a certain task and and for him or 
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her is given specific and tangible reward already expected for that person. Thus that 
individual will require more rewards in next actions. In general, by offering rewards 
expected for people already interested in a given subject or context, can make them 
change the motivation of "already want to conduct" for the motivation of "going to do 
to win the reward". However, those individuals who receive a reward for performing 
an uninteresting activity, can making the practice more interesting. Extrinsic rewards 
are less effective than the intrinsic [29], however, both motivation kinds are 
determinants to individual's behavior. 

The complicating factor in creating gamification’s environments and devices is 
how effectively stimulate the intrinsec and extrinsec motivation, both together as 
separately [17]. The effective intrinsic and extrinsic combination increases motivation 
level and engagement of the student. It shows that the gamification use should viewed 
with caution. On the one hand, can assist in motivating the student who is bored in the 
educational task. On the other hand, can damage student motivating's levels who was 
already motivated for such activity. These aspects are possible to balance by ARCS 
Model [22] - attention, relevance, confidence and satisfaction - that can applied to 
measure the motivation of a device or gamified system for learning: 

 
Attention: is the beginning for winning the attention of the student. Includes: 
� Perception: where the excitement seeking attention through specific meanings, 

related examples, use of inconsistencies and conflicts or elements of surprise; 
� Consultation: it considers that excitement comes from the curiosity stimulation 

by submitting questions and problems that students are interested in solving, or 
from the stipulation of rules to run the experiment; 

� Variability: are options available elements to keep the attention. 
 

Relevance: it established from four methods: 
� Goals Guidance: where from the illustration of the objective importance 

described as a topic will help the student at the time and in the future; 
� Combination of education's reasons of students: from that can be achieved, 

risks taken and affiliation relationships; 
� Familiarity: explains how the domain knowledge is related to that the student 

also knows; 
� Modeling of learning outcomes for new knowledge. 

 
Confidence: implies the achievement of students' expectations success. Students 

tend to motivate themselves when they realize that they can learn from the material. 
Make it evident the expectation of learning at the beginning of an experience that can 
contribute to confidence building. Individuals who feel confident believe they are 
controlling their own path to success and in this case, the existence of feedbacks and 
reinforcements help this feeling. 

 
Satisfaction: to continue struggling students need to feel that the learning object 

has any value. Thus enabling the application of knowledge and skills in the activity 
favors the visualization of the content of learning being apply. In addition, new topics 
positively encourage learning as a strategy can contribute to increasing the intrinsic 
motivation of students. 
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In addition, there three fundamental elements which make motivational games 

based systems [22]. These are challenge, fantasy and curiosity. 
 
� The Challenge dependent on goals that have uncertain outcomes. That is, an 

environment is not challenging if the individual has sure how should or should 
not be to reach certain goal. The challenge is associated with the perception of 
the individual, factor that influences the way we perceive the parts of the 
system. Depending on that perception can understand a given system attribute 
as a motivator or not. 
 

� The Fantasy translated as an environment that evokes mental images of things 
not present at the actual experience of that individual involved. To develop 
instructional environments must consider extrinsic and intrinsic Fantasies: the 
first concern is to work with something external to fantasy. It only depends on 
the skills used in games, for exemple win a game show. The intrinsic costumes 
presented as elements within the fantasy world, making the individual perceive 
this as natural. For example is when a player should have to negotiate with 
Indians to cross a forest. In this case, negotiation is internal to the fantasy, 
because it is within the game. Furthermore, it provides two types of 
advantages: cognitive and emotional. 

 
� The curiosity is stimulated when presented good levels of complex information 

in an exciting environment. It divided into sensory and cognitive components: 
the first involves attention values and appeal to changing sensory stimuli of the 
environment; the second invoked when there is the expectation of high levels 
of cognitive structures. That awakened when students believe that their 
knowledge structures are incomplete or inconsistent, motivating them to learn 
more, resulting in the improvement of their cognitive structures. Engage the 
curiosity should take into account that the feedbacks are surprising and 
constructive. 

 
The person's actions within the game are not the same out of it [21]. This 

difference based on the individual's feeling about his understanding of the game, 
where there is a beginning and a well-defined order, where rules for performance are 
conscious, explicit and clear objectives. Thus, the subject defines their actions with 
reference at the end goal of the game itself. In contrast, in situations out of the game 
these same elements are difficult to identify. The games trigger repeated judgment’s 
cycles of the player, game behavior and feedback [29]. These cycles relate to a 
dependancy circle with the intent to: 1. search the desired behavior of the student; 2. 
enabling students’ first experience emotional and cognitive reactions desajáveis; 3. 
each result of interaction with the system and the feedbacks generated by the game. 

In addition, the first contact with the environment, individuals make judgments 
about the games, trying to answer whether this is fun, interesting and engaging. These 
judgments are based on: 
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Interest: expressed in the educational context, the preference in the execution or 
related to any specific activity. 

Satisfaction: this feeling is subjective, but is associated with the sense of 
accomplishment of something that occurs in the relationship between individual skills 
and challenges in the tasks. 

Tasks involvement: are set the level of attention or depth in which the subjects are 
focused and are picked up by a given activity. These topics are related to the degree of 
immersion experienced by the individual in the environment and can be determined 
by factors control, sensation, distraction and realism. The improvement in the learning 
process is related to the increase in the quality of cognitive engagement of the 
individual.  

Confidence: instructional environments based games favor the student can 
complete tasks without mistakes and failures have serious consequences, as in the real 
world. Still, structure levels of progressive difficulty, allows the subject to become 
familiar with the environment and the rules, developing skills in complex tasks. These 
stimulate increased confidence in the environment, especially in complex, stressful 
and dangerous tasks. 

Initial trials of the system are responsible for determining the direction, intensity 
and quality of the individual's behavior. The more students are motivated - form of 
behavior, more involved and interested in will perform the tasks. Motivated students 
present as characteristic enthusiasm, focus and engagement [29]. Besides, they are 
interested in what they do and feel pleasure from it, despite the task performed not 
necessarily be easy, persistence is another feature-motivated.  

5   Final Thoughts 

This article aims to present a theoretical gamification concepts discussion applied in 
the learning process and knowledge generation. Thus, we understand that 
gamification comprises motivational strategies applied to problem-solving situation. 
Uses for it bases and common systematic of game concepts and storytelling theories. 
The main purpose is to involve the individuals’ full experience, transporting them to a 
fictional universe where the intention is to facilitate and accelerate the generation and 
application of knowledge by the individual. Moreover, gamification is always a 
practical element, far beyond simple entertainment. 

As applied in the learning process, the gamification have positive effects, both in 
student engagement, as in the better mediation between knowledge and person. 
Educational psychology is base of gamification where especially focuses efforts on 
learner autonomy in a controlled environment, where the contents of specific areas are 
subdivided and treated as a stage in a surrounding context by correlating cognitive, 
social and emotional. In the learning process, the gamification should focus activities 
in exploring the students' inner motivations. In this case, the simple application of 
basic mechanics of game in the process could lead to negative results. Throughout 
everyday situations, one should invest in curiosity, satisfaction and confidence of 
student within process. 
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The common games elements as storytelling, goals, rules, feedback, challenges, 
incentives and the ability to control contribute to the construction of the possibility of 
experience within the gamified environment, promoting the voluntary participation of 
the individual. Thus, the mechanical and dynamic applications, shared with the 
games, contributing in the participation process of gamified system. We show that not 
the games' attributes that gamified a system, but these attributes are complementary 
parts in the gamification process. 
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Abstract. In recent years, education is characterized by promoting in-
dependent study through computational tools, such as Intelligent Tutor-
ing Systems. It is important these educational systems consider affective
aspects because it improves the learning process. However, the literature
reports that there is no an affective model to guide the design of affective
educational systems. For that reason, this work introduces a novel affec-
tive learning ontology that examines student, tutor and dialogue issues.
Also, this paper presents an assessment of which elements of our ontology
are taken into account in education systems such as Intelligent Tutor-
ing Systems. We believe the findings from this research will serve as a
useful reference for the design of educational systems such as Intelligent
Tutoring Systems.

Keywords: Affective Learning, Ontology, Educational Systems.

1 Introduction

In recent years, education is characterized by promoting independent study,
this form of studying has been supported by technology systems, such as [25]:
Management Learning Systems (MLS), Adaptive Hypermedia Systems (AHS)
and Intelligent Tutoring Systems (ITS). It is important that these educational
systems taking into account not only the cognitive abilities and capabilities that
students possess or need to acquire through learning processes, but also their
affectivity [3]. By affectivity in learning, we mean the response gave by a tutor,
with a behavior or dialogue, which produces a benefit in the student taking into
account student’s needs (emotions, attitude, motivation, among others) [11].

To date, affective research works have focused on the detection of emotional
states student during the tutoring [15, 13, 16, 22, 24]. It should be noted that
research about this area has progressed providing to computers the ability of
recognize the affective state of the student. However, the question then arises
what about the affectivity that the educational systems should provide to the
student in order to bring an affective learning?

 � Springer International Publishing Switzerland 2016
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Several authors purposed learning ontologies that include some affective fac-
tors. For example, [27] presents a method which is based on an Ontological Ap-
proach to elicit student’s emotion during the learning process. In the same way,
[7] designed an approach to modeling the affective state of a student. The model
represents the learning process used by the student including the affective state.
On the other hand, [4] purposed an ontology that include the different types of
emotions, moods and behaviors that students experience in the e-learning envi-
ronments. However, these approach does not answer the research question about
how the educational system has to bring affective feedback?

In this work, we want to build an ontology as a knowledge representation
system of the affective domain in learning. Moreover, it will allow us to support
the design of educational systems based on affective learning. Additionally, the
ontology is constructed in relation to a context of use, because the ontology
specifies a conceptualization of the world or a way of perceiving it. In our case,
our ontology seeks to conceptualize virtual learning environments, for example
ITS, from the affective domain’s point of view.

This paper is organized as follows. Section 2 describes the affective learning
ontology’s design. Section 3 shows an ontology’s mathematical evaluation. Sec-
tion 4 discuses which elements of the ontology are used in ITS. Finally, Section
5 presents our conclusions.

2 Affective Learning Ontology

The design of affective learning ontology was guided by methontology, in con-
ceptualization’s phase [17]. This stage consists of the following steps: 1) Build
the glossary of terms, 2) build the taxonomy, 3) state the relations, make the
concept’s dictionary and 4) the ontology’s evaluation.

Glossary of Terms First, we build a glossary of terms that includes all the
relevant terms of the domain. There are three relevant actors in learning [33]:
student, tutor and dialogue. Based on literature review [26, 35, 5, 31, 21, 3], we
analyzed the student’s, teacher’s and dialogue’s characteristics that are neces-
sary for achieving affective learning. Table 1 presents the terminology concepts
extracted from the literature.

Table 1. Terminology glossary.

Actor Concepts

Student Motivation, objectives, learning style, cognition, emotional Intelligence
Teacher Authenticity, reliability, friendly attitude, latency, immediacy, respect, individual sup-

port, emotional intelligence
Dialogue Corrective, gestures, voice tone, eloquent, courteousness, active listening, words, em-

pathy, connectors
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To achieve the affective learning domain we need to analyze which elements
of the student should be taken into account to create a suitable environment for
learning. It is important to consider student’s motivation, objectives, cognition,
learning style, and the emotional intelligence. A teacher needs to be sensitive
to these aspects of the student. First, the teacher takes into account student’s
needs, and then he need to interact with the student in an appropriate and
friendly manner.

In a perfect scenario, the teacher must be authentic, reliable, uses his emo-
tional intelligence to express a friendly attitude and respect to the student. The
student needs individual support with latency and immediacy. The dialogue
plays a significant role in teacher-student interaction, it must be eloquent, cor-
rective, empathic and courteousness [21]. The dialogue uses words, gestures and
voice tone to express affectivity.

Taxonomy The second step consisted in the taxonomy design. A taxonomy is
usually only a hierarchy of concepts, i.e., the only relation between the concepts
is generalization-specialization relation or parent/child, or subClass/superClass.
Figure 1 shows our fourth level taxonomy.

Fig. 1. An ontology learning taxonomy.

We classified the affective domain in three levels. Learning is the first level
in the taxonomy. Then, there are three subdomains the student, the tutor and
the dialogue. The concepts listed in Table 1 are subclasses of each subdomain
are the third and fourth level.

In an ontology, arbitrary complex relations between concepts can be ex-
pressed too. For that reason, in the next step we state the relations.

Relations There are three significant relationships in ontologies: 1) subsump-
tion relation (subclass of, this relationship creates the taxonomy); 2) mereology
(part of, represents how objects combine to form composite objects) and 3) se-
mantic relation (describe the expression power of the language). Our proposed
ontology comprises semantic relationships. In this way the Table 2 defines the
relationships used in the affective learning ontology.
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Table 2. Relationship’s descriptions.

Relation Definition Formal Representation

contributes a concept is involved in achieving another con-
cept

∀xC(x2)
−−−−−−→
contributesC(x1)

must have a concept has other concept necessarily ∀xC(x1)
−−−−−−→
must haveC(x2)

has a concept has a direct relationship with other
concept

∀xC(x1)
−→
hasC(x2)

brings a concept offers another concept ∀xC(x1)
−−−→
bringsC(x2)

part of a concept is a fraction of another concept ∀xC(x2)
−−−−→
part ofC(x1)

uses a concept uses other concept ∀xC(x1)−−→usesC(x2)

The formal representation describes how should be read the relation between
two concepts, where C(x1) is a subsumption (father) and C(x2) is a subsumed
(son). For example, ∀xC(x1)−−→usesC(x2) the C(x1) uses the C(x2).

The next step consists into bringing a definition of each ontology’s concept.

Dictionary of Concepts Once, the taxonomy and relationships have been
determined, we must specify which are the properties that describe each concept
of the taxonomy.

In this section, we expose a set of definitions which integrates our affective
learning ontology. Table 3 shows the concepts related to student’s domain. On
the other hand, the terms associated with the tutoring domain are described in
Table 4. Finally, Table 5 presents the concepts related to the dialogue’s domain.

Table 3. Student’s concepts definitions.

Concept Definition Relation

Student Is the person who acquires knowledge [26]. student−→haslearning
Motivation Is an emotional state, having a strong reason to

act or to accomplish something [35].
student−→hasmotivation

Emotional Intelli-
gence

Is the ability of [5]: a) perceive emotions, b) use
emotion, c) understand the emotions, d) manag-
ing emotions.

student−→hasEmotionalIntelligence

Objectives Are goals that students are trying to achieve [35]. student−→hasobjectives
Cognition Is the analysis of the processes to acquire, store,

retrieve and use knowledge [31].
student−→hascognition

Learning Style A preference shown by the student for learning
[35].

learning style−−−−→part ofCognition

Finally, we integrated all the aspects listed above, the taxonomy of the se-
mantic relationships between the concepts described earlier to form the affective
learning ontology. The graphical representation if this ontology is shown in Fig-
ure 2.

3 Ontology’s Evaluation

Assessing the quality of an ontology is necessary for recognizing areas that might
need more work. The quality of ontologies can be determined in different dimen-
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Table 4. Tutor’s concepts definitions.

Concept Definition Relation

Tutor Is the person who gives systematic support to the
student [26].

tutor−−−−−−→contributeslearning

Reliability Is a key factor that contribute to building a sense
of communication in learning [3].

tutor−→hasreliability

Authenticity Is the ability to behave taking into account feel-
ings [21].

tutor−→hasauthenticity

Emotional Intelli-
gence (EI)

Is the ability of [5]: a) perceive emotions, b) use
emotion, c) understand the emotions, d) manag-
ing emotions.

tutor−→hasEI

Individual Support
(IS)

Is the process of close interaction between tutor
and student [21].

tutor−−−→bringsIS

Respect States that the students are worthy people and
should be treated with respect [21].

IS−−−−−−→must haverespect

Friendly attitude
(FA)

Is a kind disposition of the tutors that make ease
the communication and contribute to building a
sense of communication in learning [3].

IS−−−−−−→must haveFA

Immediacy Is a characteristic that suggest the promptness to
bring feedback to students [3].

IS−−−−−−→must haveImmediacy

Latency Is the time required of the student to respond, be
patient [21].

IS−−−−−−→must haveLatency

Table 5. Dialogue’s concepts definitions.

Concept Definition Relation

Dialogue Is a powerful tool that supports the interaction
between the professor and the student [26].

dialogue−−−−−−→contributeslearning

Corrective Is the action of correct student’s mistakes [21]. dialogue−−−−−−→must havecorrective
Courteousness Is showing good manners, verbally and nonver-

bally [21].
dialogue−−−−−−→must havecourteousness

Active Listening Includes in a teacher speech a student’s phrase
[23].

dialogue−−−−−−→must haveActiveListening

Empathy Is the ability to understand student’s felling and
response according to them [21].

dialogue−−−−−−→must haveempathy

Eloquent Is the action of give positive feedback to the stu-
dent [21].

eloquent−−−−→part ofempathy

Voice Tone Is a particular quality, way of sounding, modula-
tion, or intonation of the voice [23]. The tone of
voice helps to give meaning to communication.

dialogue−−→usesvoice tone

Gestures Are movement of the face that is expressive of an
idea or emotion [23].

dialogue−−→usesgestures

Words Are the information transmitted during a dialogue
[23].

dialogue−−→useswords

Connectors Are the words used to link two sentences among
others [23].

words−→hasconnectors

Fig. 2. Affective learning ontology.
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sions, in this work we used the OntoQA for the evaluation [36]. This evaluation
cannot states if the ontology design correctly models the knowledge, but these
metrics can indicate the richness, width, depth and inheritance of the ontology
schema [36].

– Relationship Richness: This metric reflects the diversity of relations and
placement of relations in the ontology. The RR is given by the following
equation:

RR = |P |
|SC|+|P | =

|25|
|0|+|25| = 1

If an ontology has an RR close to 0, that would indicate that most of the
relationships are class-subclass relationships. In contrast, an ontology with
an RR close to 1 would indicate that most of the relationships are other than
class-subclass (semantic relationships). Our affective learning ontology has
a RR = 1, which indicates that our ontology has relationship richness.

– Attribute Richness: In general we assume that the more attributes that
are defined the more knowledge the ontology conveys.

AR = |att|
|C| = |0|

|26| = 0

Affective learning ontology has 0 attributes and 26 classes. In our ontology
each element detected in literature represent a concept, for that reason we
do not integrated attributes into classes.

– Inheritance Richness: The number of subclasses (C1) for a class Ci is
defined as

∣∣HC(C1, Ci)
∣∣.

IRs =

∑
Ci∈C

∣∣HC(C1, Ci)
∣∣

|C| = |1|+|5|+|5|+|4|+|1|+|1|+|8|
26 = 0.96

An ontology with a low IRS would be a very specific type of knowledge that
the ontology represents (vertical nature). While our ontology with a high
IRS would be of a horizontal nature, which means that ontology represents
a wide range of general knowledge.

The mathematical evaluation allows us to establish the richness of our ontol-
ogy considering attributes, classes and relationships. However, we need to assess
which elements of our ontology are taken into account in education systems. For
that reason we conduct a systematic literature review in ITS domain, the results
are presented in the next section.

4 Discussion

We conduced a systematic literature review to confirm which elements of the
ontology are used in ITS, and we expected that some of the affective learning
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Table 6. Emotional and affective states of the students during the learning process.

Elements [18] [19] [13] [20] [2] [14] [28] [30] [38] [24] [22] [8] [16] [1] [9] [10] [32] [15] [39] [6] [34] [29] [12] [37] No. papers

Objectives x x x 3
Cognition x x x x x x x x x x x x x x x x x x x x x x x x 24
Emotional x x x x x x x x x x x x x x x x x x x x x x x 23
Motivation x x x x x x x x x x x x x x x x 16
Learning Style x x 2
Authentic x x x x x x x x x x x x x x x x x x x x x x x x 24
Reliability 0
Emotions x x x x x x x x x 9
Friendly Attitude x x x x x x x x x 10
Individual Support x x x x x x x x x x x x x x x x x x x x x x x x 24
Respect x x x x x x x x x x x x x x x x x x x x x x x x 24
Latency x x 2
Immediacy x x x x x x x x x x x x x x x x x x x x x x x x 24
Corrective x 1
Empathy x x x x x x x x x 9
Eloquent x x x x x x 6
Active Listening 0
Courteousness 0
Affective Words 0
Gestures x x x x x x x x x 9
Voice Tone x x x 3

No. Element 9 10 9 9 11 7 10 10 7 7 8 8 8 12 6 10 6 7 11 12 6 10 10 12

ontology’s elements are considered on the design of ITS. However, we also ex-
pected that the ontology purposed some new elements to the design of these
systems. Table 6 shows the results.

ITS are increasingly aware of the user’s profile not only considering aspects
such as cognition, learning styles and student’s objectives, also take into account
emotions and motivation of the student in their tutoring process.

For their nature, the ITS bring individual support, and they are authentic.
The development of these systems considers latency because ITS are aware of
the user’s actions. One of the main benefits of the ITS is the immediacy, unlike
other systems, the interaction with an ITS is in real time. The authors know
that it is important that ITS simulate a friendly and respectful attitude, for
that reason they integrated animate pedagogical agents with gestures [2, 1, 10,
28, 39]. However, they do not consider aspects such as reliability.

On the other hand, the dialogue of ITS is empathic and eloquent [2, 1, 10,
28, 39]. However, they had a weak classification of words. The word is classified
only into three groups: positive, neutral and negative. They do not use emotional
and thoughtful words to communicate with the students. Also, the ITS are not
active listeners.

According to our literature review, we can determine that researchers have a
significant tendency to include student’s characteristics such as affective states
in ITS [14, 13]. Research has progressed providing to computer systems similar
abilities to recognize an emotional expression such as expert teacher does. The
ITS reported in the literature, are based on the detection of these factors during
the tutoring. These researchers are getting closer to imitate human tutors.

The literature review describe that our affective learning ontology’s elements
are used by the current ITS reported in the literature. However, some items are
not applied in ITS although learning literature states that are necessary to have
an affective learning. As we above describe, affectivity improves student moti-
vation and some cognitive processes, eventually it supports his learning process.
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These findings suggested that our purposed ontology has enough elements to
represent the affective learning, however, educational systems, such as ITS, not
considered all of the ontology’s elements.

5 Conclusions and Future Work

In this paper, we introduced our affective learning ontology based on the litera-
ture review. This ontology represents the affective domain in learning what do
tutors needs to bring an affective feedback to the student, how the dialogue can
improve the tutoring and which elements of the students need to be considered
by the educational systems.

The mathematical evaluation states that our affective learning ontology has
relationship richness. Moreover, this assessment indicates that our ontology has
a horizontal nature, in other words, this ontology represent a generic domain.
We need to work on the integration of attributes to the classes.

Also, this work presents a comparative study of which elements of the on-
tology are considered in the related work of the ITS. The results reveal that
every day more ITS are aware of the needs of students considering cognition,
learning style, emotional intelligence, objectives and motivation [14, 13]. How-
ever, these systems have a very simple dialogue structure, ie, do not take into
account emotional aspects to improve the ITS’s dialogue.

It is well known that the ITS can not replace human tutors. However, we
can improve the user experience with these systems making them more effective
and affective taking into account the elements of the purposed ontology.

This work is the basis for some lines for future research, such as: 1) devel-
oping a heuristic evaluation of ontology and update the ontology based on this
assessment, 2) implementing the ontology in an ontology’s language, 3) develop-
ing a formal representation of the ontology, and 4) designing an ontology-based
guidelines for affective ITS design.
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