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Abstract. Several machine learning paradigms have been applied to
financial forecasting, attempting to predict the market’s behavior, with
the final objective of profiting from trading shares. While anticipating
the performance of such a complex system is far from trivial, this issue
becomes even harder when the investors do not have large amounts of
money available. In this paper, we present an evolutionary portfolio opti-
mizer for the management of small budgets. The expected returns are
modeled resorting to Multi-layer Perceptrons, trained on past market
data, and the portfolio composition is chosen by approximating the solu-
tion to a multi-objective constrained problem. An investment simulator
is then used to measure the portfolio performance. The proposed app-
roach is tested on real-world data from Milan stock exchange, exploiting
information from January 2000 to June 2010 to train the framework,
and data from July 2010 to August 2011 to validate it. The presented
tool is finally proven able to obtain a more than satisfying profit for the
considered time frame.

Keywords: Portfolio optimization · Portfolio model · Financial fore-
casting · MLP · Multi-objective optimization · SOM · Artificial neural
networks

1 Introduction

The recent diffusion of on-line trading platforms gave virtually anyone the pos-
sibility of investing in any stock exchange market, starting from any amount
of money. The ever-growing number of small investors wishes to find the opti-
mal strategies to manage their portfolio, that is, to select the best investment
policy in term of minimum risk and maximum return, given their collection of
investment tools, income, budget, and convenient time frame.

Portfolio management can be defined as the art of establishing the optimal
composition of the investor’s portfolio at each instant of time in an ever-changing
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scenario. Managing a portfolio can be expressed as a list of decisions: for each
tradable, determine the amount to be bought or sold. The motivations behind
each operation can be simplified as: buy/sell now the amount A of tradable T
because in a limited time period its price will rise/fall. We call the expected
return of such operation R+, while the maximum loss caused by it is R−.

The risk profile is a measure of how much an investor is afraid to lose money,
or, conversely, is willing to take risks hoping for a higher return. The risk profile
limits the set of financial instruments that can be used, since highly volatile
instruments are considered riskier, and could be incompatible with the investor’s
preferences.

Generally speaking, the world of finance is extremely complex (for an
introduction, see [1–3]). Over time, many types of tradable have been cre-
ated, the most common of which are: stocks, fixed income bonds, zero-coupon
bonds, futures, options, export trading companies (ETCs), exchange-traded funds
(ETFs), currency crosses, contract for difference (CFD). For each type there
are further differentiations, and while this proliferation can seem baffling, it is
needed to meet different stakeholders’ needs. For example, stockholders could
secure the company’s stock price at a fixed cost using options; or big farm-
ers could exploit grain futures in margination as insurance for price variations.
Such margination, a service offered by brokers, is the possibility to control cap-
ital C keeping only C

L invested, where L is called the leverage. Indeed, leverage
could be highly beneficial for the farmers in the example, because they would
be required to immobilize a much smaller capital. Finally, investors trading such
a wide assortment of instruments are necessary for the market liquidity: to be
successful, a trade requires both the offer and the demand.

Commonly, investors wish to maximize the return on their portfolio, while
minimizing the risks – however, a high return is frequently accompanied by a
higher risk. In 1952, Markowitz started the so-called “modern portfolio theory”,
describing in a quantitative way how the diversification of assets could be used
to minimize, but not eliminate, the overall risk without changing the portfolio
expected return [4]. In Markowitz’s original view, choosing an optimal portfolio
is a mean-variance optimization problem, where the objective is to minimize the
variance for a given mean. Despite its past popularity, the model is known to be
based upon assumptions that do not hold in practice: investors are considered
flawlessly risk-averse; and either the distribution of the rate of return is assumed
multivariate normal, or the utility of the investor a quadratic function of the rate
of return. It is now widely recognized that real-world portfolios do not follow a
multivariate normal distribution.

More recently, researchers proposed different portfolio theories. The very
same Markowitz improved his mean-variance idea in 1968 [5]; other improve-
ments include post-modern portfolio [6]; and behavioral portfolio [7], that, dif-
ferently from other approaches, takes into consideration investors who are not
completely risk-adverse.

In this work, we study a decision-support tool for management strategies of
small portfolios. The tool takes in input market data and, after a training phase,
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starts an investing simulation. During training, the performance expectation of
each tradable over three days will be modeled by a separate neural network.
Afterwards, for each day, the simulation uses the neural networks as oracles
to optimize the portfolio management strategy, resorting to a multi-objective
evolutionary algorithm.

The rest of the paper is organized as follows. Section 2 illustrates the financial
real-world dataset used during the experience; the choice of architecture for the
ANNs is discussed in Sect. 3; the proposed approach is presented in Sect. 4; while
Sect. 5 shows the obtained results and concludes the paper.

2 Data

In this study, we consider end-of-day (EoD) data for about one hundred stocks
from Borsa Italiana (Milan stock exchange), 40 % of them from medium-to-large
companies and 60 % from small companies. Data are taken from Yahoo! finance1,
starting from January, 3rd 2000 to August, 2rd 2011. In the EoD data, open and
close represent, respectively, the opening and closing price for a share, the prices
traded in the opening and closing auction; min and max are, respectively, the
minimum and the maximum price for that share traded during the day; while vol
is the number of shares traded. To compare stocks performances from different
companies, we choose to normalize EoD data resorting to the following formulas:

open′
i =

openi − closei−1

closei−1
(1)

close′
i =

closei − openi

openi
(2)

min′
i =

mini − openi

openi
(3)

max′
i =

maxi − openi

openi
(4)

vol′i =
wi − wi−1

wi−1
(5)

wk = vol′k · max′
k − min′

k

2
(6)

The dataset is divided in two contiguous blocks: the beggining 90 % of
the original data, 03/01/2000-01/06/2010; and the ending 10 %, 03/06/2010-
02/08/2011. The first block is used for the neural networks, and it is further
divided into the canonical: training, validation and testing sets; while the sec-
ond block is used in the performances simulation, see Sect. 4.3.

1 https://finance.yahoo.com/.

https://finance.yahoo.com/
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3 Forecasting: Architecture Selection

As common sense suggests, it is impossible to forecast rare, abrupt events which
lead to sudden collapses of quotations, such as terrorist attacks, or sensational
news on companies. This is a part of inherent market risk that cannot be avoided:
however, that does not mean that profiting from trading is an unattainable goal.

In trading, there are different techniques that are widely used to forecast stock
performances [8]. In summary, fundamental analysis studies company reports
and macroeconomical data, and estimates future earnings, which also define the
fair stock price [1,9,10]. It’s a time-consuming activity that needs experience,
better suited for long-term trading: widely used stocks comparison metrics for
this approach are price

earnings ,
price

bookvalue ,
price

cashflow , dividend
price (also known as dividend

yield).
Technical analysis, also known as chart trading [11,12], studies prices charts,

and gives buy and sell signals through combinations of indicators and oscillators.
The most known methodologies of this kind are RSI (relative strength index),
BB (Bollinger bands), moving averages (SMA, EMA, WMA), resistance, sup-
ports, and trends. Modeling financial time series is an intense research field for
computer science as well, and applications are range from agent-based systems
[13], to classifiers (EDDIE and cAnt−minerPB [14]), to genetic algorithms, and,
more generally, evolutionary computation [15–23].

We are modeling how the investor’s rate of return expectation (RRe) changes
in the various market conditions, we test the multi-layer perceptron (MLP) pre-
diction capability. MLP is a feed-forward artificial neural network (ANN) con-
sisting of a layer of inputs, one or more hidden layers and one output layer.
Every layer has a set of nodes, each one fully connected to the nodes on the next
layer, forming a directed graph. MLPs are trained using the backpropagation
algorithm, a supervised learning algorithm that map examples, each one being a
pair of input and output features. MLP can be used for function approximation
or as a classifier [24]. Briefly, for our purposes, the difference is in the meaning
of the output: when MLP is used as function approximation, the output is the
RRe codomain; when MLP is used as classifier, the output is a discretized RRe
codomain, each output node represents a class, and the connected value is a belief
measure. Higher values are linked to a higher confidence for the sample belong-
ing to that class. Our choice of this machine learning paradigm is motivated by
the good results obtained with MLP for financial forecasting in [25].

The Eni price is a common benchmark for financial forecasting in Italy, and
here it is used to compare the performance of different MLP architectures and
configurations. For each architecture we applied different input-output configu-
rations, see Table 2 for a summary. The benchmark data comes from the dataset
presented in Sect. 2, and it is composed by Eni and all companies in the oil and
natural gas index. This dataset is divided in three parts: training, validation and
testing (60 %, 20 %, 20 % of the original data, respectively).
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Table 1. Training parameters, common to all tests.

epochs 100

goal 1e-3

learning rate 0.03

learning rate increment 1.005

learning rate decrement 0.095

momentum costant 0.75

max validation fails 20

minimum gradient 1e-10

Table 2. Input/output configurations (conf); the EoD input data is for Eni, oil and
natural gas share index, output is for Eni only.

ref input output

1 10 days of min,max,close,open,vol next 3 days of close

2 10 days of max − min,close next 3 days of close

3 10 days of close next 3 days of close

3.1 MLP as a Classifier

From start it is apparent that a MLP classifier has a more complex architecture
than a MLP used for function approximation. The output classes are chosen clus-
tering the close performance using k-means algorithm [27] over all the shares in
the benchmark. The aim is to select the more realistic performance classes. After
clustering trials from 20 to 60 clusters, we choose as reference 60 classes, because
this configuration has a better resolution over the central and most frequently
matched intervals. Table 2 reports the configurations and Table 3 the training
functions, using 100-epoch and 500-epoch training. However, the correct class is
rarely chosen first, mean errors are far from being acceptable and the solution
scalability is minimal, due to the high training time needed. This architecture
is thus abandoned, as the MLP function approximation yields better results in
less time.

Table 3. Learning algorithms compared during the trials, all from the gradient descent
family.

id learning algorithm

traingd back-propagation

traingdm back-propagation with momentum

traingda back-propagation with adaptive learning

traingdx back-propagation with momentum and adaptive learning rate [26]
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3.2 MLP for Function Approximation

The I/O configuration used is reported in Table 2, the neuron activation function
is a hyperbolic tangent, and learning algorithms are reported in Table 3. The
initialization algorithm that chooses initial weights and bias is Nguyen-Widrow
(NW) [28]; for the first and third hidden layers we also use a random generator
in the (0, 1) interval. All training parameters are reported in Table 1.

Results are strongly dependent from initial weights and the network tends to
fall into local minima, but, we noticed that a necessary condition for accepting
the trained network is to test if the error distribution in the output layer belongs
to a normal distribution family as in Fig. 1. Operatively, we can require that in
all the three output nodes the error mean and variance should be lesser than
e and e*10 respectively, where e starts from 0.1 and it is incremented by 30 %
every 10 refusals.

Fig. 1. An example of a fitting curve for error distribution of an acceptable NN.

Tables 4, 5, 6 show the best results among our tests: for our purposes, gradi-
ent descent back-propagation with adaptive learning performs generally better
than the other techniques. Configurations 2 and 3 perform much better than
configuration 1, both in final results and in training time, as they have less
input features and hidden layers with less neurons. The result suggests that, for
this ANN architecture, using the complete EoD data for each input day does
not improve forecast capability.
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Table 4. Best results for MLP as function approximation, configuration 1, mean(μi)
and variance( σi) of error; randomly initialized NN have performed worst then NW.
1h, 2h, 3h are the number of hidden layer, number of neurons for each layer: ff1h(201),
ff2h(200,100), ff3h(100,50,25). 100 input features, 3 output features.

μ1 σ1 μ2 σ2 μ3 σ3

ff1h traingdx 0.7715 6.0441 1.1877 27.2118 1.2504 53.7264

ff1h traingda 0.1365 3.7334 0.2662 3.3989 0.1008 3.5990

ff1h traingdm 0.0373 3.6282 1.2129 39.7795 -6.7573 3.5380

ff2h traingda 0.1755 3.5330 0.1996 3.7211 0.2543 3.6210

ff3h traingda 0.3936 2.7554 0.4538 2.4185 0.2844 2.7811

ff3h traingda 0.4333 2.4198 0.4286 2.3372 0.4955 2.6574

Table 5. Best results for MLP as function approximation, configuration 2, number of
neurons for each layer: ff1h(81), ff2h(80,40), ff3h(80,40,20). 40 input features, 3 output
features.

μ1 σ1 μ2 σ2 μ3 σ3

ff1h traingda 0.1308 4.4511 0.0265 4.7854 0.0907 4.9236

ff1h traingda 0.0057 4.8258 0.1355 4.2881 -0.0128 5.2964

ff3h traingda 0.4659 2.7963 0.3123 2.8014 0.3955 2.5120

ff3h traingda 0.4894 2.3433 0.4656 2.4899 0.3631 2.7598

ff3h traingda 0.3213 2.8939 0.3825 2.6646 0.4112 2.4843

ff3h traingda 0.3212 3.2860 0.4381 2.4763 0.3558 2.7143

Table 6. Best results for MLP as function approximation, configuration 3, number of
neurons for each layer: ff1h(41), ff2h(40,20), ff3h(40,20,10). 20 input features, 3 output
features.

μ1 σ1 μ2 σ2 μ3 σ3

ff1hrnd traingda 0.0324 4.8329 0.2091 4.9226 -0.0220 7.5821

ff2h traingda 0.0116 5.3486 0.2755 3.8100 0.1281 4.3746

ff2h traingda 0.2132 3.7758 0.1946 3.8084 0.2032 4.0627

ff2h traingda 0.2362 4.1163 0.1349 4.0713 0.2003 3.2305

ff3h traingdx 0.1527 2.4093 0.0481 2.6952 -0.9912 2.5851

ff3h traingda 0.4323 2.9154 0.4333 2.5568 0.4406 2.6107

ff3hrnd traingda 0.2112 2.8737 0.3183 3.3552 0.4953 3.0535

ff3hrnd traingda 0.4120 2.7998 0.6899 2.0826 0.4799 2.8326
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4 Proposed Approach

We propose a decision-support tool, a portfolio optimizer with a simulator, whose
optimization process is divided into two phases. The first step is devoted to
building, for each stock, a MLP that models the performance expectation for
the next three days. Being the core of the fitness function that will later be used,
this phase is crucial, as a good approximation will lead to good decisions. The
second step consists of searching for a performing stock combination, a Pareto
set of portfolios able to satisfy our model constraints. Finally, the simulator is
used to measure the strategy performance in simplified market conditions. It
must be noted that the simulator can also be used in real conditions as, for each
simulated day and for each stock, it provides the quantity and the book price to
sell and buy. The three phases are summarized in Fig. 2.

Fig. 2. High-level scheme of the proposed approach. Training data, properly clustered,
is used to train the MLP oracles that will try to predict the performance of company
shares. The optimizer uses a MOEA to obtain a trade-off between (predicted) risk
and reward. Finally, the simulator computes the effective reward obtained, exploiting
unseen validation data.

4.1 Phase I: Building the MLP Oracle

In the first phase, we build the MLP oracle, a procedure that is time consuming
and requires a considerable amount of data, for which we use the base dataset,
described in Sect. 2. From the considerations and the preliminary experiments
reported in Sect. 3, the better solution is MLP with data configuration 3, and 2
hidden layers with 35 and 20 nodes, respectively. This combination in empirical
tests provided the best results in terms of mean error and variance, with less
trials. The chosen training algorithm is the gradient descent backpropagation
with adaptive learning rate, while for the initialization, we use Nguyen-Widrow.
Data configuration 3 includes the last 10 days input of a target stock’s close
performance with 10 days input of the related stocks. In the experiments reported
in Sect. 3, the related stocks were chosen by hand, but here we resort to an
automatic selection. To us, related stocks are stocks whose behavior patterns,
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the sequence of closing performances in a 10-day range, are similar to the target
stock. Fu, in [29], has shown how Self Organizing Maps (SOMs) are particularly
apt at discovering shape patterns, and thus we exploit this methodology to define
stock clusters.

Briefly, a SOM is an ANN with an input layer and a node matrix as output
layer. The learning algorithm is unsupervised and defines in the output layer the
concept of neighborhood: given a node, his neighborhood is composed by the
near nodes, constrained by the layer topology and the distance measure. Learn-
ing means increasing the weight of a node and distance inverse-proportionally
increase the weights of the nodes in the neighborhood, the neighborhood shrinks
with time [24].

Our SOM configuration has 10 input nodes and a layer of 100 nodes in out-
put, 100 training epochs, initial neighborhood distance 3, and a hexagonal layer
topology. The base set defined in Sect. 2 is divided into blocks of 10 consecutive
daily-close. Each block has every stock and it is used to train a SOM. It is nat-
ural that stocks in block x, which are classified in class y, can be assigned to
a different class or to different neighbor classes, in block x + 1. To bypass this
problem we use an a-priori algorithm [30–32] and mine frequent item-sets from
the dataset of classes for every block without empty rows, where each row is
a cluster. As each stock in a block can fall into a single class, the min-support
used is lesser than 1 % and min-confidence used is greater than 95 %. Association
rules discovered here define the related classes of stocks.

4.2 Phase II: MOEA Optimization

For the optimization step, we assume that the investor has a small budget,
arbitrarily set to B e. Such an amount is small enough not to influence the overall
market behavior, but still permits diversification with marginal transaction costs
in the real world. No margination and no short selling are allowed. The investor
does not want to lose more then L% budget daily.

The resulting model, an adaptation of Markowitz mean-variance model dis-
cussed in [33], is shown in Fig. 3. The model chooses portfolios composed by
stocks whose most expected performance was uncorrelated in the last 30 days.

We optimize the following equations:
Equation 8 is the global correlation minimization between portfolio stocks.

σi,j is the covariance between performance of stock i and j in past 30 days —
it does not make sense to consider a longer interval, given our short investing
horizon: decisions can be changed daily, and we assume there are no liquidity
problems. The equation must be minimized to penalize portfolios composed by
highly correlated stocks.

Equation 7 is the expected return: qi is an unknown model, and it repre-
sents the number of stocks i that will be bought tomorrow, where n is the
stock number. Equation 11 is the third-day total expected return; Eq. 12 is the
expected price for the buy, the average between the price for today, and tomor-
row’s expected price. It must be maximized.
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Equation 10 expresses the constraint of maintaining the portfolio value to
(at least) 95 % of the budget, preventing compositions that are expected to lose
money. Equation 13 is the price that is expected after two days, which is the
first possible day for eventually freeing the position; ei is the mean error that
the considered MLP has produced in past 30 days. Equation 9 is the budget
constraint, where pvi(t + k), with k = 1, 2, 3 is the stock i performance, the
output node k of our MLP oracle.

maxf1 =

n∑

i=1

qi · (pfi − pai)

minf2 =

n∑

i=1

n∑

j=1

qi · qj · σi,j

s.t.

n∑

i=1

qi · pi(t) · (1 + pvi(t + 1)) ≤ b(t)

b(t) · l ≤
n∑

i=1

qi · psi

pfi = pi(t) ·
3∏

k=0

(1 + pvi(t + k))

pai = pi(t) · (1 +
pvi(t + 1)

2
)

psi = pi(t) ·
2∏

k=0

(1 + pvi(t + k) )− ei

b > 0, b ∈ �, pi(t) > 0, pi(t) ∈ �, qi ∈ N

Fig. 3. Equations composing the model for portfolio optimization. l = L
100

This mixed-integer problem is non-linear and features several conflicting
objectives. Multi-objective evolutionary algorithms (MOEA) [34,35] has been
shown effective in finding a good approximation for the Pareto-front in such
cases. We use NSGA-II [36], as it was already successfully exploited in [37],
where it was demonstrated scalable and able to efficiently find solutions.

4.3 Phase III: Simulation

Our artificial investor builds its strategies for the next day after market closure.
It is very disciplined and the following day, whatever happens, it will strictly
follow the planned strategy. It desires a differentiated portfolio, it does not want
to lose more then 5 %, and it wishes to maximize its returns. If the conditions
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aren’t met, it can also stay out of the market, meaning that it will not hold
any share. It is forbidden from taking short positions or borrowing money. Its
budget for strategy optimization is defined as the remaining cash available for the
current day, added to the money expected from the following day’s liquidation
of its actual portfolio. After the optimization, the artificial investor will have
a set of Pareto optimal portfolios; it will chose the one that generate the least
number of transactions, in order to minimize the transactions’ cost, and execute
the related strategy.

The market used in the simulations is a simplified version of a real market:
there are no intra-day operation, no issues linked to partial order executions2, no
taxation, no issues related to sell-buy order synchronizations3 as sell operations
are executed before the buy operations, and no negotiation suspension4.

When a sell operation is executed: if the open price is greater than the target
price, the stock is sold at an open price; else, if the target price is between min
e max, then the stock is sold at target price; otherwise, the sell operation is not
executed. The quantity is the difference between the old portfolio and the new.
When a buy operation is executed: if the open price is less than the target price,
the operation is completed at open price; if the target price is between min e
max, then the stuck is bought at target price; otherwise, the operation is not
executed. The quantity depends on available cash, if the artificial investor does
not possess enough resources, the quantity will be zero.

Fig. 4. The proposed approach portfolio’s daily rate of return in a 300-day simulation.
Despite considerable fluctuations, the approach is able to obtain a 0.445 % average
daily rate of return.

2 Obtaining the desired quantity at the wished price might not always be possible.
3 In the real world, sometimes it is impossible to sell a stock in time, and as a result

an investor might not have money available to buy another desired one.
4 In a real market, a stock that has a bid-ask spread too wide could be suspended

from the negotiation, and goes to auction, depending on market regulations.
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Fig. 5. Portfolio budget cumulative rate of return for each Euro invested.

5 Preliminary Results and Conclusions

In a first experimental evaluation, starting from a budget of 20,000 e, after
300 trading days simulated using the simulation data in Sect. 2, the results are
quite interesting, see Figs. 4 and 5. The proposed approach is able to multiply
its initial budget 3.788 times. Such a result might look astonishing, but we have
to take into account the simplifications in the simulation (such as the absence
of taxation), the market conditions5, and the dataset composition. Still, it is
important to notice that, even when the proposed portfolio choice is wrong,
losses are contained (see Fig. 6).

It’s not trivial to obtain a fair comparison of the proposed approach, given
both the limited initial investment, that makes it impossible to weight it against
large hedge funds, and the assumptions used in the simulation, that prevent
our tool from performing several potentially rewarding intra-day operations, but
also disregard taxation and costs for performing the transactions. Taking into
account these real-world elements would cut the return rate of the approach
approximately by 30 %, reducing it to a still considerable 194.6 % total perfor-
mance.

In order to present at least an estimate for the goodness of the methodol-
ogy, we use the Hall of Fame of ITCUP6, a competition for Italian traders with
starting budgets ranging from 2,000 to 50,000 e. The objective of the competi-
tion is to obtain the highest possible performance, expressed as a percentage of
the initial investment, in a single month of trading. Data is available for years
2007-2015: for year 2011, our considered time frame, in one month (April) the
5 FTSE-all share, 03/06/2010-02/08/2011. During this time frame, the index had con-

siderable fluctuations, ranging from a maximum of 21600 reached before October
2010 to a fall to 19105 in November, up to a quote of 23167 in February 2011, and
a final decrease to a minimum of 17270.

6 http://www.itcup.it/, known as Top Trader Cup in 2011.

http://www.itcup.it/
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Fig. 6. Histogram of performances, bar steps are 0.002 wide.

champion obtained a performance of 123.54 % (investing 5,000 e and earning
11,176.96), second place a performance of 18.27 % and third place had 6.17 %.
Our algorithm, even with the corrections to take into account taxation and
costs, had a performance of 14.35 % for the same month, outperforming third
place, and coming a little short of the second position. Thus, the final result
obtained through the proposed approach seems realistic and consistent with this
real-world data.

The proposed approach is easily scalable, because it does not require a real-
time response: after the negotiation market closes, more then 15 hours are avail-
able for calculations, before the opening of the following day. The training part
is computationally heavy, and on a normal notebook computer takes at least
2 calculation days, but a cluster would reduce the time to a fraction, and the
training could be done once completely, and then upgraded monthly. Still, a
complete run of the algorithm on the 300-day test set requires more than one
day. We are currently running further experiments, to obtain a more reliable
assessment of the algorithm’s capabilities. Future works will focus on including
all real-world conditions disregarded in the simulation, in order to obtain a better
assessment of the proposed approach. Further studies must be performed on the
stock performance forecasting, as this is the core of the problem, in particular
the forecasting of inversion points as they are crucial to maximize returns.
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