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Abstract. Successful and timely completion of prospective clinical tri-
als depends on patient recruitment as patients are critical to delivery of
the prospective trial data. There exists a pressing need to develop bet-
ter tools/techniques to optimise patient recruitment in multicentre clin-
ical trials. In this study Grammatical Evolution (GE) is used to evolve
classification models to predict future patient enrolment performance of
investigators/site to be selected for the conduct of the trial. Prediction
accuracy of the evolved models is compared with results of a range of
machine learning algorithms widely used for classification. The results
suggest that GE is able to successfully induce classification models and
analysis of these models can help in our understanding of the factors
providing advanced indication of a trial sites’ future performance.
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1 Introduction

Patient recruitment is a major bottleneck in conducting clinical trials [1,2]. As
Chris Trizna writes in Chap. 19 of “Re-engineering clinical trials” [1] “No patients
- No Data” [3]. The recent Tufts Center for the Study of Drug Development
report [4] on patient enrolment shows, that though 89 % of trials eventually
enrol the required number of patients, the timelines are usually pushed to nearly
twice the original plan. Forty eight percent of sites in a given trial fail to enrol
required number of patients resulting in the need to bring more sites into the
study and extending overall enrolment timelines. Failure to enrol required num-
ber of subjects is one of the most frequent reasons for trials’ discontinuation [5].
This situation makes optimisation of patient recruitment “a million dollar ques-
tion” for pharma and CRO industries. In the work presented here, Grammatical
Evolution [6,7], a grammar-based Genetic Programming system [8], was used
to induce classification models for prediction of patient enrolment performance
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of investigators/sites in clinical trials. Though results of the best GE model
selected based on the training fitness are below the results of the comparator
models, the overall best test results obtained by GE models are comparable or
even better than results of the comparator models. However, further work is
needed to establish an approach to ensure a better way to select the most gen-
eralisable model out of the list produced by independent GE runs. The evolved
GE models use only a subset of the predictor variables for classification and
are human-interpretable, thus providing an insight into the factors behind the
classification. These results illustrate applicability of GE and, more broadly, of
evolutionary computation to real world business analytics problems. The rest of
the paper is organised as follows. Section 2 provides a brief background to the
problem and an overview of the related literature. Section 3 describes the dataset
and design of the experiment. Section 4 describes and analyses the results, and
Sect. 5 draws conclusions and future work directions.

2 Background

2.1 Subject Enrolment in Clinical Trials

Several components contribute to the success or failure of patient enrolment,
such as investigator/site selection, complexity of the trial protocol and different
strategies of patient engagement [1,2]. While a site/investigator may be good at
recruiting one patient population, they may be not so good at another patient
population. A non-performing site in one study may not be a non-performing
site for all indications or therapeutic areas. Recently much attention has been
given to the better ways of reaching target patient populations and maintaining
patient engagement [1]. There is also a growing recognition that excessive com-
plexity of trial protocols adversely affects subject enrolment and retention and
attempts were made to better manage trial protocol complexity [1]. However, the
process of improving patient enrolment remains an area of active business inter-
est. Most trials are set up through a company’s site selection function. Though a
lot of empirical knowledge is usually accumulated by the professional site selec-
tion analysts, a lot of decisions are still made based on an individual analyst’s
experience and the use of online trial intelligence resources, rather than advanced
analytics tools. At the same time the healthcare industry is gradually starting to
adapt predictive business analytics techniques to improve processes and boost
performance. There exists an urgent business need to capitalise on the advances
in machine learning to develop methods able to address challenges of patient
enrolment.

2.2 Different Approaches to Patient Enrolment Prediction

Most published research into patient enrolment concerns modelling enrolment
rates and forecasting times that will take achieving certain number of enrolled
patients. [9] developed detailed Gamma-Poisson mixture models of patient enrol-
ment in multi-centre studies. There is also a considerable amount of research
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related to identifying patients and predicting potential enrolment eligibility
from analysis of the existing patient databases [10] and electronic healthcare
records [11]. A substantial number of various clinical trial recruitment support
systems (CTRSS) was developed over the years utilising different technologies
and algorithms and [12] provide a recent review of these systems. However, as
[13] conclude after a systematic review of models to predict recruitment to mul-
ticentre clinical trials development of new better models is required.

2.3 Grammatical Evolution for Classification

Classification is one of the most used methods in machine learning and data
mining [14]. The classification method consists in predicting the value of a cat-
egorical attribute (the class) based on the values of other attributes (predicting
variables). An evolutionary learning technique of Genetic Programming (GP)
[15,16] has been successfully applied to a variety of classification problems [17].
Grammatical Evolution (GE) [6,7] is a grammatical approach to GP [8]. In addi-
tion to the many features of GP that make it a very convenient technique for
classification, use of grammar in GE allows for extra control of the syntax of
evolved programs [18]. Previously GE was successfully applied to evolve classi-
fiers for bond ratings from raw financial information, predict corporate failure
and credit risk classification [19–21]. The evolved classifiers were competitive
with the results produced by Neural Nets and the GE methodology was sug-
gested to have general utility for rule-induction applications. This study extends
GE methodology into the domain of prediction of patient enrolment in multi-
centre clinical trials.

2.4 Scope of Research

The goal of this study is to produce predictive models of future patient enrolment
performance of investigators/sites to be selected to participate in a multicentre
clinical trial. More specifically, we are interested in employing GE to evolve
binary classification model capable of predicting future performance of investi-
gators/sites. In this first study we use the raw unprocessed dataset with only a
minor data preparation in order to establish the baseline of the possible model
performance and leave a more sophisticated data pre-processing for the future
experiments. We also conduct all experiments using only one cut of the data
into the training and test set and will assess robustness of the produced models
using multiple training/test splits in the future work.

3 Experimental Design

3.1 Model Data

The dataset used in all experiments was constructed based on a subset of the
de-identified historical operational data provided by ICON Plc. on 21 Diabetes
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Mellitus Type II Phase III trials. At the first stage of data preparation records
with missing values were removed, as well as a few predictor variables with near-
zero variance. The resultant dataset consisted of 1233 investigator/site related
records and 42 predictor variables. The dataset contained 35 numerical vari-
ables and 7 categorical variables describing different aspects of investigator/site.
The reference label divided all investigators/sites into two classes based on their
patient enrolment performance. Prior to the beginning of experiments the bal-
anced split of the data into a training and testing subsets (60/40 %) was per-
formed using createDataPartition function of the CARET package in R [22].
In all experiments model training and tuning was performed using the training
subset and then performance of the best models was tested on the test data
subset to ascertain how well the evolved models generalise to unseen data.

3.2 Evolutionary Model Representation and Run Parameters

We decided to adopt a decision-tree type approach to constructing the GE clas-
sification model. The GE grammar used the function and terminal set detailed
in Table 1. For this experiment we intentionally confined the function set to
arithmetic operations (including protected division) to cover only linear trans-
formations of the variables. Figure 1 shows the grammar used in the experiment.

Table 1. Function and Terminal sets of GE classifier

Function set Terminal set

+, -, *, /, and, or, nor, xor, nand 35 numerical predictive variables: x1, ..., x35

equals, not equals 3 categorical predictive variables: x36, x37, x38

less, greater, less e, greater e 4 Boolean predictive variables: x39, ..., x42

21 random constants in -1.0, ..., 1.0 with 0.1 step

Table 2 details the evolutionary parameters used. The population was ini-
tialised using Sensible Initialisation [23] and the maximum derivation tree depth
was set to 12. Invalid individuals were handled by reselection. For the Random
Search (RS) experiment GE was run with 100 % crossover and 100 % mutation
and elitisim (as below). Throughout the experiments classification error (number
of misclassified records) was used to measure fitness.

3.3 Performance Measurement and Benchmarking

As the first step, results of the GE model were compared with the results returned
by RS run under similar settings. Best and average fitness within each generation
were used as a performance measure during the evolutionary run. Performance
of the best models evolved over 50 generations was assessed by classification
of the previously unseen test set. To benchmark the best evolved GE classi-
fication model its performance was compared to performance of a number of
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Fig. 1. Grammar used to construct a GE classifier

Table 2. Evolutionary parameter settings

Parameter Value

Initialisation sensible initialisation

Number of runs 30

Population size 1000

Number of generations 50

Selection tournament

Tournament Size 5 (0.5 % of population size)

Replacement generational

Elite size 1

Crossover single point

Crossover Probability 0.9

Mutation integer flip

Mutation Probability 1 event per individual

Max derivation tree depth 12
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well-established machine learning algorithms often used in classification prob-
lems. The R CARET package [22] was used to train and tune the models and
then to test their performance on the test set. Table 3 contains details of model
settings. For illustration, performance of the best variant of each model during
training is presented in Fig. 4A. The performance on the previously unseen test
set (Fig. 4B and Table 4) was used to compare models using several statistics in
addition to classification accuracy.

Table 3. Benchmark machine learning model settings

Model CARET method Parameter setting

Support vector machines with

radial basis function kernel

svmRadial sigma=0.01231675, cost=0.25

Classification and Regression Tree

(CART)

rpart Complexity parmeter=0

Multivariate Adaptive Regression

Splines (MARS)

gcvEarth product degree=1

Random Forest (RF) rf #randomly selected predictors=7

Nearest shrunken centroids (NSC) pam shrinkage threshold=2.231067

Simple Classification Rules

(OneRule)

JRip (as per RWEKA) -

4 Results and Analysis

We performed 30 independent evolutionary runs to evolve GE classification
models. Results of this experiment are presented in Fig. 2. The best and average
population fitness gradually improved over 50 GE generations. Figure 2B shows
results of RS run for the same number of times. Best fitness of GE classifiers
start to outperform results of random search from generation 8. This is further
confirmed by testing evolved best individuals from generation 50 on the previ-
ously unseen test data (Fig. 2D). Though there is a substantial overlap in the
test results between RS and GE individuals, the median fitness of GE individuals
is substantially better than median fitness of individuals produced by RS. GE
was also able to evolve the model which achieves the best classification overall.

When classification quality of the best individuals returned by 30 runs was
assessed on the previously unseen test set it became apparent that different
individuals returned best results on these two data subsets. The best individual
as assessed by training fitness (0.273) performed rather poorly on the test set
(test fitness 0.371); while another individual with a lesser training fitness (0.289)
demonstrated the best test classification performance (test fitness 0.312). These
results suggest a possibility of overfitting [21,24]. Figure 3 presents phenotypes
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Fig. 2. Training and testing performance in Grammatical Evolution classification
experiment. (A) Best and average fitness achieved by GE in each independent run
over 50 generations during training. (B) - Best and average fitness achieved by Ran-
dom Search (RS) in each independent run repeated for 50 generations during training.
(C) Mean best fitness achieved by GE and RS during training, (mean sem). (D) Fitness
(classification error) returned by evolved best-of-run evolutionary classifiers applied to
the test data.

Fig. 3. Phenotypes of the best evolved GE classifiers. A: phenotype of the individual
with the best training fitness, B: phenotype of the individual with the best fitness on
the test dataset.

of these individuals. It can be observed that both classifiers use only 7 predic-
tive variables out of the available 43 variables and both of them use the same
2 variables at the early splits. To provide a benchmark for the results obtained
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by GE, we compared them with the results obtained on the same dataset split
(training and testing subsets), using 6 different machine learning methods. The
models were trained and their parameters tuned using the train function from R
CARET package. The trainControl function was used to specify 10-fold cross-
validation as the re-sampling method. Table 3 provides details of the models
and optimum parameters that were chosen during training. These settings were
used to estimate model performance on the training and the test set. The levels
of classification accuracy obtained by different models on the training and the
previously unseen test set are presented in Fig. 4. All models, except NSC per-
formed better than No Information Rate (NIR, 0.65) during training. As should
be expected, performance of all models on the test set was lower than during
training (NIR of test set 0.6308). All models struggled to achieve reliable clas-
sification of the test set. The best overall accuracy was achieved by SVM-RBF
model (0.663), while the GE model selected on the basis of the best training fit-
ness showed low generalisation to the test set (0.629). It is worth noting that GE
was able to evolve another classifier that achieved much higher prediction accu-
racy on the unseen data (0.688), however performance of this classifier during
training (as described above) prevents from the direct comparison of its results
with the other models.
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Fig. 4. Comparison of classification accuracy between different models. (A) Best per-
formance during training. (B) Prediction on the test data. GE Grammatical Evolution,
SVM Support Vector Machine with RBF (Gaussian) kernel, CART Classification And
Regression Tree, MARS Multivariate Adaptive Regression Splines, JRIP One Rule,
RF Random Forest, NSC Nearest Shrunken Centroids, GE* - Grammatical Evolution,
best in test

There is no one universal best way to compare performance of different mod-
els, especially in the case of class imbalances [25]. Our dataset has some class
imbalance (36/64 %) with our main class of interest being the minority class.
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Classification Accuracy might not be a sufficient measure of model performance
in this case. Table 4 gives detailed classification quality metrics obtained by mod-
els on the test set. Though SVM RBF model delivers the best test accuracy and
precision, MARS model achieves the best Kappa, while NSC model has the best
Sensitivity, F-score and J-statistic, reflecting the superior ability of this model to
correctly classify more instances of class 1, but this sensitivity comes at the cost
of the ability to correctly classify instances of the second class and consequently,
the overall accuracy of the model suffers. The results also show that the sec-
ond examined GE classifier performs very well, in fact having the best accuracy,
precision, Kappa and J-statistic, though does not reach the sensitivity and F-
score of the NSC model. In conclusion, results captured in Table 4 highlight that
ranking of the models - performance as classifiers greatly depend on the metric
chosen, which in turn is dependent on the purpose of the classification (do we
place an equal importance on the correct prediction of both classes, or are we
specifically interested in correctly predicting instances of one of the classes even
if it slightly degrades overall performance).

Table 4. Test Classification Quality Metrics (best result for each metric in bold,
* - GE best in test results)

Model Accuracy Accuracy Sensitivity Specificity Precision Kappa F-score J-stat

(training) (test) (test) (test) (test) (test) (test) (test)

GE 0.727 0.629 0.016 0.987 0.429 0.005 0.032 0.004

SVM RBF 0.727 0.663 0.385 0.826 0.565 0.226 0.458 0.211

CART 0.800 0.659 0.412 0.804 0.551 0.228 0.472 0.216

MARS 0.750 0.657 0.445 0.781 0.544 0.235 0.489 0.227

JRIP 0.718 0.645 0.330 0.830 0.531 0.173 0.407 0.159

RF 0.855 0.641 0.456 0.749 0.516 0.210 0.484 0.205

NSC 0.637 0.637 0.528 0.701 0.508 0.227 0.518 0.229

GE* 0.711 0.688* 0.379 0.868 0.627* 0.269* 0.473 0.247*

We also briefly examined variable importance in different models. Both exam-
ined GE classifiers assigned investigators/sites to different classes based on 7 pre-
dictive variables. This is a considerably smaller number of variables compared
to the lists of variables counted as important by the other top models, though
the direct comparison is complicated by the way different models use categorical
and numerical variables. Nevertheless, at least 4 of the variables highlighted by
GE models appear in the list of variables with above 50 importance score of
SVM-RBF, MARS and CART models. This fact further confirms soundness of
the evolved GE classifiers.

5 Conclusions and Future Work

This paper adopted a classification approach to predict future perfor-
mance of investigators/clinical sites in patient recruitment for clinical trials.
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The developed GE-based method for classification was compared with a range
of well-established machine learning algorithms of different complexity. Taken
all together, results are very encouraging, suggesting that GE, in principle, is
able to successfully evolve classification model in this scenario. The dataset, at
least in its current raw form, proved to be challenging and neither studied model
attained a high degree of classification accuracy. The GE classifier taken for the
formal comparison with other machine learning algorithms (selected based on
the best training performance) showed poor ability to generalise to the test set.
However, results of the experiment assessing performance of all 30 evolved GE
classifiers show that GE is able to evolve a classifier that is on par or even bet-
ter than other models. In this first attempt at evolving GE classifier for this
business problem we do not have any formal grounds to select the GE classifier
that can show better generalisation, though we know that it exists in principle.
Based on the observed results and the comparison of the phenotypes of the two
examined GE classifiers we can speculate that the best classifier based on train-
ing is overfitted to the training set and does not generalise well as the result.
This is not surprising, as we have chosen to use decision tree-like structures for
our GE classifier and decision trees are known to tend to overfit [14]. Many
successful classification algorithms based on decision trees use different tech-
niques to try and avoid such overfitting, such as pruning or early stopping [14].
The issue of overfitting in GE and the generalisation of evolved GE solutions
to unseen data were previously highlighted by [21], who examined early stop-
ping as one of the possible approaches to these problems. [24] used monitoring of
the generalisation performance of the best-of-generation individual to counteract
model overtraining. In the future work we will explore avenues for incorporat-
ing early stopping or pruning into our GE set up to avoid overfitting. One of
the advantages in the use of GE is a human-interpretable solution [18–20]. In
this particular case if we allow ourselves to consider the phenotype of the GE
classifier that returned the best results on the test set, we can see that it is not
only human-interpretable, but has used only a fraction of predictor variables
(7 out of 43) thus effectively performing feature selection simultaneously with
classification. So, in depth investigations of these variables might prove to give
some additional insights into the factors influencing investigator/site’s success
in patient enrolment. This study is the first attempt at evolving a GE classifier
for this business problem. In this instance we have intentionally used the raw
dataset without any data pre-processing in order to establish a baseline for GE
model performance. In the future we plan to apply data pre-processing prior to
analysis to check whether it will enhance model performance. We also believe
that there might be a scope for further increase in the model accuracy through
tailored grammar modifications. We also plan to test the use of different fitness
functions in order to explore the avenues to tailor the classifier to the business
need. The best of the evolved models can be used to help to screen out investi-
gators/sites that have propensity to underperform and jeopardise the trial. Such
screening at the early stages of the trial set up can facilitate clinical trial success
and substantially reduce costs associated with the need to initiate and maintain
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low-performing sites and to bring in “rescue” sites later in the trial. The results
clearly demonstrate that GE has the capacity to evolve classification models in
this business domain.
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