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    Chapter 1   
 First Do No Harm: An Overview of HIT 
and Patient Safety                     

     Abha     Agrawal     

        A 44-year-old patient with pneumonia is ordered an antibiotic at 9 AM to be 
administered twice a day using the hospital’s newly implemented computerized phy-
sician order entry system. The software automatically calculates the antibiotic 
administration time to 8 AM and 8 PM. The patient doesn’t receive the fi rst dose till 
8 PM–11 h later—because the order was written after 8 AM and computer system 
knows to trigger only default administration times on the    nursing     medication admin-
istration screen. Neither the physicians nor the nurses had a clear mechanism of 
knowing this gap in the technology system.  

  ******  

  A nurse is using the bar-coded medication administration system, touted as a 
safety technology, with a modern wireless scanner and medication cart. While 
administering and documenting medications on a complex patient who is on nine 
medications, she hits a “cold spot” in the hospital’s wireless network. She has to 
spend over 15 min to redo the entire work delaying medication administration for 
other patients and causing her anxiety and frustration.  

  *******  

  Due to high noise levels and “noise fatigue” among staff and patients, an ICU 
nurse silences the alarm system on a cardiac monitor on an ICU patient. She 
thought this was a temporary change but the system took it to be a permanent 
change. Later in the evening, the patient is found deceased in his room. The monitor 
tracings show that he had a fatal arrhythmia that would have normally alerted the 
staff for prompt life-saving measures had the alarm not been “silenced.”  

        A.   Agrawal ,  M.D., F.A.C.P., F.A.C.H.E.      (*) 
  Norwegian American Hospital ,   Chicago ,  IL ,  USA   
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  ******  

  A 66-year-old woman, mother of three and grandmother of fi ve, visits her pri-
mary care physician with chest    symptom s     . The physician orders a chest X-ray and 
CT scan; both reveal a small lung nodule. However, due to integration issues 
between the radiology system and the electronic health record, the report does not 
get “fi led” into the patient’s chart. She is fi nally diagnosed with advanced untreat-
able lung cancer 1 year later. The radiologist who interpreted the initial studies said 
he tried to call the ordering physician but the contact information in the system was 
not up-to-date and therefore he couldn’t reach the referring physician.  

  *****  

  During a busy holiday weekend, with several physicians covering on a medical 
fl oor, a patient with low potassium was given potassium both    intravenously     (IV) and 
orally (PO) resulting in an overdose. The patient suffered    cardiac     arrhythmia and 
expired. The analysis identifi ed that IV and PO orders are available on separate 
ordering screens, neither of which displays the total potassium dose being adminis-
tered. Despite months of negotiations, the software vendor hasn’t been able to fi x 
the system. In the absence of a technology fi x, training has been instituted to alert 
users to double-check both the IV and PO orders and add up the total dose them-
selves. This adds to yet another source of frustration and time-crunch for medical 
staff and residents.  

    Introduction 

 Growing concerns about the cost, effi ciency, and safety of our health care system [ 1 , 
 2 ] have turned national attention on health care information technologies (HIT) 
such as electronic health records (EHRs) as important foundational solutions to 
enable the transformation of health care delivery [ 3 ]. Over the last several years, a 
number of countries have made multibillion dollar investments in EHRs to improve 
quality, safety and effi ciency and reduce costs. In the USA, the 2009 American 
Recovery and Reinvestment bill (ARRA), popularly known as the “stimulus plan” 
provided for approximately $36 billion in incentive payments to hospitals and offi ce 
practices for demonstrating “meaningful use” of certifi ed EHRs [ 4 ]. 

 As a result, there has been an accelerated adoption of  EHRs   around the world. In 
the USA, over 90 % of offi ce practices  and   hospitals currently use certifi ed EHRs 
[ 5 ]. As of August 2015, almost 545,000 physician practices and hospitals have 
received approximately $31 billion in incentive payments [ 6 ]. In the UK, Australia, 
the Netherlands, and Germany, close to 90 % of physician practices are reported 
using EHR technology [ 7 ]. As the eminent researcher and policy expert, David 
Blumenthal, noted, “Information is the lifeblood of modern medicine. Health infor-
mation technology (HIT) is destined to be its circulatory system [ 4 ].” 

A. Agrawal
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 The EHR can play a transformative role in health care by improving medication 
safety, making patient health information available at the point of care, facilitating 
care coordination, optimizing effi ciency, and engaging patients and  care  givers. 
A review of the recent literature concluded that 92 % of the published articles on 
HIT demonstrated  net   benefi t in improving quality and outcomes [ 8 ]. HIT demon-
strated positive results for effi ciency of care, effectiveness of care, patient and pro-
vider satisfaction, care process, preventive care, and access to care.  

    Unintended Consequences and Safety Risks of Health 
Information Technology 

   As Everett Rogers might have predicted, this transformative technology also has 
unintended consequences:

   No innovation comes    without      strings     attached. The more technologically advanced an inno-
vation, the more likely its introduction will produce many consequences, both anticipated 
and latent  [ 9 ] .  

   In fact, a growing number of research and review articles are raising concerns 
that poor implementation, workfl ow integration or design of EHR systems can para-
doxically facilitate medication errors [ 10 ], increase mortality [ 11 ], lead to physician 
dissatisfaction [ 12 ], and adversely impact physician–patient relationship [ 13 ]. A 
number of news stories in print and online media have also reported incidents of 
HIT leading to serious injuries and death [ 14 ]. 

 In 2007, noted informatics researcher Weiner coined the term “e-iatrogene-
sis” to denote patient harm resulting at least in part from HIT [ 15 ]. In his 2010 
testimony to Institute of Medicine Committee on Patient Safety and Health 
Information Technology Public Meeting, Jeffrey Shuren, the Director of Food 
and Drug Administration (FDA)’s Center for Devices and Radiological Health 
noted,  “In the past 2 years, we have received 260 reports of HIT-related mal-
functions with the potential for patient harm—including 44 reported injuries 
and 6 reported deaths. Because these reports are purely voluntary, they may 
represent only the tip of the iceberg in terms of the HIT-related problems that 
exist.”  [ 16 ] Further, the ECRI Institute, a widely recognized nonprofi t organiza-
tion has been listing various HIT products among their top 10 technology haz-
ards annually since 2011 [ 17 ]. 

 Recognizing the mounting risks of HIT and EHR systems, in 2008, The Joint 
Commission released a sentinel events alert #42 titled “Safely Implementing Health 
Information and Converging Technologies” focusing on technology-related adverse 
events and encouraging health care providers to be alert to the associated safety 
risks [ 18 ]. Of note, a new sentinel events alert #54 was issued in March 2015 which 
yet again highlights that the HIT-associated risks require our ongoing attention for 
ensuring patient safety [ 19 ]. 

1 First Do No Harm: An Overview of HIT and Patient Safety
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 Besides potential direct safety risks to patients, a number of reports are citing 
EHRs as contributing to the growing problem of professional dissatisfaction and 
burnout among physicians. In a joint 2013 report by the American Medical 
Association and RAND Corporation [ 12 ], physicians approved of EHRs in con-
cept and appreciated having better ability to remotely access patient information 
and improvements in quality of care. However, for many physicians, the current 
state of EHR technology signifi cantly worsened professional satisfaction in mul-
tiple ways. Aspects of current EHRs that were particularly common sources of 
dissatisfaction included poor usability, time-consuming data entry, interference 
with face-to-face patient care, ineffi cient and less fulfi lling work content, inabil-
ity to exchange health information, and degradation of clinical documentation. In 
a more recent 2015 Medscape Physician Lifestyle report, 46 % of all physicians 
said that they are burned out [ 20 ]. The “increased computerization of the prac-
tice” was cited as the fourth most signifi cant contributor to physician burnout in 
the 2015 report, moving up from the ninth place in the 2013 study. Seventy per-
cent of physicians said that EHR technology decreased their face-to-face time 
with patients, and 57 % noted that it detracted from their ability to see patients. 
Furthermore, according to a 2014 Physicians Foundation survey, although 85 % 
of physicians have now implemented an EHR, only 32 % say the technology has 
improved the practice, and 46 % say the software has detracted from effi ciency 
[ 21 ]. It is not only the physicians; patients are also reporting the negative conse-
quences of the intrusion of the computer and EHRs in the exam rooms on physi-
cian–patient relationship. In a 2012 article in the Journal of the American 
Medical Association titled, “Cost of Technology,” the physician author shared a 
story and a drawing by his 7-year-old patient depicting her view of the exam 
room. The artist, the young patient, is sitting on the exam table with her family 
around her. The doctor is sitting staring at the computer, his back to the patient—
and everyone else [ 22 ]. 

 In addition to the unintended consequences in regards to safety risks, questions 
are also being raised about the promised value of HIT in curbing the cost of health 
care. A 2005 report by RAND Corporation had projected that the rapid adoption of 
HIT could save the US health care system $81 billion annually [ 23 ]. However, a 
new analysis 7 years later demonstrated that the conversion to EHRs has failed so 
far to produce the hoped-for savings in health care costs and has had mixed results, 
at best, in improving effi ciency and patient care. The study found that the results are 
primarily attributable to the lack of integration between various systems and the 
poor usability of EHRs [ 24 ]. 

 Because of the central role of HIT in the reengineering of the health care delivery 
system and because so many hospitals and physician offi ces are rapidly adopting 
EHRs, it is essential and urgent that we understand HIT’s unintended and adverse 
consequences and their root causes, and implement risk mitigation strategies to 
ensure that this largely benefi cial technology can continue to improve the health of 
our patients  .  
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    The Sociotechnical Context of Health Information Technology 

  The foundational insight from recent literature is that the EHR is not a technology 
but rather a system that operates in a larger sociotechnical context [ 25 ]. Therefore, 
the benefi ts and risks are dependent not only on the  software   but on the other ele-
ments of the sociotechnical system such as clinical workfl ow and processes, users, 
hardware, and organizational policies. We can apply the model of sharp-end errors 
and latent errors to HIT as well [ 26 ]. For HIT-related events, let us consider EHR to 
be at the sharp end of the error; for HIT-related safety risks to take place, there are 
a host of “latent” sociotechnical factors that are aligned in a Swiss Cheese model 
[ 27 ] to cause an adverse event. We must address the entire system for us to mitigate 
HIT-related safety risks and to realize the promised benefi ts of HIT. 

 Additionally, how users interact with the technology and the usability of the tech-
nology itself is a major determinant of the willingness/satisfaction of the users of 
technology as well as the outcomes. The diametrically opposite worlds of technol-
ogy and humanity come together every day in countless hospitals and practices: 
technology—rigid, certain, infl exible, preprogrammed, without emotions or fatigue, 
oblivious to environment; humanity—emotional, variable, compassionate, subjected 
to conditions around us. In the words of the New York Times columnist, David 
Brooks, this is “the bloody cross-roads where technology meets humanity” [ 28 ]. 
This bloody cross-roads is where patients get harmed. The safety of our patients 
depends on how well we manage this cross-roads and what kind of traffi c signals we 
put there. Unfortunately, much of the current design, development and implementa-
tion of HIT have taken place with little regard to these complex human factors. 

 It is also important to understand that the safety risks posed by HIT are unique as 
compared to the other types of errors in health care. First, they are opaque to users; 
it can be very challenging to understand how a particular failure occurred and could 
potentially be forestalled. Second, HIT systems tend to have a “magnifying” prop-
erty, wherein, one exchanges a large number of small failures in a paper-based sys-
tem for a small number of large, potentially catastrophic failures in an electronic 
system. For example, in a non-electronic system, one pharmacist can make a single 
transcription error that affects one patient, where a medication dispensing robot 
with a software glitch can produce hundreds of errors in an hour. Moreover, as dif-
ferent HIT systems get coupled (e.g., when a CPOE system is directly linked to a 
pharmacy information system and an electronic medication administration record), 
errors early in the medication process can quickly pass unscrutinized to the patient. 
Hence, for HIT implementations to be successful, it is essential that we understand 
not only the technology but also the workfl ow and the health care workers. 

 Another important consideration is that currently there is a lack of clarity regard-
ing shared accountability between the vendors (developers of HIT) and users (hos-
pitals, physicians, other clinicians etc.). The users are quick to blame EHRs for 
ineffi cient practices and workfl ows that existed long before the introduction of 
EHRs. The vendors are reticent to take responsibility for the product due to contrac-
tual languages and fear of bad press and litigation; they often point the blame at how 
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EHRs are implemented or customized by the user or integrated into workfl ow. To 
improve safety of EHRs, we need to ensure that there is shared responsibility and 
transparency in accountability between the developers, implementers and uses of 
EHRs  [ 29 ].  

    Why This Book? 

 Even though there is incontrovertible evidence of unintended consequences of HIT, 
many HIT vendors, hospital leaders and IT departments underestimate the potential 
safety risks of HIT. Worse, when clinicians bring them to the attention of IT depart-
ment or administrators, they are often disparagingly labeled as “neo-Luddites” or 
“not with the program” and are admonished to “try harder.” 

 Much of the conversation around unintended consequences of HIT and the need 
to ensure its safety has been taking place in academic, policy or technology circles. 
In spite of emerging literature, most front-line clinicians remain unaware of these 
risks and specifi c strategies to ensure patient safety in the world of technology- 
enabled health care. Since the realm of HIT has moved from the world of technol-
ogy to the world of clinicians, this book is written from the clinical viewpoint. 
Through the lens of a variety of case studies, this reference book illustrates that 
HIT/EHR usage is not without risks and provides practical clinically acceptable risk 
mitigation strategies. The book aims to take the discourse about HIT and patient 
safety from the policy/research or technology-centric discussion to patient-centric 
discussion. The unique strength of the book is that these are clinical case scenarios 
of post-implementation HIT-in-use (in vivo) from the fi eld as opposed to hypotheti-
cal “use cases” designed by the developers of systems in early stages of technology 
development (in vitro). 

 One of the key recommendations in the Institute of Medicine’s landmark report 
titled  Health IT and Patient Safety: Building Safer Systems for Better Care  is that 
mechanisms for reporting HIT deaths, serious injuries or unsafe conditions must be 
established and efforts should be developed to remove barriers to reporting [ 14 ]. It 
is widely acknowledged that adverse event reporting for all patient safety concerns 
(not just HIT-related) is critical to promoting safer systems. Still studies fi nd that the 
reporting of events remains low [ 30 ]. This is even more applicable to HIT-related 
events due to a lack of regulatory requirements and reporting mechanisms for such 
events. By increasing awareness through case studies, and by fostering a dialog 
among users, this book should facilitate reporting of HIT-related events as reporting 
mechanisms get clarifi ed. 

 The book builds the case that these safety risks from HIT are often as a result of 
usability, work fl ow integration, information exchange issue and other variables and 
that it is unproductive to blame the technology itself or the users (mostly clinicians) 
for those risks or unintended consequences. Since little is available in the literature 
regarding what actions institutions can take when they encounter HIT-related 
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adverse events (or adverse events in which HIT plays an important contributory 
role), the book aims to provide examples of practical solutions that have been used 
by other organization as risk reduction strategies. A greater understanding of EHR- 
induced risks and vulnerabilities will help address and mitigate potential safety 
risks before patient harm occurs. The ultimate goal of the book is to save patients’ 
lives through safer use of health IT.  

    The Road Ahead 

 It is worth reiterating that HIT is an essential technology for modern health care; no 
one can or should argue going back to the world of paper. A recent joint report from 
the Canadian Patient Safety Institute and Canada Health Infoway “Electronic Health 
Records and Patient Safety: Future Directions for Canada,” expresses this well [ 31 ]:

   “I think if you went back to the early nineteen hundreds and did a controlled clinical trial—
or, not clinical but a controlled trial—on the horse versus the car, in the very early days of 
the car, the horse probably would have won. And if you took a snapshot of those early days 
and based your future projections on it, you’d say, “Well, let’s throw out the car and go with 
the horse. They’re obviously much more reliable.” And so on and so forth. But cars got bet-
ter and people had the vision to realize that and stay with them and improve them to the 
point where they soon outdistanced the horse.”  

   The health care reform law of 2010 holds the potential to “bend the cost curve” 
by implementing  innovative programs   such as the value-based purchasing, account-
able care organizations and patient-centered medical homes. None of these can be 
accomplished without HIT providing the necessary enabling infrastructure. Given 
billions of dollars of investments and rapidly accelerating adoption of HIT, there is 
a tremendous interest among clinicians, policy makers, EHR vendors, researchers, 
and hospital administrators alike in the evaluation and understanding of its potential 
benefi ts and risks. It is my sincere hope and belief that this book will add to the 
dialog by providing a clinical and patient-centric viewpoint.     
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    Chapter 2   
 An Overview of HIT-Related Errors                     

     Farah     Magrabi      ,     Mei-sing     Ong      , and     Enrico     Coiera     

          Introduction 

 Owing to the pervasive use of information technology (IT) in almost every aspect of 
modern life, computer system failures are an everyday occurrence. They manifest in 
a myriad of ways from a minor software glitch that freezes a Web browser to a 
major network outage that shuts down a stock exchange for several hours. Problems 
with IT also stem from our use of software systems such as making a wrong selec-
tion when shopping online or sending an email to the wrong recipient when dis-
tracted by another task. The effects of IT failures can vary from being a personal 
inconvenience to causing widespread disruption of services in banking and telecom-
munications. In safety-critical industries such as aviation, rail and nuclear power, IT 
failures also pose risks to humans. Health care is no exception; alongside all its 
benefi ts the widespread adoption of IT is coupled with emerging risks to patient 
safety [ 1 ]. 

 In this chapter we focus on failures involving IT systems in health care or health 
IT (HIT) which is collectively used to describe computer software and hardware 
systems that support care delivery. The chapter begins by examining how problems 
with HIT can lead to clinical errors. We then review the current evidence about 
patient harms associated with such errors. The next section discusses the underlying 
causes of errors associated with HIT and the fi nal section looks at systems for clas-
sifi cation of these errors. By understanding how HIT failures can give rise to clinical 
errors and having knowledge about their underlying causes, we can be better 
equipped to design, implement, and use safer systems and to mitigate the risks of 
harm to patients.  
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    HIT Generates Errors That Can Harm Patients 

 The accuracy of  clinical information   is fundamental to the safe delivery of care. We 
know that errors in clinical information can lead to patient harm. For instance, 
wrong information about the dose of a prescribed medication can lead to a patient 
being overdosed. When patient records are maintained electronically, problems 
with HIT systems can generate errors in clinical data. These errors are caused by 
HIT systems themselves [ 2 ]. Take the case of a prescribing decision support system 
that fails to display an alert about a potential drug interaction due to a fl aw in its 
drug database and as a result the patient suffers from an allergic reaction. The use of 
HIT by clinicians also creates opportunities for error [ 3 ]. For example, a physician 
fi nds the font on the computer screen hard to read and accidentally orders laboratory 
tests for the wrong patient. 

 There are four possible ways in which problems with HIT systems themselves or 
their use can impact clinical data and lead to errors posing risks to patients 
(Table  2.1 ). For example, in a  medication ordering system  , errors would occur 
when:

     1.     Data are wrong : If a clinician orders the antibiotic  fl oxacillin  for a patient but the 
antimetabolite  methotrexate  appears in the pharmacy system, then an error has 
occurred somewhere in the process between clinical order and pharmacy receipt 
of the order.   

   Table 2.1    HIT errors can lead to  adverse events   and patient harm   

 Data are wrong 

 • A primary care physician mistakenly selected methadone concentrate 10 mg/ml, the fi rst 
option in an alphabetically arranged list, instead of 1 mg/ml. The patient was admitted to 
an emergency department with respiratory arrest but made a full recovery 

 • A patient who was seen with another patient’s records in primary care was prescribed that 
patient’s medication and died later the same day from taking it 

 Data are missing 

 • A full-body X-ray was repeated exposing a child to high levels of radiation because images 
randomly went missing when they were digitized for entry into the PACS system 

 • A hospitalized patient did not receive her insulin for 2 days because the medication was 
mistakenly omitted from the list sent by her primary care clinic 

 Data are partial 

 • Patients received medications at the wrong frequency when orders communicated to the 
pharmacy system arrived without the time of administration 

 • The time and date of images was not displayed by a Picture Archiving and Communication 
System (PACS) leading to an incorrect diagnosis 

 Data are delayed 

 • Surgery was canceled and an anesthetized patient had to be woken up due to a network 
problem with a PACS system that delayed retrieval of images from a long-term storage facility 

 • Prescription orders that did not appear in the physicians work folder led to a 3-day delay in 
the administration of medications leading to an ulcer requiring an emergency procedure 
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   2.     Data are missing : If a patient’s medication record does not display that the 
patient has a penicillin allergy, which has been documented, then this missing 
information error creates a hazard that may lead to harm.   

   3.     Data are partial : If a patient’s discharge medication list includes a medication’s 
name but not its dose, this creates a hazardous situation in which another physi-
cian may reorder the medication at the wrong dose.   

   4.     Data are delayed : Should a hospital physician order a new medication urgently, 
but the medication fails to immediately appear on the patient’s medication list, it 
may not be dispensed and given to the patient in a timely fashion.    

  Errors associated with HIT or  HIT errors  are recognized as an unintended conse-
quence of using technology to support care delivery [ 3 ]. The impact of such errors 
on patient safety can be understood by examining HIT in context of the wider   socio-
technical system    that includes technology, people, processes, organization and the 
external environment [ 4 ]. As in other domains of patient safety, HIT errors interact 
with other contributing factors to produce an adverse event [ 5 ]. For instance, prob-
lems with the usability of an order entry system are exacerbated by a physician’s 
lack of familiarity with the system and lead to a patient being overdosed. By the 
same token, defenses in the wider sociotechnical system help to mitigate the effects 
of HIT errors. For example, many prescribing errors are detected when medication 
orders entered by physicians are checked by the pharmacy prior to dispensing medi-
cations. Thus the vast majority of HIT errors are detected by the wider system in 
which systems operate and do not lead to patient harm. The term   e-iatrogenesis    is 
also used to describe adverse events and patient harm associated with HIT [ 6 ]. 

 In addition to  adverse events  , HIT errors have also been shown to impact care 
delivery by causing delays [ 7 ]. For instance, treatment for several patients including 
a major trauma is delayed because in a computerized system admissions cannot be 
processed, tests cannot be ordered and results cannot be accessed in an emergency 
department unless the patient is fi rst registered in the system. In another situation, 
the follow-up of abnormal test results is delayed due to a power failure of the labora-
tory information system. Such treatment delays can increase risks to patients. 
Rework is another consequence of HIT errors [ 7 ]. For example, a physician needs 
to reorder laboratory tests that were lost from the system during a computer down-
time. Task duplication has the potential to create new opportunities for error.  

    Evidence About Patient Harms Associated 
with HIT Is Mounting 

 The extent of patient harm associated with the uptake of HIT is hard to quantify, due 
to the lack of empirical data [ 1 ]. The “hold  harmless  ” clauses that protect software 
vendors from lawsuits effectively limit the freedom to publicly raise questions about 
software errors [ 8 ]. Thus, many problems related to HIT remain hidden, and unre-
solved. Based on error rates in other industries, a recent report to the Agency for 
Healthcare Research and Quality estimated that if electronic health records (EHRs) 
are fully adopted, they could be linked to at least 60,000 adverse events a year [ 9 ]. 
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 While we cannot ascertain the actual rate of adverse events associated with 
HIT, a growing body of evidence elucidates the  pervasiveness   of HIT-related prob-
lems (Table  2.2 ). The largest source of evidence came from incident reports volun-
tarily submitted by software vendors and clinicians to governing bodies, both at 
the national and local levels [ 7 ,  10 – 12 ]. The FDA maintains a medical device 
 incident reporting system  , known as the  Manufacturer and User Facility Device 
Experience (MAUDE) database  . In 2010, 260 HIT-related incident reports were 
submitted to the database, 44 of which were linked to patient injuries, and 6 deaths 
were reported [ 10 ]. The Australian Incident Management System ( AIMS  )    is yet 
another initiative in the surveillance of patient safety issues. Between 2003 and 
2005, 99 HIT-related incidents were submitted to  AIMS   [ 7 ]. While no deaths were 
reported, 38 % of the incidents were associated with adverse consequences caused 
by delay in treatment and care. Since neither system was designed specifi cally for 
the surveillance of HIT-related adverse events, it is very likely that HIT-related 
incidents were under-reported.

   At the local level, the  Pennsylvania Patient Safety Authority   received 3099 
reports from Pennsylvania hospitals on EHR-related problems, between the years 
2004 and 2012 [ 13 ]. More than 2700 incidents were near miss events and 15 
involved harm to patients. The report showed a stark rise in the number of HIT-
related incidents over the years. Of the 3099 incidents reported over an 8-year 
period, 1142 were fi led in 2011, more than double the number in 2010. With the 
increased adoption of HIT incentivized by the 2009 HITECH Act in the USA, the 
problem will only worsen [ 14 ]. 

 Flaws in  software design and system glitches   accounted for many of the reported 
incidents [ 10 ]. For example, poorly designed user interface obscured clinical data, 
causing clinicians to prescribe the wrong medications, and to send the wrong 
patients for a procedure; computer-network delays resulted in delay in treatment; 
dangerous doses of medications were given to patients due to ambiguous drop- 
down menus; orientation markers on CT images were reversed, causing a surgeon 
to operate on the wrong side of patient’s head. These seemingly simple errors, when 
occurred in a health care setting, could potentially cascade into serious life- 
threatening events (Table  2.3 ).

   The transition between  paper-based and EHR records   represents a risky period, 
as physicians often use both systems in tandem [ 13 ]. At Children’s Hospital of 

   Table 2.2    FDA, Obama digital medical records team at odds over safety oversight. Huffi ngton 
Post, April 8, 2010   

 Computers at a major Midwest hospital chain went awry on June 29, posting some doctors’ 
orders to the wrong medical charts in a few cases and possibly putting patients in harm's way. 
 The digital records system “would switch to another patient record without the user directing it 
to do so,” said Stephen Shivinsky, vice-president for corporate communications at Trinity Health 
System. Trinity operates 46 hospitals, most in Michigan, Iowa, and Ohio. 
 Less than 2 weeks later, an unrelated glitch caused Trinity to shut down its $400 million 
system for 4 h at 10 hospitals in the network because electronic pharmacy orders weren't being 
delivered to nurses for dispensing to patients. 
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Pittsburgh, EHR implementation was found to be associated with an increased risk 
of mortality [ 15 ]. The mortality rate increased to 6.6 % in the 5 months after the 
system was installed, from 2.8 % in the 13 months before. A separate study on 
 CPOE system   showed that the rate of computer-related pediatric errors was 10 
errors per 1000 patient-days, and the rate of serious computer-related pediatric 
errors was 3.6 errors per 1000 patient-days [ 16 ]. 

 The incidence of  medication errors   associated with technology has been explored in 
several other studies [ 17 – 21 ]. A report on 4416 medication incidents submitted to the 
Dutch central medication incidents registration showed that 16 % of incidents were 
linked to HIT [ 18 ]. Incorrect selection of medication is the leading cause of medication 
errors, followed by failure to enter prescription data in the CPOE. Two patients died as 
a result, and 20 patients were seriously harmed. Similar types of errors were observed 
in an observational study in an Australian hospital [ 21 ]. Of the 1164 prescribing errors 
observed, 43.4 % were caused by selection errors, 32 % were due to failure to complete 
prescription task, and 21.1 % were a result of editing errors. 

 Another unintended consequence arising from the digitalization of the medical 
records is the risk of  data breach   (Table  2.4 ). The number of medical data breaches 
has increased dramatically in recent years. According to the US Department of 
Health and Human Services (HHS), in 2012, about 125 large breaches affected 
about 2.2 million people [ 22 ]. In the same year, a biannual survey of 250 health care 
organizations showed that 27 % of the respondents had at least one security breach 
over the past year, compared to 19 % in 2010 and 13 % in 2008 [ 23 ]. The rise in data 
breach incidents was largely due to the proliferation of laptops and mobile devices. 
The number of cases where data were compromised as a result of a lost or stolen 
device had doubled. Concerns about data security has prompted the HHS to update 
the Health Insurance Portability and Accountability Act (HIPAA) in 2013, to expand 
security protections requirements of health care providers that contract or subcon-
tract with business associates to handle medical information [ 24 ]. Providers can be 
penalized up to $1.5 million if business associates do not comply.

    Cyber-security      is also a growing concern. In June 2013, the FDA issued a safety 
communication, warning medical device manufacturers and hospitals of the risk of 
cyber-security [ 25 ]. While the actual number of incidents is diffi cult to assess, news 
reports on cyber-attacks continue to proliferate. In a recent case, research computers 
at  Kaiser Permanente (KP)   were infected with malicious software for more than two 

   Table 2.3    Baby’s death spotlights safety risks linked to computerized systems. Chicago Tribune, 
June 27, 2011   

 The medical error that killed Genesis Burkett began with the kind of mistake people often 
make when fi lling out electronic forms: a pharmacy technician unwittingly typed the wrong 
information into a fi eld on a screen. 
 Because of the mix-up, an automated machine at Advocate Lutheran General Hospital prepared 
an intravenous solution containing a massive overdose of sodium chloride—more than 60 times 
the amount ordered by a physician. 
 When the nutritional fl uids were administered to Genesis, a tiny baby born 16 weeks 
prematurely, the infant’s heart stopped, and he died, leaving behind parents stunned by grief. 

2 An Overview of HIT-Related Errors



16

and a half years before being discovered, affecting in excess of 5000 patients [ 26 ]. 
In another high profi le case, the infamous hacker group, Anonymous, allegedly 
launched a cyber-attack against Boston Children’s Hospital [ 27 ]. Such events can 
bring down HIT systems, causing disruptions in care delivery. With increased inter-
connectedness of health care information systems, the potential for large-scale fail-
ure as a result of cyber-attack is real.  

    HIT Errors Are Linked to System Design, 
Implementation and Use 

 Processes undertaken to design, build, implement and use HIT provide the funda-
mental system safety against errors [ 28 ]. As we have seen in the previous sections, 
patients are harmed when systems fail or when they behave in unexpected ways. For 
example, a decision support system that fails to provide an alert or provides an alert 
for the wrong patient may lead to an adverse drug event. HIT may behave in unex-
pected ways when the  system design does not refl ect how it will be used.  When 
designers have a poor understanding of clinical work they will often make wrong 
assumptions about how a system will be used, the tasks it must support and the 
clinical workfl ow in which those tasks need to be executed. As a consequence the 
designed system will result in clinical tasks being missed or executed incorrectly. 

  Incomplete or wrong assumptions about the    clinical tasks    that a system must 
support are one of the most important sources of error. For instance, an order entry 
system that does not support discontinuation and modifi cation of orders is likely to 
cause medication errors. Errors are also generated when there is a mismatch of the 
system with the mental model of users. An example is an EHR that does not 
 represent weight in the unit of measure used by clinicians, e.g., displaying weight in 
pounds instead  of   kilograms. 

   Table 2.4     Data breach   results in $4.8 million HIPAA settlements US Department of Health and 
Human Services   

 Two health care organizations have agreed to settle charges that they potentially violated the 
Health Insurance Portability and Accountability Act of 1996 (HIPAA) Privacy and Security 
Rules by failing to secure thousands of patients’ electronic protected health information (ePHI) 
held on their network. The monetary payments of $4,800,000 include the largest HIPAA 
settlement to date. 
 The U.S. Department of Health and Human Services (HHS) Offi ce for Civil Rights (OCR) 
initiated its investigation of New York Presbyterian Hospital (NYP) and Columbia University 
(CU) following their submission of a joint breach report, dated September 27, 2010, regarding 
the disclosure of the ePHI of 6,800 individuals, including patient status, vital signs, medications, 
and laboratory results. 
 The investigation revealed that the breach was caused when a physician employed by CU who 
developed applications for both NYP and CU attempted to deactivate a personally-owned 
computer server on the network containing NYP patient ePHI. Because of a lack of technical 
safeguards, deactivation of the server resulted in ePHI being accessible on internet search 
engines. The entities learned of the breach after receiving a complaint by an individual who 
found the ePHI of the individual’s deceased partner, a former patient of NYP, on the internet. 
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 Safe use is also infl uenced by the system  user interface  .  Inadequate or poorly 
designed user interfaces  increase cognitive load causing clinicians to make errors in 
using systems (use errors) [ 29 ]. HIT use is hampered by poor usability when sys-
tems are hard to learn, and do not allow users to complete tasks in an effi cient man-
ner. Ease of use is also affected when users cannot easily reestablish profi ciency 
after a period of not using the system. An interface that results in severe use errors 
can be hazardous to patients. Consider the case of a prescribing system that requires 
users to scroll through a drop down menu with an excessive number of options that 
are counter-intuitively arranged. As a result of using this system a patient may 
receive an excessive dose of a medication. Risks to patients are also increased when 
systems do not facilitate recovery from use errors. For example, an order entry sys-
tem that does not allow clinicians to modify or cancel an order for a chemotherapy 
protocol once it is entered into the system. 

 Another design related issue is a  mismatch between the    system model and actual 
clinical workfl ow    which can lead to errors in task execution [ 30 ,  31 ]. For instance, a 
nurse cannot review medication lists at the time of administration because the system 
is not accessible at the patient’s bedside. Errors are also generated when system func-
tions and the display of information do not account for the sequence in which clinical 
tasks are carried out. For example, prescribing decision support is ineffective in an 
order entry system that does not require users to complete allergy information before 
medications are entered because allergies cannot be checked if that information is 
not known by the system prior to the entry of orders. Another example is an order 
entry system that does not separate preoperative and postoperative orders resulting in 
a wrong procedure being undertaken based on a preoperative order. 

   Software defects     introduced during development  also cause HIT to behave in 
unexpected ways. Such defects will remain if software is not adequately tested. For 
instance, an EHR system that allocates test results to the wrong patient due to a 
programming fl aw that is exposed when the system processes large volumes of  tes  t 
results. 

 Beyond system design, HIT safety is infl uenced by sociotechnical variables of 
the clinical setting in which systems are used [ 4 ]. For instance installation of an 
order entry system in a hospital with a poor safety culture or an inadequate IT net-
work might lead to new errors. Introduction of new technology into an organization 
or   system implementation    may involve a changeover from a paper-based to an elec-
tronic system or from an existing electronic system to a new one. This period is 
characterized by a high degree of sociotechnical change which can pose safety risks 
when the transition to new technology, changes to clinical workfl ows and, organiza-
tional policies and procedures are not effectively managed (Table  2.5 ) [ 32 ]. Creation 
of a hybrid paper and electronic records system due to partial system implementa-
tion has also been shown to create new opportunities for error [ 33 ]. Any changes to 
an HIT system post-implementation such as updates to software or installation of 
new hardware can similarly be a threat.

    Errors can arise from unexpected interactions between system modules or with 
other systems  [ 7 ] .  HIT systems are usually composed of multiple modules and they 
seldom operate in isolation. For instance, an ambulatory care system will contain 
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modules for record keeping, prescribing and ordering tests. The system could also 
be connected to a medical device such as a spirometer and other systems like a labo-
ratory information system to download test results. Errors can arise from communi-
cation failures between  system modules   and other systems. For example, images 
from a full body X-ray of a child were lost when they were transferred from the 
X-ray machine to a PACS. And the X-ray needed to be repeated to acquire the miss-
ing images, reexposing the child to high levels of radiation. 

 The  supporting    IT infrastructure    including computer hardware, software, net-
works, and data storage facilities are critical to safe operation. Analysis of US and 
Australian data indicates that technical failure is a major contributor to IT incidents 
[ 7 ,  10 ]. Ninety-six percent of the problems reported to the FDA were associated 
with technical failure [ 10 ]. Problems with the IT infrastructure that hosts software 
affect safety because poor availability of systems disrupts delivery of care to 
patients. For example, when their desktop computer or printer fails, a primary care 
physician cannot access the EHR in their consultation room or provide a prescrip-
tion to the patient. Another example relates to a network problem in a hospital that 
caused a PACS to be inaccessible for 6 h making it impossible to read or create 
records while the system was unavailable. As a result procedures were canceled and 
clinics were rescheduled. Failure of back up facilities  and   computer viruses can 
similarly disrupt care delivery. 

   Table 2.5    Case study— Implementation   of an order entry system at two pediatric hospitals   

 Two US hospitals, one in Pittsburgh and the other in Seattle, implemented the same EHR and 
order entry system in their pediatric intensive care units (ICUs) [ 15 ,  34 ]. At 5-months after 
implementation the mortality rate in the Pittsburgh hospital increased from 2.8 to 6.6 %. In 
contrast there was no change at the Seattle hospital (13-months post-implementation, 
nonsignifi cant decrease, 4.2–3.5 %). The disparity in patient outcomes refl ects the 
sociotechnical nature of computer systems and was most likely due to differences in 
adaptation to the local environment. 
 Speed of implementation: Implementation at the Pittsburgh hospital followed a “big bang” 
approach occurring hospital wide over a 6-day period not allowing staff enough time to adapt to 
new routines and responsibilities. 
 User training: At the Seattle hospital all clinical staff were required to attend role specifi c 
training programs for 2–4 h and were supported by a peer group of super users during and after 
implementation. Users were also provided with 24 h a day support during implementation. 
 User interface: The system in the Seattle hospital had been locally adapted to reduce the time 
taken by doctors to enter orders. Specifi c order sets were created for the ICU, including 
frequently used orders. No such adaption occurred in Pittsburgh resulting in delays in initiating 
treatment. 
 Poor integration with workfl ow: Unlike the paper-based system the new order entry at the 
Pittsburgh hospital did not allow entry of orders prior to arrival of critically ill patients, delaying 
life-saving treatment. Additionally the new workfl ow around the system caused a breakdown in 
doctor–nurse communication. In contrast user interface changes facilitated rapid processing of 
patients who were transported into the Seattle hospital. 
 Changes in other processes: In parallel with the order entry implementation, the Pittsburgh 
hospital made changes to policies and procedures for dispensing and administering 
medications which delayed treatment. For instance all medications including ICU vasoactive 
drugs were relocated to a central pharmacy. 
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   Safe HIT use    is a product of the system and the environment in which it is used. 
When system use is compromised by human factors which include environmental 
infl uences like the structural, cultural and policy related characteristics of an orga-
nization, risks to patients are increased [ 35 ]. 

 The   knowledge and skills    of users are fundamental to safe use of HIT. Training 
programs are thus essential and need to be appropriately tailored to the needs of 
different clinical seniorities and roles to ensure safe operation of systems. For exam-
ple, training for a prescribing system that will be used by physicians, pharmacists 
and nurses will need to be tailored to the needs of each group respectively. Equally 
when users are unaware of system limitations, errors of omission will be generated 
[ 36 ]. For instance, a clinician may inadvertently prescribe the wrong medication 
wrongly assuming that the system will alert them about any drug interactions [ 37 , 
 38 ]. Errors can also be generated when  cognitive resources  devoted to using a sys-
tem are inadequate. A clinician’s workload plus environmental infl uences like dis-
tractions and interruptions can lead to errors [ 39 ]. For example, when interrupted by 
a phone call a physician writes a prescription for the wrong patient because they 
returned to the wrong record at the end of the call. 

 Defi ciencies in   organizational policies and procedures    for system use are another 
threat. As we have already discussed training is critical to safe operation of HIT. 
However, the lack of a policy or a failure to enforce the requirement to complete 
training may result in untrained clinicians accessing systems. Thus an organization 
might create a procedure for new staff to complete mandatory training and then 
receive access to systems in a timely manner. Policies that govern system access 
directly impact safety as lack of access to systems or critical information can poten-
tially delay care increasing risks to patients. For example, an attending physician is 
unable to access critical test results from a previous hospital admission because the 
results of an HIV test are only visible to the  ordering   physician due to privacy 
considerations. 

 Thus we have seen that the safety of HIT is an emergent property of the broader 
sociotechnical system. As safety is an emergent system property it needs to be 
addressed throughout the life cycle of HIT systems including design, build, imple-
mentation, and use [ 40 ]. All the possible interactions among system components are 
not predictable at design, especially when HIT systems are used in context of a broader 
sociotechnical system. In large complex systems, safety problems tend to emerge 
from unexpected interactions between system components and human users. There is 
potential for unsafe interactions when  HIT   systems are integrated with local clinical 
workfl ows including other technology and the organizational structure. Therefore 
safety must also be addressed during and after the implementation of systems.  

    Classifi cation of HIT Errors 

  Classifi cation systems have been developed to understand the underlying types of 
problems with HIT that pose risks to patients. As we saw in a previous section, 
reports about critical incidents are an important source of information about 
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problems with HIT. One classifi cation system that has been widely used takes a 
 bottom- up  approach based on the  natural categories  of problems described in inci-
dent reports [ 7 ,  10 ,  41 ]. In this system incidents are fi rstly subdivided as primarily 
relating to human factors or technical issues (Fig.  2.1 ). For incidents primarily 
involving human factors, the type of use error and contributing factors such as train-
ing, cognitive load and clinical workfl ow are then identifi ed. For incidents falling 
into the technical space, the type of machine error and technical problems including 
a range of hardware and software issues are examined.

   Another approach to  classifi cation   takes a  top-down  approach grouping prob-
lems into eight broad dimensions including hardware and software; clinical content; 
human–computer interaction; people; workfl ow and communication; organizational 
policies and procedures; external rules, regulations, and pressures; and system mea-
surement and monitoring (Table  2.6 ). Problems can also be grouped by the phases 
of HIT implementation [ 42 ]. An initial phase characterized by immature technology 
where problems primarily relate to technical factors. A second phase in which use 
errors start to emerge and a fi nal phase where problems primarily relate to the lack 
of monitoring of safety concerns. Regardless of specifi c approach classifi cation 
allows problems with HIT to be collated and classifi ed, providing an objective basis 
for comparing patterns over time and between settings, and for the development and 
prioritization of preventive and corrective strategies  [ 43 ].

  Fig. 2.1    A  classifi cation   of human and technical problems that contribute to HIT errors. Permission 
to reprint from ref. [ 41 ], granted by Elsevier Limited       

 

F. Magrabi et al.



21

       Conclusion 

 Minimizing risks to patient safety is critical to realizing the benefi ts of HIT. The 
risks of data breach and cyber-crime are also important concerns. We have seen that 
safety is an emergent property of the broader sociotechnical system in which HIT 
are used, and errors arise from processes to design, build, implement, and use sys-
tems. Thus we need a holistic system approach that addresses HIT errors through-
out the system life cycle. Classifi cation of errors is important to understand 
underlying causes and to facilitate early detection of new problems that pose threats 
to patient safety.     

   References 

     1.    Health IT, Safety P. Building safer systems for better care. Washington, DC: The National 
Academies Press: Institute of Medicine.; 2012.  

    2.    Metzger J, Welebob E, Bates DW, Lipsitz S, Classen DC. Mixed results in the safety perfor-
mance of computerized physician order entry. Health Aff (Millwood). 2010;29(4):655–63.  

     3.    Ash JS, Berg M, Coiera E. Some unintended consequences of information technology in 
health care: the nature of patient care information system-related errors. J Am Med Inform 
Assoc. 2004;11(2):104–12.  

      4.    Sittig DF, Singh H. Defi ning health information technology-related errors: new developments 
since to err is human. Arch Intern Med. 2011;171(14):1281–4.  

    5.    Vincent C, Taylor-Adams S, Chapman EJ, Hewett D, Prior S, Strange P, et al. How to investi-
gate and analyse clinical incidents: clinical risk unit and association of litigation and risk man-
agement protocol. BMJ. 2000;320(7237):777–81.  

    6.    Weiner JP, Kfuri T, Chan K, Fowles JB. "e-Iatrogenesis": the most critical unintended conse-
quence of CPOE and other HIT. J Am Med Inform Assoc. 2007;14(3):387–8.  

          7.    Magrabi F, Ong MS, Runciman W, Coiera E. An analysis of computer-related patient safety 
incidents to inform the development of a classifi cation. J Am Med Inform Assoc. 
2010;17(6):663–70.  

   Table 2.6    Sociotechnical dimensions associated with HIT errors [ 4 ]   

 Hardware and software: required to run the health care applications 
 Clinical content: data, information, and knowledge entered, displayed, or transmitted 
 Human-computer interface: aspects of the system that users can see, touch, or hear 
 People: the humans involved in the design, development, implementation, and use of HIT 
 Workfl ow and communication: the steps needed to ensure that each patient receives the care 
they need at the time they need it 
 Organizational policies and procedures: internal culture, structures, policies, and procedures that 
affect all aspects of HIT management and health care 
 External rules, regulations, and pressures: external forces that facilitate or place constraints on 
the design, development, implementation, use, and evaluation of HIT in the clinical setting 
 System measurement and monitoring: evaluation of system availability, use, effectiveness, and 
unintended consequences of system use 

2 An Overview of HIT-Related Errors



22

    8.    Koppel R, Kreda D. Health care information technology vendors’ “hold harmless” clause: 
implications for patients and clinicians. JAMA. 2009;301(12):1276–8.  

    9.   Walker JM, Hassol A, Bradshaw B, Rezaee ME. Health IT Hazard Manager Beta-Test: Final 
Report. (Prepared by Abt Associates and Geisinger Health System, under Contract No. 
HHSA290200600011i, #14). AHRQ Publication No. 12-0058-EF. Rockville, MD: Agency for 
Health care Research and Quality;2012.  

         10.    Magrabi F, Ong MS, Runciman W, Coiera E. Using FDA reports to inform a classifi cation for 
health information technology safety problems. J Am Med Inform Assoc. 2012;19(1):45–53.  

   11.    Myers RB, Jones SL, Sittig DF. Review of reported clinical information system adverse events 
in US food and drug administration databases. Appl Clin Inform. 2011;2:63–74.  

    12.    Warm D, Edwards P. Classifying health information technology patient safety related inci-
dents - an approach used in Wales. Appl Clin Inform. 2012;3(2):248–57.  

     13.    Sparnon E, Marella WM. The role of the electronic health record in patient safety events. Pa 
Patient Saf Authority. 2012;9(4):1276–8.  

    14.    Blumenthal D. Launching HITECH. N Engl J Med. 2010;362(5):382–5.  
     15.    Han YY, Carcillo JA, Venkataraman ST, Clark RS, Watson RS, Nguyen TC, et al. Unexpected 

increased mortality after implementation of a commercially sold computerized physician order 
entry system. Pediatrics. 2005;116(6):1506–12.  

    16.    Walsh KE, Adams WG, Bauchner H, Vinci RJ, Chessare JB, Cooper MR, et al. Medication 
errors related to computerized order entry for children. Pediatrics. 2006;118(5):1872–9.  

    17.    Ash JS, Sittig DF, Poon EG, Guappone K, Campbell E, Dykstra RH. The extent and impor-
tance of unintended consequences related to computerized provider order entry. J Am Med 
Inform Assoc. 2007;14(4):415–23.  

    18.    Cheung KC, van der Veen W, Bouvy ML, Wensing M, van den Bemt PM, de Smet 
PA. Classifi cation of medication incidents associated with information technology. J Am Med 
Inform Assoc. 2013;21(e1):63–70.  

   19.    Koppel R, Metlay JP, Cohen A, Abaluck B, Localio AR, Kimmel SE, et al. Role of computer-
ized physician order entry systems in facilitating medication errors. JAMA. 2005;293(10):
1197–203.  

   20.    Littlejohns P, Wyatt JC, Garvican L. Evaluating computerised health information systems: 
hard lessons still to be learnt. BMJ. 2003;326(7394):860–3.  

     21.    Westbrook JI, Baysari MT, Li L, Burke R, Richardson KL, Day RO. The safety of electronic 
prescribing: manifestations, mechanisms, and rates of system-related errors associated with 
two commercial systems in hospitals. J Am Med Inform Assoc. 2013;20(6):1159–67.  

    22.   US Department of Health and Human Services. Breaches Affecting 500 or More Individuals: 
  http://www.hhs.gov/ocr/privacy/hipaa/administrative/breachnotifi cationrule/breachtool.html    . 
Accessed 27 Sept 2014.  

    23.   Ponemon Institute LLC. Fourth annual benchmark study on patient privacy & data security, 
Ponemon Institute Research Report, March 2014.  

    24.   Modifi cations to the HIPAA Privacy, Security, Enforcement, and Breach Notifi cation Rules 
Under the Health Information Technology for Economic and Clinical Health Act and the 
Genetic Information Nondiscrimination Act; Other Modifi cations to the HIPAA Rules; Final 
Rule, 78 Fed. Reg. 5566 (25 Jan 2013).  

    25.   US Food and Drug Administration, Cybersecurity for medical devices and hospital networks: 
FDA safety communication. 2013. http://www.fda.gov/medicaldevices/safety/alertsandno-
tices/ucm356423.htm. Accessed 27 Sept 2014.  

    26.   Government Health IT. Computer virus at heart of Kaiser data breach. 2014.   http://www.gov-
healthit.com/news/computer-virus-heart-kaiser-data-breach-.U6zuahara38    . Accessed 27 Sept 
2014.  

    27.   The Boston Globe. Hacker group Anonymous targets Children’s Hospital. 2014.   http://www.
bostonglobe.com/business/2014/04/24/hacker-group-anonymous-targets-children-hospital-
over-justina-pelletier-case/jSd3EE5VVHbSGTJdS5YrfM/story.html    . Accessed 27 Sept 2014.  

    28.    Walker JM, Carayon P, Leveson N, Paulus RA, Tooker J, Chin H, et al. EHR safety: the way 
forward to safe and effective systems. J Am Med Inform Assoc. 2008;15(3):272–7.  

F. Magrabi et al.

http://www.hhs.gov/ocr/privacy/hipaa/administrative/breachnotificationrule/breachtool.html
http://www.govhealthit.com/news/computer-virus-heart-kaiser-data-breach-.U6zuahara38
http://www.govhealthit.com/news/computer-virus-heart-kaiser-data-breach-.U6zuahara38
http://www.bostonglobe.com/business/2014/04/24/hacker-group-anonymous-targets-children-hospital-over-justina-pelletier-case/jSd3EE5VVHbSGTJdS5YrfM/story.html
http://www.bostonglobe.com/business/2014/04/24/hacker-group-anonymous-targets-children-hospital-over-justina-pelletier-case/jSd3EE5VVHbSGTJdS5YrfM/story.html
http://www.bostonglobe.com/business/2014/04/24/hacker-group-anonymous-targets-children-hospital-over-justina-pelletier-case/jSd3EE5VVHbSGTJdS5YrfM/story.html


23

    29.    Nielsen J. Usability engineering. San Francisco: Morgan Kaufmann; 1993.  
    30.    Novak LL, Holden RJ, Anders SH, Hong JY, Karsh BT. Using a sociotechnical framework to 

understand adaptations in health IT implementation. Int J Med Inform. 2013;82(12):e331–44.  
    31.    Debono DS, Greenfi eld D, Travaglia JF, Long JC, Black D, Johnson J, et al. Nurses' work-

arounds in acute healthcare settings: a scoping review. BMC Health Serv Res. 2013;13:175.  
    32.    Karsh BT. Beyond usability: designing effective technology implementation systems to pro-

mote patient safety. Qual Saf Health Care. 2004;13(5):388–94.  
    33.   Spotlight on Electronic Health Record Errors: Paper or Electronic Hybrid Workfl ows, 

Pennsylvania Patient Safety Advisory Vol. 10, No.2 June 2013.  
    34.    Del Beccaro MA, Jeffries HE, Eisenberg MA, Harry ED. Computerized provider order entry 

implementation: no association with increased mortality rates in an intensive care unit. 
Pediatrics. 2006;118(1):290–5.  

    35.    Karsh BT, Holden RJ, Alper SJ, Or CK. A human factors engineering paradigm for patient 
safety: designing to support the performance of the healthcare professional. Qual Saf Health 
Care. 2006;15 Suppl 1:i59–65.  

    36.    Horsky J, Kuperman GJ, Patel VL. Comprehensive analysis of a medication dosing error 
related to CPOE. J Am Med Inform Assoc. 2005;12(4):377–82.  

    37.    Goddard K, Roudsari A, Wyatt JC. Automation bias: a systematic review of frequency, effect 
mediators, and mitigators. J Am Med Inform Assoc. 2012;19(1):121–7.  

    38.    Parasuraman R, Manzey DH. Complacency and bias in human use of automation: an atten-
tional integration. Hum Factors. 2010;52(3):381–410.  

    39.    Li SY, Magrabi F, Coiera E. A systematic review of the psychological literature on interruption 
and its patient safety implications. J Am Med Inform Assoc. 2012;19(1):6–12.  

    40.    Leveson NG. Engineering a safer world: systems thinking applied to safety. Cambridge, MA: 
Massachusetts Institute of Technology; 2011.  

     41.    Magrabi F, Baker M, Sinha I, Ong M, Harrison S, Kidd MR, et al. Clinical safety of England’s 
national program for IT: a retrospective analysis of all reported safety events 2005 to 2011. Int 
J Med Inform. 2015;84(3):198–206. doi:  10.1016/j.ijmedinf.2014.12.003    .  

    42.    Sittig DF, Singh H. Electronic health records and national patient safety goals. N Engl J Med. 
2012;367(19):1854–60.  

    43.    Runciman WB, Williamson JA, Deakin A, Benveniste KA, Bannon K, Hibbert PD. An inte-
grated framework for safety, quality and risk management: an information and incident man-
agement system based on a universal patient safety classifi cation. Qual Saf Health Care. 
2006;15 Suppl 1:i82–90.    

2 An Overview of HIT-Related Errors

http://dx.doi.org/10.1016/j.ijmedinf.2014.12.003


       

   Part I 
   Errors Related to Various Types of Health 

Information Technologies 



27© Springer International Publishing Switzerland 2016 
A. Agrawal (ed.), Safety of Health IT, DOI 10.1007/978-3-319-31123-4_3

    Chapter 3   
 Errors Related to CPOE                     

     Jan     Horsky     

          Introduction 

 Information technology permeates most areas of health care work. It supports man-
agement of patient records, care documentation, ordering, decision making, view-
ing and interpreting laboratory and imaging studies, direct care of patients at the 
bedside and often mediates many aspects of professional collaboration [ 1 ]. Routine 
use may augment human cognition, making large amounts of information amenable 
to easier recognition of trends or quick identifi cation of abnormalities, for example, 
but is also known to  have   unanticipated or negative implications for care [ 2 ]. 
Electronic health records (EHRs) were in part developed to reduce the risk of injury 
to patients and although their potential to increase the quality and safety of care is 
well documented, concerns remain about the consequences of poor design and inad-
equate adaptation to established practices and realities of clinical work [ 3 ]. 

 The close and causal relationship between the design of system interfaces, their use 
in complex work processes and safety has been clearly established [ 4 ]. The layout and 
salience of artifacts on a computer screen such as icons, controls and the appearance of 
textual information critically affect their perception and interpretation by humans and 
may lead to cognitively based errors [ 5 ]. For example, long, dense pick lists that are 
poorly organized predispose a clinician to selecting the wrong patient name, medica-
tion, order or any adjacent item with similar visual or semantic characteristics [ 6 ] and 
to other juxtaposition problems without realizing that an error has occurred. As large 
amounts of information are often available for a single patient, effective presentation 
becomes increasingly dependent on appropriate selection and organization that avoids 
cognitive overload [ 7 ] or bias (e.g., from over alerting) that may lead clinicians to miss 
critical information in displays saturated with irrelevant or less important content. 
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 The Health Information Technology for Economic and Clinical Health ( HITECH  ) 
 Act   of 2009 authorized incentive payments to physicians and institutions to migrate 
their clinical documentation process from paper charts and forms to electronic 
records systems [ 8 ]. The new technology needs to support a specifi ed set of core 
objectives that demonstrably advance safety, effectiveness, and quality of patient 
care [ 9 ] such as electronic ordering and a comprehensive list of medications, and 
that provide evidence of safety-enhanced design. This initiative has substantially 
increased the initially low proportion (18 %) of offi ce-based clinicians using EHRs 
in 2001 to 78 % in 2013, with about half of all practices reporting that their system 
meets the required basic standards and functionality [ 10 ]. Adoption of electronic 
records for inpatient care has increased more than fi vefold since 2008 so that nine 
in ten (93 %) hospitals had a certifi ed system in 2013 [ 11 ]. 

 The effi cacy of  EHRs   in reducing medical errors was apparent from the begin-
nings of the technology’s routine use in large hospitals [ 12 ]. Studies completed 
over the last 15 years [ 13 – 15 ] have largely substantiated the notion that benefi ts in 
safety, quality, organization, and continuity of care are tangible and lasting, pro-
vided that systems are sophisticated, well implemented and maintained periodi-
cally [ 16 ]. Decision support interventions, for example, have positive effect on the 
performance of providers when they alert about allergy and drug interactions dur-
ing medication prescribing and remind about preventive care [ 17 ] and when they 
deliver relevant, unambiguous, and actionable advice that is well integrated into 
patient care [ 18 ]. 

 The Institute of Medicine ( IOM  )    estimated in 2000 that health care is a decade 
or more behind many other high-risk industries in its attention to ensuring basic 
patient safety [ 19 ]. The gap in routine use and sophistication of information sys-
tems is closing today but emerging and growing evidence of errors and unintended 
consequences suggests that the technology is not yet entirely mature in the health 
care domain [ 20 ]. Many errors are the results of failures in human interaction with 
systems that are defi cient in some aspects of design or implementation rather than 
due to technical malfunctions [ 21 ]. Research reports have described problems 
ranging from extraneous work for clinicians, paper persistence, changes in work-
fl ow, unsafe workarounds, inadequate support for clinical reasoning (e.g., pre-
sented information failed to reduce uncertainty or increased potential for harm) 
and “hidden dependencies” in the system [ 22 – 24 ] to medical errors resulting in 
patient injury [ 25 ,  26 ]. 

 Experts suggest that improving the usability of  EHRs   may be critical to the con-
tinued successful diffusion of the technology [ 27 ]. This goal can be advanced in part 
by establishing and enforcing regulatory and certifi cation standards. The long-term 
health of the HIT marketplace, however, is necessary to sustain and accelerate the 
innovation and design quality process. The confl uence of initiatives from vendors, 
providers and other stakeholders should reinforce competitiveness and act to ensure 
patient safety, interoperability, clinical effi ciency, regulatory prudence and cost 
reductions [ 28 ].  
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    Case Study 

 The following adverse event was reported to the quality assurance committee of a 
large hospital that had previously implemented electronic ordering in part to mini-
mize the risk of overdose, drug interaction and other medication-related injury to 
patients [ 26 ]. 

    Clinical Summary 

 An 85-year-old male with coronary artery disease, congestive heart failure (EF 
20 %) and mitral valve repair was admitted to a medical intensive care unit with 
acute-on- chronic renal failure  ,  aspiration pneumonia  , and  respiratory failure   requir-
ing intubation. The patient was transferred 8 days after admission to inpatient 
 pulmonary service with a plan to treat for presumed endocarditis. Routine labs done 
on Saturday morning indicated hypokalemia (serum K +  3.1 mEq/L) and renal insuf-
fi ciency (Cr 1.7 mg/dL). A house offi cer (Clinician A) decided to replete potassium 
and entered an order into the electronic system for 40 mEq KCl, to be delivered over 
4 h through an IV route. The patient already had a central line ( PICC  )    inserted for 
intravenous fl uids and, in an effort to minimize further pain, the clinician changed 
the type of delivery to KCl additive in the running dextrose solution (D5W). The 
revised order was therefore set for infusing 100 mEq KCl in 1 L of D5W at the rate 
of 75 mL per hour. The intended prior injection order, however, was not canceled 
because the clinician inadvertently discontinued a similar KCl order from the previ-
ous day instead. 

 The pharmacy called an hour later to alert that the dose exceeded the 80 mEq 
KCl maximum allowed by hospital policy and Clinician A changed the order 
accordingly before the medication was administered. Although the intent was to 
infuse exactly 1 L of D5W with added 80 mEq of KCl, the system automatically 
entered a stop time in 7 days, a default period for all fl uid drips ordered on hospital 
fl oors. The clinician, however, did not change it so that the  time interval   would cor-
respond to the delivery of 1 L of fl uid, the intended KCl dose and rate of 75 mL per 
hour. The medicated drip therefore continued to be administered as ordered for 36 h 
before it was stopped, delivering 216 mEq of KCl in 2.7 L of fl uid (almost three full 
bags) in addition to the initial 40 mEq KCl that also ran to completion. 

 The next day, a covering house offi cer on a new shift (Clinician B) examined 
 serum potassium value   in routine daily labs and concluded that the patient was 
 hypokalemic at 3.1 mEq/L. However, that result was in fact derived from a blood 
sample taken prior to the last potassium repletion which the clinician misinterpreted 
as the current value and ordered an injection of 60 mEq KCl without noticing that a 
medicated drip was still running. The laboratory alerted a covering Clinician C on 
Monday morning that the patient’s serum K +  level was critically high at 
7.8 mEq/L. The medicated drip was then stopped and the patient immediately treated 
for severe hyperkalemia after having received 316 mEq of KCl over a 42 h period.  
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    Analysis 

 Two clinicians made three separate errors of commission that interacted in such a 
way that as they propagated through the system for over 2 days and across three 
shifts, their effects compounded and culminated in a serious medication overdose. 
Several opportunities to detect the errors early and to mitigate the severity of poten-
tial injury to the patient were missed. 

 In the  chronology   of events (Fig.  3.1 ) Clinician A intended to cancel (discon-
tinue) an IV injection order that had just been entered so that it could be replaced by 
a medicated drip. The fi rst failure was a misidentifi cation of an entry in the EHR’s 
summary view of active, completed and discontinued orders. Such errors are not 
uncommon when screens have a high density of content (example in Fig.  3.2 ) and 
 require   extraneous cognitive and visual effort to scan many lines of text, data tables, 
icons, controls, and graphics to fi nd the information of immediate interest and to 
interpret it correctly (e.g.,  this  is the KCl injection order I recently entered). Long 
lists or tables consisting of similarly worded entries (e.g., multiple variants of KCl 
orders) that differ only slightly in details such as date, time or dose, combined with 
small font size and the need to scroll to see items hidden from view increase consid-
erably the probability of an identifi cation error, especially in the fast-paced and 
highly interruptive environment of a busy hospital fl oor. Such errors are also diffi -
cult to recognize and correct in real time as the task itself (e.g., discontinuing an 

  Fig. 3.1    Chronology of orders,    actions and errors that produced an adverse event       
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injection order) is completed with apparent success, without error messages, warn-
ings, or missing entries that would otherwise signal to the clinician that something 
is amiss. Visual displays of large amounts of safety-critical information need to be 
designed in strict compliance with known usability principles grounded in human 
perception process and cognitive science and informed by research in human– 
computer interaction to minimize the risk of similar errors.

    The second error which precipitated the gradual increase in risk severity and the 
magnitude of the resulting  adverse event   was also made by Clinician A during the 
ordering of a medicated drip. A crucial value for fl uid volume on the drip entry form 
was interpreted differently when it was used for a complex order of fl uid with a 
medication additive than what the designers perhaps intended it to mean in the con-
text of routine maintenance fl uid therapy (e.g., the repletion of electrolytes, hydra-
tion, etc.) In continuous hydration and parenteral nutrition drips, for example, the 
crucial values are ingredient concentration (e.g., 5 % dextrose in water solution) and 
the rate of fl ow per hour (e.g., 75 mL/h). The duration of therapy and the size (vol-
ume) of each bag that is replaced when empty are of secondary importance to the 
ordering clinician. A medicated drip, however, needs to infuse an exact dose of the 
drug in a specifi c concentration and at a set speed of fl ow. The dose is therefore 
dependent on both the fl ow rate and duration—in critical difference from mainte-
nance fl uids—as the drug accumulates in the body over time and is metabolized 
differently than sodium or glucose. 

 Designers of the ordering module likely assumed that fl uids are ordered more 
frequently than medicated drips and the system was therefore set to automatically 
calculate a stop time in seven days from initiation (or according to local hospital 
policy). The value labeled “ Total Volume  ” on the ordering screen (Fig.  3.3 ) simply 
means, in the routine scenario, the size of one bag, not the cumulative volume of 
fl uid that would be infused over the active period. However, when an additive is 
present in the solution, the stop time is one of the criteria determining the dose, 
along with concentration and rate. In this context, “Total Volume” may be inter-
preted to mean that no more than that (e.g., 1 L) will be given to the patient, simi-
larly to an intravenous injection for which it substitutes in this case. In fact, this is 
exactly what the clinician reported as thinking in a subsequent interview after the 

  Fig. 3.2    Example of a summary screen showing  order history   for one patient       
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incident. The exact stop time, however, needs to be calculated: for example, at the 
rate of 75 mL/h, 1 L of the medicated fl uid would take 13.3 h to deliver the dose 
indicated on the bag. The clinician would also need to decide whether that infusion 
rate is appropriate for the drug, adjust the fl ow and recalculate.

    Free-text fi elds   are sometimes used for special instructions and clarifi cations to 
the nursing staff, as evidenced in many reports, but their effectiveness is sporadic 
and they are “invisible” to the system for processing. Clinician A wrote in the com-
ment fi eld “For 1 L only” to indicate that subsequent bags should not contain the 
additive. However, this instruction was either missed or not interpreted correctly. A 
safer design of the entry form would visually indicate (e.g., by color or an icon) that 
medication is present in the fl uid and that the default stop time needs to be adjusted. 
Automatic calculation of the dose derived from concentration, fl ow rate and dura-
tion would also be a safer way to indicate the exact drug amount that is scheduled 
to be infused. 

 An error unrelated to ordering further aggravated the risk of injury when Clinician 
B examined routine labs on the following day and misjudged the patient’s current 
level of blood potassium. The misidentifi cation of an existing record of  patient care   
is conceptually similar to the fi rst mistake made by Clinician A. It is unclear whether 
a new potassium lab from Sunday morning existed and if it did, it likely did not 
show an abnormal K +  value as an automated lab alert would have been generated. 
The clinician considered the last known level of 3.1 mEq/L to be still relevant, as 
there were no records of recent potassium injections, and therefore ordered appro-
priate treatment. Medicated fl uids were grouped together with crystalloid drips on 
the EHR’s display and their additives, although shown in the summary view, could 
have been missed if not specifi cally looked for or may have been scrolled off screen. 
Entries of laboratory results had visible day and time stamps but their appearance on 
screen was dense, in a pattern similar to the lists of orders, and therefore carried the 
same risk of misreading and interpretation error. Safety-critical data whose validity 

  Fig. 3.3    Detail of an order form for a medicated drip indicating an ambiguous term       
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is dependent on time and events occurring in parallel (e.g., intravenous therapy had 
already increased the blood potassium level) should be presented in a way that 
makes the contingency and interrelatedness of data and events apparent. Automated 
checking for recent labs or duplicate therapy that includes medicated drips at the 
time of ordering would also reduce the risk of this type of error. 

 Over the 40-h span in which the events unfolded, several clinicians providing 
direct care to the patient missed opportunities to recover from errors. Nurses who 
presumably administered both injections and drips of the same drug, for example, 
could have questioned the validity of those orders. A 40 mEq/L  injection   took 4 h to 
infuse while the IV bag with KCl additive was likely hanged by the bedside during 
that period on Saturday; the apparent cumulative dose increase could have been 
noticed and reported. A similar situation occurred again on Sunday with the second 
injection (60 mEq/L) without anyone noticing a concurrent infusion of the same 
drug. Clinician A did not inform Clinician B about the patient’s initial hypokalemia 
in the sign out note as it appeared to have been treated and resolved by the time of 
shift change. The pharmacy correctly identifi ed the 100 mEq/L dose as being higher 
than allowed by hospital policy and quickly intervened. However, they did not 
detect the fact that three consecutive bags and two injections—although in safe 
doses and concentration—were ordered in a relatively short period for the same 
patient and amounted cumulatively to an overdose.  

    Solutions 

 Errors described in this clinical summary occurred as the result of human interac-
tion with an electronic information system that had many design and functional 
characteristics inconsistent with common usability conventions and principles of 
cognitive engineering [ 29 ]. Clinicians misperceived, failed to notice or made fl awed 
inferences about information presented on the screen. A dense, visually cluttered 
and poorly organized display layout contributed to the fi rst two errors where similar 
items such as records of previous intravenous injection orders and multiple lab 
results were confused. The ambiguity of the term “total volume” was likely a factor 
in the third error that led to its misinterpretation in an atypical ordering context. 
Cognitive support was also lacking for making accurate judgment about the tempo-
ral sequence and interdependency of clinical events (serum potassium levels contin-
gent on the timing of repletion therapy) and for situational awareness about 
concurrent drug treatments (medicated drips and injections). 

  Cognitive errors   with the potential to engender adverse events may occur rela-
tively frequently when complex information technology is used routinely in 
 safety- critical work environments. The risk of certain type of error can be effec-
tively reduced by employing safe design practices during software development 
while others can be addressed during implementation and by monitoring and peri-
odic evaluation of critical processes under normal working conditions. Interventions 
that can be taken by clinical consumers and those by vendors and developers are 
outlined in the sections below. 
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    Consumers 

  Redesign or reorganization of system components that may be required to eliminate 
more extensive or conceptual fl aws can be only undertaken in full by the original 
development teams [ 30 ] but many improvements that can lower the risk  of   specifi c 
errors can be achieved by implementation and local IT teams on site. Certain modi-
fi cations to screens, system confi guration and medical logic algorithms by consum-
ers generally fall within the scope of many licensing and vendor agreements. 

 A revision of the way active orders for medications and medicated intravenous drips 
are shown on the screen could make the duplicate drug therapy error described in this 
case less likely. Both order variants could be aggregated into a single group on the 
screen for a simpler visual inspection of ongoing interventions. A decision support alert 
triggered during ordering could also inform clinicians that potassium chloride is being 
currently delivered via another route, show that the last known serum potassium result 
was elevated (e.g., greater than 4.0) or that the lab was not done within the previous 
12 h or so. “Total Volume,” the vendor’s label on a drip order form, could be changed 
by consumers to show a perhaps less ambiguous term for the given context to reduce 
the likelihood of potential overdose. Such edits are often allowed by vendors in order 
to incorporate local terms established at different institutions. However, this approach 
may also introduce further inconsistencies and produce unanticipated effects if done 
without rigorous analysis of use context and respect to the organizing and thematic 
structures of the existing terminology. Substantial changes to naming conventions, 
controlled vocabulary and standardized visual characteristics are often challenging 
endeavors best undertaken by vendors as a part of planned release cycles. 

 Activity logs examined during the investigation showed that clinicians made sev-
eral attempts to enter and discontinue orders in a pattern of trial-and-error behavior 
that is usually indicative of interaction diffi culties even though all involved clinicians 
completed standard training and have spent at least several months working daily 
with the EHR. An essential aspect of safe system use is training that extends beyond 
the usual several hours of practice with routine scenarios and the acquisition of pro-
cedural knowledge [ 31 ]. Problem-solving exercises framed in realistic clinical sce-
narios are generally more effective learning approaches. Training cases of moderate 
diffi culty foster conceptual understanding rather than procedural skills and help 
develop robust mental models of the system. More complex scenarios can be used to 
practice safe interaction strategies in less familiar or infrequent clinical contexts. 

 Well-trained and attentive clinicians are still subject to cognitive errors and the 
effects of fatigue, interruptions, forced workarounds and inconsistent or fl awed design. 
As training alone cannot be completely effective, high-quality design and careful 
implementation are necessary to create and maintain a safe working environment .  

    Vendors and Institutional Developers 

 One of several core design principles is to maintain the consistency of visual 
appearance and of interactive and automatic behavior of modules, forms and 
screens in order to avoid any ambiguity about the expected results of human 
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actions. For example,  order   forms for continuous fl uids that are limited by time 
could be visibly distinct (e.g., differentiated by background color or by specifi c 
layout of entry fi elds) from drips with specifi ed volume to provide a visual cue to 
clinicians that they do not dose a medication in the same way. Forms for compli-
cated orders such as medicated drips could also directly calculate the resulting 
drug dose based on duration and amount per bag so that a potentially unsafe amount 
is clearly shown. 

 The chance of misreading or misinterpreting how current a specifi c test is at any 
given time can be lowered by calculating and showing the temporal distance of a 
timestamp from the present. Singular time points often need to be interpreted in 
terms of elapsed duration for comparison with other contextual data such as the time 
it takes to metabolize a dose of medication. This cognitive process is prone to mis-
takes, especially when a day change after midnight complicates the perception of 
duration (e.g., 11:30 pm Thursday was 2 h ago). Adding elapsed time automatically 
next to laboratory results and other time-critical values would directly show that the 
most recent results, for example, may not refl ect the current clinical state of the 
patient. Such interventions would have likely lowered the risk of the type of error 
made by Clinician B. Changes to the interface and to algorithms calculating dose 
and frequency would likely reduce the risk of  hy  perkalemia as a result of events 
similar to those described in this case and improve the safety of medication ordering 
in general.    

    Discussion 

 Investigation of this overdose error showed that clinicians made correct 
 medical decisions and acted in a timely manner but their judgments were based 
on erroneous interpretations of information on the screen.  Activity logs   further 
suggested that even after a considerable period of routine use, some clinicians 
were still not proficient in ordering medications with the EHR. Expecting 
error-free performance at all times is unrealistic in a highly complex, 
time-constrained environment that characterizes much of clinical care. In a 
socio-technical view of system performance [ 32 ], safety risks often emerge 
from human activity and interactions with technology, people (clinicians, 
patients) and processes (e.g., workflows) within the constraints of organiza-
tional and regulatory policies [ 20 ]. 

 A frequent reaction by safety committees to accidents and near misses is to man-
date additional training for selected clinical roles, targeted at the perceived cause. 
However, this intervention rarely succeeds in isolation or without a comprehensive 
analysis of how such incidents develop within the socio-technical context of system 
use. Examining the confl uence of factors such as  nonintuitive interfaces  ,  laborious 
processes   for routine tasks and a persistent use of workarounds that may sidestep 
important safety features or the ambiguity of displayed information may lead to 
more lasting remedies. The notion that inattentive or inadequately trained clinicians 
are solely responsible for errors should be strongly resisted [ 33 ]. 
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 An effective response to emergent risks is to develop and implement  robust and 
resilient systems   that continuously detect errors, mitigate risk and prevent the dete-
rioration of simple mistakes into safety hazards so that the provision of patient care 
(or, in other domains, keeping air traffi c or energy production in a safe state) is 
maintained or quickly restored [ 34 ]. Achieving this level of safety is predicated on 
the availability of technology developed according to the best practices of User 
Centered Design (UCD) and human factors but also, in equal measure, on its careful 
and methodical implementation [ 35 ]. 

 The Offi ce of the National Coordinator for Health IT ( ONC  )    requires devel-
opers to employ UCD [ 36 ] in order to meet certifi cation criteria for Safety 
Enhanced Design under the Meaningful Use 2 Act for 2014 [ 9 ]. This method, 
developed by the National Institute for Standards and Technology ( NIST  )   , is 
based on fi ndings derived from decades of usability and safety research in 
human–computer interaction and emphasizes iterative refi nement and testing of 
design prototypes with clinicians to achieve a high level of usability. Research 
and trade organizations such as AMIA and HIMSS also provide guidelines and 
best practices suggestions [ 35 ,  37 ] that vendors can use to evaluate and refi ne 
their products. Collectively, these approaches minimize latent safety-critical 
design errors and help improve usability. 

 The best opportunity that clinicians have to infl uence productivity and safety of 
their EHR is during its implementation. Large institutions and smaller practices 
alike should follow a rigorous, iterative process such as the Safety Assurance 
Factors for EHR Resilience ( SAFER  )    that provides tools and a strategy to proac-
tively evaluate potential risks [ 38 ]. Clinicians or larger teams can identify specifi c 
areas of vulnerability and make appropriate setup adjustments to best mitigate 
apparent risks and to better align the system to clinical workfl ows. Although risks 
emanating from design fl aws would be diffi cult to address effectively at this stage, 
inadequately performed implementation can further increase the overall possibility 
that serious errors will develop. Continuous monitoring, nonpunitive error reporting 
and periodic analyses of incidents and near misses are good sources of insight to 
inform redesign efforts to be done either on site or reported back to vendors for 
remedial action. 

 Excellent  usability characteristics   are among the key aspects of safe and effec-
tive use of EHRs. The acquisition process of new systems and search for a suit-
able  vendor should therefore include usability metrics as a standard part of any 
 Request for Proposal (RFP) document   [ 39 ]. An institution implementing a newly 
purchased EHR conducted a usability inspection study at the outset of its use at 
an oncology service [ 40 ]. Clinicians were able to identify over a 100 problems, 
most recognized as important by an expert panel and recommended for resolu-
tion. The expertise of informaticians and usability professionals should always be 
included in any comparative purchasing analysis preceding the acquisition or 
modernization of an EHR.  
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    Key Lessons Learned 

•     Cognitively based errors cannot be avoided but can be reduced and managed so 
that they do not propagate, combine and escalate in severity to cause patient 
harm.  

•   Health information technology does not guarantee the absence of medical errors.  
•   Electronic records, order entry and decision support technology are socio- 

technical systems in which humans, computers and processes interact, collec-
tively affecting communication and decision making, sometimes with unintended 
consequences.  

•   Errors emerge from the interaction of people and technology—they are rarely 
attributable only to one or the other. Clinicians should not be held solely respon-
sible for errors.  

•   Design and implementation of EHRs can have positive and negative effects on 
safety.  

•   Safety-critical electronic systems need to be developed according to the princi-
ples of User-Centered Design and optimal usability.  

•   Procurement process for an EHR needs to include criteria describing usability 
standards.  

•   Rigorous, evidence-based implementation and continuous monitoring are essen-
tial to long-term safe performance.  

•   Culture of safety encompasses nonpunitive reporting of errors, continuous moni-
toring for unintended effects and periodic reviews of process and policies.        
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    Chapter 4   
 Errors Related to Alert Fatigue                     

     Heleen     van der     Sijs     

          Introduction 

 Implementation of a  computerized physician order entry (CPOE)   system with inte-
grated clinical decision support (CDSS) is considered an important measure to pre-
vent prescribing errors and patient harm. The fi rst studies in the USA showed an 
81 % reduction in non-missed dose medication errors and an 86 % reduction in non- 
intercepted serious medication errors when a CPOE system was utilized [ 1 ]. Ten 
years later a Dutch study confi rmed a reduction in medication errors upon imple-
mentation of  CPOE/CDSS   [ 2 ]. However, a reduction in preventable adverse events 
could not be demonstrated. The authors concluded that patient harm could not be 
prevented because of a lack in the reduction of therapeutic errors like drug–drug 
interactions, drug–disease interactions, incorrect monotherapy, and duplicate ther-
apy. They attributed the absence of therapeutic error reduction to the fact that the 
CDSS was originally developed for community pharmacies and general practitio-
ners, where patient monitoring is absent or scarce as compared to the hospital set-
ting. The inappropriateness of the CDSS for hospitals causes an overload of 
irrelevant alerts and consequently alert fatigue. 

 Alert fatigue is  defi ned   as the mental state that is the result of alerts consuming too 
much time and mental energy, which can cause relevant alerts to be unjustifi ably over-
ridden along with clinically irrelevant ones [ 3 ]. This defi nition encompasses impor-
tant issues that are sometimes overlooked. It is not only the number of alerts that may 
cause alert fatigue, but also the time and mental energy required for understanding and 
handling the alerts. Clear presentation and good usability may attribute to a good 
effect. Furthermore, overriding per se is not the problem; overriding is required if the 
alert is incorrect, and may be justifi ed if the benefi ts outweigh the risks. 
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 Fortunately, not all prescribing errors—whether or not due to alert fatigue—
result in patient harm. Other health care professionals, like pharmacists and nurses 
may prevent medication errors by checking or questioning the orders before dis-
pensing or administering the drugs. 

 In the Netherlands, almost all CPOE systems make use of the Dutch national drug 
database, G-standard, which is the professional standard and is updated monthly [ 4 ]. 
The G-standard contains safety information on all licensed drugs in the Netherlands 
with respect to dosing, duplicate orders, drug–drug interactions, allergies, drug– 
disease interactions, pregnancy, renal function, and pharmacogenetics. Dose limits 
are present for both hospital and outpatient settings and dose checks can be tailored 
to the preferred context. A national working group of professionals decides whether 
interactions mentioned in the literature require action. A signifi cant number is classi-
fi ed as “no action required” and does not result in an alert in the CPOE. However, 
alert fatigue is still present as demonstrated by the following cases.  

    Case Study 1: International Normalized Ratio (INR) 
Overshoot 

    Clinical Summary 

 A 3-year-old girl weighing 14 kg was admitted to hospital for a total cavopulmonary 
shunt, creating Fontan circulation. On day 3 postoperatively, acenocoumarol was 
started with the target INR of 2.5–3.5. The orders were entered in the patient data 
management  s  ystem in the intensive care unit (ICU), which lacks CDSS. On day 5, 
the patient was transferred from the ICU to a medium care pediatric ward (MC). 
The resident entered all the drugs in the CPOE/CDSS that is  us  ed for all MC inpa-
tients as well as for outpatients. The resident overrode the drug safety alert that was 
generated for the combination co-trimoxazole – acenocoumarol. On day 6, the INR 
result was >6.3 which was thought to be an erroneous value, but the same result was 
measured with a new sample 2 h later. 

 The hospital pharmacist checking overridden  drug–drug interaction   (DDI) alerts 
called the resident to choose an alternative antibiotic because of the serious risk of 
INR overshoot. The resident could not tell the indication for the prophylactic co- 
trimoxazole dose (18 mg/kg once daily). On day 18 the hospital pharmacy called 
again, asking why the co-trimoxazole had not been stopped. The INR had not been 
within therapeutic range since the start of the  anticoagulant therapy   (now 15 days). 
Another resident now caring for the patient said the co-trimoxazole was very rele-
vant and they would monitor the INR intensively (every 3 days). On day 20, the 
supervising pediatrician asked the hospital pharmacist if an explanation could be 
given for the long period the INR was outside the preferred range of 2.5–3.5. 
The pharmacy again explained the mechanism of the DDI and the need for stopping 
the co-trimoxazole, which he had discussed with the other caregivers. On day 26 
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postoperatively, the INR was within limits for the fi rst time since start of the antico-
agulant therapy, 23 days earlier. The patient was discharged 3 days later with aceno-
coumarol as well as co-trimoxazole. Anticoagulant doses are not prescribed 
“according to scheme” in the Children's hospital, but with the calculated doses based 
on INR. During admission, 12 DDI-alerts for the combination  acenocoumarol   – 
 co-trimoxazole were overridden. Fortunately, bleeding remained absent and 
 vitamin K as an antidote was not required. However, frequent blood drawings were 
necessary in this child which probably could have been prevented if trimethoprim 
alone or another antibiotic had been chosen for prophylaxis.  

    Analysis 

    What Happened? 

  Co-trimoxazole   (trimethoprim/sulfamethoxazole) is a strong inhibitor of CYP2C9, 
the main liver enzyme involved in the metabolism of the vitamin K antagonists 
warfarin, acenocoumarol, and probably phenprocoumon, resulting in an increased 
anticoagulant effect. The combination of  co-trimoxazole   with a vitamin K antago-
nist results in severe anticoagulation due to decreased coumarin metabolism and the 
same is true for systemic as well as cutaneous and vaginal therapy with miconazole 
[ 5 ,  6 ]. The alert text of this DDI recommends to avoid the combination and choose 
an alternative antibiotic, which is possible for all indications but  Pneumocystis cari-
nii . This DDI alert had been overridden 12 times over a 23-day period.  

    Why Did It Happen? 

   Lack of Knowledge 

 All  vitamin K antagonists   are involved in many drug–drug interactions (DDIs) with 
serotonin reuptake inhibitors, nonsteroidal anti-infl ammatory drugs and antibiotics 
used for febrile illness. In the Netherlands, all systemic antibiotics result in a DDI 
alert when prescribed in a patient using vitamin K antagonists. However, it is not 
clear whether overanticoagulation in patients using antibiotics is the result of fever 
or the antibiotic itself [ 7 ]. The alert text explains that coagulation time increases and 
is probably due to increased metabolism of coagulation factors during fever and it 
recommends to monitor INR. 

 Physicians generally know that the INR should be checked on a regular basis for 
patients on anticoagulants, that these drugs are involved in many DDIs, and that 
more frequent INR monitoring is required in case of DDIs [ 8 ]. The fact that the 
mechanism for the DDI is different for co-trimoxazole as compared to other antibi-
otics appeared to be unknown.  
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   Severity Unclear from Alert Text 

 The  alert text   for the DDI with co-trimoxazole is worded rather cautiously, and it 
does not become very clear that the combination is contraindicated, whereas the 
combination of an anticoagulant with other antibiotics can be prescribed safely with 
INR monitoring (Figs.  4.1  and  4.2 ).

    It appeared that the fi rst two sentences of the alert text and font size were similar, 
the recommendation was not put in capitals, and the word contraindicated was not 
used. Furthermore, the sentence “It appears sometimes in   Pneumocystis carinii   ” 
was unclear: was it allowed to prescribe co-trimoxazole for this indication in 
patients on anticoagulants or not? It is recommended to  use   a signal word to indicate 
the severity like “warning” or “danger” and to use a mixture of upper and lower 
cases for easier reading [ 9 ].  

   Severity Rating Similar 

 In the Dutch drug database G-standard, all DDIs have been assigned an alphanu-
meric code comprising the level of evidence (0–4) and the  le  vel of severity (A–F) 
based on the type of adverse reaction if a combination is prescribed [ 10 ]. All DDIs 
with vitamin K antagonists have been assigned severity level D: increased risk of 
bleeding or deep venous thrombosis. Although co-trimoxazole (and miconazole) 
should be avoided in combination with vitamin K antagonists and other antibiotics 
can be prescribed together with these drugs if INR is monitored, the severity levels 

  Fig. 4.1    Alert text DDI anticoagulant – co-trimoxazole       

  Fig. 4.2    Alert text DDI anticoagulant–antibiotics       
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of these DDIs are the same. The severity level only includes the adverse event that 
may arise and does not take into account the risk (incidence) of serious INR over-
shoot. It can be questioned whether this incidence should be included in the severity 
level. In several CPOEs a difference in severity level results in a distinct presenta-
tion of the alert. 

 Furthermore, the DDIs with antibiotics and co-trimoxazole have the same level 
of evidence as these combinations have been studied in controlled published inter-
action studies in patients or healthy volunteers with surrogate endpoints.  

   Severity Unclear from Alert Pop-Up 

 In the CPOE/CDSS Medicatie/EVS ®  (Leiden, the Netherlands), utilized in the insti-
tution above, all DDIs look similar, regardless of  the   severity level (Fig.  4.3 ). There 
are no possibilities to improve visibility by implementing colors, different icons or 
shapes either, as recommended for good usability [ 9 ].

      Too Many Alerts 

 DDI alerts with anticoagulants are generated frequently. A  Dutch study   in an 
 academic hospital using the CPOE/CDSS Medicatie/EVS ®  showed that 34 % of the 
orders generated a drug safety alert; DDIs were generated in 19 % of orders. In 
10–13 % of overridden DDI alerts, an anticoagulant was involved [ 11 ]. In this case, 

  Fig. 4.3    Alert for DDI acenocoumarol–co-trimoxazole       
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one of the physicians replied “there are so many alerts and generally you can 
 override them without problems.”  

   Overriding Default Option 

 In the CPOE/CDSS Medicatie/EVS ®  it is very easy to override a DDI. Figure  4.3  
shows that three options to handle the alert  are   present: (1) Stop the current order, 
(2) Prescribe the new order despite the alert, and (3) Annul the new order. Default 
is the  seco  nd option, which results in overriding the alert. A “motivation” can be 
given, but is not required. It is not possible to change the default option to annul the 
new order or to make the motivation for overriding a required fi eld.  

   Different Specialties 

 In this case, different  specialties   (pediatrics, pediatric cardiology) and several pedi-
atric residents were caring for the patient during the 4 weeks of admission. This 
could have resulted in indecision: “there should be a reason why my colleague did 
not dare to stop the co-trimoxazole.” Eventually the indication for co-trimoxazole 
appeared to be relapsing airway infections in the past. Also, different hospital phar-
macists handled this DDI and not everybody called the prescribing resident when 
they saw a colleague had already asked to stop the co-trimoxazole.  

   Summary of Causes 

  The unjustifi ed overriding in this case was probably due to a combination of the 
abovementioned  causes  . The sociotechnical approach helps us to analyze and group 
the different causes of the HIT-related error of this case [ 12 ]. Technology, people, 
organization, and external environment—all attributed to this potential adverse 
event in this case. 

  Technology : All DDI alerts look the same and it is impossible to adjust colors. 
Furthermore, changing the default handling option to annul the order is not possible 
either. 

  People : The majority of prescribers do not know that co-trimoxazole and micon-
azole are contraindicated in patients on vitamin K antagonists. 

  Organization : Several specialists and residents were involved in this case. The 
resident is the central person that prescribes and has to be called, but supervisors 
decide and probably do not have all the relevant information provided by the CDSS 
and the pharmacist. 

  External environment : The national drug database, G-standard, is the profes-
sional standard and provides the DDI alerts that are relevant, its severity level and 
evidence index .    
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    Solutions 

 It is diffi cult to solve the problem of lack of knowledge on the relevance of the DDI 
with vitamin K antagonists. We included this case in the training given to pediatric 
residents and the pharmacist explained the difference between the DDI with 
 co- trimoxazole and with other antibiotics. It is not known whether this lesson is 
really helpful in preventing the unjustifi ed overriding of the DDI anticoagulant–co- 
trimoxazole. Specialists were not invited for this lesson; however, they often even-
tually determine therapy. 

 A clearer alert text may result in a learning effect. The original text was worded 
very cautiously and in one font size. The  G-standard   changed the text for better 
understanding. For better visibility, we put part of the alert text in capitals (Fig.  4.4 ). 
These adjustments are in line with the recommendations for implementation of 
human-factors principles in medication-related CDSS [ 9 ].

   Physicians often complain about the high number of alerts generated. To coun-
teract alert fatigue, they often ask to turn off DDI alerts. In the Netherlands,  the 
  G-standard is the professional standard and therefore, turning off DDIs can be rather 
tricky from a legal point of view. Patient harm due to a suppressed DDI included in 
the professional standard would probably result in blaming (or suing) the profes-
sional that deliberately turned it off. 

 A more subtle presentation of the alert (just a warning icon in front of the order 
instead of an intrusive pop-up that has to be acknowledged) can be an option to meet 
both wishes: not deviating from the professional standard and avoiding too many 
intrusive alerts. Although this option can be performed in theory, the implementa-
tion and maintenance is so time-consuming that it is not really feasible to free all 
prescribers from these intrusive alerts and keep the system up-to-date. First, every 
prescriber in a specialty has to be entered separately in the system. Furthermore, all 
DDIs that have to be shown non-intrusively should be linked manually to all spe-
cialties. This is not feasible in the biggest academic hospital in the Netherlands with 
on an average 35 new prescribers every month. 

 Therefore, we chose to implement another measure to increase patient safety by 
reducing alert fatigue in the hospital pharmacy. We decided to skip all DDIs with 
coumarins, except for those with co-trimoxazole and miconazole from the lists of 
DDIs to be handled by the pharmacist. This measure was easy to perform. 

 Another option to reduce alert fatigue is to develop  clinical rules  . These are algo-
rithms in which other parameters, for example laboratory values, are used to increase 

  Fig. 4.4    New alert text DDI anticoagulant – co-trimoxazole       
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specifi city of the DDI. A clinical rule could select those patients using an anticoagu-
lant for which a recent INR is not available or is outside normal limits and those 
using an anticoagulant in combination with a contraindicated drug, such as co- 
trimoxazole. If this type of clinical rule is put in place, DDIs for anticoagulants can 
be turned off without impairing patient safety. For those patients on anticoagulants 
without a DDI the clinical rule can also identify lacking recent INR measurements, 
so further improving patient safety. 

 The problem of different specialties caring for the patient and indecision by resi-
dents can be solved by a procedural measure to call the supervising specialist if the 
resident does not want to change the order himself. 

 In conclusion, as the causes of this medication error is multifactorial, several 
solutions including simple as well as more complex measures can be proposed.   

    Case Study 2: An Overdose of Paracetamol 

    Clinical Summary 

 A 4-year-old boy weighing 16 kg suffering from malaise, weight loss, and frequent 
blood-containing stools was admitted to a Childrens’ hospital for a colonoscopy to 
confi rm the diagnosis of  ulcerative colitis      with anemia. He was transferred from a 
general hospital with a medication list of prednisolone 20 mg once daily intrave-
nously and paracetamol 355 mg 4 times daily orally. Upon admission, it was decided 
to change all medication to the parenteral route, except for the drugs required for 
intestinal lavage before colonoscopy. The resident entered paracetamol infusion 
fl uid 360 mg four times daily. A  drug safety   alert was generated and overridden (See 
Fig.  4.5 ). The next day the pharmacist checked the list of overridden alerts and 
asked the resident to change the dose from 90 mg/kg/day to 60 mg/kg/day, which is 
the maximum daily dose for the intravenous route. The resident changed the dose to 
240 mg 4 times daily (60 mg/kg/day), but again received a pop-up for overdose. 
Adverse events were prevented because the order was changed timely.

       Background Information 

 Dose checks in the  CPOE   are derived from dose limits from the G-standard and are 
based upon the Dutch Pediatric Formulary, developed by pediatric hospital pharma-
cists and pediatricians. For each drug used in children, the G-standard contains maxi-
mum standard and absolute dose limits in mg, as well as in mg/kg and mg/m 2 , per age 
and weight category. For antibiotics, minimum doses limits are available as well. 
Exceeding the standard dose limits should result in a warning in the CPOE. Absolute 
dose limits should not be exceeded. Dose limits are present for each dose frequency 
known for that drug and for each route of administration. Furthermore, a distinction 
between inpatient and outpatient care and between different indications is made. 
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 The pediatric dose check in the CPOE was thoroughly tested and adjusted before 
implementation. In 2008, we entered 560 orders of 33 pediatric patients of different 
age groups and subspecialties into a test version of the  CPOE   with the new pediatric 
dose check. We counted all intrusive dose alerts, intrusive indication inquiries and 
non-intrusively shown warning icons that a dose check could not be performed. 
Furthermore, dose alerts were recorded as irrelevant if the dose was between 100 
and 120 % of the maximum dose because of rounding off doses to the nearest avail-
able dosage form (e.g., a rectal paracetamol dose of 110 mg rounded off to a sup-
pository of 120 mg). Indication inquiries were recorded as irrelevant if dose limits 
were equivalent for different indications or dose limits were absent for the indica-
tion and patient at hand. Overdose alerts were generated in 10.5 % of orders and 
36 % of the alerts was deemed irrelevant, as were 79 % of the indication inquiries. 
In 35 % of orders, dose checking was not feasible. 

 An adjustment in software was required to reduce the risk of alert fatigue. We 
requested the software vendor to generate an alert only if the dose was ≥120 % of the 
 dose limit  , but showing the original dose limits in the overdose alert. Furthermore, we 
asked to prevent indication inquiries and use the highest dose limits for that age or 
weight group. Reason for this was that a physician not knowing what to choose from 
the list of indications automatically would select the fi rst option, which is the combina-
tion of all dose limits and thus the highest dose limits for that age or weight group. 

 To reduce the number of orders for which no dose check could be performed, we 
asked the G-standard to include more dose limits that were already available in the 
 Dutch Pediatric Formulary  . Furthermore, we entered dose limits for drugs manufac-
tured by the hospital pharmacy and for intravenous solutions that are often given 
orally in children. We also adjusted the dose limits for paracetamol orally and rectally 
to the absolute maximum dose of 90 mg/kg/day preventing alerts when exceeding the 

  Fig. 4.5    Overdose alert for paracetamol 90 mg/kg/day for a child weighing 16 kg       
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standard dose of 60 mg/kg/day. Exceeding an absolute maximum dose limit results in 
a red alert requiring a motivation, whereas exceeding a standard dose limit results in 
an orange alert which can be overridden without motivating it. 

 The  pediatric dose check   was implemented stepwise in 2013 in Erasmus 
MC-Sophia Children’s Hospital. Dose limits were shown at the bottom of the order-
ing screen and dose checks were performed per dose and per day for standard and 
absolute maximum doses, in mg, mg/kg, or mg/m 2 . For each subspecialty a lesson 
was given by the pediatric hospital pharmacist emphasizing that each dose alert 
should be given attention because irrelevant alerts were suppressed. After imple-
mentation, overridden alerts were checked for relevance and if dose checks could 
not be performed due to lacking dose limits, these were added whenever possible.  

    Analysis 

    What Happened? 

 A pediatric resident changed an existing order for oral paracetamol to the same 
intravenous dose and overrode the dose alert that the absolute maximum per admin-
istration and per day were exceeded (Fig.  4.5 ). The physician had to enter a motiva-
tion for the order to be prescribed and entered “ home medication  ,” which was not 
completely true, because dosage form and route differed.  

    Why Did It Happen? 

   Lack of Knowledge 

 Prescribers do not realize that a switch from oral to intravenous medication often 
requires dose adjustment, and is dependent on the bioavailability of the drug, even 
though this is included in the general courses and exams for medical students.  

   Alert Pop-Up Too Complicated 

 As seen in Fig.  4.5 , overdoses are presented as bars for all doses over a period of 3 
days, whereas one day would be suffi cient. The right part of the  ale  rt shows the 
extent to which the daily dose has been exceeded; the left part shows whether every 
single dose exceeds the dose limit. Physicians perceive the daily dose as relevant 
and are not really interested whether a single dose exceeds the dose limit. The daily 
dose is preferably presented in the left part, but is now shown at the right part and 
therefore easily overlooked. Dose limits can be exceeded per kg, per m 2  or in mg; 
this is presented in text above the bars. There is so much text in the alert that it is not 
easily interpreted. Alerts can be presented with green and red bars, green and orange 
bars, or green, orange, and red bars. When standard and absolute dose limits are 
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equal, only red bars will be shown. Orange may indicate that a standard dose limit 
has been exceeded and an absolute dose limit has not been exceeded. However, it 
may also indicate that an absolute dose limit is absent. The interface design of the 
pediatric dose check is not adequately designed to support a quick perceptual judg-
ment and to reduce cognitive effort.  

   Too Many Alerts 

 The  CPOE/CDSS Medicatie/EVS ®    generates intrusive drug safety alerts in about 
one-third of orders [ 11 ]. A yellow triangle with an exclamation mark is shown in 
the medication overview screen just left to each order with an overridden alert. 
However, for each order for which a pediatric dose check could not be performed 
because of lack of dose limits for that drug, age or weight category a yellow  triangle 
is shown as well. The high number of yellow triangles desensitizes physicians to 
these icons. 

 The test performed before implementation focused on the correctness of the dose 
check for single orders. After implementation, it appeared that dose adjustment of 
an existing order results in adding up the dose of both the existing and the new 
order, thereby almost always exceeding maximum dose limits. This functionality 
fl aw in ignoring start and stop time of the order has to be solved by the software 
vendor in order to reduce the number or irrelevant alerts.  

   Trust in Checks by Other People 

 Every day a  pharmacist checks   the orders with overridden alerts and for which no 
dose check could be performed. The pharmacist calls the physician when the order 
should be adjusted. This may result in a situation in which the physician over-
whelmed by the information of the alerts may trust that he/she will be called when 
action is required. This “trust in checks by other people” may further contribute to 
alert fatigue.  

   Default is “Adjusting the Order” 

 If an alert occurs, there are three  options   to handle the alert: 1. Adjusting the dose, 
2. Prescribing the dose despite the alert, and 3. Annul the order. Default is the fi rst 
option of adjusting the dose. This is in contrast with the DDI alerts in which over-
riding is the default option. However, in spite of this better design, dose alerts are 
frequently overridden as well. 

 The second  option   of overriding the alert is only possible when the standard dose 
limit has been exceeded and the absolute dose limit has not. When the absolute dose 
has been exceeded, the prescriber has to give a motivation in the pop-up. After 
entering a (free text) motivation, the order can be prescribed. However, entering a 
comma or a letter is suffi cient to enable prescribing.  
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   Summary of Causes 

 The unjustifi ed overriding in this case was probably due to a combination of the 
abovementioned causes. 

  Technology : Dose  aler  ts are very complicated, with redundant information and 
orange colors with different meanings, and are sometimes erroneously generated in 
order adjustment. 

  Process : Pharmacists check whether errors are made and this may make pre-
scribers relying on the pharmacy checks. 

  People : Prescribers do not know that changing the route from oral to intravenous 
may imply different dosing because of drug-dependent differences in 
bioavailability. 

  Organization : Although dose limits are shown at the bottom of the ordering 
screen as a help for prescribers, it appears that these are not used very often. 

  External environment : The G-standard uses rather low standard dose limits for 
paracetamol for inpatients, which results in alert overload.    

    Solutions 

 It is diffi cult to solve the problem of lack of knowledge as IV-to-oral shift and vice 
versa is already included in the regular training for medical students. 

 Although guidelines for  human-factors principles   in medication-related decision- 
support systems are followed to a great extent to reduce the problem of alert pop- 
ups that are too complicated, further guidelines for dose checks should be 
developed. 

 The  superfl uous dose   alerts because of adding up doses when dose adjustment 
has taken place should be removed as soon as possible by the software vendor. A 
prescriber should not be bothered by a yellow triangle in front of the order if a dose 
check could not be performed; instead the pharmacist should be warned. The num-
ber of irrelevant alerts has already been reduced and this is an ongoing process. If 
prescribers motivate their overdose-override, they provide the pharmacy with rele-
vant information. The pharmacy can ask the national drug database to adjust dose 
limits or adjust dose limits themselves if safety can be guaranteed. 

 As it is also pharmacists’ job to check orders and prevent medication errors, the 
problem of desensitization of prescribers by trust in other people cannot be solved.   

    Discussion 

 These cases show that errors due to alert override take place and may have many 
causes. 
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 Alert fatigue is certainly present; although measures to prevent it already have 
partly been undertaken, these measures are at times hampered by technical con-
straints. A balance should be found between  safety and legal aspects   versus alert 
fatigue. Poor CDSS may be worse than no CDSS [ 13 ], but patient harm because of 
alerts that have been turned off is probably more reproachable than patient harm 
because of erroneously overridden alerts. 

 James Reason advocated a system approach for error  analysis   that proposes that 
error-producing and latent conditions are present in a system and if unaddressed, these 
enable humans to make active errors [ 14 ]. Figure  4.6  shows how alert fatigue is 
caused and demonstrates the opportunities for  counteracting   alert fatigue. The best 
way to prevent alert fatigue is to increase specifi city and to improve usability of the 
alerts. Furthermore prescribers should have enough training in drug therapy and 
related safety alerts. Good usability of the alerts may contribute to a learning effect.

  Fig. 4.6    Reason’s model applied  to   drug safety alerts in CPOE       
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       Key Lessons Learned 

•     Alert fatigue is present even when measures to reduce it have been taken.  
•   Usability of alerts should be improved by following guidelines for human- factors 

principles in medication-related decision support.  
•   Specifi city of alerts should be improved by using lab values in alert suppression 

and generation, by developing clinical rules.        
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    Chapter 5   
 Errors Related to Bar Code- Assisted 
Medication Administration                     

     Jonathan     S.     Bagby     

          Introduction 

 The initial patent for a bar code titled “ Classifi cation Apparatus and Method  ” was 
issued in 1952, but the patent expired 5 years before the fi rst commercial use of the 
technology [ 1 ]. In 1973, the  International Business Machine (IBM) Corporation   
developed the  Universal Product Code pattern   for bar codes which was used com-
mercially in 1974 to scan a pack of Wrigley’s chewing gum at a supermarket in 
Troy, Ohio [ 2 ]. Although the bar code has been around for over 60 years, its use in 
health care is relatively new and using the bar code as a tool to improve the safety 
of medication administration has been on the rise for only the last 15 years. 

 In 1999, the US Department of Veterans Affairs’ Veterans Health Administration 
rolled out its Bar Code Medication Administration (BCMA) software application to 
all inpatient medical facilities [ 3 ]. The application uses a simple concept to help 
 en  sure that the right patient is receiving the right medication at the right dose, at the 
right time, and via the right route. The BCMA user, while verifying these fi ve rights 
manually, uses a bar code scanner to input the patient data into the application. The 
application compares the number from the scanned item, such as the bar code on the 
patient’s wristband, to the patient database and after the patient’s identity is con-
fi rmed by the user, the user scans the bar code on each drug. The application then 
compares the numbers represented by the bar code on the scanned drug to those of 
the drug assigned by the pharmacist as well as comparing the current time to the due 
time. If the numbers match and time is within an acceptable time frame, BCMA 
records the medication as administered. If the numbers do not match or the time is 
beyond the acceptable time limit, BCMA provides an indication to the user of the 
mismatch so the user can take corrective action, such as obtaining the correct drug 
or waiting until the appropriate administration time. 

        J.  S.   Bagby ,  M.S.N., M.B.A., R.N-.B.C.      (*) 
    United States Department of Veterans Affairs ,   2663 Willowlawn St , 
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 BCMA systems have generally been shown to improve medication administra-
tion accuracy [ 4 – 9 ]. Additionally, since the US Food and Drug Administration 
( FDA  ) requirement to bar code all unit-dose medications produced for hospital 
point-of-care administration went into full effect in 2006 [ 10 ], the number of medi-
cations without bar codes has dropped signifi cantly. The research demonstrating the 
improved medication administration accuracy and the support of the FDA for bar 
coding products has led to the US Offi ce of the National Coordinator (ONC)’s 
endorsement of the technology by including the use of automatic identifi cation and 
capture technology (such as bar coding) as a requirement for Meaningful Use certi-
fi cation of the Electronic Health Record (EHR) [ 11 ]. The technology in health care 
has become ubiquitous with nearly every major manufacturer of EHR software 
offering its own unique version of a BCMA solution. The recommendation to 
employ bar coding is laudable; however, this chapter seeks to point out a few cases 
where the technology did not improve patient care. In fact, there are some scenarios 
when bar code technology has inadvertently led to medication errors.  

    Clinical Case Studies 

    Case 1 

    Clinical Summary 

  Seventy-six year old Andrew Taylor was admitted to the hospital following surgery to 
repair an  abdominal hernia  . He had been prescribed metoprolol at the same dose and 
rate he had been taking at home, 50 mg by mouth twice per day. A week earlier, the 
pharmacy had sent a message to the inpatient staff alerting them that they were having 
trouble obtaining metoprolol from their usual vendor and that the pills may look dif-
ferent than the ones they usually dispense. Following Mr. Taylor’s surgery, the nurse 
searched for the patient’s medications. He had only arrived from surgery a few hours 
ago, so his medications had not yet been delivered by the pharmacy. He was on the 
same basic medications that many other patients on the same fl oor had been pre-
scribed, so the nurse went to the med room and looked through the drawer of a patient 
who had recently been discharged. “Ah ha, here we go,” she thought as she snatched 
several metoprolol SA tablets from the discharged patient’s drawer and placed them 
in a drawer for her patient. She took the medication cart to the bedside and scanned 
the bar code on the patient’s wristband. After confi rming the patient’s identity, she 
started scanning the medications. Everything worked fi ne until she got to the metopro-
lol SA. When she scanned the medication, the program showed an error that said 
“incorrect medication, do not give.” She was used to seeing this kind of error fre-
quently, but usually if she cleared the error and scanned the medication again, it would 
work. Not this time; she scanned the medication a second time and it still did not 
work. Then she remembered the email she had seen the other day from the pharmacy 
about the hospital getting new metroprolol pills. She thought, “Hmm, it must not be 
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in the system yet.” and proceeded to ignore the error and administer the metroprolol 
SA tablet to the patient. Over the course of the evening, the pharmacy came with the 
patient’s medications and refi lled the cart for the next day. The practice by the phar-
macy is to take any medications still in the patient’s drawer at the end of the day and 
transfer them to the new drawer, so there may always be a few extras in case some-
thing does not scan correctly. The day shift nurse scanned the patient’s regular meto-
prolol, but when the evening shift nurse came on and pulled out the metroprolol SA to 
scan, she received the same error as the night before. “Oh well, I guess they are never 
going to enter this one in the system.” and proceeded to administer the metoprolol SA 
again. For three more days, this continued until fi nally, Mr. Taylor’s heart rate became 
dangerously low. He became lethargic and was having apneic spells. He was eventu-
ally transferred to the ICU where he later recovered.  

    Analysis 

 Many medications come in various compositions such as normal, short acting, and 
long acting; as such, “SA” can often be confusing because it could stand for  either 
  “short acting” or “sustained action.” It was this hospital’s policy that “SA” would be 
used along with the generic name for all non-branded long acting medications, but 
that was not common knowledge among all the nurses. This can be especially prob-
lematic for nurses who work in other facilities, such as traveling nurses, who are not 
as familiar with local policies as full-time employees. 

 Another factor contributing to the errors above was the use of other patient’s 
medications. Borrowing medications from another patient’s drawer has long been a 
workaround employed by nurses to ensure medications are available for their 
patients in a timely manner [ 12 ]. The unit dose medications are not labeled with the 
individual patient names, so it is possible to share unit dose medications between 
patients. In fact, it is somewhat of a necessity. If every medication had to be labeled 
specifi cally for every patient, the logistics of packaging, stocking, and tracking 
every medication for every patient would be overwhelming; consider all the ward 
stock medications such as acetaminophen, milk of magnesia, and so on that would 
have to be labeled for each individual patient. Then consider the IT burden of having 
to store and process all that information and the potential waste from personally 
labeled medications that are not consumed upon discharge. Many pharmacies would 
need to double the amount of staff to process medications if it were not for the abil-
ity to have ward-stocked medications. At any rate, the nursing staff should not be 
allowed to pilfer from other patients’ drawers. 

 The lack of knowledge regarding the abbreviation and the poor practice of pilfer-
age notwithstanding, this story represents a bigger problem which is the lack of trust 
in the system. The nurse had seen the same error message many times before and 
when she usually scanned the second time, the medication worked properly. This 
leads to the problem where users begin to doubt whether the system works as it 
should and the error messages go from being a useful troubleshooting tool to merely 
a roadblock around which the nurses quickly learn to navigate.  

5 Errors Related to Bar Code- Assisted Medication Administration



58

    Solutions 

 Some hospitals have created systems requiring staff to place a discharged patient’s 
medications in a tamper resistant bag to prevent nurses from creating their own 
ward stock. However, who is to say the nurse does not just remove what she wants 
to keep on-hand before sealing the bag? One potential solution to that would be to 
have the patient’s medication drawer rendered inaccessible upon discharge. Of 
course, for facilities that stock most of the patient’s medications in an  automated 
dispensing cabinet (ADC)   and not in individual patient drawers this is not an ongo-
ing issue. 

 Using the acronym “SA” for sustained  action   is acceptable and necessary in 
some situations. For example, in a situation where everyone is trained on the use of 
acronyms, abbreviations, and policy and a demonstration of competency require-
ment is in place. It may be necessary to use abbreviations and acronyms when the 
print or display area is very limited in size. However, in this case, not all users are 
trained on this specifi c policy and therefore, a large population of staff are at risk for 
misunderstanding the acronym. Information should be made available to the user 
and not expected to be remembered [ 13 ]. The hospital should do their best to fi gure 
a way to spell out such important acronyms when there is a strong possibility of a 
misinterpretation. 

 Finally, the system has to work seamlessly to build up the trust in the system. 
Once that trust is lost, it can take a very long time to rebuild that trust. This is why 
many relationships often fail; one breach of trust can lead to a lifetime of distrust 
even if the breach never occurs again. If an issue has been fi xed but the user does not 
know the issue has been fi xed and the user receives another error, he or she is likely 
to think the system is still broken and not bother to report the new error. Additionally, 
if they must use the system to get their work done, the user will do whatever he or 
she has to in order to complete the task, including fi nding a workaround. Koppel 
et al. [ 14 ] identifi ed numerous workarounds employed by staff. Any system is likely 
to have hiccups during the “go-live” phase that did not appear during testing. The 
key is not only to get those issues fi xed as soon as possible, but to quickly commu-
nicate to the staff that the issue has been fi xed to provide reassurance and to help 
build trust in the system.    

    Case 2 

    Clinical Summary 

   Bonnie was a new nursing assistant and had recently started working in the com-
munity living center ( CLC  )   . One of her duties was to replace the bar code wrist-
bands on the residents every other Tuesday. During her fi rst pass down the hall to 
replace wristbands, Mr. Eagles was in the bathroom. When she returned later to Mr. 
Eagles’ room she found a man on the side of the bed. “Mr. Eagles,” she said. “Yes” 
the man replied. “Hold out your arm, I have to put this new wristband on you.” The 
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man obliged, the nursing assistant applied the wristband and went down the hall 
searching for other residents to label. Shortly after the nursing assistant left the 
room, Mr. Eagles emerged from the restroom. “Ok Fred, are you ready to go to the 
dining room?” Mr. Eagles said to the man sitting on the side of his bed. 

 About a week later, the CLC’s nurse manager received a call from the laboratory. 
“How’s Mr. Eagles doing? We have noticed his blood glucose results have been 
really out of range, but when we looked back at his record, we do not see an order 
for blood glucose testing on him.” The nurse manager looked in the record and sure 
enough, Mr. Eagles did not have an order to test his blood glucose. She went to 
Mr. Eagles’ room and asked him directly who had been checking his sugar levels. 
He said that no one had performed any tests on him in several weeks. 

 Later that day, the nurse practitioner caring for several residents in the CLC 
asked one of the staff nurses why Fred’s blood sugar was not being checked regu-
larly. When the staff nurse looked at Fred’s record, she could see that the nurses had 
not been documenting blood glucose levels regularly before meals and at bedtime. 
The results seemed to be varied; some results were there but some were not and 
there was not any appreciable pattern. When the staff nurse mentioned it to the nurse 
manager, the two visited Fred’s room together and discovered that Fred was wearing 
two wristbands! The one on his left wrist belonged to him, but the one on his right 
wrist actually belonged to Mr. Eagles.  

    Analysis 

 Both Fred and Mr. Eagles had been residents of the CLC for several years. All the 
nurses knew them well; so well, that when it came to checking Fred’s blood glucose 
with the point-of-care glucometer or administering his medications, the nurses 
never even bothered to make sure they had the correct patient. The users scanned the 
patient’s wristband, followed the prompts on the glucometer to scan the user’s 
badge, and performed the test. The test results were then uploaded to the blood 
glucometer system. The glucometer system used the information from the transac-
tion to stuff the results into the record of the patient whose band was scanned. Only 
when the system could not fi nd a matching patient in the database after the informa-
tion is uploaded, would the laboratory personnel receive an error. In this case, since 
both patients were in the database, the information fl owed directly into the wrong 
patient’s record. 

 A bar code can be used to open a patient’s record, enter information into a 
patient’s record, or check to ensure a match between the scanned patient and an 
open patient record; however, no bar code can ensure the application is actually 
opening the correct patient’s record; this requires manual human vigilance. The 
blood glucometer system in this case is not linked to the EHR. When the user 
scans the patient’s band, there is no opportunity for the nurse to ensure that the 
scanned patient is the correct patient. The glucometer does not review the patient 
database to ensure the scanned information matches a patient in the database; 
moreover it does not display this patient’s information and then require the nurse 
to verify it is correct. 
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 This case illustrates several issues, including overreliance on the system, rote 
processes, and using an incorrect mental model. In certain practice settings, it is 
common for health care staff to get to know long-term patients. This is common in 
behavioral health, residential treatment centers, and CLCs (a.k.a. nursing homes). 
The patients may live in these care areas for years and consider them home. As a 
result, some residents fi nd wearing identifi cation bands like a stigma, especially for 
residents of behavioral health domiciliary programs where the residents are often 
out working in the general public during the day; a wristband draws unwelcome 
attention. For this reason, many of these programs rely on visual identifi cation of 
the patient, with photographic identifi cation as a backup. This visual identifi cation 
coupled with the rote process of scanning and an incorrect mental construct can lead 
to the errors as seen above. 

 With the BCMA system, users were taught to pull up the patient’s record and 
then scan the patient’s band. If the open record and the band did not match, the 
system produced an error. The problem here is that the users were trying to apply 
the mental model they have created of the medication administration system to the 
glucometer system. Both systems use bar codes to scan the patient’s wristband and 
both use bar codes to scan the user’s badge to identify the user. So why would the 
user think there is any difference between the two systems? As far as the user is 
concerned, both systems function the same way and therefore, if there was a prob-
lem with the patient identifi cation, the user believed the system would warn the user.  

    Solutions 

 One of the key features of any bar coding system used for safety is the requirement 
that human interaction still occurs. The elegant solution many readers may lean 
towards is to have the glucometer systems interact directly with the EHR. While that 
is a potential solution that may cost millions of dollars to develop, not to mention 
contracts between glucose monitoring systems and EHR developers, or at the least 
paying a third-party to develop an interface between the two, there is a much sim-
pler solution that really tackles the root of the issue. The root of the issue was mis-
identifi cation of the patient when the wristband was initially applied. Local processes 
that ensure competency in basic patient identifi cation and wristband applications 
would be far less time consuming and expensive than integrating the disparate glu-
cometer and EHR systems. A simple requirement that the patient’s identifi cation be 
adequately checked when applying a new wristband could potentially reduce 
numerous errors; an ounce of prevention is worth a pound of cure. Below are some 
relatively “low-tech” solutions to the real root cause of the issue:

    1.    Require the patient to state full name and other personally identifi able informa-
tion, such as date of birth and address, before placing the new wristband, i.e., the 
staff should require “active identifi cation” by the patient as opposed to “passive” 
acceptance.   
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   2.    Require the presence of two staff members (at least one who is familiar with the 
patient for residential care areas) when placing or replacing a wristband. This 
would be similar to the process most facilities use for validating blood products 
prior to administration.   

   3.    Use a photographic identifi cation method as an adjunct to verbal confi rmation by 
the patient when placing a new wristband (when the patient’s visual appearance 
is not signifi cantly impaired).   

   4.    Use the bar code scanner to scan the patient’s wristband when applying to ensure 
the wristband is functional and opens the correct patient’s record.   

   5.    Assess for and remove any objects that may lead to misidentifi cation (such as 
other wristbands)  .       

    Case 3 

    Clinical Summary 

  A new nurse was giving her fi rst dose of  medication   during the implementation 
phase of BCMA at her facility. She had attended the training session just two days 
earlier, but this was her fi rst encounter with the system alone. She logged in to the 
network, then logged into the BCMA application, opened the patient record and ran 
a report of the medications she needed to pull out of the ADC. She looked at the list 
of items to pull from the ADC and saw an order for heparin 10,000 units/ml. She 
thought that was a little strange since she had not had a patient on heparin in a long 
time; at least not within the last 9 months or so. Most of the patients on her unit were 
taking enoxaparin as the anticoagulant of choice these days. She pulled the vial of 
heparin from the ADC and returned to the patient’s bedside. She logged into the 
computer at the bedside, scanned the patient’s wristband, and validated the patient’s 
identity just the way she was shown in class. After validating the patient’s identity, 
she looked at the list of medications on the BCMA screen (Fig.  5.1 ). She recalled 
the class a few days ago and thought to herself it did look a little different because 
there were only fi ve orders on this patient’s screen as opposed to the 15 or more on 
the screen in the training class.

   “This may be easier than I thought,” she said to herself. She looked at the 
Medication column, confi rmed heparin 10,000 units/ml, and looked across to the 
cell to the right in the table displayed on the screen. In the next column, it read 5000 
units/0.5 ml. She nodded and said, “Yes, 10,000 units/ml is the same concentration 
as 5000 units/0.5 ml,” and proceeded to scan the drug. BCMA did not display any 
sort of error, confi rming the nurse’s suspicions that this must be the correct drug. A 
new window then appeared in BCMA asking her to enter the amount of the drug 
administered. She typed in “10,000 units” being sure to spell out the word “units,” 
as she was taught in class and proceeded to administer a dose of 10,000 units of 
heparin to the patient.  
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    Analysis 

 The error in this case is that the dose ordered for the patient was 5000 units, not 
10,000 units. There are several factors that led to this mistake including training, 
preceptorship, human factors, and system design. Training courses for BCMA can 
be overwhelming. There is often a desire by the instructor to cover every aspect of 
the new application and often in a very limited time. Conversely, many facilities 
have adopted online training as their preferred mode of training because it improves 
availability and enables asynchronous learning. However, there is rarely a happy 
medium; the users end up overwhelmed by too much information or do not have 
quite enough training to use the system safely. In this case, the desire of the instruc-
tors to cover every possible scenario during training required numerous orders for a 
variety of medications to be available on the training patient’s record. This led to the 
user feeling overwhelmed and having diffi culty transferring the information she had 
learned in the training class to the real-life scenario. 

 Regardless of the training modality, preceptorship is a key ingredient to suc-
cess. No new user should be allowed to use the system alone until a competent user 
of the system, system manager, or supervisor has deemed the new user competent 
to use the application. Simply sitting through a training class, either in person or 
via web- based instruction, is generally not suffi cient enough to support safe use. 
Preceptors, super-users, and supervisors should have a checklist of items that must 
be demonstrated before the user is allowed to be on his or her own. Almost every-
thing people do when it comes to safety involves specialized training, observation, 
and successful solo demonstration of practical skills and/or knowledge prior to 
issuing a statement of competency. Can you imagine if people were allowed to 

  Fig. 5.1    BCMA screen       

 

J.S. Bagby



63

drive vehicles after just watching a video or simply mimicking the actions of a 
driving instructor in a classroom without having to demonstrate competence? 

 In this case the blame could not be placed squarely on training, preceptorship, 
or user competence, because there are human factors and systems issues involved 
as well. Recall Fig.  5.1  and the design of the user interface. One column is labeled 
“Medication” and the column to the right is labeled “Dose.” The visual display of 
the Medication column can be somewhat confusing. There are two lines, both 
containing the name of the medication, one with a number and one without. Even 
though it was shared during training that the line containing the number is actu-
ally what is being dispensed by the pharmacy, not what is given to the patient, the 
line containing the number could easily be misunderstood to be the dosage. To 
make matters worse, the pharmacists input both the number of units and the vol-
ume in the dosage column (“5000 units/0.5 ml”). While this likely made perfect 
sense to the pharmacist and the pharmacist thought he was being helpful, this 
actually added to the confusion of the nurse. The nurse scans the screen from top 
to bottom and left to right. As she moved down the medication column and sees 
the order for heparin, she immediately sees “10,000 units/ml.” At this point, she 
has already made up her mind that she is supposed to give 10,000 units. When she 
moves over to the right, her eyes are still tracked on the information in the row. 
She did not look back up at the column header to see that the information in the 
next column was actually the dose. The two columns presented similar informa-
tion in the exact same manner, but the context between the two pieces of informa-
tion are different. In the fi rst column “10,000 units/ml” is the concentration of the 
medication. In the second column “5000 units/ml” is the dose, not the concentra-
tion. How could anyone expect the user to look at two sets of characters using the 
exact same pattern right next to one another and expect the user to know that one 
is in the context of a medication concentration and the other is the dose? It is a 
basic human factors principle that we attempt to fi nd and apply patterns and build 
mental models to help us understand and solve problems [ 13 ,  15 – 17 ]. From a 
human factors design standpoint, the user interface could be improved to prevent 
this type of confusion. 

 If this had been a typical tablet or unit dose medication, this error may not have 
occurred. In most other scenarios, such as for all unit dose medications, the system 
checks the scanned drug (which includes the dose) against the drug database. If the 
bar code of the scanned drug does not match the drug/dose combination ordered for 
the patient, the system reacts by: (1) telling the user it is the wrong medication, or 
(2) requiring the user to scan additional units of the item (e.g., if multiple tablets are 
needed to complete the dose), or (3) alerting the user that the scanned medication 
needs to be split and only a partial amount of the scanned drug is to be administered. 
This system is designed such that when a medication is provided in a multidose 
container and that container is scanned, the computer does not have any way to 
know how much of that multidose container was actually administered to the patient 
and asks the user to document how much was administered. This is where the sys-
tem design somewhat fails in the “5-rights” department. While the system displays 
the dose that should be given and allows the user to document the dose that was 
given, only the drug and the multidose container are checked for accuracy.  
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    Solutions 

 How can these issues be rectifi ed? As much as training needs to be designed to work 
for the trainer, it needs to work more so for the student. In the situation above, the 
orders for the patient were scheduled every 3 h to support around-the-clock training, 
so every class would have fresh orders and the trainer would not have to reset or 
clean-up between classes. This resulted in many orders displaying on the screen 
during training, which was overwhelming to the students. Ideally, the students 
should have only seen the number and types of orders that they are most likely to 
encounter in their own day-to-day operations. Also, the training should not try to 
address every possible scenario. The training should focus on the main concepts of 
the software, but then special scenarios should be addressed by the preceptors in the 
real world. There are big differences in the medication administration routines 
between the intensive care unit (ICU) and the CLC. If the training classes could be 
coordinated so that all students were from the ICU for example, then the training 
could focus mainly on intravenous medication administration. However, if the stu-
dents’ workplace assignments are varied, the class should be tailored to the stu-
dents, keeping the information at a higher level and let the preceptors and super-users 
introduce the workplace variances in the context in which they will actually occur. 

 If system design is within your purview, you may consider designing the system 
such that the amount of medication being dispensed and the dose to be administered 
are not as easily confused as well as providing a way to ensure the amount of drug 
being administered from multidose containers can more accurately be communi-
cated to the user. These are best accomplished by formal usability testing. The US 
National Institute for Standards and Technology [ 18 ] offers guidance to vendors and 
developers of health information technology such as how to integrate a framework 
of usability into software development and testing procedures incorporating stan-
dards developed by the International Organization for Standardization (ISO)  [ 19 ].    

    Discussion 

 Implementing a BCMA system has been shown to reduce certain types of medica-
tion errors [ 4 – 9 ]. However, like other health information technology solutions, it 
comes with an inherent set of unintended consequences [ 17 ]. Some of the issues 
may be introduced by the implementation of the technology and some of the issues, 
which were there before the technology was implemented, were either not solved by 
the implementation or worse yet, aggravated by the technology. 

 Although BCMA is often considered a nursing application, it is really the end- 
point of a fairly linear process that begins with the pharmacy (procuring medica-
tions) and relies on providers to properly enter orders and the pharmacy to process 
these orders. All of the pieces of those previous processes have to align perfectly in 
order for BCMA to even have a chance at being successful. If the pharmacy does not 
have a good system of entering medications into inventory as they are procured to 
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ensure bar codes are in the system to be recognized or relabeling the items with bar 
codes that work, the medications are not going to scan at the point-of-care and the 
users will almost immediately lose trust in the system. 

 Only after the processes that can adequately support BCMA have been put in 
place should the BCMA software be considered. The software must be designed to 
support the best process. If the software is designed around a poor process, prob-
lems inherent in the poor process will become overwhelmingly evident as soon as 
the technology is implemented [ 20 ]. This is why the software design must also 
incorporate human factors and usability principles. 

 Koppel et al. [ 14 ] categorized numerous workarounds employed by end-users to 
overcome barriers to proper BCMA use. These workarounds are typically in 
response to unintended consequences of a new solution. Unfortunately, it is often 
diffi cult to assess the potential consequences until a system is put in place. Adopting 
a framework to assess usability of any new solution and including end-users as well 
as staff specializing in informatics, such as an informatics nurse specialist, will go a 
long way in identifying potential issues before a solution is implemented [ 21 ]. For 
example, a usability study may have uncovered the potential issue noted in our 
heparin case before it was too late. The Offi ce of the National Coordinator within 
the Centers for Medicare and Medicaid Services is attempting to ensure these prin-
ciples are being applied by including them as requirements for certifi ed EHR sys-
tems in the USA [ 11 ]. This is a key point since more and more hospitals are buying 
commercial solutions rather than building them in house. In theory, the certifi cation 
process should help reassure customers that adequate safety enhanced design prin-
ciples have been incorporated into the design. 

 Of course, certifi cation only addresses the software design aspect and does not 
have any bearing on processes, training, proper competency assessment and the 
organizational resources needed to ensure a safe and successful implementation. 
Those factors absolutely must be considered with as much rigor as that used in the 
design of the system. Any organization that believes a BCMA system can be 
 purchased, implemented, and successfully operated without a signifi cant investment 
in the pre and post-implementation phases is surely doomed to fail.  

    Key Lessons Learned 

•     The importance of usability testing during software development cannot be 
overstated.  

•   Human factors principles (such as understanding how humans develop and apply 
mental models to solve problems) must be incorporated into the software design 
process as well as the processes that support BCMA implementation.  

•   Information should not always be expected to be considered common knowledge 
or retained in memory, e.g., when a system is used by people from varying 
 backgrounds and disciplines, acronyms, abbreviations, and shorthand jargon can 
easily be misunderstood.  
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•   Not every problem requires an elegant software solution. Sometimes the elegant 
software solution is nothing more than a patch placed over a poor process and 
fi xing the true root cause is simply a matter of fi xing the process.  

•   BCMA is a linear process that relies on many moving pieces. All of these mov-
ing parts must be in perfect synchronization for a successful implementation.  

•   BCMA is not a “plug and play” application; it requires proper training, compe-
tency, and ongoing resources to support the processes, application, and equip-
ment needed to operate BCMA on a day-to-day basis.        
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    Chapter 6   
 Errors Related to Outpatient E-Prescribing                     

     Olufunmilola     Abraham      ,     Loren     J.     Schleiden      , and     Michelle     A.     Chui     

          Introduction 

  Outpatient settings   (such as physician offi ces and retail pharmacies) are where the 
majority of healthcare is provided and medication errors are a substantial public 
health problem in these settings. Medication errors in outpatient settings are known 
to occur frequently, are often preventable, and can lead to adverse drug events and 
signifi cant patient harm [ 1 – 3 ]. Electronic prescribing, commonly referred to as 
e-prescribing, has been introduced to many outpatient settings to reduce medication 
errors, thereby improving quality of care and patient safety. E-prescribing allows 
prescribers to electronically generate and send prescriptions to pharmacies [ 4 ]. The 
recommendation to adopt e-prescribing to reduce medication errors in the 2003 
Medicare Modernization Act [ 5 ] and the 2006  Institute of Medicine (IOM) report   
“ Preventing Medication Errors :  Quality Chasm ” [ 6 ] gave rise to widespread public-
ity of its role in enhancing patient safety. A core objective of the meaningful use 
policy for electronic health records (EHRs) required physicians to transmit more 
than 40 % of all prescription orders using e-prescribing in order to receive federal 
fi nancial incentives [ 7 ]. These federal requirements for adherence to the meaningful 
use of  EHRs   resulted in an increase in adoption of e-prescribing in ambulatory care 
practices [ 8 ]. Between 2010 and 2013, the number of physicians using e-prescribing 
rose by 80 % [ 9 ], and 55 % of physicians in ambulatory practices now have 
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e-prescribing capabilities [ 10 ]. Consequently, the number of e-prescriptions 
received in pharmacies has dramatically increased within the past 5 years, from 29 
million in 2007 to more than 1.04 billion in 2013 [ 11 ]. 

 The  rapid adoption   of e-prescribing was expected to facilitate prescription pro-
cessing in pharmacies and improve ambulatory medication safety by preventing 
medication errors that result from poor handwriting, misspelling, or illegibility [ 3 ]. 
Unfortunately, medication error rates did not diminish as expected [ 12 ]. 
E-prescribing reduced certain types of errors, particularly those resulting from 
illegible handwriting [ 13 ], but it introduced new types of errors caused by design 
fl aws in EHRs or workfl ow issues associated with its use [ 14 – 16 ]. An estimated 
11 % of e-prescriptions sent from physician offi ces to community retail pharmacies 
are known to have errors such as wrong drug, wrong dosage, wrong dosage form, 
wrong directions, wrong duration of therapy, and wrong patient [ 12 ,  17 ,  18 ]. 
Pharmacists, who are recipients of e-prescriptions sent from physician offi ces, 
have suggested that omitted or inaccurate information accounts for most errors 
associated with e-prescribing [ 19 ]. 

 A recent  qualitative analysis   of pharmacists’ perceptions identifi ed fi ve themes 
when e-prescribing is not completely implemented or suboptimally designed. These 
include communication issues, workfl ow disruption, cost, poor design of technol-
ogy, and opportunity for new errors [ 17 ]. Community retail pharmacy personnel 
have described some negative consequences of e-prescribing issues which include 
increase in time required to process e-prescriptions when inaccuracies and software 
design issues occur (drop-down menus, poor screen design, and automatic fi lling 
functions which may result in wrong, missing, or contradicting information in an 
e-prescription) [ 19 ]. In summary, further evaluation of the impact of e-prescribing 
on patient safety is warranted to ensure effi cient and safe medication management 
in outpatient settings. 

 In this chapter, we present two case studies that illustrate some unintended conse-
quences of e-prescribing in outpatient settings and what can be done to prevent them.  

    Case Studies 

    Case Study 1: Retrieving Incorrect E-Prescriptions 

    Clinical Summary 

 A 63-year-old man with multiple medical problems was seen by his primary care 
doctor for a routine follow-up appointment. Despite receiving psychotherapy, the 
patient admitted that he continued to struggle with anxiety. In light of these com-
plaints, the primary care doctor elected to prescribe  alprazolam  , an antianxiety agent. 
The clinic had just implemented e-prescribing, so the physician reassured the patient 
that he did not need a paper prescription; he could simply go to the pharmacy to pick 
up his medications. While entering the prescription for  alprazolam  , the clinic nurse 
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inadvertently entered an additional medication, atenolol, a prescription intended for 
a different patient. Quickly recognizing her error, she deleted the atenolol order. 
Unfortunately, despite her efforts, the e-prescription went through to the pharmacy. 
When the patient arrived at the pharmacy, he was given both medications. Although 
he thought that it was a bit strange to receive two medications for his problem, he was 
willing to do anything to reduce his anxiety. Consequently, he took both medications 
as instructed. A few days later, during his cardiology appointment, the error was 
noted, and the atenolol was discontinued.  

    Analysis 

 The above case study, taken from a commentary by the Agency for Healthcare 
Research and Quality web morbidity and mortality reports [ 20 ], illustrates the unin-
tended errors that can take place with e-prescribing and potentially result in patient 
harm. The clinic nurse entered the atenolol without checking the name and date of 
birth on the patient profi le and then, after realizing her mistake, did not verify that the 
medication was deleted from the medication list before or after transmission to the 
pharmacy. In addition, the system allowed the nurse to prescribe on behalf of the doc-
tor and transmit without fi rst being verifi ed by the doctor. Analysis of this case study 
depicts two primary sociotechnical issues that contributed to this e- prescribing error. 

   Communication Lapses 

   Insuffi cient Doctor–Patient Communication 

 During the clinic visit, there was  i  nsuffi cient information presented to the patient 
about the medication prescribed and sent to the pharmacy. For effective communica-
tion to occur, the patient could have been aware of the names or the number of medi-
cations to be picked at the pharmacy. The patient could also have received a paper 
artifact to enable verifi cation of the medications once received at the pharmacy. 
There has been very limited research to better understand how physicians engage 
with patients about their medications during the e-prescribing process, how patients 
participate in this process, or how patients perceive e-prescribing’s impact on the 
quality of care they receive. There is increasing awareness of the importance of 
engaging patients during care delivery [ 21 ], especially as health IT, such as 
e- prescribing, is being used by providers [ 22 ,  23 ]. Engaged patients are known to 
have higher levels of satisfaction, increased understanding of their care, more engage-
ment in health-improving behaviors, and improved health outcomes [ 24 – 28 ]. As 
noted by Lapane and colleagues, introduction to computer hardware in the form of 
e-prescribing or EHRs into patients’ examination rooms may be a barrier to effective 
communication between patients and providers by reducing eye contact and interper-
sonal connection [ 29 ]. As shown in Fig.  6.1 , patients and their family caregivers need 
to be active participants throughout the e-prescribing process in outpatient settings, 
since it is known that patients’ engagement in their care is critical for safety.
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      Inadequate Clinic–Pharmacy Communication 

 Communication issues  w  ithin the healthcare system can impact medication errors 
as more healthcare professionals gradually transition to electronic means of trans-
mitting information. In this case, the clinic nurse failed to verify that the correct 
e-prescription information was received in the pharmacy by assuming that the 
e-prescription had been canceled. This error initially resulted from the inadvertent 
unwarranted medication (atenolol) for a different patient as the nurse entered the 
prescription for alprazolam. Nonetheless, adequate communication between the 
clinic nurse and the pharmacist through a phone call or online messaging would 
have ensured that the e-prescription was actually canceled and not dispensed to the 
patient. Because healthcare settings are busy and clinicians have signifi cant time 
constraints, such communication to proactively prevent medication errors might be 
neglected. Verbal communication between prescribers and pharmacists to clarify 
e-prescribing information has been strongly recommended to help address the 
shortcomings of e-prescribing systems that can lead to medication errors [ 30 ]. 

 Previous research has demonstrated that reduction in communication among 
healthcare professionals can increase the likelihood of errors that result from mis-
communication and poor coordination of patient care [ 31 – 33 ]. Since e-prescribing 
has potential to be a two-way communication system between prescribers and phar-
macists, effective communication with pharmacists who are usually the last safety 
check before ambulatory patients receive prescribed medication is necessary [ 17 ]. 
Currently, e-prescribing communication between prescribers and pharmacies is pre-
dominately unidirectional (from prescribers to pharmacists) and pharmacists typi-
cally rely on telephone and facsimile to clarify e-prescription discrepancies with 

  Fig. 6.1    E-prescribing: medication errors and need for patient engagement       

 

O. Abraham et al.



73

prescribers [ 17 ,  34 ,  35 ]. The pharmacy software does not provide complete seamless 
electronic communication with prescriber systems and the cost of this electronic 
communication is borne by the pharmacies which might limit its use [ 17 ]. 
E-prescribing systems that optimize communication and workfl ow within outpatient 
practices may help  minimize   both cost and the potential for the introduction of errors.   

   Training on E-Prescribing Capabilities 

 There is commonly  a   lack of knowledge about the true capabilities of health IT 
systems such as e-prescribing once they have been implemented in a practice set-
ting. This usually results from insuffi cient training of users such as doctors, nurses, 
or pharmacists [ 36 ]. In this case study, the clinic had just implemented e-prescribing 
and the nurse assumed that, by deleting the e-prescription in the clinic computer, the 
e-prescription had automatically been deleted from the pharmacy system. 

 Several researchers have indicated that lack of adequate training is a cause of 
e-prescribing errors [ 37 – 39 ] and is a limitation of successful implementation of 
e-prescribing in healthcare settings [ 40 ]. In addition, researchers have recommended 
that ongoing training for users needs to be continually maintained and updated to 
refl ect new clinical guidelines and to minimize unintended consequences such as 
medication errors [ 41 ]. Although potential cost of such training and employees and 
clinicians’ willingness to  underg  o training might be barriers, the value of effi cient 
training will be actualized over time.   

    Solutions 

 There are multiple ways this  medication   error could have been prevented throughout 
the prescribing process. A paper summary of prescriptions, including the name, indi-
cation, form, and directions, could help a patient to check that medications picked up 
at the retail pharmacy is what was initially prescribed. This patient might have ques-
tioned receiving multiple medications if the provider had given him a list of medica-
tions to be picked up at the pharmacy. A direct line of communication from provider 
to pharmacist can help facilitate increased communication regarding any possible 
errors, making it easier for the clinic nurse to check that her error had not reached the 
pharmacy. Enhanced training on e-prescribing features can clear up confusion on 
capabilities of e-prescribing systems. 

 Prescriber-focused interventions may be necessary to optimize medication 
safety; specifi cally, implementing some system functionalities can signifi cantly 
prevent future e-prescribing errors. For instance, a forcing function that requires 
 prescribers to review e-prescribing order entries before they are sent to pharmacies 
might have prevented the nurse from sending the atenolol e-prescription to the 
pharmacy. E-prescribing systems can also be modifi ed to provide a return receipt 
of prescriptions from pharmacies to prescribers; this would have alerted the nurse 
that two prescriptions arrived at the pharmacy. The prescriber’s system can also 
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require an additional step to confi rm deletions with pharmacies. Although such 
functionality would be useful, it could add extra steps to a workfl ow that is already 
 complica  ted by new technology. 

 In addition, prescribers need to continue to inform their patients of the name and 
appropriate use of medications even when e-prescribed. Providing and reviewing a 
current medication list with patients as part of the visit summary would also help to 
identify discrepancies when they occur before the patient leaves the offi ce and picks 
up medications in the pharmacy. The sharing of patient care summaries at transi-
tions of care as a requirement for meaningful use incentives should extend to include 
the pharmacist as a specialist in the care of each patient. Sharing such summaries 
can alert the pharmacist to  tr  eatments without appropriate diagnoses, as well as 
provide valuable clinical information to monitor management of chronic conditions 
with various drug therapies.   

    Case Study 2: Incorrect Drug Quantity Detected 
in Community Pharmacy 

    Clinical Summary 

 An e-prescription for  antibiotic cephalexin   was received at a community retail phar-
macy for a 45-year-old woman being treated for a streptococcal infection. The 
e-prescription dosage directions stated “ take one capsule 4 times a day for 5 days , 
 total quantity requested 40 capsules .” Upon inputting the e-prescription informa-
tion into the pharmacy computer system, the community pharmacist noted a mis-
match between the quantity the physician requested to be dispensed to the patient 
(40 capsules) and the actual quantity that the dosage directions implied (20 cap-
sules). This presented confusion for the pharmacist who wondered “ is 40 capsules 
right or is 5 days right ?” The pharmacist proceeded to call the urgent care offi ce 
from which the e-prescription had been sent to ask and double-check which was 
intended. The doctor eventually verifi ed that the quantity requested was inaccu-
rately calculated and the pharmacist should dispense the antibiotic as a 5-day supply 
(quantity 20 capsules).  

    Analysis 

 To protect privacy of patients and institutions, this case study has been modifi ed to 
be fi ctional. In this scenario, the doctor’s e-prescribing system allowed the pre-
scriber to document confl icting drug quantity and dosing direction information. 
Incorrect drug quantity selection has been reported as a common problem with 
e-prescriptions received in community pharmacies [ 18 ]. These errors may be caused 
by inappropriate use of drop-down menus, auto-populate features, or a lack of fi nal 
review of the e-prescription before being sent to the pharmacy. One study analyzed 
3,850  computer-generated prescriptions   from a commercial pharmacy chain in 
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three states and found that 11.7 % of the prescriptions contained some sort of error 
and 4 % contained errors that were serious enough to potentially cause an adverse 
drug event [ 42 ]. In this study, anti-infective agents, including antibiotics such as 
cephalexin, accounted for 17.3 % of medication errors. As described below, retail 
pharmacists have developed strategic approaches for detecting and addressing these 
e-prescription errors. 

   Detection of Medication Errors in E-Prescribing 

  A double-check of the e-prescription by the prescriber would help prevent a simple 
miscalculation from turning into a medication error. When an e- prescr  iption with an 
error makes it to the pharmacy, pharmacy technicians are often the fi rst staff mem-
bers to encounter prescriptions sent to community pharmacies, and, as such, they 
have the fi rst opportunity to identify discrepancies [ 34 ]. A pharmacy technician can 
be responsible for receiving the e-prescription, reviewing for accuracy, preparing 
orders, packaging and labeling medicine, assisting patients, and maintaining patient 
records [ 43 ]. Characteristics of pharmacy technicians, such as experience, certifi ca-
tion, education, personality, and full- versus part-time status can impact how well a 
technician performs his or her duties, including the detection and resolving of 
e- prescribing errors. 

 Errors could be detected by the pharmacy technician throughout any of the steps 
they perform leading up to the pharmacist review, but it is the ultimate responsibility 
of the pharmacist to detect any errors through reviewing the order before it is dis-
pensed to the patient. Most e-prescription errors in the community pharmacy are 
detected during the entering of information into the pharmacy computer system 
[ 34 ]. Some strategies used in community pharmacies by both pharmacists and phar-
macy technicians include performing double-checks, printing the e-prescription to 
confi rm information on the computer screen, and using colored pens to highlight 
pertinent information  [ 34 ].  

   E-Prescription System Design 

   Provider Interaction with E-Prescribing Systems 

 Though e-prescribing  systems   are designed with usability in mind, some features of 
e-prescribing systems can facilitate unintended medication errors. For instance, auto-
population features are meant to make updating an order faster and more convenient, 
but they can also lead to old, inappropriate, and/or inaccurate information remaining 
on repeated e-prescriptions if information is not updated properly [ 44 ]. This can 
occur when a prescriber might use old e-prescriptions to generate a refi ll prescrip-
tion, which might have obsolete or inaccurate information. Drop-down menus also 
open up the possibility of accidentally choosing a wrong option, and scrolling fea-
tures can lead to inadvertent changing of information entered.    
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    Solutions 

 It is important for prescribers to develop best practices for using e-prescribing 
 systems and to receive additional training to double-check or review prescription 
information before sending to the pharmacy to avoid mistakes. Pharmacy techni-
cians would provide a great service by fi rst detecting the error and possibly resolv-
ing the error before it reaches the pharmacist for fi nal review. E-prescribing system 
features could be implemented so that miscalculations of drug dosages do not cause 
confl icting information on prescriptions. Another feature that would be useful in the 
case described is that of “ auto-calculation  .” Auto-calculation could be applicable to 
e-prescriptions which require a set dose for a set amount of time to ensure that the 
quantity described in the e-prescription directions matches the quantity prescribed. 
Such built-in calculators would prevent incorrectly calculated drug quantities on 
e-prescriptions.    

    Summary 

 The 1999 IOM report “To Err is Human: Building a Safer Health System” shed light 
on the potential role of health IT in reducing harm and healthcare costs that result 
from medication errors [ 45 ]. However new technologies like e-prescribing may also 
introduce unintended consequences such as medication errors that can negatively 
affect patient safety. As more outpatient settings implement these systems, technol-
ogy-related errors are increasingly evident and signifi cant. To help prevent these 
errors, healthcare professionals need to track and report the errors even if they do not 
reach the patient through user-friendly reporting systems. Thus, aggregated error data 
can be analyzed, and shared with users and vendors to develop and identify redesign 
strategies and best practice guidelines. All stakeholders such as prescribers, pharma-
cists, and patients can play an important role in proactively mitigating these errors.  

    Key Lessons Learned 

•     E-prescribing has undergone a rapid and widespread implementation within the 
last decade, and is now used by a majority of prescribers.  

•   The implementation of e-prescribing has not reduced the occurrence of medica-
tion errors, as new errors specifi c to e-prescribing have emerged.  

•   Communication lapses, insuffi cient e-prescribing system training, and 
e- prescribing system design fl aws can contribute to e-prescription errors reach-
ing community pharmacies.  

•   Detection of e-prescription errors through pharmacist medication review of the 
prescription has become a key “last line of defense” to prevent medication 
errors from reaching patients.  
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•   Engaged patients that are more active participants in their care may be more 
familiar with their self-care regimen and medications, and would be more likely 
to assist in detecting and preventing medication errors.        
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    Chapter 7   
 Errors Related to Alarms and Monitors                     

     JoAnne     Phillips     

          Background 

 The presence of technically complex medical devices in the clinical environment has 
increased signifi cantly over the past three decades. In 1983, critical care units aver-
aged six different  types   of clinical alarms; by 2011, that number had increased to 40 
[ 1 ,  2 ]. ECRI Institute, a nonprofi t organization that researches the safety and quality 
of medical devices, procedures, and drugs, has named alarm hazards as the number 
one health technology safety hazard 4 years in a row [ 3 ]. 

 Clinical alarms are designed to notify staff of a change in the patient’s physio-
logic status or the failure of a  medical device   [ 4 ]. Medical devices obtain data from 
sensors that measure biophysical signals, interpret the data, and convert it to infor-
mation for clinicians to use in making decisions. Many medical devices, such as 
cardiac monitors, are designed to fi lter the data through pre-programmed settings to 
notify staff when the  data   are outside set parameters by sounding an alarm. Clinicians 
are challenged by the high sensitivity and low specifi city associated with clinical 
alarms that result in an overabundance of non-actionable alarms [ 5 ]. Many reports 
state that 86–99 % of clinical alarms are non-actionable and thus considered nui-
sance alarms [ 5 – 8 ]. 

 The high percentage of  nuisance alarms   may result in staff disabling, silencing or 
ignoring alarms [ 7 ]. These actions may result in actionable alarms going unnoticed, 
increasing the risk for patient harm. Staff may develop a mistrust of alarms as a result 
of the overwhelming number of alarms. If a clinician believes that the alarm is accu-
rate 90 % of the time, they will respond 90 % of the time. If they believe that it will 
be accurate 10 % of the time, they will answer it 10 % of the time [ 9 ]. 
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    Alarm-Related Harm Data 

 Alarm-related harm data are reported to several databases; two key examples are the 
 manufacturer and user facility device experience (MAUDE) database   of the Food and 
Drug Administration (FDA) and the sentinel event database at the Joint Commission 
(TJC). Reporting to the  MAUDE database   is mandatory for manufacturers and users of 
medical devices when there is a reasonable suspicion that their device has contributed to 
patient harm or death [ 10 ]. Reporting to the  TJC   sentinel event database is voluntary; 
thus adverse events are believed to be under-reported, possibly by a factor of ten [ 11 ]. 

 From 2005 to 2010, 566 reports of alarm-related deaths were submitted to the 
MAUDE database. Follow-up investigations often revealed that users were not famil-
iar with how the monitoring equipment worked or had not checked the monitor’s 
alarm status [ 10 ]. 

 From 2009 to 2012, ninety-eight alarm-related sentinel events were reported to 
 The Joint Commission (TJC)  . Harm from the reported sentinel events included 80 
deaths, 13 patients with permanent loss of function, and 5 patients with unexpected 
additional care or extended stay [ 11 ].  

    Contributing Factors to Alarm-Related Patient Harm 

 Alarm fatigue is the most common  factor   contributing to alarm-related patient harm 
[ 11 ]. It is defi ned as the “limited capacity to identify and prioritize alarm signals, 
which has led to delayed or failed alarm responses and deliberate alarm deactiva-
tions” [ 12 ]. Recently, there has been a tremendous focus in the literature on the clini-
cal alarm [ 1 ,  2 ,  5 ,  13 – 15 ]. 

 Other contributing factors include alarms that are not customized to individual 
patients, inadequately trained staff, inadequate nurse staffi ng, alarms not integrated 
with other technology, and equipment malfunction [ 5 ,  11 ].   

    Alarm Hazards and Potential Failures 

 Clinical alarm management is a complex process with multiple vulnerabilities.  
 ECRI has identifi ed a number of alarm hazards, including alarm activation, alarm 
load, alarm notifi cation process, alarm content, alarm escalation, policies, practice, 
and education [ 14 ]. 

    Alarm Activation 

  Once a variable or physiologic data point crosses a threshold or alarm limit, an alarm 
should be activated. The fi rst failure point in the complex alarm process is the failure 
of an alarm to sound or be activated. If the alarm does not activate, the clinician must 
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investigate and understand whether the alarm limit was set correctly to notify the 
clinician of a change in condition or a mechanical failure [ 14 ].  Activation   failure 
could be associated with a lack of training or equipment failure [ 11 ]. The case study 
discussed later in the chapter on ECG bedside monitor signal disruption is an exam-
ple of a failure of alarm activation.   

    Alarm Load 

 Patients and the staff caring for them may be exposed to as many as 700 alarms in 
a day [ 7 ], which creates an overwhelming alarm load for the patient and the nurse. 
The large percentage of non-actionable or nuisance alarms (86–99 %) creates a 
cognitive  burden   for clinicians, who have to process every alarm. Alarm fatigue is 
an adaptive mechanism to manage the complex cognitive burden associated with 
alarms [ 16 ]. The high number of alarms is indicative of a large number of nuisance 
or non-actionable alarms, potentially resulting from a lack of customization of the 
alarms.  

    Alarm Notifi cation Process 

 There are several mechanisms for clinicians to be notifi ed of an alarm, each with 
a potential for failure. Once an alarm activates, the information must be sent either 
directly to the clinician who is going to respond or to the backup responder. Alarm 
notifi cation can be direct, where the clinician hears or sees the alarm as it is occur-
ring. Notifi cation can be indirect, from a middleware device, such as a pager, 
voice badge, or smartphone, or from a telemetry technician in a remote location. 
Communication about an alarm must be clear and direct to avoid missing impor-
tant messages. Technology failures, such as the alarm volume being turned down, 
the staff forgetting to connect a device, or middleware failure, may create a failure 
at this stage [ 1 ,  2 ,  5 ,  13 ,  15 ]. There are four barriers to the alarm  notifi cation 
process  . 

 The fi rst barrier is an inadequate notifi cation process. If an alarm sounds and staff 
with primary and backup responsibility do not acknowledge it, an appropriate 
response will not occur. The second barrier is failure to use technology correctly. In 
the case study on middleware failure, staff may be unfamiliar with how to operate the 
pagers correctly, which contributes to their inability to recognize device failure. 
Limitations of technology are the third barrier, and include battery failure or  network 
failure. Environment is the fi nal barrier. The environment or physical space can infl u-
ence the clinician’s ability to hear or acknowledge an alarm. Long hallways and 
structural barriers may result in a delay in the nurse or other clinician recognizing 
and responding to an alarm [ 14 ].  
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    Alarm Content 

 The alarm must contain enough information for the clinician to know how to respond. 
Important data points in the alarm  content   include which patient is alarming, the 
patient’s location, and the priority of the alarm [ 14 ]. If an alarm sounds at the central 
station, the clinician must be able to look at the monitor and know the identifi cation 
of the patient and the patient’s location. If an alarm is sent over a middleware device, 
such as a pager or smartphone, the device may be able to transmit the electrocardio-
graphic tracing for the nurse to review. Clinicians must also be able to discriminate 
between the audible content of different alarms to establish the priority of the alarms. 
Discrimination of alarm sounds is an important part of education and training.  

    Alarm Escalation/Backup 

 Alarm response protocols must be developed for each clinical area. Notifi cation of an 
alarm must be delivered to the clinician who has primary  re  sponsibility for respond-
ing to the specifi c alarm. There will be situations where staffs with primary respon-
sibility are not able to respond, in which case a plan for backup responsibility must 
be part of the alarm response protocols. Backup notifi cation can be sent to another 
clinician on the unit, the charge nurse, the nurse manager or other leader, or all staffs 
[ 8 ,  14 ]. Staffs need to be educated on alarm response protocols to understand their 
primary and backup responsibilities.  

    Policies, Practice, and Education 

 Improving the safety of clinical alarm systems is now a Joint Commission National 
Patient Safety Goal (NPSG) 6.01.01; the associated elements of performance defi ne 
key requirements  for   policies, practice, and education associated with clinical alarm 
(Table  7.1 ) [ 17 ].

        Case Study 1: Middleware Failure 

 To support the acuity and unique needs of its patients, a large academic medical center 
is committed to a model of care in which patients are aggregated to specifi c patient care 
units where the nurses and other team members are experts in the care of the patient’s 
primary diagnosis. To support that model, telemetry monitoring is available on every 
fl oor with nurses accountable for the  telemetry monitoring   of their own patients. Two 
other commonly seen telemetry models use telemetry technicians, either on the clinical 
unit or in a common area, often referred to as a war room. In the model at the Hospital 
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of the University of Pennsylvania (HUP), when a telemetry alarm is activated, the 
nurse is alerted via pager (middleware device) that the patient has violated the set alarm 
parameter and the nurse is responsible to respond to the alarm. 

 After an upgrade of the telemetry system, a number of  unscheduled telemetry   
pager downtimes occurred over a 3-month period, placing the patients at risk. The 
alarm at the central station is the primary notifi cation. The notifi cation is carried 
through a gateway system (Emergin) to the telemetry pagers, and is considered an 
alert (i.e., secondary notifi cation). The clinical nurses rely on the pager for notifi ca-
tion as they are often away from the central station. When pager failures occurred, 
nursing staffs were not immediately aware, and continued to rely on notifi cation 
from the pagers for their telemetry alarms. With the diffusion of telemetry on every 
unit, pager failures can occur on one fl oor, in one building, or on all 12 units across 
fi ve buildings that rely on pagers for notifi cation. 

 Once a pager failure is identifi ed on one unit, all units require  pager testing   by the 
charge nurses to ensure that their pagers are functioning. The impact of the downtime 
is contained in a summary of the reported pager failures over a 3-month period, 
including the causes of failures, the number of units affected, the hours the pagers 
were down, and the support required to maintain the standard of care (Table  7.2 ). 
These failures were brought to the attention of the Patient Safety Steering Committee, 
who suggested a  Failure Modes and Effect Analysis (FMEA)   to identify potential 
failures in this complex system [ 18 ]. FMEA is a strategy for proactive risk assess-
ment once a potentially high risk or complex process is identifi ed.

   Table 7.1    National patient  safety   goal 6.01.01   

 Improve the safety of clinical alarm systems—elements of performance 
 1. Leaders establish alarm system safety as a hospital priority. 
 2. Identify the most important alarm signals to manage based on the following: 

 • Input from the medical staff and clinical departments 
 • Risk to patients if the alarm signal is not attended to or if it malfunctions 
 • Whether specifi c alarm signals are needed or unnecessarily contribute to alarm noise and 

alarm fatigue 
 • Potential for patient harm based on internal incident history 
 • Published best practices and guidelines 

 3. As of January 1 2016, establish policies and procedures for managing the alarms identifi ed 
in EP 2 above that, at a minimum, address the following: 
 • Clinically appropriate settings for alarm signals 
 • When alarm signals can be disabled 
 • When alarm parameters can be changed 
 • Who in the organization has the authority to set alarm parameters 
 • Who in the organization has the authority to change alarm parameters 
 • Who in the organization has the authority to set alarm parameters to “off” 
 • Monitoring and responding to alarm signals 

 4. Checking individual alarm signals for accurate settings, proper operation, and detectability 
 5. As of January 1 2016, educate staff and licensed independent practitioners about the 

purpose and proper operation of alarm systems for which they are responsible 

  The Joint Commission (2015). Hospital: 2015 National Patient Safety Goals. Retrieved from 
  http://www.jointcommission.org/assets/1/6/2015_NPSG_HAP.pdf     (November 14, 2015)  
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      Steps in FMEA 

  Assemble the Team . The  complex  ity of the upgraded telemetry system required the 
team to have broad representation. The upgraded system increased the complexity 
of signal processing and required the engagement of a number of stakeholders from 
information technology to enable the team to map out the process and identify the 
failure modes  an  d potential effects. Including diverse roles on the team members 
was essential to success (Table  7.3 ).

   Table 7.2    Unscheduled  t  elemetry pager downtime: 3 months of data   

 Reason for failure 
 Number of clinical 
units effected 

 Time period of failure 
 Supportive resources 

  Month 1  
 Emergin system incorrectly 
programmed, resulting in alerts to 
the pagers every 30 s 

 12 units (all units)  Average time out of 
service in month one: 
5 h/each occurrence 

 Server failure, no communication, 
no pages 

 1 unit 

 Cause not identifi ed—no pages  2 units 
  Month 2  
 Firewall failure—no pages  2 units  Total time down, 40 h. 

 Required RN monitor 
watchers 24/7 

  Month 3  
 Firewall re-boot caused pager failure  2 units  8 days of intermittent 

issues; total of 40 h; 
intermittent monitor 
watchers required 

 Alert messages, but no real issue  2 units 
 “Emergin Disconnect” message, but 
paging was functional (occurred 
twice) 

 2 units 

 Alarms in the alarm log, but no 
message to pagers 

 1 unit 

  Table 7.3    Roles  of 
  stakeholders  

 Manager of nursing technology 
 Director of nursing systems 
 Nursing administrative coordinator 
 Coordinator of nursing quality and patient safety 
 Director of clinical engineering 
 Associate director of clinical engineering 
 Clinical engineering technologist 
 Associate executive director 
 Information security engineer 
 Network engineer 
 Entity information offi cer 
 Clinical nurses (4) 
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       Map the Process 

 To map the process, the team began with the process before the upgrade (Fig.  7.1 ), 
and then mapped the process after the  upgrade   (Fig.  7.2 ), which included the poten-
tial failure modes.

        Hazard Analysis 

 Using the steps within the process map, a hazard analysis was calculated to deter-
mine potential failure modes. The  FMEA workshee  t (Table  7.4 ) describes each step, 
the associated potential failure modes, the potential effects of each failure, and the 
 risk priority number   (RPN). After mapping out the process, the team met several 
times to identify the potential failure modes and effects, and to calculate the risk 
priority numbers. The team ranked almost all the failure modes with a severity of 
four (the highest score is fi ve) because the effects were the same, no paging. The 
step with the most failure modes was the alarm to telemetry pager, with fi ve differ-
ent failure modes. In calculating the RPN, these failure modes had the top RPNs, 
which ranged from 24 to 48.

  Fig. 7.1    Emergin  pagin  g (previous confi guration)       
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       Action Plan 

 An  action plan   was developed to enable nursing leadership to take action once pager 
failure was recognized (Fig.  7.3 ). One of the challenges was to identify the breadth 
of the issue, to understand whether the pager failure was on one fl oor, one building, 
or across all the fl oors. The process map helped to identify where the technology 
failure was based on whether pagers fail on one unit, in one building, or across all 
units/buildings. Once the pager failure was identifi ed and clinical engineering is 
contacted, a separate action plan was put into place (Table  7.5 ). Communication of 
both action plans was provided through multiple venues. For nursing, communica-
tion was provided through huddles, Nursing Quality and Patient Safety Council, 
Nursing Leadership Council, and patient safety walkrounds. Clinical engineering 
and information technology staff provided communication of the action plan during 
staff meetings.

  Fig. 7.2     Emergin paging system   (new and modifi ed confi guration) created by Renee Herkloz, 
MSN, RN. Used with permission       
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  Fig. 7.3    RN pager failure  identifi   cation process. Created by Renee Herkloz, MSN, RN. Used with 
permission       
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   Table 7.5    Pager  f  ailure   

 Issue  Action 

 No paging  1. Follow the pager failure algorithm 
 2. Verify no paging by using orchestrator, remote access (VM) 

or attempt a test page at the PIIC 
 3. Note any paging-related message on PIIC application (top) 

 Verify if paging is down on 
one alarm server (PMA) or 
all 

 1. Log into PMA server in affected building 
 2. If unable to log in, restart PMA server 
 3. If logged in, document any error messages or notices 
 4. Remote into VM (if unable to remote in, all PMAs are down) 
 5. Visually check all buildings or all PMAs 

 If all paging down, all 
buildings 

 1. Virtual server is issue, call IS, let them know all paging is 
down, virtual server or network is the issue 

 If one alarm server (PMA) is 
down, and you verifi ed other 
fl oors are getting paging 

 1. Check application, make sure Alarm Messenger (red clock) 
is running and paging service is running (check top left, 
there is a “Stop” and a “Go” icon; Stop icon should be 
highlighted) 

 2. If disconnected from VM server, alarm messenger 
application will continue to attempt to connect 

 3. Check Orchestrator application for paging activity and/or 
queued messages 

 4. Check hardware, make sure that Digi Box is connected and 
has one red light for power and one green light for 
connection, Ping IP Address 

 5. Check Firewall for power and indicator lights 
 6. Check transmitter for power (power light) 

 If PMA in closet cannot 
connect to VM 

 1. Call IS help desk and ask for a conference line, you’ll need 
security for the fi rewall and networking for server 

 2. Networking 
 (a) Ping the VM server IP (include the IP address) 

 • Fails: server issue 
 (b) Ping the gateway 

 • Fails: the link is down to the port 
 (c) Ping the PTP server 

 • Issue with route through network security 
 (d) Ping the fi rewall 

 3. Call Philips/Emergin 800 number; provide site ID number) 
or provide IS with Philips/Emergin support number to get 
Emergin technician added to the conference line 

  NOTE: Always keep the appropriate nursing staff up to date on any problems or resolutions 
 Orchestrator: Application on the server that allows review of all messages from the VMA 
  VMA  Virtual machine 
  PMA  Patient message alarm  
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        Case Summary 

 Because of the physical layout of the units, nursing staffs depended on the middle-
ware to notify them of alarms from the telemetry monitors. One of the challenges 
was that pager failures occurred in the middle of the shift and staffs were not imme-
diately aware. All members of the interdisciplinary team learned that the process for 
notifi cation had become much more complex with the telemetry upgrade. After the 
development of the new process, there were no further pager failures, but all team 
members felt confi dent that a clear process was developed to respond if the situation 
arose.   

    Case Study 2: ECG Bedside Monitoring Signal Disruption 

 This case study took place in a unit devoted to the care of patients in an observation 
status. In this 18-bed unit, all rooms are equipped with multiparameter monitors that 
allow staff to intermittently or continuously monitor electrocardiogram, pulse oxim-
etry, and respiratory rate. Noninvasive blood pressure could be set to cycle at prede-
termined intervals from 2 min to 2 h. Patients with an  evidence-based indication   for 
cardiac monitoring are continuously monitored while in the observation unit. The 
monitors have a smaller monitor (Philips  X 2 monitors) that detaches from the parent 
monitor that enables the patient to walk to the bathroom or walk in the hallways 
with ECG signals continuously transmitting to the central monitor. Once the  X 2 is 
disconnected from the parent monitor, the transmission of the signal to the central 
station transitions from wired to wireless. 

    Observation Unit Signal Loss 

 Nurse staffi ng in the  Emergency Department Observation Unit (EDOU)   is a 4:1 
ratio. All staff attended the basic dysrhythmia course and were assessed for their 
competence in cardiac monitoring. Staff also completed an online training module 
that focused on the physiologic monitors including training on the Philips  X 2, 
MP50 and MP70 monitors. Staff noticed that the cardiac monitor tracings transi-
tioned from the  normal   ECG tracing to a checkerboard tracing, which would last 
for 1–2 min, during which time there was no transmission of an ECG tracing, and 
thus no potential for alarms (Fig.  7.4 ). Since there was no alarm, the staff only 
knew it was happening if they happened to be looking at the monitor at the minute 
it happened. There was also an intermittent issue with transmission of the signals 
from the  X 2 monitors to the central station once the  X 2 was disconnected from the 
parent monitor. So if the patient was disconnected and in the bathroom, there might 
not be a signal transmission. The staff understood that there was an anticipated 
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crossover time, which was anticipated to be up to 1 min, to allow the transmission 
of the ECG signal to cross over from transmitting from the wired parent monitor to 
transmitting from the wireless  X 2 to the central station. Staff was observing longer 
periods of transition time, and at times the wireless signal did not transmit to the 
central station.

       Identifying the Issue 

 Over the fi rst month, staff identifi ed several events during which time the ECG 
tracing transitioned from a normal to a checkerboard pattern.    An interdisciplinary 
team was formed, which included staff from the Emergency Department 
Observation Unit (EDOU), clinical engineering, nursing technology, hospital 
administration, and Philips Medical. An action plan was developed to help direct 
activities to identify the underlying cause of the signal loss.  

    Investigation 

 The initial action plan included making simple practice changes to ensure that there 
was not a simple solution to the signal transmission issue. Key practice  changes 
  were immediately implemented to ensure that there was a standardized approach to 
cardiac monitoring (Table  7.6 ).

  Fig. 7.4    Transition from ECG tracing to checkerboard pattern       
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       Data Collection 

 The fi rst step was to create a timeline with clinical correlation, to understand what 
was happening with the patient as the displays were  changi  ng (Table  7.7 ). The next 
step was to capture the transition of the ECG tracing from normal to checkerboard 
and return to normal (Fig.  7.5 ). It was also helpful to visualize the presentation at 
the central station (Fig.  7.6 ). The fi nal step was to conduct an alarm analysis from 
the bedside monitor (Fig.  7.7 ). Each event was summarized and submitted to Philips 
Medical for analysis.

    Table 7.6    Nursing  practice   changes   

 Electrode management 
 Remove excess hair with clippers 
 Skin preparation with soap and water 
 Dry/abrade skin with gauze 
 Change electrodes every 24 h 
 Electrodes managed per the manufacturer’s recommendation 

 Management of  X 2 monitors 
 Monitors are to be disconnected and reconnected by EDOU staff only 
 Monitors are not to be used for transport off the unit 
 Once the monitor is disconnected, staffs have been educated to ensure that the wired tracing 
hands off to the wireless tracing 

   Table 7.7    Data  c  ollection   

 Time  Monitor display 

 Alarm review 
 From bedside 
monitor  Clinical correlation 

 4:45:00  Checkerboard 
 4:46:11   X 2 monitor 

 Unplugged 
 Patient was disconnected by the nursing 
assistant to walk to the bathroom. Nursing 
assistant checked to ensure that there was a 
tracing on the monitor 

 4:46:13  Tele inop 
 4:48:58  “No data from 

bed” 
 Patient back in room. On  X 2, not connected 
to parent monitor 

 5:20:00  RN noted that sector at the central monitor 
where the EKG signal was displayed said 
“no signal,” went to room, reconnected the 
 X 2, and the issue was resolved. Data review 
from the central station from 4:48–5:24 

 5:28:57  Checkerboard 
 5:29: 22   X 2 monitor 

 Unplugged 
 Patient disconnected and walked to 
bathroom 

 5:29:26  Tele inop 
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  Fig. 7.5    Starting  of   checkerboard       

  Fig. 7.6    Tracing  at   central station       
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          Analysis and Action 

 After an in-depth analysis of practice and technology,  several   nursing practice 
changes initiated to standardize the care of the patient on the monitor and the associ-
ated technology (Table  7.6 ). The nursing staff wanted to ensure that there was no 
aspect of their practice that contributed to the issues in question. The   X 2 monitors   
were analyzed by the Philips engineers, and the computer boards replaced. The staff 
noticed that once the computer boards were replaced, there were no further issues 
for that monitor. A decision was made to replace the computer boards in the remain-
ing monitors, which resolved the issue.  

    Case Summary of ECG Signal Failure 

 Although this was a complex issue, the ongoing  collaboration   between the EDOU 
staff, clinical engineering team, and Philips Medical resulted in a better understand-
ing of the technology and a solution that has resulted in safer care for the patients in 
the EDOU.   

  Fig. 7.7    Alarm analysis from bedside monitor       
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    Key Lessons 

 Alarm safety is a complex process that integrates the work of information technol-
ogy, clinical engineering, and nursing to ensure that the technology safely supports 
the care of the patient. An increase in the number and complexity of medical devices 
has resulted in the creation of an environment that may create overwhelming dis-
tractions for both patients and staff. Collaboration of all disciplines is essential to 
ensure that patients feel safe and staff are able to focus on actionable alarms.     
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    Chapter 8   
 Errors Related to Personal Mobile Technology                     

     Christine     Jorm       and     Lucinda     Roper    

          Introduction 

 This chapter uses a literature survey and a number of cases to discuss the safety 
challenges that are arising from the increasing use of mobile devices and technology 
in healthcare, mainly smartphones. These are pocket-sized devices primarily 
designed for communication—either voice or text based (messaging and email). 
Smartphone users can connect to the Internet for greater information access, run 
specialised programs (applications or apps), and take photographs. Smartphones are 
changing the way people live—including how they navigate from place to place, 
and keep in touch with family and friends. Most healthcare workers own smart-
phones [ 1 – 4 ]. Doctors were early mobile phone adopters; the release of the iPhone 
2 (2007), 3G network expansion and rapid medically oriented app development 
spurred a more widespread uptake of smartphones by healthcare providers. 
Smartphones are now used by most hospital-based doctors on a daily basis to assist 
them to do their job and they believe that this technology enables them to provide 
better patient care [ 2 ]. 

 However, these devices are recent arrivals in the workplace and hospital care is still 
delivered using a model developed in the early years of the twentieth century. Nursing 
staff are largely fi xed in place (undertaking shifts) while medical staff are mobile, with 
responsibility for patients both inside and outside the institution. Although there are 
systems, such as rapid response teams, that are designed to fl atten hierarchy, the way 
patient responsibility is generally managed is highly hierarchical. Thus complicated 
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communication processes (including between healthcare professions) are required for 
approval and action. Additionally, medical staff in large institutions undertake patient 
care while also being trained and training others. Finally, more medical staff now work 
in shift arrangements established to reduce the incidence of dangerous staff fatigue, but 
which add new communicative complexity around handover. Communication prac-
tices may be designed more to facilitate training processes and maintain boundaries 
between different health professions, rather than optimising effi cient patient care. 

  Clinical care   itself is frequently an uncertain process, being “always about prob-
abilities, about making defi nite, often irreversible, decisions with incomplete cer-
tainty” ([ 5 ] p. 211). This adds tension and risk to the complex communication 
surrounding the care that any patient receives. Furthermore “clinical work today has 
become increasingly fragmented due to high levels of specialisation and the spatial 
organisation of medical work” and yet it is also “highly collaborative and conse-
quently requires extensive articulation and coordination of the tasks performed” [ 6 ]. 

 A review of clinical communication is well beyond the scope of this chapter, but 
it provides context to note that the safest communication is at the patient bedside 
and face to face, allowing for querying, shared decision-making and confi rmation of 
shared understanding. This face-to-face communication is ideally accompanied by 
contemporaneous recording of this shared understanding into the permanent patient 
record. There is a grave lack of research on how choice of modes of communication 
affects patient outcomes. 

 Problems in designing and interpreting research on smartphones include the 
rapid pace of technical change and varying local practice norms. Practices relating 
to staffi ng, ward rounds, the physical distribution of patients, how orders are given 
and documented and so on vary substantially inside as well as between institutions. 
While some institutions may provide smartphones, individuals often bring their 
own or carry both institutional and personal devices [ 4 ]. 

 In Table  8.1  we summarise some of the  patient safety advantages and risks   of 
mobile devices.

   Leaving aside the advantages mobile devices offer, in this chapter we focus on 
three types of risks of mobile technology: infection control, patient privacy and inter-
ruptions. The fi rst is important as hospital-acquired infections (HAIs) are a major 
cause of patient harm. For this we provide a discussion of the literature. The second 
two risks are discussed with the use of case studies. The fi rst case study deals with 
emerging risks to patient privacy. An important risk associated with use of smart-
phones is interruption and distraction. This forms the subject of the second case study.  

    Infection Control Risks 

  The costs (fi nancial and human) of HAIs are high. As well as providing a possible 
vector for colonisation and infection of vulnerable inpatients, phones have the 
potential to carry resistant organisms back out into the community [ 7 ]. The risk of 
personal medical devices forming fomites has been recognised since the 1970s—
thus recommendations for regular stethoscope cleaning. Pathogenic bacteria are 
found on the phones of clinical staff and patients [ 8 ]—leading to their description 
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as “mobile bacterial zoos” [ 9 ]. Sometimes the “zoo” inhabitants are quite benign 
[ 10 ] and conclusive proof of the relationship between the colonisation of mobile 
devices and rates of HAI is lacking [ 8 ]. However, the relationship between health 
workers’ hands and patient infection is undisputed, and phones are handled by clini-
cians during and between patient care episodes. 

 In a recent Irish study, two-thirds of staff were confi dent that their phones would 
be contaminated, but when asked if they washed their hands after phone usage 45 % 
said never, 38 % said occasionally and 17 % said always [ 10 ]. In regard to phone 
decontamination, 63 % of staff reported  never  decontaminating their phone and none 
 did so after every use. Interestingly, this study found low levels of bacterial contami-
nation and hypothesised that this was due to the high level of hand hygiene compli-
ance in the unit studied, and thus simply recommended focus on hand hygiene [ 10 ]. 

 Others have found higher levels of contamination, and that a phone decontami-
nation intervention decreased the number of contaminated phones by 79 % [ 11 ]. 
Phones can be decontaminated by wiping the keypad surface several times with 
wipes containing 70 % isopropyl alcohol [ 11 ]. New technologies—such as antibac-
terial screen protectors—may assist in the future [ 12 ]. 

 It has been diffi cult to obtain compliance with hand hygiene procedures [ 13 ] and 
appropriate hygiene for the use of a personal mobile device care during a visit to a 
patient is not straightforward. For example, a practitioner performs hand hygiene 
and then enters a patient room. When their phone rings, they may answer it, reper-
form hand hygiene and then approach the patient. This seems simple enough; if they 
have examined the patient and their phone rings while they are in the room talking 
to the patient, they must touch it whether they answer it or turn it off. They then 
should perform hand hygiene and phone hygiene, but what of the pocket in which 
the phone was resting? In one German survey, almost every fi fth participant admit-
ted to using their devices  during  contact with patients, for example, for showing 
information to their patients or as a diagnostic aid [ 4 ]. It is diffi cult for clinicians to 
focus heedfully on infection control practices (ICPs) during the complex interac-
tions they have with patients, environmental objects and personal objects while also 
delivering care and often communicating (talking to the patient or other staff). 

 In the UK, following the protocol of “bare below the elbow”, watches are not 
worn and many staff use their phone clocks to measure pulse and respiratory rate 
[ 10 ]. This adds risk as phones are handled by the fi ngers which touch patients, 
whereas a watch would be rarely touched. This is a classic example of an unin-
tended negative consequence of a rule. The complexity of patient and communica-
tive encounters suggests that blanket rules relating to mobile devices and ICPs will 
not suffi ce. Rather, what is needed is practitioner sensitivity to ICP and then a heed-
ful and creative approach to creating safety. Videography has been successfully 
used to provide clinicians and patients with new insights into their work practices 
[ 14 ]. Used for ICP, the  technique   involves clinicians “in observing everyday ways 
of working, identifying local infection risks, and making practice safer in situ” [ 15 ]. 
This is not a regulatory technique; provision of a safe (non-punitive) environment 
for discussion is critical for success .  
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    Emerging Risk: Privacy 

 This case was submitted by a Sydney medical student as part of an assignment and 
demonstrates an “ethical dilemma” based on a real case. 

 A summary of the clinical case study #1 is provided below. 

    Clinical Summary of Case Study 1 About Privacy Risks 

    Case 1 

    You are an intern starting your rotation on a busy medical ward in an  
  Australian suburban hospital    . Your registrar (resident) explains to you that 
the elderly consultant (attending) has embraced the technology of the young. 
As a busy man running two private practices on top of his public hospital 
engagement, he likes to do his handover by email from home or his other work 
places. The consultant uses his private Yahoo account from a private iPhone, 
whilst the Registrar uses Google Mail from Samsung Galaxy 4G.  

  Having a Hotmail account yourself, you know that in exchange for a “free” 
service these private companies, with servers located in the USA, have soft-
ware scanning through your emails and attachments at all times and, with 
your upfront consent to the terms and conditions, they perform “data-mining” 
analyses on your content in order to sell the information on to other compa-
nies for a profi t.  

  You are asked to participate in the    team communication system    , drafting the 
handover emails for the registrar and emailing them to him. He will then edit 
and email the handover to the consultant and cc you. (The consultant sometimes 
forgets to cc you if he emails the registrar back with queries or directions.) You 
are of course primarily responsible for updating the patient record.  

       Analysis 

 The practices utilised in the above case study refl ect ignorance about the laws 
regarding patient information and privacy. These are quite comprehensive in 
Australia and similar legislation exists in most countries. It is illegal to collect 
potentially identifi able information without patient consent or to store or share such 
information in an insecure manner. The privacy risks related to the use of the 
Internet in clinical care have been described [ 16 ]. In this case, “ accidental disclo-
sure  ”, by entering the incorrect email address, is possible, and this idiosyncratic 
communication “system” is highly vulnerable to hacking (or information release 
triggered by a virus, etc.). 
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 Additionally, the need to remember to cc the junior staff, a step that is easily 
forgotten, means that important patient care information may not be shared (e.g. 
tests not acted on or ordered). Options (or lack of forcing functions) create risks. For 
instance in the case of  computerised physician order entry systems (CPOE)     , having 
an option to send a result to a doctor’s inbox  or  make it available as part of the 
patient record increases the likelihood of results being missed [ 17 ]. 

 In this case, the seductive convenience of the smartphone led the senior doctor to 
recommend rash actions. The consultant and registrar may have been unaware of 
the illegality and risks involved, although the junior doctor was aware and anxious. 
Trainees want to please; in fact, often career success depends on doing so. Doctors 
are often reluctant to report— adverse events   in general [ 18 ] but particularly the 
behaviour of other doctors [ 19 ]. 

 An ambitious and busy practitioner may be reluctant to forgo a technology that 
enables them to manage a heavy workload and may simply choose to ignore risks 
they are indeed aware of in the absence of a hospital-approved, secure, Internet- 
based handover system. 

 In addition to sharing identifi able  patient data   in a text form, many practitio-
ners currently take and send images using smartphones—e.g. showing the pro-
cess of a wound healing or a relevant scan. Canadian interns report doing so [ 2 ] 
and a survey of Irish interns revealed that 53 % had done so [ 1 ]. Guidelines from 
the Australian Medical Association [ 20 ] suggest that once patient consent has 
been gained, it is legal to take images on a personal device and send them to 
another, if it is related to clinical management. The image must be treated as a 
part of the patient’s medical record and in the case of an admitted patient, 
retained by the hospital. Some hospital record systems are incompatible with 
photo storage and a hard copy of the photograph should be provided. Secondly, 
the image must be removed from any personal device or email service immedi-
ately after use. However, if an institution doesn’t have a secure,  accessible  
photo storage system, practitioners will be unlikely to delete the photos taken. 
If the photo is not in the patient records, they need to keep it on their phones (a 
typical example would be photographs of a slowly healing ulcer). 

 Figure  8.1  summarises various contributory factors leading to  privacy risks   in 
this case study.

       Solutions 

   Increase Knowledge Around Privacy Requirements 

 Population literacy around Internet privacy is increasing but more education in 
clinical schools, as part of specialty training and at conferences, could be provided. 
However, students aware of the privacy risks still used their phones to transmit 
identifi able patient information [ 2 ]. Therefore,  technology solutions   are an essen-
tial accompaniment to education. 
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   Design Technology to Support Clinical Communication Needs 

 Unsafe “pick and mix” from technologies designed for general use is likely to continue 
until acceptable systems are available to safely support the communication needs of 
dispersed clinical teams. Many smartphone workarounds (such as the junior doctor 
taking a photo of the most signifi cant slice of a CT scan and sending it to their boss) 
occur because hospital systems are so tightly secured that senior practitioners cannot 
access their patient’s records or results when they are offsite. A secure, remotely acces-
sible portal, in which patient care can be discussed and patient  records   and images 
viewed, may be a solution. The technology to create this is readily available [ 21 ]. 

 What has been termed “clumsy automation” needs to be avoided [ 22 ]. These are 
systems that do function, but create additional tasks and cognitive load just when 
staff are most in need of assistance. Busy clinicians will seek convenience—if an 
offi cial communication system demands too many clicks, diffi cult login sequences 
and password changes, a private (albeit insecure) system might be preferred. 

 Substantial research on  e-record and hospital intraweb security   has been undertaken 
in the USA [ 16 ]. Creating secure interoperability is a priority to reduce workarounds by 
doctors between hospitals. However, in the absence of a nuanced system with “contex-
tual access criteria”, sharing of patient records often results in irrelevant medical infor-
mation being shared and workarounds (such as an email) again possibly preferred. 

 In the absence of institutional solutions, there are some personal measures that 
could be adopted by clinicians. As a minimum,  password protection   should be used 
on smartphones. This is not always the case currently, with 26 % of students in one 
study admitting to having no security features on their phones [ 2 ]. New apps such as 

  Fig. 8.1    Analysis of case study 1 about privacy risks       

 

8 Errors Related to Personal Mobile Technology



106

 PicSafe Medi  (  https://picsafe.com/medi    ) can assist with ensuring privacy. This app 
allows images taken with a smartphone to be stored, by the app itself, on a password-
protected website. The app also records a written or audio consent from the patient.  

   Consultant with Clearer Limits on Span of Responsibility and Practice Location 

 From a management point of view, there is a strong argument to make appointments 
in such a way that medical practitioners work at a more limited number of institu-
tions/locations.  High-performing health systems   tend to employ full-time medical 
staff who are necessarily more committed to the institution and engaged in process 
improvement [ 23 ].     

    Major Risk: Interruption and Distraction 

 Hospital medical staff are interrupted frequently and interruptions disrupt human 
cognition [ 24 ]. Actions may be interrupted before completion and then are either 
never completed or completed wrongly. The often-cited case reported where 
Facebook was the distractor is itself a distractor [ 25 ] as most interruptions and dis-
tractions do not relate to personal life outside work but are in fact face to face and 
patient related [ 26 ,  27 ]. The effect of distractions has been especially studied in 
anaesthesia and while caution around adding discretionary distractions via mobile 
device use is recommended [ 28 ], a recent observational study found that “another 
anaesthetist was the most common recipient of a distracting event initiated by the 
anaesthetist” and it was somewhat amusingly suggested that “ Anaesthetists   need to 
address themselves as causes of distractions” [ 29 ]. Our case introduces some differ-
ent issues around interruption and distraction. 

 Below is a clinical case summary that introduces some different issues around 
interruptions and disruption. 

    Clinical Summary of Case Study 2 Regarding Distraction Risk 

    Case 2 

    Dr. W is an experienced anaesthetist on her third case for the day. The 
42-year-old patient is having an elective abdominal hysterectomy for a very 
large    fi broid uterus    . The surgeon is very careful but slow. The patient has had 
previous uneventful anaesthetics, and on no medications except for occa-
sional salbutamol for exercise-induced asthma. The patient has been intu-
bated and paralysed, a large bore IV is in place and a group and hold has 
been done. Prophylactic antibiotics were given at induction.  

(continued)
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       Analysis 

  Figure  8.2  provides a summary of key contributory factors that led to distraction- 
related error.

   Two key distractions occur in this case: the unclear text message conversation, fol-
lowed by the emotionally charged phone call. Communication tasks that cause emo-
tional arousal (such as a frustrating phone call) result in extra cognitive impairment [ 30 ]. 
However, the second distraction was not dependent on mobile phones, and could have 
occurred 10 years ago. The information that the anaesthetist receives on the phone is 
vital and necessary before the next case. Yet processing multiple incoming streams of 
information is a challenge for human cognition [ 31 ,  32 ]. The anaesthetist lacked the 
communication skills to restrict these streams by for instance saying:

   ‘Could everybody please be quiet while I talk to the laboratory. Then we can make a plan 
about what to do next.’  

   This sentence would have allowed the anaesthetist to remain in theatre whilst 
dealing with the distraction. Of course, the anaesthetist is not entirely at fault—the 

 (continued) 
  Thirty minutes into the case, Dr. W receives a text on her mobile    phone     about 
the next patient on the list. This patient is scheduled for a caesarean section. 
She is morbidly obese, and has idiopathic thrombocytopenic purpura (ITP) 
and Dr W has ordered platelets. The laboratory message says “platelets not 
available”. Dr. W texts back “when will they be available?” The laboratory 
does not respond to this message immediately, so Dr. W makes a call to the 
laboratory and demands to speak to the director. As she is doing this, the the-
atre staff ask her if the list order needs to change. Rachel, the scout nurse, is 
particularly agitated, as she needs to put the steriliser on right now if the 
order has changed. The surgeon points out that he is worried about fetal well- 
being and wishes to operate today. Irritated, Doctor W steps outside the the-
atre to concentrate on her conversation with the laboratory.  

  Back in the theatre, unnoticed by the team, the patient’s airway pressures 
are creeping up and blood pressure is dropping. The patient is having antibi-
otic anaphylaxis. Only when the oxygen saturation begins to drop does the 
team notice and a nurse runs out to fi nd Dr. W.  

  The anaphylaxis progresses rapidly and although    the     patient survives she 
suffers a myocardial infarction and mild hypoxic brain damage. Dr. W and the 
rest of the theatre team wonder if the outcome would have been different, if 
she’d been in theatre. The RCA team considers the mobile phone call a con-
tributory factor to the adverse outcome.  
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  Fig. 8.2    Analysis of case study 2 about privacy risks       

other team members did not consider the distracting effects of their attempts to 
advocate for their own priorities. The mobile phone made the option of stepping 
out easy. 

 Text messaging is increasingly popular and less interruptive, allowing asyn-
chronous communication [ 6 ], but a large qualitative Canadian study found two 
major themes [ 33 ]. Texting had a negative impact on work relationships between 
staff and that “de-contextualization of complex issues led to an increase in mis-
interpretation and an increase in back and forth messaging for clarifi cation”. The 
anaesthetist in this case is distracted by the “back and forth” with just one other 
party. The Canadian study provides insight into how this distraction can escalate 
when on the wards:

  ‘So if I get a message saying, this is happening on the fl oor, I will follow up with questions 
that are not ordered. ‘So what are the latest vitals? Here’s a suggestion of what to do.’ I will 
not always hear back … I have to remember in my head there was this issue pending. … 
you have to start keeping track of what was closed and what isn’t.’[ 33 ] 

   If we consider the communication perspective of others involved, one wonders how 
many text messages the laboratory was sending and receiving and whether their failure 
to reply was a slip. 

 Below is an interesting variation of the  above   case where the distracting call is of 
a personal nature. Views of the anaesthetist’s behaviour with this variation would 
inevitably be harsher (and harsher still if the call had an even more discretionary 
nature, e.g. a lover at the airport just wanting to say a few more fond words). 
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  Fig. 8.3    Analysis of the variation of case study 2 about distraction risks       

    … The patient has been intubated and paralysed, a large-bore IV is in place 
and a group and hold has been done.    Prophylactic antibiotics     were given at 
induction.  

  Thirty minutes into the case, Dr. W receives a call. It is the local Subaru 
service centre. There has already been a 2-day delay in their car being ser-
viced. It is wreaking havoc on their family logistics—attempting to travel to 
two workplaces, a school and university with one car.  

  Reception is bad in this theatre and she realises that she is shouting, so she 
steps into the scrub bay to avoid distracting the team. The car is fi nally ready. 
She tries to ask if one of her kids can pick it up instead of her.  

  Back in the theatre, unnoticed by the team, the patient’s airway pressure is 
creeping up and blood pressure is dropping …  

An analysis of this case variation is depicted in Fig.  8.3  .

       A Variation on Case Study 2 About Distraction Risks 

   This second case variation could not have happened 10 years ago. It is easy to be 
critical of the anaesthetist for taking a personal call while she was monitoring an 
anaesthetised patient. Yet mobile phones are used for a wide variety of personal 
communications—some of which are important, such as a call from your child’s 
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school, or critical news about a job or home purchase or a sick family member. 
If these calls can be undertaken safely and quickly and improve the quality of life of 
all involved, surely they are appropriate. 

 Given the pervasive nature of mobile phone communications and the expectations 
that some calls be answered, a blanket ban on personal calls is unrealistic. Personal 
mobile phone  communication   can be especially diffi cult to manage for healthcare 
workers who do not have many breaks away from direct patient care, such as nurses 
or anaesthetists. They may attempt to make a call during a break, but it may only be 
returned later. There is an expectation by others of instant availability and also an 
increasing acceptance, even within healthcare, of the need for “work–life balance” 
(for the clinician to look after themselves and have a life outside healthcare). Our 
mobile devices therefore will frequently result in some blurring of the spatial and 
temporal boundaries between work and personal life .  

    Solutions 

   Technical 

  A recent paper suggests a number of possible institutional solutions—for enforce-
ment or recommendation to employees [ 21 ]. They include the following:

•    Individuals or institutions could create a list of “high-alert” or important phone 
numbers and email addresses. These would be permitted to alert the professional 
during work, the others being received but no alert given.  

•   Creation of specifi c smartphone-use zones with Wi-Fi hotspots to enable staff to 
manage non-work-related/non-urgent phone calls, messages and emails: These 
zones could be integrated with cafes or break rooms to ensure that the healthcare 
professionals are not preoccupied with work-related activities. This should reduce 
use in other sensitive/restricted areas.  

•   Restrict access to public social networks to the cellular/smartphone-use zones.    

 However, the possible negative consequences of such “fi xes” are many. For 
example staff may spend more time in the cafe and less on the ward. It is recom-
mended that any such solution be trialled and studied. 

 Other simple technical solutions can be  adopted   by individuals and are likely to 
be benefi cial. Smartphones may persist in showing new text message or email alerts 
until they receive some attention. For example, a Facebook notifi cation may appear 
on the home screen, when an intern pulls out their phone to show a patient a Snellen 
Chart. These annoying features can be customised with a little effort. (Managing an 
aged relative who persists in calling during working hours may be more diffi cult.)  

   Education 

  Education   is justly considered a weak patient safety solution. Its limited value results 
from the gap between teaching and learning. It is hard to get staff to  remember  some-
thing (didactic exercises have to be frequently repeated). However, improved 
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personal  understanding  is worth seeking. The below narrative (a real case) describes 
an interaction that was started to achieve this—a refl ective awareness of limitations.    

    An Example of Cognitive Limitations 

     You are asked to counsel an advanced anaesthesia trainee who has written up 
ten times the correct dose of paediatric paracetamol. This error is spotted 
immediately by the nurse who reviews the child’s chart on the ward and reported. 
The young doctor complains that it was a very busy evening shift, that his phone 
hadn’t stopped ringing and that the chart was “shoved under his nose” while 
he was talking on the phone and that he was just about to rush off to labour 
ward. He is belligerent about his error and attempts to abdicate any personal 
responsibility with mention of “system causes”. He points out that he hadn’t 
even had a chance to have dinner. You don’t have much impact until you tell him 
that it can always be extremely busy at times after hours in an acute care hospi-
tal and probably always will be. In order to have suffi cient staff to avoid this 
ever happening, staff would be painting their nails or similar maybe 50 % of 
their shift! You both agree that’s not likely to happen in our lifetime ….  

  This capable senior trainee had never before considered the possibility of his 
own cognitive limitations or that their effects might be more pronounced when he 
was, for instance, hungry, angry, late or tired. There are a small number of simulator 
studies where the researchers added distractions in an attempt to force clinicians to 
make errors [ 34 ,  35 ]. Design of  challenging   interruptive work simulations (perhaps 
based in the style of a game) could be pursued to allow all clinicians to understand 
their own cognitive limitations and those of others. How many patient care tasks did 
you forget? Were all your prescriptions correct? Education is important for helping 
individuals make good  choices  regarding whether and when to undertake activities 
on their smartphone .   

    Conclusion and Key Lessons Learned 

 It was suggested in 2012 that we were at the start of a “dangerous decade” and a 
major issue is the “complexity and heterogeneity of systems and their interfaces, 
rapid implementation and poor training of users” [ 36 ]. Currently health information 
technology problems form a very small proportion of reports to the FDA [ 17 ]. 
Existing classifi cations are comprehensive and could extend to incidents associated 
with personal mobile devices. It would seem likely that personal device use would 
increase the number of issues in the “human” (e.g. fail to alert, didn’t do) and 
“human–computer interface” (e.g. cognitive load, multitasking and interruption) 
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categories—if they were reported. However, it is not clear who would have respon-
sibility for reporting or action in regard to personal mobile devices. For instance, if 
you are an Irish intern and you can’t access the British National Formulary (BNF) 
prescribing information on your phone (poor reception, BNF website problems, fl at 
battery), whose problem is it? Yet the hospital may well have ceased supplying 
other convenient access because “everyone uses their phones”. 

 While much research on smartphone use is still of poor quality—e.g. self- 
report—“solutions” such as formal policies regarding resident use during rounds 
are preferred to anything more extreme [ 3 ]. In this instance, mobile devices were 
mostly used for patient care. The fact that policy restrictions that improved safety 
for patients being visited could actually add risk for geographically distant patients 
was not considered. 

 Implementation of rules is diffi cult and every change introduces new risks. 
Proposed changes should be tested prior to implementation. Even when careful test-
ing appears to have been performed, cases such as the CPOE implementation, which 
resulted in increased deaths in a paediatric ICU by delaying access to emergency 
drugs do occur [ 37 ]. We know that the complexity of a system can mask interactions 
that could lead to systemic failure [ 22 ]. Understanding the impact of system and 
rule changes in loosely coupled and complex areas such as clinical communication 
is challenging. Adverse effects resulting from limitations on smartphone use would 
be hard to predict and measure. It is likely that care processes may be delayed and 
that less evidence-based care may be practiced. 

 The phenomenon of “normalisation of deviance” occurs when rules that are 
either unnecessary or impossible to comply with are created, making it more accept-
able to ignore any rules (some of which are important and evidence based) [ 38 ]. 
Rules regulating device use  are  broken; for example, in one study junior doctors 
admitted to being aware of organisational prohibitions but did not comply as they 
needed to use their phones to do their job well [ 10 ]. 

 There is currently no shared understanding of best practice in overall clinical 
communication. There is limited evidence available, although more thoughtful 
analysis is beginning and the work of Wu’s group stands out [ 33 ]. The research 
urgently required is observational and patient centred rather than task or doctor 
centred. It has been suggested that policy makers and electronic health record 
designers have failed to:

  “understand that transparency of meaning cannot be taken as a given and to … grasp the 
constitutive role such interactions play in arriving at some shared sense of what the meaning 
of information actually is.” [ 39 ] 

   We know that “clinicians’” organisational competence encompasses negotiating 
with colleagues how rules work [ 40 ]. In the case of the use of mobile devices, this 
negotiation is situated within developing societal expectations and mores. The eti-
quette around device use, calls and messaging is still developing. Rather than 
rules—that will be broken—we argue for education to increase sensitivity to patient 
safety risks. Thoughtful communication practices using mobile devices, both per-
sonal and institutional, should enable improved clinical communication and thus 
better patient care.  
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    Key Lessons 

•     Smartphone use in healthcare is still a relatively new phenomenon and the bal-
ance of risk and benefi t is highly context dependent.  

•   Smartphones can form vectors for infection transmission.  
•   Better electronic systems should be provided by institutions to meet the com-

municative needs of clinicians in dispersed teams to reduce the development of 
risky workarounds that impose threats to patient privacy.  

•   Clinicians should be aware of their own cognitive limitations and adopt personal 
strategies to reduce the risks of distractions on work performance. This includes 
ensuring that their smartphone use is thoughtful.        
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    Chapter 9   
 Improving Clinical Documentation Integrity                     

     Anupam     Goel     

          Introduction 

 The  Health Information Technology for Economic and Clinical Health Act 
(HITECH Act)  , part of the American Recovery and Reinvestment Act, was signed 
into law in February 2009 to promote the adoption and meaningful use of health 
information technology (health IT) [ 1 ]. Economists had seen the positive effects of 
technology on improving effi ciencies in other industries [ 2 ]. Billions of taxpayer 
dollars were spent to incentivize physicians and hospitals to migrate from paper- 
based medical record systems to electronic medical record systems (EMR) [ 3 ]. 
Since the  HITECH’s implementation  , health IT has been associated with safer med-
ication ordering and automated decision support [ 4 ]. Health IT’s rapid deployment 
has also been linked with new error modes [ 5 ]. This chapter focuses on documenta-
tion errors as a result of health IT. 

 The primary purpose of physician documentation is to explain the diagnostic and 
therapeutic decisions made at a given point in time. The documentation can also 
provide additional information about the patient beyond the patient’s discrete data 
points like vital signs, laboratory values, medications, and coded diagnoses.  Free- 
text documentation   allows a clinician to describe fi ndings or circumstances that 
might explain why one patient’s response to treatment is different from another 
patient with the same diagnoses. The documentation can be used by other members 
of the health care team to determine next steps or propose other alternatives. 
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 In addition to documenting the  patient’s condition  , the physician’s documentation 
serves other purposes. For inpatient visits, the physician’s documentation is the basis 
for determining the hospital’s reimbursement that can vary based on the patient’s 
medical complexity [ 6 ]. In all care settings, physician documentation  elements are 
used to determine physician payments [ 7 ]. For cases with untoward outcomes, the 
documentation is a major component of the legal medical record to determine what 
did or did not happen in a patient’s care. In value-based purchasing agreements, 
physician documentation is used to determine a patient’s disease severity to deter-
mine per-member per-month payment rates [ 8 ]. Most recently, physician documen-
tation is being shared with patients, family members, and caregivers to promote 
patient understanding and engagement [ 9 ]. 

 Given the importance of physician documentation and the increasing EMR pen-
etration [ 10 ], medical leadership teams should be particularly interested in docu-
mentation errors associated with EMRs.  

    Clinical Case Studies 

    Case Study 1: Copy–Paste 

 A physician admits a patient for a  coronary-artery bypass surgery  . The patient was 
intubated for the procedure and remains intubated after leaving the operating room. 
The fi rst postoperative progress note in the  s  urgical intensive care unit states “Post- 
operative day #1—patient intubated.” The physician copies the note day after day 
even after a week has passed and the patient has been extubated. Even when the 
patient is transferred outside the ICU and prepared for discharge, the patient’s docu-
mentation still states “POD #1—patient intubated.” 

 Health IT allows a user to copy and paste information from day-to-day enabling 
errors that weren’t possible before. An overburdened physician could markedly 
reduce the time required to document a patient’s condition and treatment by cloning 
information from the previous day and then adjusting a few details to refl ect the 
changes since the last note. Copying documentation without updating any parts of 
the assessment and plan based on new diagnostic or treatment information could be 
viewed as lazy at best or fraudulent at worst. Copy-and-paste errors may be the most 
frequently cited EMR-related physician documentation error [ 11 ].  

    Case Study 2: Inadequate Discharge Summary 

 Eight hospitalists and three consultants take care of a patient over the course of 
5-day hospitalization. The discharge summary includes a list of procedures, labora-
tory tests, and radiology procedures performed over the course of the patient’s stay. 
The  summa  ry does not include how the patient’s presentation was translated into a 
working diagnosis that responded to treatment as expected. 
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 This documentation error highlights the misuse of health IT to meet a documentation 
requirement (completing a discharge summary) without achieving the actual objective 
of transmitting meaningful information (e.g., instead of a list of test results, provide the 
reader with the rationale for why particular diagnostic or therapeutic choices were 
made). Although more diffi cult to detect than copy-and-paste errors, these health 
IT-enabled errors may be responsible for larger lapses in health  c  are quality and safety. 
Lists of discrete data without the accompanying context can delay a diagnostic evalua-
tion or contribute to unnecessary testing or treatment.   

    Discussion/Analysis 

 James Reason has developed a model of error that includes latent conditions and active 
failures [ 12 ].  Latent conditions  are usually the result of organizational or policy deci-
sions that may inadvertently facilitate active failures. Examples of latent conditions are 
policies that encourage multiple physicians caring for the patient over a hospital 
encounter with different documentation styles, hospital credentialing systems that 
allow for physicians to practice without required EMR refresher training, and regula-
tory mandates to include specifi c information within daily physician documentation. 

 In health care,  active failures  are unsafe acts committed by people in direct con-
tact with patients. Active failures can be further classifi ed into execution failures 
and planning failures [ 13 ].  Execution failures  refer to those errors where the cor-
rect plan was not performed with the desired result.  Planning failures  refer to those 
errors where the incorrect plan was chosen. 

    Latent Conditions 

 Although health IT  ca  n be considered the root cause of the errors described in this 
chapter, the errors occur in the context of non-health IT-contributing factors. Physicians 
make decisions about what documentation tactics to employ based on environmental 
conditions. The physician’s fl exibility in using different approaches based on a given 
situation can help complete tasks based on shifting priorities or accommodating 
unplanned events. When physicians choose technology-enabled documentation tac-
tics that adversely affect the team’s ability to care for the patient (e.g., note templates, 
pulling information from other parts of the chart, and cloning other physicians’ notes), 
the tactics contribute to documentation errors. Physicians who use these shortcuts 
without verifying the accuracy of the document created with technology have traded 
off a decreased risk of errors due to illegibility with handwritten notes for an increased 
risk of documentation errors is only possible with health IT. 

 Latent conditions that could prompt poor documentation include inconsistent 
handovers between physicians, increased patient volumes and complexity, physi-
cians working with multiple EMRs across different hospital systems, and increasing 
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documentation requirements from regulatory and billing mandates. See Chap.   11     
for additional details about how competing priorities might adversely affect patient–
physician communication. 

  The most signifi cant latent condition may be the low value some doctors 
place on their documentation . These physicians address documentation after 
completing their “real” work. A physician might see all of their patients in clinic 
or in the hospital and then consider documenting on all of those encounters at the 
end of a session or day. This approach leads to documenting only the highlights 
of each patient’s case without including subtle details that are easily forgotten 
after seeing a dozen patients. Physicians who do not see documentation as a criti-
cal part of their job maximize their documentation time meeting the require-
ments of external entities rather than describing the patient’s condition beyond 
the medication and problem lists. If billing requirements state that physicians 
should include four elements of the history of present illness and two “review of 
systems” components, then that is all that will be documented without regard to 
what is appropriate for each patient. Physicians faced with a consult list of 30 
patients will reuse as much prior physician documentation (from themselves or 
their colleagues) to get through their day.  

    Execution Errors 

   Execution errors   are the result of an intention not leading to the desired result. 
Examples include copying-and-pasting content from other parts of the patient’s 
record, misfi ling documentation in the wrong part of the patient’s record, and 
fi nalizing a document before correcting mistakes within that document. 
Execution errors can be the result of ignorance of how health IT is intended to 
work, a lack of appreciation for how specifi c documentation approaches 
adversely affect documentation quality, and a doctor’s decision to choose a less 
reliable method of documenting a patient’s condition to complete the task to 
achieve another objective. 

 Copying-and-pasting is the inappropriate appropriation of information from 
other parts of the medical record [ 14 ]. Copying-and-pasting can apply to a doc-
tor’s prior documentation, another physician’s documentation, or another clini-
cian’s documentation. When used judiciously with a review of what was 
incorporated into current documentation against the patient’s current status, the 
technique can help pull forward relevant information into a note without re-enter-
ing the same information day after day. Without clear policies about what is 
appropriate to copy, physicians may continue to plagiarize their own work and the 
work of others without detection. 

 Another group of health IT documentation errors include improper use of exist-
ing electronic documentation tools. Examples include delays in signing notes (pre-
venting users from viewing physician documentation in a timely manner), inadequate 
note titles (requiring other members of the health care team to manually review each 
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note rather than utilizing EMR fi lters to fi nd the appropriate note), and selecting the 
wrong document type for a particular note. In the last example, if a doctor chooses 
a history and physical template for a progress note, the document is likely to be fi led 
in the wrong section of the patient’s medical record, limiting the ability to subse-
quently fi nd the note in the future. 

 A specifi c health IT execution error is choosing the wrong documentation tem-
plate [ 14 ]. To better capture discrete data elements for billing, quality, or regula-
tory purposes, some organizations encourage physicians to use documentation 
templates that specify addressing specifi c items before completing a note. If the 
wrong documentation template is selected for the presenting patient, the physician 
may not be triggered to ask the relevant questions to determine the next most 
appropriate diagnostic step or complete the associated documentation require-
ments. A template for altered mental status may not prompt the physician to con-
sider ruling out a cerebrovascular accident. For medical students and residents, 
these note templates may artifi cially limit the user’s thinking, potentially overlook-
ing important questions to elicit an uncommon diagnosis. 

 The last group of health IT physician documentation execution errors consist 
of incorrect information within the physician documentation itself. These errors 
are usually the result of incomplete review of a document prior to signature. 
Doctors may type their own notes and overlook errors within the document. 
Introducing ancillary staff to the documentation process does not always amelio-
rate the problem. Physicians may not know how to edit transcriptions electroni-
cally, perpetuating errors from a transcriptionist or scribe. Historically, any 
words that the transcriptionist could not understand from a voice recording were 
identifi ed by long blanks in the report for the dictating doctor to update. The 
physician would review the transcript, edit the document, and have it included in 
the patient’s medical record. More recently,  voice-to-text technology   can create 
physician documentation errors that can be incorporated into a note if the doctor 
signs the note without a complete review. One group found a 30 % error rate 
among medical records dictated by physicians without medical transcriptionist 
review [ 15 ]. A physician can now speak into a smartphone to translate voice to 
text nearly instantaneously. Real-time availability of a doctor’s thoughts without 
a keyboard may represent one of the most signifi cant contributions of health IT 
toward improving documentation timeliness. In general, voice-to-text software 
algorithms perform better if the physician speaks in paragraphs instead of indi-
vidual words by providing the software with additional context to infer the 
appropriate terms. Some software algorithms use a physician’s voice profi le to 
create near-perfect transcriptions without using a human transcriptionist. 
Physicians may implicitly trust the most current versions of voice-to-text tech-
nology given their low error rates. However, unlike telephone transcription with 
a human transcriptionist, the computer algorithm will make a “best guess” at any 
verbal utterance that does not clearly map to an existing term. As a result, a tran-
scription error does not appear different than any other text in a document, 
increasing the vigilance required when using this health IT .  

9 Improving Clinical Documentation Integrity



124

    Planning Errors 

  Physician documentation planning errors are errors in formulating a plan to create a 
note. An example would be a doctor’s decision to list  m  edications, test results, and 
vital signs without entering information about what the discrete data mean for the 
patient’s treatment course [ 14 ]. Health IT, on its own, does not cause physician docu-
mentation planning errors. Health IT does allow users to populate a note without 
signifi cant cognitive input from physicians to explain why the patient is responding 
or not responding to the current treatment plan. Rather than commenting on why the 
patient’s CT scan might rule out a particular condition on the differential diagnosis, 
it is faster to copy the entire radiology report in the physician’s documentation. 

 Physician documentation planning errors highlight the physician’s missed oppor-
tunity to synthesize the patient’s symptoms, objective fi ndings, test results, and 
other information into a coherent narrative. A single positive test result may be a 
false positive given the patient’s other clinical fi ndings. A radiology report docu-
menting an unspecifi ed mass may be evaluated at a later time due to competing 
priorities during the hospitalization.  Assessments and plans are sections of the 
document that cannot be outsourced to technology  .   

    Corrective Actions/Risk Mitigation Strategies 

    Addressing Latent Conditions 

 Latent conditions for health IT  d  ocumentation errors are created in response to 
other situations. For example, to address low physician productivity, medical lead-
ers implement productivity plans. When payors believe that they are paying too 
much for medical care, they increase the documentation requirements to receive the 
same level of payment. Removing all latent conditions from health care, or any 
other industry, seems impossible. 

 Latent conditions could be addressed by strategies appealing to physicians’ pro-
fessionalism. Any doctor who has been involved with a peer-review case or malprac-
tice suit understands the importance of accurate documentation. Highlighting good 
and bad examples of physician documentation in departmental forums with a focus 
on professional or legal implications could help physicians appreciate the importance 
of documentation in the context of ever-increasing productivity demands. 

 On a larger scale, health care systems could apply principles from high- reliability 
organizations to address documentation errors that are associated with latent condi-
tions. Chassin and Loeb suggest that a strong leadership commitment to the ideal 
state, a safety culture that support early identifi cation of errors before those errors lead 
to patient harm, and robust process improvement utilizing techniques like Lean, Six 
Sigma, and change management could help reduce errors in health care [ 16 ]. Many 
health systems have not examined physician documentation systematically beyond 
reimbursement opportunities.  The only meaningful feedback a physician might 
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receive about documentation quality is from a malpractice claim . Physician docu-
mentation would have to be ranked against other medical system quality improvement 
initiatives for resource allocation to take advantage of this opportunity.  

    Addressing Execution Failures 

  Some physician documentation execution errors can be addressed by education [ 17 ]. 
Physicians as a group may be reluctant to admit ignorance when using an EMR. Even 
if a physician has received extensive EMR training, the absence of early proctored use 
or feedback may limit self-learning opportunities. Raymond et al. found physicians 
who used more of the EMR functions to complete their clinical tasks performed at a 
higher level than their peers [ 18 ].  Educa  tion should be most effective for developing 
documentation habits to sign notes in ways consistent with expected clinical work-
fl ows, to identify hazards of copy-and-paste behaviors, to label and fi le notes consis-
tently, and to edit transcriptions, and scribe-generated or voice-to-text documents. 

 Improving physician copy-and-paste behavior will require audit and feedback. 
Physicians may copy information from others to align diagnostic and treatment 
plans. When this behavior masks a lack of independent judgment, medical leader-
ship may need to intervene. Most medical groups do not have the resources to man-
ually review every physician document. Automated analysis of physician 
documentation is also less likely to be accused of physician targeting. Natural lan-
guage processing can identify identical text passages across different parts of a 
patient’s medical record. Soon, it will be possible to identify physicians who docu-
ment the progression of medical conditions over time based on documentation 
changes from day to day. Physicians who contribute specifi c diagnostic or treatment 
information unique from other members of the health care team will be identifi ed as 
high-performing contributors among medical staffs. 

 Organizational policies about how best to complete physician documentation 
could help improve documentation practices among a doctor community. Standards 
about how incomplete documents are viewed by others, conventions about how 
physician documents are titled, and educational sessions for users with inconsistent 
documentation habits can reduce physician documentation errors. Like copy-and- 
paste errors, health IT could be used to identify doctors who deviate from the orga-
nizational standard. 

 Technology can also be used to reduce the likelihood of entering information in 
the wrong patient’s chart. Some EMRs are designed to limit the number of patient 
charts that can be open at any one time. A more fl exible solution would allow users 
to open additional charts as “view-only” to allow clinicians to look up another 
patient’s information if interrupted while documenting. 

 Documentation templates may speed up data entry for novice users. Rather than 
prompt users at the level of individual data elements, it may be more effective to suggest 
users enter the relevant information with general headers. Instead of asking for cardiac 
and pulmonary review of systems, include a paragraph header for any review of systems 
that the user can use to enter whatever details are most appropriate for the patient. 
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 Any process, human (transcriptionist, scribe) or technology (voice-to-text), 
translating a physician’s voice to printed documentation is susceptible to error. 
Although each process improves with the next iteration, no process will ever per-
fectly translate every physician’s speech into the intended text. A software with a 
0.5 % error rate would imply two to six errors in each operative note, history and 
physical, consult, and discharge summary. For real-time voice-to-text translation, 
reviewing each paragraph rather than reviewing the document once it is complete 
increases the likelihood the author will identify translation errors. For processes 
without immediate output, document review should occur as soon as possible after 
the document is available to reduce errors from a lack of recall .  

    Addressing Planning Failures 

   Addressing   physician documentation planning errors requires understanding what 
circumstances lead to the error. Some physicians may not be aware of what 
information is appropriate to include in their documentation. Achar and Wu [ 19 ] 
list three different elements a physician should include in his or her documentation 
that are not easily cloned from other parts of the medical record:

    1.     Thought process —describe the differential diagnosis and explain why high-
risk, low-probability diagnoses are not being pursued. If the initial evaluation 
does not confi rm initial suspicions, then outline a plan to confi rm or refute other 
candidates on the working list of possible diagnoses.   

   2.     Shared decision making —describe alternatives discussed with the patient, risks 
and benefi ts, and agreement on a plan.   

   3.     Goals and expectations —explain what will likely happen next, ask the patient 
for his or her opinion, and check the patient’s understanding as it can help orient 
the patient to the diagnostic or treatment plan.    

  Some physicians may not feel that including free-text information about the patient’s 
condition is important or relevant to delivering high-quality patient care. Many doctors 
receive minimal feedback about their documentation practices from supervisors over 
the course of their training. Hospital administrators and clinic supervisors may be more 
concerned with a patient’s length of stay or patient satisfaction score than documenta-
tion quality. Encouraging changes in physician  documentation reviews and physician-
specifi c metrics may be needed before asking doctors to “document better.”   

    A Different Solution 

 New error types can arise in response to any systematic approach to reduce the risk of 
an error. Health IT can help identify errors that are specifi ed a priori. As users recognize 
what behaviors are highlighted by technology, they will adapt their workfl ows to avoid 
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detection.  Rather than developing solutions to address specifi c health IT physician 
documentation errors, it may be more effective to facilitate document creation and 
expose documents to stakeholders that doctors value . 

 Advances in  voice-to-text technology   now enable physicians to document patient 
care in real time. It is possible to see the patient, complete a note, update the patient’s 
summary of care, and complete a bill  before seeing the next patient . The patient 
could ask questions while the document was being created. The patient could also 
see a copy of the note before the doctor left the hospital bed or exam room. Such 
documentation timeliness could address many health IT physician documentation 
errors. Some diagnoses and treatment plans may need to be documented separately 
(e.g., drug-seeking behavior), but the approach of real-time availability of physician 
documentation should simultaneously reinforce the patient–physician relationship 
and improve the quality of physician documentation. Doctors would consider maxi-
mizing sections of the document that have value for the patient or caregiver and mini-
mize sections of the document that are only important to be reimbursement. 
Immediate access to physician documentation could become a patient satisfi er. Those 
physicians who are better able to communicate a patient’s plan in their documenta-
tion are more likely to receive higher patient satisfaction scores. If the patient cannot 
see evidence of shared decision making or goals and expectations, that may prompt 
a more detailed conversation with the treating physician at the next encounter. 

 The most challenging element of this documentation change might be having 
physicians document in front of patients. Before EMRs, some doctors would dictate 
their documentation into dictaphones or telephones in front of patients. Early itera-
tions of EMRs required physicians to type their documentation using a keyboard. 
Since many physicians are not typists, they would often defer their documentation 
until after leaving the patient’s room. With voice recognition, physicians can revert 
to entering their documentation in front of the patient. Incidentally, this change in 
documentation can lead to higher quality notes in the same amount of time as writing 
notes on each patient and then entering all documentation at the end of a shift. This 
behavior could simultaneously increase patient satisfaction, increase the time physi-
cians spend with patients without signifi cant increases in total time spent in the offi ce 
or hospital, and decrease physician documentation errors of all types.   

    Key Lessons 

 Health IT documentation errors occur within the context of physicians trying to 
address ever-increasing workloads in limited amounts of time. Even as new processes 
are developed to reduce specifi c health IT documentation error modalities, users can 
be expected to develop new ways to reduce the time spent documenting their work. 

 Reframing documentation as one of the most important things a physician does 
may reduce the risk of a physician from making workfl ow decisions that minimize 
time spent entering and reviewing physician documentation. Documentation is the 
most durable communication physicians use to share information with patients and 
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other members of the health care team. Years after a patient encounter, the physician 
documentation about that encounter will be considered the “source of truth” about 
what actually occurred during the encounter. 

 Health IT can detect specifi c documentation patterns and possible errors. Voice- 
to- text technologies can change workfl ows to be more patient friendly without plac-
ing undue burdens on physicians. Physicians, medical leadership, and patients can 
all support a transition to higher quality physician documentation with full knowl-
edge of the risks and benefi ts of health IT.     
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    Chapter 10   
 EHR and Physician–Patient Communication                     

     Richard     M.     Frankel     

          Introduction 

   “The patient physician relationship is the  center  of medicine. As described in the patient 
physician covenant, it should be ‘a moral enterprise grounded in a covenant of trust’. This 
trust is threatened by the lack of empathy and compassion that often accompany an uncriti-
cal reliance on technology and pressing economic considerations” [ 1 ]. 

   Almost two decades ago, Richard Glass, an associate editor of the Journal of the 
American Medical Association (JAMA), wrote an editorial, quoted above, in which he 
introduced a new section of the journal entitled, “The Physician Patient Relationship.” 
Although Glass noted that technology was a potential barrier to trust, he was referring 
primarily to technological innovations outside of the exam room. The rapid migration 
of electronic health records (EHRs) from the back room into the exam room has funda-
mentally changed the role and impact of technology in the doctor–patient relationship 
and with it the question of where the center of medicine now resides. 

 In its landmark report, Crossing the Quality Chasm, the Institute of Medicine 
(IOM) identifi ed patient-centered care (PCC) as one of the six domains that defi ne 
quality, the others being safety, timeliness, effectiveness, effi ciency, and equity. The 
report defi ned PCC as “care that is respectful of and responsive to individual patient 
preferences, needs, and values and [ensures] that patient values guide all clinical 
decisions” [ 2 ]. The primary goal of PCC is for physicians and other health care 
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professionals to be able to collaborate with patients to defi ne problems, set goals, 
plan care, and communicate information in a safe, supportive atmosphere. 

 Multiple studies have demonstrated that patient centeredness can improve  outcomes   
of care [ 3 – 6 ]. In addition, patients who are involved in decision making and manage-
ment of their care experience better outcomes than those who are not [ 7 ,  8 ]. For exam-
ple,  patient self-management   for chronic conditions has been shown to be associated 
with improvements in health status and decreased utilization of services [ 9 ]. Patient 
centeredness has also been shown to enhance clinician satisfaction, reduce malpractice 
claims, and improve patient loyalty to the clinician [ 10 – 14 ]. It has also been associated 
with improved provision of preventive services [ 15 ]. Additional research demonstrates 
that six verbal and nonverbal behaviors—empathy and support, trust, tone of voice, eye 
gaze and posture, physician–patient agreement about the health complaint, and open-
ended questioning—are linked to key outcomes that include symptom resolution, 
patient satisfaction, and adherence to recommended treatment [ 7 ,  16 – 19 ]. 

 At the same time that an empirical link between patient-centered communication 
and positive health outcomes was taking shape, technological developments, includ-
ing EHR use in the exam room, were adding new tasks to the physician’s work fl ow. 
For example, in the same IOM report that defi ned PCC as a quality indicator, there 
is a chapter entitled, “Preparing the Workforce,” that outlines new or enhanced skills 
that will be necessary for medical practice. In addition to being patient centered, 
physicians will need to be able to effectively use informatics tools, like exam room 
computers, to communicate, manage knowledge, and support decision making. As 
aspirational goals, being patient centered and managing informatics tools are laud-
able. However, the particular kinds of attention and skill that each requires do not 
necessarily align, and may in fact compete with one another. In essence, exam room 
computing and its associated tasks add an additional layer of complexity to the tra-
ditional model of the doctor–patient relationship as a partnership in which both 
parties share time and space creating and sustaining therapeutic relationships. 

 On the technology side, numerous studies of EHRs have been conducted investi-
gating, among other things, data security, time effi ciency, and information sharing 
among providers. One study went so far as to claim that EHR use may be altering the 
fundamental human reasoning and decision processes involved in health care [ 20 ]. 
Unfortunately, the EHR’s impact on patient-centered communication has been largely 
ignored as a research topic. Nevertheless, integrated health care systems, like Kaiser 
Permanente and the Veterans Administration, have undertaken large- scale efforts and 
investments to make computers available in the exam room. The hope and expectation 
is that this technology can be integrated into clinical care and, once implemented, will 
be instrumental in improving therapeutic partnerships and the quality of care [ 2 ].  

    EHRs and the Rise of the “iPatient” 

  The fact that there has been little  systematic   study of the effects of exam room 
computing on the doctor–patient relationship hasn’t deterred commentary and 
criticism. For example, Abraham Verghese, an infectious disease physician by 
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training and a perceptive observer of social trends in modern medicine, coined 
the term iPatient in a New England Journal of Medicine Perspectives piece in 
late 2008 [ 21 ]. He was referring to the tendency of trainees and attending physi-
cians to focus on the record of care to the detriment of the human being that the 
record stands for. In the exam room, this translates into a provider interacting 
more with the computer than the patient. Another high-profi le editorial in a 
2012 issue of JAMA begins with a drawing by a 7-year-old patient. In it, the 
patient is seated on the examining table; to her right stands a nurse and the 
mother holding an infant in her arms. To her left, the doctor is shown at his desk 
with his back to the patient entering data into the EHR on his computer [ 22 ]. 
The title of the article which appears above the drawing is “The Cost of 
Technology.” From these commentaries, one might be tempted to conclude that 
exam room computing is the enemy of good medical practice. To be fair, how-
ever, there are no national guidelines about computer placement, standards of 
use, or evidence-based curricula designed to teach trainees and practicing doc-
tors the best ways to be patient centered when using the computer. As such, the 
conclusion that computers are inherently at odds with good medical practice 
seems somewhat premature. A more balanced view might be found in 
Kranzberg’s fi rst law of technology that states “Technology is neither good nor 
bad; nor is it neutral ” [ 23 ].  

    Exam Room Computing Through the Lens of Human Factors 

   Human factors   is a branch of engineering that pursues the scientifi c understanding 
of interactions between humans and technology in order to optimize well-being 
and overall system performance. Human factor research has been used extensively 
in aviation, and other high-reliability industries such as nuclear power, in which 
precise coordinated actions of humans and technology can mean the difference 
between life and death [ 24 ,  25 ]. Simulation, cognitive task analysis and micro-
analysis of audio and video recordings of actual events are some of the tools that 
are used in human factor research [ 26 ]. In the case of understanding how exam 
room computing technology affects the doctor–patient relationship, direct obser-
vation and recording of the doctor/patient/computer triad in action is an ideal start-
ing place . 

 The framework depicted in Fig.  10.1  shows units of analyses at the three dif-
ferent levels of  organizational structure  . Beginning at the bottom of the fi gure, or 
the “individual level,” situation awareness (SA) theory is used to help describe a 
provider’s level of understanding of his/her environment. The next unit of analy-
sis, moving up Fig.  10.1 , is the physician/patient/computer triad and infl uences on 
the relationship introduced by ergonomics and the geography of the exam room. 
At this level the concept of interaction complexity is used to describe communica-
tion in the triad. Finally, the organization itself and the demands on workfl ow are 
used as the units of analysis to understand their overall infl uence on work at lower 
levels of abstraction.
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      Situation Awareness 

    Situation awareness (SA)   is a framework for understanding how humans perceive 
and comprehend environmental elements and project their status into the future 
[ 27 ]. SA is comprised of the following three levels: (1) perceiving information or 
cues in one’s environment, such as data on the computer screen and patient nonver-
bal behaviors; (2) comprehending and integrating perceived information; and (3) 
projecting future events based on the status of current environmental elements. As 
this description suggests, SA refers to an individual’s internal cognitive representa-
tion of the environment at a specifi c point in time. SA is an important framework to 
draw from when designing a work environment, such as an EHR-enabled exam 
room.    A properly designed work environment will present the necessary informa-
tion at the appropriate time, without requiring the provider to divert his or her atten-
tion away from the patient. 

 A companion concept to SA is joint focus of visual attention which is achieved 
either through mutual eye gaze (Fig.  10.2 ) or simultaneous attention to a third 
object such as a computer (Fig.  10.3 ). Joint focus of attention is recognized as an 
ideal state in which coordinated action is required [ 28 ]. Lack of joint focus of 
attention is associated with diminished performance in technical tasks, and 
increased risk of errors   [ 29 ].

Unit of Analysis

Organization

Provider-
Computer-

Patient Triad

Individual

(the science of understanding interactions among humans and technology)

Human Factors

“Macro”-ergonomics: organizational characteristics, influences, and
demand on workflow

Interaction Complexity:
distribution of information, work,
communication, across a group of people and
the resources and materials (technological
artifacts in the work environment

Situation Awareness: perception and comprehension of elements
in the work environment and the projection of their status in the future

Ergonomics: design and
evaluation of the tasks and tools
in the environment (e.g., the
exam room computing) in order
to make them compatible with
the needs, abilities and
limitations of people

  Fig. 10.1    Conceptual framework regarding understanding interactions among humans and 
technology       
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        Interaction Complexity 

  Interaction complexity expands the SA framework from the individual to include 
the interface between the individual and other action systems such as the provider–
patient–EHR relationship (Fig.  10.1 ). Interaction complexity theory helps in under-
standing the distribution of information, work, and communication across people 
and technology and the physical environment. As communication and cognitive 
tasks become more complex, so too does the potential for error [ 30 ,  31 ]. 

 Interaction complexity was fi rst described in a NASA-funded study of errors 
among commercial airline fl ight crews engaged in a 3-h full motion simulation [ 30 ]. 
It was defi ned as situations where multiple, and sometimes competing, interactional 
demands were placed on crew members and the resulting effects on  communication. 
Figure  10.4  provides an illustration of the phenomenon taken from the transcript of 
a video recording of crew behavior during one of the simulations.

   At line 1 of the transcript, Air Traffi c Control (ATC) communicates a request to the 
captain (P1) to change heading and vector for traffi c. P1 responds to the request (line 
2) and receives a go ahead, “affi rmative,” from ATC (line 3). Less than 3 min later (line 
10), ATC requests that  another  aircraft (“Cessna 512”) contact Phoenix  tower   on radio 

  Fig. 10.2    Joint focus of attention via (face-to-face) eye contact       
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  Fig. 10.3    Joint focus via attention to a third object (computer)       

  Fig. 10.4    Interaction complexity in aviation       
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frequency 120.9 which P1 erroneously responds to by changing his own plane’s radio 
frequency. The two requests at lines 1 and 10 are essentially the same linguistically; the 
only difference between them is the complexity of what’s happening in the cockpit 
when each one is made. Prior to ATC’s transmission in line 1, the cockpit has been 
silent and there are no verbal competing demands on P1. By contrast, the request at line 
10 occurs after both the fl ight engineer (P3) and co- captain (P2) have made requests of 
P1, the fi rst of which, “fl ight director and course arrow,” P1 has not responded to. In 
essence P1’s error can be attributed to the complex linguistic environment in which 
ATC’s request to another aircraft was made. In general, we found that the greater the 
interactional complexity the more likely individuals were to make errors [ 30 ]. 

 The same principles of interaction complexity can be applied to the exam room 
and the dual tasks of gathering patient data and documenting it on the computer. 
Such analyses can help pinpoint opportunities for greater patient centeredness as 
well as risks to patient safety .  

    Ergonomics 

  Ergonomics is a major component of human factor engineering. The principles of 
ergonomics can be applied at both individual and system levels, as depicted in 
Fig.  10.1 . Organizational design issues and their impact on processes and workfl ow 
can be viewed as “macro-ergonomics.” In particular, ergonomics evaluates the 
physical capabilities and limitations of humans; the resulting knowledge is applied 
during the design process. This framework incorporates the geometry of humans 
and the surrounding tools (i.e., the “fi t” between people, their tasks, and their tools), 
to design workplace environments. Optimizing workplace design can increase pro-
ductivity and reduce strain on workers [ 32 ]. 

 In aviation, for example,  ergonomics   is used extensively to design cockpit instrument 
panels so that pilots are able to synchronize their activities as they interact with the tech-
nology (the plane) and the environment (the air space surrounding them) [ 33 ]. In medi-
cine, ergonomic design has had minimal application in terms of computer placement in 
the exam room. The result, as illustrated in the child’s drawing in JAMA, is that the 
physician has his or her back to the patient in order to search for or enter information into 
the computer, a suboptimal confi guration for achieving patient- centered care. A 2005 
study of a large multispecialty practice revealed that the most prevalent confi guration 
was for the computer to be placed in a corner of the room where it was easiest to drop 
the wires totally without regard for the ergonomic strain that might be placed on the 
physician to engage the patient and the computer simultaneously  [ 34 ].   

    EHRs and Communication 

  Ventres and colleagues found that the positioning of the computer affected  com-
munication  ; this group also found that the very presence of a computer altered 
the fl ow of provider–patient encounters [ 35 ]. In another study, Margalit et al. 
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found that patient-centered communication was inversely related to the amount 
of EHR use during a medical encounter [ 36 ]. These effects on verbal and nonver-
bal communication are particularly concerning given their potentially negative 
impact on patient- centered communication and ultimately on patient outcomes. 
Another study by McGrath reported similar variations in spatial computer con-
fi gurations [ 37 ]. The investigators found that exam rooms were confi gured in one 
of the three arrangements: open, closed, and blocked. In the open confi guration, 
the computer did not obstruct eye contact between physician and patient and 
required only a very small adjustment for the physician to turn toward the com-
puter. Also, patients and physicians were physically closest. Several times with 
the open confi guration, patients and physicians viewed the computer together. In 
the closed confi guration, physicians had to turn their backs to patients in order to 
use the computer, making face- to- face communication diffi cult. In the blocked 
confi guration, the computer was a physical barrier that “blocked the fi eld of 
vision between physician and patient.” 

 Figure  10.5  illustrates a computer confi guration that is closed with the computer 
screen pointing away from the patient and the physician’s back partially turned 
away from the patient. In addition to the physical confi guration of the computer 
being a potential barrier to communication this particular physician spent most of 
his time interacting with the computer screen. The entire visit lasted 19 min and 
45 s, of which 12 min and 21 s, or 64 % of the time, was taken up with the physician 
interacting with the computer and only 7 min and 4 s, or 36 % of the time, during 
which he was looking at and interacting with the patient. In addition to the 
 ergonomics of the room, and the computer placement, the physician is surrounded 
by paper documents and is in fact writing on a paper document in his lap. The use 
of paper represents an additional challenge to work fl ow and effi ciency, not to men-
tion the time it adds to tasks that take the physician’s gaze away from the patient. As 
a habit of practice, we have found that gaze and computer use patterns are relatively 
stable. For example, in a series of fi ve encounters the amount of time spent on the 
computer varied from 57 to 64 %.
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  Fig. 10.5    Closed computer confi guration and eye gaze patterns when the computer screen is 
pointing away from the patient       
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   Figure  10.6  illustrates an open confi guration and different gaze patterns from 
the fi rst physician. The physician and patient are seated facing one another, 
which is optimal for eye contact. As well, the computer is located in such a way 
that the physician can rotate it so that he or she and the patient can share a joint 
focus of attention on the computer screen at any point in the encounter. The 
gaze pattern of this physician is also quite different in terms of time spent look-
ing at the patient and at the computer. This visit was 14 min and 43 s long. Of 
that total the physician looked at the patient for 11 min and 57 s, or 81 % of the 
time, and at the computer for only 2 min and 46 s, or 19 % of the time. Over fi ve 
recorded encounters this physician’s gaze pattern varied from 75 to 81 % of the 
time spent looking at his patients.

   Using mutual eye gaze, which was mentioned earlier as a facilitator of 
patient- centered care, one can conclude that the physician in Fig.  10.6  is able to 
use the computer in a more patient-centered way than the physician in Fig.  10.5 . 
At the same time, it is important to point out that the ergonomics of the exam 
room in Fig.  10.5  and the placement of the computer as a permanent fi xture cre-
ated additional barriers to patient-centered use. These two fi gures illustrate the 
wide variation in exam room computer use among practicing physicians and 
also the distinct differences in ergonomics from exam room to exam room. 
Compared with the placement of the blood pressure cuff relative to the exam 
table, which can be calculated in inches, fi xed and portable computers can be 
anywhere in the exam room, from being in a corner, to a desk, to sitting on the 
physician’s lap. Such variation may be necessary given the different tasks physi-
cians use the computer to accomplish during the encounter, but if the ultimate 
goal of care is to be patient centered it will be  important to know which confi gu-
rations, what behaviors, and the conditions under which physicians and other 
health professionals are optimally able to realize this goal. Human factor 
research can help in answering these questions .  
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    Recommendations 

  Despite the limited systematic research on the effects of exam room computing on 
delivering patient-centered care, there are some best practices that have been devel-
oped mostly by consensus and are worth sharing. Several curricula for teaching medi-
cal students and residents have been made available recently. For example, the 
University of Chicago’s Patient Centered EMR Curriculum is available on Meded 
Portal [  https://www.mededportal.org/publication/9953    ], and Kaiser Permanente hosts 
a discussion forum for EHR implementation and use in its system [  http://www.emran-
dehr.com/tag/kaiser-permanente/    ]. In addition, several papers on EHR guidelines 
have been published that offer helpful advice on EHR exam room use [ 38 – 40 ]. 

 Here I will summarize three of what I believe are the most important guidelines 
for patient-centered EHR use.

    1.     Prepare for the visit : In the era of paper records, the idea of reviewing the patient’s 
chart before entering the exam room was treated as a “golden rule.” There were, 
of course, exceptions; charts sometimes were not available to be placed in the 
door or the clinic schedule was busy. In today’s EHR environment it is common 
to observe physicians entering the exam room without having had the time or 
opportunity to review the patient’s record. Many physicians report that log-on, 
log-off requirements in many record systems as well as the time it takes to fi nd 
information in the EHR prevent them from reviewing the record outside of the 
exam room. While this habit of practice may be functional in the short run, it is 
both ineffi cient and limits patient centeredness; for example, searching for the 
same information in the patient’s presence while carrying on a patient-centered 
conversation is challenging and time consuming and can be frustrating to both 
parties. Reviewing the patient’s EHR prior to the visit is akin to a prefl ight check-
list that pilots go through to make sure that they and their equipment are ready to 
fl y. Doing it in the exam room because you are time pressured and haven’t had a 
chance to do it before is like already being in fl ight and deciding to do a prefl ight 
checklist! It is a threat to patient safety, quality, and the relationship.   

   2.     Introduce the computer and acknowledge that it is now part of the relationship 
between you and the patient : There is an inherent tension between data gathering 
and data recording. Research shows that the most accurate rendering of informa-
tion occurs as soon after an event as possible, suggesting that exam room com-
puting has the advantage of producing highly accurate and complete records 
[ 41 ]. As already noted, accuracy and completeness of note taking compete for 
attention with patient-centered communication in the encounter. There is no 
ideal solution to this problem. However, acknowledging and explaining what 
you are doing on the computer and cueing the patient as to when and why you 
are doing it can go a long way to engaging the patient as a partner in the process, 
even if you are busy working on the computer from time to time. Introducing the 
computer as a third party to the relationship is a type of orienting statement. 
These types of statements have been associated with lower risk of medical mal-
practice, another benefi t of engaging in this behavior [ 42 ].   
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   3.     Use the computer as a teaching/instructional aid : The medical record has tradi-
tionally been the province of the physician as private “notes to self” [ 43 ]. Over 
time, the role and function of the medical record has shifted and multiple parties 
(billing, insurance, quality assurance, research) have a direct interest and access 
to identifi able medical  information   in the EHR. While a number of others may 
view the chart when it is completed, it is still the patient who is face to face with 
the physician and is the primary individual from whom information is gathered. 
This fact creates enormous opportunities to use the EHR as an educational tool. 
For example, a patient who has been making good progress in losing weight and 
keeping their diabetes under control with exercise and diet can be reinforced in 
their behavior by drawing their attention to the computer screen displaying a 
histogram of their results over the last 6 months. Jointly focusing on progress 
toward a goal is a powerful way of continuing to motivate them to maintain 
healthy behaviors. It also uses time and shared attention effi ciently .      

    Conclusion 

 In 1816, the French physician Rene Laennec, who was the equivalent of a pulmo-
nary specialist, was asked to see a patient with breathing diffi culties. At the time 
auscultation of the chest was done directly by placing one’s ear to the patient’s 
chest. The patient was quite corpulent and he was unable to hear by listening 
directly. In the moment, he rolled up a piece of paper into a tube, placed it on the 
patient’s chest, and was not only able to hear the lungs but to hear them much more 
clearly than by direct listening [ 44 ]. Laennec’s “invention” became the modern-day 
stethoscope, a technological innovation that has helped generations of physicians 
evaluate symptoms and make better diagnoses. Although the invention of the stetho-
scope can be viewed as having placed a technological barrier between physician and 
patient, its use has been integrated into the medical encounter in a way that supports 
rather than detracts from the physician patient relationship. In an era of high-tech 
medicine, the stethoscope and physical auscultation may actually be unnecessary 
[ 45 ]. Nonetheless, both patients and most physicians continue to rely upon it as a 
means of diagnosis and a reassuring form of communication. 

 Exam room computers are here to stay. Much still needs to be done to understand 
how they can be used in a patient-centered environment without detracting from the 
patient’s (and physician’s) experience of giving and receiving care. Good science, 
like good wine, needs time to reach its peak. The science of human factors is one 
approach that holds potential for fi nding the sweet spot between data gathering and 
data recording that is mutually satisfying and produces the most accurate and com-
plete accounts of what happens in the exam room. Until that time comes both the art 
and science of exam room computing will be tested. Being an optimist, I believe 
that intelligent, motivated physicians and highly skilled researchers will continue to 
perfect the doctor/patient/computer relationship and anchor it in the center of medi-
cal practice.     
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    Chapter 11   
 Patient Identifi cation Errors and HIT: 
Friend or Foe?                     

     Daniel     Hyman       and     Lynn     Voss     

          Introduction 

 Problems with patient misidentifi cation resulting in care being provided to the 
wrong patient have been recognized in healthcare for decades, and are the focus of 
the Joint Commission’s National Patient Safety Goal # 1 [ 1 ]. Despite many years of 
attention, problems of this type continue due to a combination of factors including, 
but not limited to, inconsistent practices and risk-taking behaviors by staff, lan-
guage barriers, and other human factors that challenge our ability to eliminate these 
errors. Risk-taking behaviors include situations where staff members fail to follow 
policies designed to limit errors in care, for example failing to check two patient 
identifi ers prior to administering a medication. Increasingly, technology is being 
recognized as both a risk factor for errors and a tool that can offer strategies for 
potentially preventing them. 

 In this chapter, we describe examples of  how   patient identifi cation errors occur 
in hospital settings, and explore potential strategies to reduce patient identifi cation 
errors, with an explicit focus on the interface between staff and health information 
technology (HIT), including the electronic medical record (EMR). Ultimately, the 
EMR will be one of a number of strategies to reduce the risk of these common, and 
often under-recognized errors that put patients at risk. Several studies published in 
the past few years demonstrate that the EMR can be used to reduce risk and are 
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discussed below. Three proximate causes of HIT-related patient identifi cation errors 
are profi led, with analysis and potential strategies to address each of these latent 
safety risks in our systems.  

    Case Studies 

    A. Orders Placed on the Wrong Patient 

  Case 1.  A resident physician ordered a lab test on her patient A. The nurse drew 
blood from the child’s central line and sent it to the lab. The resident soon saw that 
there was a lab test in process on patient A and realized that she had ordered the test 
on a patient different than who it was intended for. The resident called the lab to 
cancel the order for patient A and placed it on patient B. Both patients’ charts had 
been open on the resident’s computer screen at the time that the order for the lab 
test, intended for patient B, was mistakenly placed for patient A. 

  Case 2.  A patient was experiencing  dystonic symptoms   in an inpatient psychiatry 
ward and the provider placed an order for benztropine 0.5 mg. Unfortunately, the 
order was placed on patient B instead of the intended patient A. The nurse caring for 
patient B did not question the order because patient B was on antipsychotic medica-
tions and was experiencing some mild adverse reactions. Patient B received medica-
tion unintended for him as a result of the error in order entry, and patient A’s treatment 
was delayed for some period because there was no order to give the medication. 

   In these fi rst two cases, the proximate cause of error was erroneous placement of 
an order in the wrong patient’s EMR. A provider placed an order in the  computer-
ized order entry (CPOE) system   for either a lab test or a medication for a patient 
other than whom he/she intended, and in each case the order was acted upon by the 
patient’s nurse. No harm occurred in either of these cases, but the possibility of 
harm occurring from a future case with similar causation is easy to imagine—either 
because of an adverse reaction to a medication or a failure to treat the intended 
patient, leading to a delay in care and a potentially serious adverse outcome. 

 A research study by Hyman et al. described their hospital’s early focused efforts 
to reduce episodes of care to unintended patients [ 2 ]. Surprisingly, one of the com-
monest causes of patients receiving care not intended for them was the erroneous 
placement of either orders or clinical information in the wrong patient’s chart. This 
type of error had not been systematically described previously. The authors hypoth-
esized that CPOE systems may introduce a new and unintended source of patient 
identifi cation errors into the care system, due to both erroneous ordering and docu-
mentation. Just as HIT is introducing this risk, it is also recognized as being a source 
for potential solutions or mitigation strategies. 

 Figure  11.1  summarizes the distribution of the primary types of identifi cation 
errors reported at baseline by Hyman’s group. While bedside errors related to wrong 
patients having a medication administered to them or a lab test performed upon 
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them were the most common type of error, fully 22 % (11/50) were due to orders 
being placed in the wrong patient’s electronic chart. Furthermore, their near-miss 
data suggested that at least 75 % of errors related to orders in the incorrect chart 
were actually being caught by nursing staff or pharmacists upon review of those 
misplaced orders, and these were then corrected once identifi ed, prior to being exe-
cuted. During the baseline period in 2010, 33 near misses of this type were volun-
tarily reported, three times the number of actual events that reached the patient. 
These errors are most likely to be caught when the medications or tests ordered are 
not consistent with the patient’s care plan, symptoms, or diagnosis, and the nursing 
or pharmacy staff question the ordering provider.

   In the search for solutions to reduce the frequency of  ordering   errors of this type, 
the improvement team considered several strategies including placing a restriction 
on the number of open records (currently four) any provider could keep in his/her 
workspace. Figure  11.2  illustrates the view a provider had when more than one 
patient record was open in the user workspace. The team was technically unable to 
determine whether there was any link between the reported errors and multiple 
records having been open. In the absence of such evidence and staff concern about 
workfl ow if they had to close charts any time they needed to look at another patient’s 
record, the researchers decided to seek an alternate intervention strategy.

   Instead, the CPOE workfl ow was modifi ed, fi rst to include an order verifi cation 
screen that asked the provider to confi rm that he/she was placing orders on the 
intended patient prior to signing those orders. This strategy did not, itself, impact 
error rates. Soon thereafter, however, patients’ pictures were obtained and placed 
on the order verifi cation screen (Fig.  11.3 ). Patient picture-taking equipment and 
processes were sequentially deployed and implemented across the hospital system 
over a 1-year period  .

  Fig. 11.1    Pareto distribution of patient identifi cation error events during the baseline period (2010) [ 2 ]       
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      Results of the Patient Picture and Order Verifi cation Process 

  In 2010, hospital staff reported a total of 50 episodes of care being provided to the 
incorrect patient. In 2011, the total number of reported patient identifi cation errors 
of any cause decreased by 25–37 %, and the distribution of the types of errors 
shifted, with two-thirds of them a result of failure to match medications to the 
patient at the bedside/point of care (Fig.  11.4 ).

  Fig. 11.2    Screenshot of EMR with multiple patient tabs open (before placement of patient photo 
verifi cation screen)       

  Fig. 11.3    Screenshot in the EMR with the patient photo on the verifi cation screen (not an actual 
patient)       
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   In the fi rst year after the initiation of the order verifi cation screen and the added 
facial image, reports of errant placement of orders in an unintended patient’s chart 
dramatically decreased. In 2011, only two patients were reported to have received 
care not intended for them due to misplaced orders, as compared with 11 such 
events in 2010. Of note, in neither of those two instances was the patient’s picture 
present in the record. Furthermore, ten near-miss events were reported during 
2011 in which orders were placed on the wrong patient but interrupted by another 
staff member who questioned the indication for the order, as compared with 33 
similar near-miss reports during 2010. Similarly, only one of those ten patients had 
his/her picture in the record. The introduction of a patient verifi cation screen with 
the patient’s picture resulted in an immediate reduction of more than 75 % in the 
number of ordering errors that resulted in unintended care being provided to the 
wrong patient. 

 Since the introduction of the order verifi cation screen and the patient photo at the 
end of 2010, a reduction in errors in placing orders in the wrong patient’s EMR has 
been sustained with each subsequent year reporting between 1 and 3 events per year 
(Fig.  11.5 ).

   These results suggest a sustainable trend in the decrease in the frequency of pro-
viders erroneously completing orders in the incorrect record following these two 
interventions. Figure  11.6  demonstrates the number of days between reported 
occurrences of patients receiving care not intended for them due to the placement of 
an order in the incorrect patient’s EMR. This statistical process control chart refl ects 
the signifi cant increase in the number of days between order-related patient identi-
fi cation errors following the introduction of the patient photograph and verifi cation 
screen in the provider’s ordering workfl ow.

  Fig. 11.4    Pareto distribution of patient identifi cation errors after the photo verifi cation screen 
implementation (2011)       
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   One other published study demonstrated that the implementation of a patient 
verifi cation dialog box at the initiation of the ordering sequence in fi ve emergency 
departments could also result in sustained improvement over a 2-year period [ 3 ]. 
This study incorporated a 2.5-s delay, after which the provider had to confi rm the 
patient’s identity. 

 The primary interventions in both of these reports were an interruption in the 
ordering sequence that requires the ordering provider to verify the patient’s identity, 
a step that was strengthened by having the patient’s picture on the verifi cation 
screen. In neither case was the intervention designed so as to be evaluable as an 
independent variable. 

  Fig. 11.5    A 5-year view 
of patient ordering events       

  Fig. 11.6    Days between patient identifi cation ordering events for 2010–2014 (including cases 
both with or without a picture present in the EMR)       
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 The placement of orders in the wrong patient’s chart had not been well documented 
or analyzed as a cause of error, and is potentially enabled by the implementation of 
CPOE. Although none of the reported errors in this hospital resulted in signifi cant 
harm to patients during this time frame, these errors remain a latent systemic risk and 
require continued evaluation and targeted interventions to reduce the risk of serious 
harm in the future. 

 Issues that may be raised by decision makers in organizations considering rep-
licating this type of strategy include both potential HIPAA concerns and the need 
for updating the picture with changes in the patient’s appearance, especially in a 
pediatric population. HIPPA does not prevent the use of pictures in the course of 
providing medical care but policies should be in place to ensure that the pictures 
are handled appropriately, as with any other protected health information in the 
EMR. Hospital policy on updating pictures has evolved over time; currently the 
frequency of updates is based on patient age. Patients under one [ 1 ] year of age 
have a new photo taken once every 30 days. For patients over one year of age, a 
new photo is taken once every 90 days or at any time the staff feels that a change 
in appearance warrants updating the picture. (Adult hospitals would likely, appro-
priately, opt for longer intervals between picture retaking.) Workfl ow at registra-
tion where pictures are taken may also be a concern raised by staff, especially in 
busy outpatient areas. It has been quite feasible to incorporate picture taking into 
registration processes without signifi cantly impacting effi ciency. The scope of 
work required to implement the order verifi cation screen and patient pictures in 
the electronic record was extensive and required a range of system interfaces as 
well as issues with EMR upgrades. Finally, one must also consider the operational 
expense of placing digital cameras at all entry points to the organization. Even 
with these considerations, the safety benefi ts and patient centeredness of placing 
pictures in the medical record seem to clearly outweigh any time pressure or cost 
issues. 

 It is well documented in the literature that providers override between 49 and 
96 % of alerts presented to them in the course of entering orders in the EMR [ 4 – 7 ]. 
Although other alerts in this hospital’s system are ignored up to 80 % of the time, 
providers report that the large, centrally placed patient picture on the verifi cation 
screen is effective in capturing their attention when the picture is not of the patient 
they are expecting. This does of course have limitations, especially with newborn 
babies or when the picture is poorly exposed. The dramatic and sustained reductions 
in this source of patient identifi cation error over the past 4 years are substantive 
evidence of the effect of the patient photo verifi cation intervention. 

 The picture of the patient appears to impact  providers   differently from a human 
factor perspective and this would likely benefi t from further study. It raises the 
question of what might health care systems do with other alerts that can be confi g-
ured to similarly impact providers in the way they are reportedly impacted by see-
ing a patient picture .   
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    B. Documentation in the Wrong Patient’s Chart 

   A second major proximate cause of patient identifi cation errors due to the interface 
between health care staff and technology is erroneous placement of information in 
a patient chart. 

  Case 3 . A  clinical assistant (CA)   was making patient rounds and obtaining vital 
signs on the inpatient oncology unit. One of the patients had a temperature of 
39.3 °C. The CA informed the patient’s nurse directly, but accidentally documented 
the elevated temperature in the wrong patient’s chart. Sometime later, and after shift 
change, a staff nurse noticed that her patient had a temperature documented in the 
chart that had not been passed along at shift report. Because the patient was neutro-
penic, blood cultures were obtained and the patient was started on antibiotics. It was 
later recognized that the temperature documentation was incorrect and antibiotics 
were discontinued. 

 This case refl ects a second potential proximate cause of wrong care being pro-
vided, due to an error in the use of the EMR. Personal error prevention practices are 
one strategy for reducing this latent risk of basic human error in everyday workfl ow. 
“STAR” (stop, think, act, review) is one such example, but this is certainly not a 
highly reliable prevention strategy. 

 Strategies to assess for and use health IT to reduce  documentation   errors have 
been limited. Henneman found that providers infrequently identifi ed their own 
patient identifi cation errors related to documentation in the wrong chart [ 4 ]. 
Wilcox et al. described patient/note mismatches using errors in gender attribution 
in the medical record, although the linkage to actual care errors was not deter-
mined [ 8 ]. The Offi ce of the National Coordinator on Healthcare Information 
Technology released an extensive report on strategies for matching patients with 
information in their EHR although its focus was less on care workfl ow and more 
on dataset reliability [ 9 ]. Other strategies will need to be determined in order to 
minimize the risk of these types of errors. In the interim, personal error prevention 
practices, like STAR (stop, think, act, review-reference HPI), encourage health 
care team members to focus on the task at hand, especially when rushed or dis-
tracted. This is not an ideal risk mitigation strategy, so other IT solutions will need 
to be developed  .  

    C. Bedside Errors in Medication Administration 

  The most common cause of patient identifi cation errors in the Hyman study was 
bedside administration of medication to (or lab testing on) the wrong patient [ 2 ]. 
HIT has a role in this type of error as well. 

  Case 4 . A nurse caring for four inpatients, one of whom is critically ill, is wait-
ing for the pharmacy to deliver an antibiotic that her patient needs urgently. She 

D. Hyman and L. Voss



151

calls the pharmacy to alert them to the urgency and returns to her patient’s bed-
side. Shortly thereafter, another nurse brings the medication that had arrived in the 
 hospital’s “tube” distribution system to the patient’s room. The nurse spikes the 
bag of antibiotics and begins infusing it into her patient. Ten minutes later, the 
patient develops urticaria, wheezing, and worsened hypotension at which time it 
is recognized that he had been given Penicillin to which he is allergic, instead of 
the intended quinolone antibiotic. The antibiotic is discontinued, and the patient 
is treated with diphenhydramine, epinephrine, and albuterol and slowly returns to 
his baseline. 

 There are numerous, well-recognized proximate causes for errors in which health 
care team members give medications, tests, and treatments to incorrect patients. The 
frequently heard “we know our patients” excuse for not checking two identifi ers is 
a refl ection of poor practice and an important issue to address as hospitals seek to 
advance their patient safety culture. In examples like the above case, staff may be 
rushing due to real or perceived patient risk, and either do not recognize or mini-
mize their risk of harming their patient by not ensuring that the treatment is intended 
for them. The primary HIT intervention to reduce this latent patient safety risk is bar 
code scanning technology. In brief, patient ID bands are typically enhanced with a 
two-dimensional bar code that is unique to that patient and hospital encounter. 
 Medications   and other interventions are similarly labeled with unique patient bar 
codes and staff can scan both the medication and the ID band (or test vial, etc.) prior 
to administering the treatment or test. In the event that there is not a match, the scan-
ning device alerts the staff member who then ideally stops what he/she is doing until 
the situation can be resolved. Although helpful, it is unfortunately the case that 
these alerts are also too frequently ignored or misinterpreted .   

    Conclusion 

 These three common examples of ways in which HIT can either enable or help pre-
vent user errors in ordering, documenting, and managing patient care tasks clearly 
demonstrate the power of the computer to impact care delivery in both positive and 
negative ways. Although the user interface, with multiple charts open and numerous 
patients to pick from on computer lists, may make order placement and/or docu-
mentation in the wrong record more likely than with former paper charts, there is 
also an effective solution with patient pictures in the record and a verifi cation pro-
cess to reduce these risks. Technology can also reduce the risk of incorrect medica-
tion administration within a staff member’s task completion workfl ow. In coming 
years it is likely that additional tools will be developed that make it harder for pro-
viders to err in providing patient care due to new ways of interfacing with each 
patient’s EMR and reduce the likelihood of care being provided to an unintended 
patient and putting that patient at risk of preventable harm.     
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    Chapter 12   
 Errors Related to Health Information 
Exchange                     

     Carol     J.     Parker       and     Julia     Adler-Milstein     

          Introduction 

 Health information exchange (HIE) is the process  of   electronically sharing patient- 
level health information to support care delivery. The need for HIE arises from the 
fact that the USA (and other countries) have fragmented healthcare delivery systems 
in which patients receive care from multiple providers—both during an episode of 
care and over the course of a lifetime [ 1 ,  2 ]. The clinical information generated dur-
ing an encounter is captured in the patient’s medical record within a given health-
care provider organization, and the process for sharing the relevant pieces of 
information with other providers has historically relied on manual, error-prone 
methods of phone, fax, and mail [ 3 ]. As paper medical records are increasingly 
replaced with electronic health records (EHRs), HIE capabilities can be put in place 
to enable health information to follow patients  electronically  across care delivery 
settings. 

 The  benefi ts   of HIE are many because, in concept, HIE should enable access to 
complete patient information at the point of care [ 3 ]. This should avoid care that is 
duplicative and potentially unsafe. The empirical evidence to date suggests reduc-
tions in utilization as a result of HIE, primarily related to laboratory and imaging 
tests [ 4 ]. Reducing unnecessary imaging, and the associated exposures known to 
harm patients, is therefore the domain with the best evidence for how HIE is likely 
to improve patient safety. However, more complete information enabled by HIE 
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should result in a range of other patient safety benefi ts, such as more accurate 
 diagnosis and a reduction in potentially harmful drug-drug interactions, drug-
allergy interactions, and drug-lab interactions [ 5 – 9 ]. 

 In response, there has been substantial funding and activity at federal, state, and 
local levels to promote HIE in the USA. Different approaches to HIE have emerged 
in healthcare markets based on community preferences for how to structure HIE in 
terms of the types of organizations involved (e.g., hospitals, ambulatory practices, 
labs), the types of information that can be accessed (e.g., test results), and the form 
of electronic access (e.g., push, pull). Nonetheless, a common set of terms and defi -
nitions to describe key differences between market-driven approaches to HIE have 
emerged, based on the types of organizations involved: Community HIE Networks, 
Enterprise HIE Networks, and EHR Vendor HIE Networks. 

  Community HIE    Networks   —also referred to as  Health Information Organizations 
(HIOs)   or  Regional Health Information Organizations (RHIOs)  —exist when pro-
vider organizations in a given community collaborate to secure the technical infra-
structure and negotiate the governance approach to engage in HIE to improve 
patient care. Typically the only restriction on the types of stakeholders that can 
participate is geography. A recent survey found 119 of these networks in the USA, 
operating in 67 % of healthcare delivery markets [ 10 ]. Hospitals and ambulatory 
providers were the most common type of participants in these networks, typically 
sharing test results and summary of care records [ 10 ]. 

  Enterprise HIE    Networks    exist when one or more provider organization(s) elec-
tronically share clinical information to support patient care with some restriction, 
beyond geography, that dictates which organizations are involved. In contrast to 
Community HIE Networks, participation restrictions are driven by strategic, propri-
etary interests [ 11 ,  12 ]. Although broad-based information access across settings 
would be in the best interest of the patient, provider organizations are sensitive to 
the competitive implications of sharing data and may pursue HIE in a strategic way 
[ 13 ]. A common scenario is hospitals that choose to affi liate with select ambulatory 
providers, and invest in HIE capabilities with them, in order to encourage referrals 
from these providers to the hospital rather than to one of the competing hospitals 
[ 14 ,  15 ]. 

  EHR Vendor HIE Networks  exist when HIE occurs within a community of pro-
vider organizations that use an EHR from the same vendor. A subset of EHR ven-
dors have made this capability available; EPIC’s CareEverywhere solution [ 16 ] is 
the best known example. Providers with an EPIC EHR are able to query for and 
retrieve key clinical data from any provider organization with EPIC that has acti-
vated this functionality. Little is known about the number of existing enterprise and 
EHR vendor HIE networks, the number of providers who use them, or the specifi c 
types of clinical information that are shared. 

 While there are important differences between approaches to HIE, regardless of 
approach, a set of corresponding human processes must be developed and consis-
tently applied in order to translate HIE capabilities into safer and more effective 
care. When undertaking these processes, weaknesses in provider organizations’ 
internal processes and standards are often exposed, which create opportunities for 
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errors and unsafe care. In this chapter, we focus on two common types of errors, 
with implications for patient safety, that can result when provider organizations 
pursue one or more approaches to HIE. The fi rst is errors related to patient identifi -
cation and matching. The second is errors related to efforts to protect patient pri-
vacy. We use case studies to illustrate the errors, analyze the root causes, and 
describe potential solutions. Our case studies assume that a community HIE net-
work (“HIO”) is the approach to HIE.  

    Errors Related to Patient Identifi cation and Matching 

 Because the USA lacks a common identifi er that can be used to match patient iden-
tity across provider organizations, a key challenge facing any HIE effort is how to 
enable such identifi cation and matching. This issue is particularly salient because of 
the potential patient safety implications that could emerge from incorrect identifi ca-
tion and matching. Provider organizations typically have developed a set of  policies 
and procedures   that dictate patient identifi cation and matching, such as how hospi-
tals name newborn babies and unconscious, unidentifi ed patients. When a provider 
organization chooses to share patient information electronically with other provider 
organizations, the naming principles are incorporated into the interface develop-
ment between the two organizations’ clinical information systems. Interfaces allow 
information to be delivered electronically and securely between separate clinical 
information systems, such as EHRs and laboratory information systems, which may 
not be using the same vendor. Even if the two systems are from the same vendor, the 
organizations that wish to engage in HIE may not be using the same or compatible 
versions of the software. Patient matching and identifi cation are critical to the devel-
opment of an interface as they determine how information is sent and received 
electronically. 

 Patient identifi cation and matching are particularly challenging in the case of 
HIOs because HIOs typically facilitate exchange across many provider organiza-
tions with many different vendor products and naming principles. Further, there is 
no standard set of attributes used for patient matching across organizations and not 
all attributes that an HIO may select for patient matching are collected in all EHRs 
[ 17 ]. Even patient  medical record   numbers do not offer a robust solution because, 
within a given provider organization, patients often have more than one number due 
to the multiple patient and information management systems in use that are not 
interfaced with each other. 

  The HIO’s role is to accommodate the multiple  naming   conventions in use across 
provider organizations by managing the patient identity and matching process for 
incoming electronic clinical information. By maintaining a master patient index, 
they can uniquely identify each patient so that clinical information can be shared 
across provider organizations in a manner that supports successful patient identifi -
cation and matching at each receiving provider organization. However, when patient 
identity and matching policies are not applied  consistently  at the provider organiza-
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tion, the logic built in to the interface with the HIO fails to work and the HIO may 
incorporate a temporary name as a real patient in their master patient index. For 
example, a given hospital’s naming convention may be to use gender (female/male) 
as the fi rst name and a rotating list of colors as the last name. If an unconscious male 
patient arrives at the hospital, and he is incorrectly entered into a hospital’s elec-
tronic health record as “Man Brown” instead of “Male Brown,” when the hospital 
shares the clinical documents associated with this admission with the HIO, the 
interface would fail to identify “Man Brown” as a temporary name and a new person 
would be added to the HIO’s master patient index as “Man Brown.” Clinical infor-
mation associated with “Man Brown” could then be electronically sent to other 
provider organizations identifi ed as one of the patient’s providers, further propagat-
ing this failure in the patient identifi cation and matching process and potentially 
creating false patients in multiple electronic record systems. Many provider organi-
zations require active consent by their staff or providers to create new patient records 
when receiving electronic health information from an outside organization through 
an interface because of this issue. As a result, clinical information necessary for 
patients to receive safe and effective care may be incorrectly attributed to a false 
name or rejected by the receiving electronic record system because of intervention 
by staff or providers . 

 In addition, if another unconscious male patient is admitted at a later date and the 
same failure to follow the naming convention occurs at the same point in the  color 
rotation  , the records for the most recent patient could be combined with the records 
of the previous “Man Brown” patient. Once an incorrect match is made and records 
are merged, it is diffi cult to go back and appropriately assign each piece of clinical 
information to the correct patient. Rather than risk propagating incorrect informa-
tion, the HIO will likely make all the information inaccessible to provider organiza-
tions, by tagging the clinical documents so they are not viewable or completely 
deleting them. 

 Thus, robust patient identifi cation processes heavily depend on the actions of 
staff within  provider organizations  . Since these positions often have relatively high 
turnover rates, this creates a challenge for provider organizations to consistently 
apply carefully crafted policies and procedures [ 17 ]. Data quality issues such as 
spelling errors, incomplete patient identifi ers, transposition of numbers/letters, and 
inconsistencies in conventions (such as how to handle hyphenated last names) com-
monly exist within provider organizations. In the case of HIE, data quality issues are 
easily spread across the HIO’s provider network, posing a risk to patient safety. 

 Patient matching (ensuring recently created or received health information is 
added to the correctly identifi ed patient’s record) requires constant management 
within a provider organization and HIO. There is a fi ne balance between how  patient 
linkages   are managed. Too stringent and the result is patients with multiple records 
and providers potentially missing critical information because they fail to fi nd each 
of the records. Too fl exible and patient records may get inappropriately combined 
resulting in inaccurate clinical information contained in the patient record. 

 To illustrate these issues in greater  detail  , the case study below features a mature 
HIO that maintains a comprehensive master patient index to uniquely identify 
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patients and a provider index to uniquely identify providers. The HIO sends and 
receives electronic clinical information to and from provider organizations through 
interfaces and provides a community-wide health record (i.e., a clinical data reposi-
tory) that allows providers to query across provider organizations for  clinical   infor-
mation on individual patients. 

    Case Study 

    Clinical Summary 

  William Tell presents to the emergency department at a local hospital with severe 
pain due to a migraine. During his oral history and physical, he relays that he is tak-
ing Metoprolol (a medication to prevent the onset of migraines), 100 mg strength, 
twice daily. He reports a history of breakthrough migraines requiring Vicodin at 
least twice a year. As part of the patient’s work-up, the physician resident logs in to 
the HIO’s community-wide health record and searches for the patient. He compares 
demographic information reported to him by the patient to the information available 
in the community-wide health record—and fi nds a match with the same fi rst and last 
name, and date of birth. While William Tell provided additional information, such 
as his most recent address, this information was missing in the community-wide 
health record. When the resident looks at the problem list from the matched record 
in the community-wide health record, he fi nds migraines along with several other 
diagnoses associated with severe pain, many different pain medications that have 
been prescribed previously, and visits to multiple emergency departments. These 
elements raise the resident’s concern about the possibility that William Tell is a drug 
seeker. The resident reports this information to the attending who decides to decline 
Mr. Tell’s request for Vicodin and instead prescribes Ketorolac. Mr. Tell has a his-
tory of kidney dysfunction but this information is not uncovered during the history 
taking and is not included on the problem list. Ketorolac is contraindicated for per-
sons with kidney dysfunction. Mr. Tell leaves the emergency department and fol-
lows the care plan. He returns in several days with signs and symptoms of kidney 
failure.  

    Analysis 

 The resident and physician were provided with clinical information that they believed 
was appropriately linked to their patient, Mr. Tell, and as a result are concerned that 
he may be a drug seeker. In reality, the patient in the scenario, William Tell (DOB 
11/6/65), was a migraine sufferer and only sought emergency care twice a year. The 
clinical information that the resident accessed about Mr. Tell was inaccurate due to 
clinical information shared with the HIO for William Tell (DOB 6/11/65) inappropri-
ately attributed to William Tell (DOB 11/6/65). This misattribution could be due to 
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data quality issues at the provider organization in patient identifying characteristics, 
the lack of necessary identifying characteristics included with the clinical informa-
tion, or a matching algorithm at the HIO that is not suffi ciently stringent.  

    Solutions 

  Policy:  To ensure robust patient identifi cation and matching, multiple and broad 
infrastructure changes are critical. The Offi ce of the National Coordinator for Health 
Information Technology with the US Department of Health and Human Services 
commissioned a project to evaluate current efforts to improve patient identifi cation 
and matching, and provide recommendations for future efforts. The draft recom-
mendations were reviewed by more than 150 organizations including health sys-
tems, HIE organizations, EHR vendors, and vendors of HIE solutions. The fi nal 
report, released in February 2014, provides recommendations that require action at 
multiple levels: from federal policy to EHR vendors, HIE organizations, and health 
care providers. The recommendations include infrastructure improvements, such as 
standardizing patient identifying attributes and including these attributes when 
information is electronically exchanged between provider institutions. Increasing 
and standardizing patient identifi cation attributes would fi rst require enhancements 
to EHRs. Therefore, the report recommends expanding the list of attributes cur-
rently required in EHRs that are federally certifi ed to include elements that would 
facilitate efforts to improve matching effi ciency and accuracy, but are not com-
monly present, such as a previous last name, middle name, and home/business/cell 
phone numbers [ 17 ]. 

  Provider Organization.  Until a more robust policy and certifi cation framework 
is in place, provider organizations need to focus on improving patient identifi cation 
and matching procedures in order to prevent errors. As one example, an interven-
tional study conducted at Montefi ore Medical Center targeted patient identifi cation 
errors in newborns [ 18 ]. They created a distinct naming convention to replace the 
common practice of naming newborns with temporary names such as “BabyGirl/
Baby Boy MOTHER’S LAST NAME.” The study used a pre-validated algorithm to 
detect “near miss, wrong patient errors” in their computerized provider order entry 
system by identifying orders placed on one patient, retracted and then placed on 
another patient. They estimated a 49.9 % reduction in errors for individual orders 
and a 25.1 % reduction in errors for multiple orders by the same physician for the 
same patient during the same log-in episode. Implementing technical approaches to 
improve naming and other key pieces of documentation in provider organizations 
would not only decrease errors stemming from patient identifi cation and matching 
in the context of HIE, but also improve patient safety within provider organizations 
themselves. 

 A complementary strategy within  provider   organizations is continuous and regu-
lar training for clinicians and other staff to ensure consistent and reliable application 
of standards, policies and procedures related to patient identifi cation and matching, 
such as naming protocols and critical patient identifi ers. If patient identifi cation and 
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matching are critical to patient safety, staff training is essential; there must be an 
expectation in the community of provider organizations that they will train staff on 
policies and procedures as well as support strategies for accurate and consistent data 
entry to minimize data quality problems. Provider organizations should be encour-
aged to reevaluate staff positions that are essential to patient identifi cation and 
matching in order to ensure they are designed to encourage retention of employees 
or to ensure consistently high performance .    

    Errors Related to Efforts to Protect Patient Privacy 

 HIOs and other HIE efforts prioritize patient privacy protections to comply with 
state and federal law as well as to meet the expectations of provider organizations 
that have entrusted HIOs with the protected health information of their patients. If 
provider organizations question the HIO’s ability to protect patients’ privacy, they 
will not share clinical information through the HIO. If patients question the HIO’s 
ability to protect their privacy, they will actively prohibit their information from 
being shared with the HIO. As a result, HIOs invest in (1) specifi c and detailed Data 
Use Agreements (DUAs) with their provider organization participants; (2) policies 
and procedures for the maintenance and use of protected health information; and (3) 
privacy and security offi cers to monitor usage, conduct audits of access and guide 
response to privacy and security inquiries by patients and provider institutions. 

  Patient privacy is regulated by state and federal law. States may have privacy 
laws that are more stringent than federal laws, particularly with regard to mental 
health. The Health Insurance Portability and Accountability Act of 1996 (HIPAA) 
provides a foundation for privacy and security protections of health information in 
the US HIPAA regulates the electronic sharing of protected health information [ 19 ]. 
Protected health information is defi ned as  clinical   information that would identify a 
person and relay information about a past, current, or future medical condition, 
treatment, or payment for health care services  [ 20 ]. 

 Patient consent procedures determine whether patient information is accessible 
to providers participating in an HIO. As background, HIPAA requires patient con-
sent when a provider queries for or requests information about a patient that resulted 
from care that the patient received from another provider. (That is, if a provider 
orders a  diagnostic test  , the ordering provider is not required to seek patient consent 
in order to receive the results of the diagnostic test. The patient’s consent is assumed, 
given that they complied with the provider’s order to have the test.) For example, a 
patient arrives indicating they were at an urgent care center or emergency depart-
ment two nights ago and were told to follow-up with their primary care provider. In 
order to provide effective follow-up care, the primary care provider must be able to 
access these records. However, to access the information from the urgent care center 
or emergency department, the patient’s consent is required by HIPAA (whether 
access is obtained for paper records or electronic access). 
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 In the context of HIE, there are two primary models of patient consent: opt-out 
and opt-in. The  opt-out model   assumes inclusion of all patients and their associated 
health information in the HIO unless a patient opts-out from allowing the HIO to 
share their information across provider organizations in support of their care.  Opt-in 
requires advance consent from patients to allow their information to be shared. In 
practice, there are many differences in how each model has been implemented. For 
example, one hybrid approach to patient consent is to treat patient information for 
physical health as opt-out while behavioral health information requires a patient to 
opt-in to allow this information to be shared with other providers. Behavioral health 
data has additional protections beyond HIPAA (including 42 CFR Part 2 that 
requires federally funded substance abuse treatment centers to obtain patient con-
sent to disclose patient identifi able information) and state laws that may be more 
restrictive than either HIPAA or 42 CFR Part 2 [ 21 ]. This hybrid consent model 
requires technology that is capable of managing a sophisticated set of rules related 
to data type (mental health, substance abuse, or physical health) and level of consent 
(yes to physical, no to behavioral; yes to both but only specifi c providers, etc.) that 
is not routinely available within HIOs. Many HIOs are limited by their technology 
to an all or nothing strategy in which all information on a patient is available or none 
is available. As a result, the majority of HIOs work with participating provider orga-
nizations to fi lter out behavioral health data from what is shared.    This can lead to 
patient safety challenges when a patient’s behavioral health information infl uences 
the safest and most effective course of treatment for physical health concerns . 

 To illustrate these issues in greater detail, the case studies below feature the same 
mature HIO as the prior case study. In the fi rst case study, the HIO features an opt-in 
consent model. In the second case study, the consent model is also opt-in but is 
further complicated by the patient’s substance abuse which is not shared with the 
HIO or maintained in the community health record (for the reasons cited above). 

    Case Study 

    Clinical Summary 1 

  John Jones, age 14, visits his pediatrician because of diarrhea and abdominal 
cramps. His pediatrician suspects salmonella and orders a culture for verifi cation. 
Before the results and diagnosis are provided to the patient, John is in an automobile 
accident with his mom. His care requires admission to the local community hospi-
tal, Better Health Hospital, for an overnight stay. His pediatrician is not associated 
with Better Health Hospital and the culture is run at Good Care Hospital. Better 
Health Hospital reviews John’s medical record and queries the community-wide 
health record. Since John’s parents have not provided consent to the HIO to allow 
treating providers to access medical information about John, Better Health Hospital 
cannot see the culture results shared by Good Care Hospital. As a result, John is not 
placed in contact isolation, exposing other patients and staff to Salmonella.  
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    Clinical Summary 2 

 Kendall Smith is a 51-year-old female who has struggled with alcoholism for 20 
years. She has received treatment at the local substance abuse treatment center but 
has had diffi culties remaining free from alcohol. She stopped drinking a day and a 
half ago. Her daughter brought her into the emergency department because she 
started having seizures. Kendall is deeply ashamed of her alcohol dependency and 
refuses to acknowledge it. Her daughter is an adult living in another household and 
believes her mother quit drinking over 10 years ago. During the history and physi-
cal, neither the patient nor her daughter provides information on the recent with-
drawal from using alcohol. The staff review information about Kendall in the 
community-wide health record but fi nd no information that could inform them as to 
the cause of the seizures. As a result, Kendall undergoes several diagnostic tests 
including a lumbar puncture and cranial CT. Based on the fi ndings, the treating 
physician rules out other diagnosis and determines that Kendall is suffering from 
withdrawal. Treatment to control her symptoms and provide supportive care is 
delayed many hours as a result of the lack of the information, and Kendall is subject 
to multiple and unnecessary invasive and expensive diagnostic tests.  

    Analysis 

 These cases demonstrate the challenges of balancing patient privacy needs with 
patient care needs. Clinical Scenario 1 describes a situation in which a patient elects 
to prevent his clinical information from being shared within an HIO and as a result 
exposes other patients to a disease that is potentially dangerous. Clinical Scenario 2 
describes a similar situation in which a patient’s decision to restrict access to their 
behavioral health information results in unnecessary diagnostic testing, causing 
pain and discomfort to themselves, and ineffi cient use of resources. In both scenar-
ios, all protocols and procedures were followed and the systems worked as designed. 
As a result, there is no human, process, procedure, or computer program to hold 
accountable for this failure. In fact, many would argue that it is not a failure but a 
limitation of meeting our culture’s expectations for information privacy. Regardless, 
both reveal patient safety challenges associated with HIE.  

    Solutions 

  Policy:  These cases highlight the limitations of current mechanisms for protecting 
patient privacy in the context of HIE and the need to update regulations to accom-
modate new technologies while continuing to protect patient privacy. 

 The fi rst case demonstrates the limitations to sharing critical health information 
across provider organizations in order to avoid hospital-acquired infections—a 
major patient safety issue. Respecting the patient’s request to not share their medi-
cal records through the HIO’s community-wide health record placed other patients 
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and community members at risk. When the exchange of this information is allowed, 
there are some important efforts that demonstrate how HIOs can support infection 
prevention. Kho and colleagues studied patients with Methicillin-resistant 
 Staphylococcus aureus  (MRSA) who received care from multiple provider institu-
tions to determine whether the second provider institution was aware of the MRSA 
diagnosis made at the fi rst institution. They found that while less than 3 % of the 
patients with a history of MRSA infection or colonization ( n  = 8895) sought care at 
more than one provider institution, those patients who did ( n  = 286) generated more 
than 4000 inpatient days at hospitals unaware of patients’ prior MRSA diagnosis. 
The researchers tested an intervention that sent a clinical reminder through an HIO 
to the second provider institution to alert its infection control team when patients 
with a history of MRSA were admitted to their facilities. The program reported 
delivering 500 such cross-institutional alerts in the fi rst year of operation [ 22 ]. 

 The second case demonstrates the challenge of balancing privacy for patients 
who have sought mental health or substance abuse services with obtaining clinical 
information needed to provide these patients safe and cost-effective care. There are 
ways to explore how technology can facilitate an approach to electronic exchange 
of behavioral health data that respects patient privacy concerns. The Offi ce of the 
National Coordinator funded a Behavioral Health Data Exchange Consortium to 
identify and address challenges to exchanging behavioral health information. The 
consortium made a number of recommendations. They determined that to comply 
with more stringent consent requirements for sharing mental health and substance 
abuse information, the most expeditious route to enabling behavioral health HIE is 
to center these efforts on directed communications between providers [ 21 ]. While 
this strategy limits the approach to HIE to one-to-one communications between 
providers, and does not enable the type of query-based access to a community-wide 
health record that would have allowed providers to better care for Kendall Smith, it 
does represent a means for sharing patient-specifi c behavioral health care 
information. 

  Provider Organization:  While the root causes of these HIE-related patient 
safety failures require policy changes, provider organizations are in a strong posi-
tion to shape patient expectations for information privacy while providing the most 
appropriate, safe, and cost-effective care. In addition, while providers are obligated 
to protect clinical information shared with them, they can educate their patients 
about the benefi ts of allowing their information to be shared and the protections in 
place to prevent inappropriate access to their personal health information. However, 
for providers to be effective in this patient education capacity, they must have assur-
ances that systems are in place, followed and monitored to protect their patients’ 
information, both by the HIO and by other providers connected to the HIO. Once 
reassured,    providers can discuss with patients their specifi c risks when other health 
care providers lack relevant clinical information, both physical and behavioral 
health .    
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    Key Lessons Learned 

•     While there are many ways in which HIE can promote patient safety by making 
more complete information available to providers across care delivery settings, 
HIE also introduces opportunities for new types of patient safety failures.  

•   The two primary opportunities for failures relate to (1) patient identifi cation and 
matching, and (2) patient consent.  

•   With patient identifi cation and matching, safety can be compromised when clini-
cal information is attributed to the wrong patient or is unavailable due to failure 
to match with a patient.  

•   With patient consent, safety can be compromised when critical health informa-
tion is unavailable that impacts a patient’s diagnosis or course of treatment.  

•   There are, however, a key set of actions that can be taken by policymakers and by 
provider organizations to mitigate these potential patient safety failures. They are 
as follows:    

    Policy Efforts to Avoid Patient Safety Failures from HIE 

•     Support implementation of the infrastructure improvements suggested by the 
Offi ce of the National Coordinator for Health Information Technology in their 
February 2014 report, such as standardizing patient identifying attributes and 
including these attributes in messages exchanged between provider institutions.  

•   Update regulations related to patient consent and privacy to accommodate HIE.  
•   Encourage innovation for how HIE technologies can facilitate the exchange of 

behavioral health information while complying with state and federal rules and 
regulations and meeting patient expectations.     

    Provider Organization Efforts to Avoid Patient Safety Failures 
from HIE 

•     Continuously manage and improve efforts to accurately and consistently identify 
patients, with a particular focus on unique naming conventions for newborns and 
unconscious patients.  

•   Provide suffi cient training to clinicians and staff to follow policies and proce-
dures related to patient identifi cation and matching.  

•   Provide leadership to guide efforts to meet patient expectations for privacy while 
engaging in HIE to support safe, appropriate, and cost-effective care.  

•   Continue to serve as patient advocates and protectors while educating patients on 
the importance of allowing their information to be shared across providers.         
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    Chapter 13   
 Safety Considerations in Radiation Therapy                     

     Eric     C.     Ford       and     Michael     G.     Herman     

          Introduction 

 Over half of all cancer patients will receive radiation therapy in the course of their 
disease management, often with curative intent. This care is delivered in a complex 
environment involving multiple healthcare professionals and utilizing advanced 
software and hardware systems with associated interfaces. The complexity is also 
growing quickly with time, a fact that is partially refl ected in the large growth rate 
of healthcare expenditures which has received attention recently [ 1 ]. Such a com-
plex and evolving environment presents challenges to delivering safe and effective 
care and many of the challenges involve information technology (IT) components. 

 To illustrate the complexity, Fig.  13.1  shows a typical  workfl ow   for a cancer 
patient receiving a course of radiation therapy [ 2 ]. This workfl ow is somewhat 
unique in healthcare since many of the tasks are accomplished on a “virtual patient” 
(typically a CT scan), and this work is extended over many days prior to the treat-
ment of the patient (blue sections of Fig.  13.1 ). The actual patient treatment (red 
section of Fig.  13.1 ) typically only lasts several tens of minutes, though it also 
involves complex software and hardware systems. From Fig.  13.1  it can be appreci-
ated that there are at least four distinct professional groups involved in planning and 
delivering treatment and there are numerous handoffs between these groups. During 
this process the electronic medical record (EMR) plays a central role. It is increas-
ingly being used as a communication tool, a purpose that it was often not designed 
for. It is also true that most hospitals and many free-standing clinics use multiple 
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EMR systems. A breast cancer patient’s chemotherapy, for example, may be sched-
uled and managed by one system while her radiation therapy is managed by another. 
Though it may be critical to synchronize the delivery of chemotherapy with radia-
tion therapy, these two IT systems are often not interconnected in any way.

   Given this complexity, it is remarkable that radiation oncology is as safe and 
effective as it is. This is a testament to the concerted efforts on  quality control   over 
the years. Reliable data are not available, but estimates of error rates range from 0.2 
to 5 % [ 3 ,  4 ]. There is room for improvement to bring it in line with other healthcare 
disciplines such as anesthesiology or cardiology [ 5 ]. The gap in quality is illustrated 
powerfully by several recent reports on radiation oncology trials and plan quality. In 
one multi-institutional trial for head-and-neck cancer, it was observed that the qual-
ity of the radiation therapy plan was uniquely predictive of the overall survival of 
patients [ 6 ]. This observation is borne out in other radiotherapy trials as well [ 7 ]. 

RTT
Acquire “virtual

patient” image data

Define treatment
region(s) and intent

Generate treatment
plan on computer

Consult multi-
disciplinary team

Assess other scans
(e.g. PET or MRI)

Define treatment
beams

Optimize does to
treat tumor

Review of plan and
chart

Patient-specific
Quality Assurance

Approval & peer-
review of plan

Begin patient
treatment

MD

CMD

QMP

QMP

MD

RTT

  Fig. 13.1    Representative workfl ow for radiation therapy treatment planning. The radiation oncol-
ogy professionals primarily responsible for each step are indicated: radiation therapy technologist 
 RTT , medical doctor  MD , certifi ed medical dosimetrist  CMD , and qualifi ed medical physicist 
 QMP . Adapted from reference [ 2 ]       
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 The explicit link between quality and outcome represents a future direction for 
research in healthcare and radiation oncology may be in a unique position to con-
tribute, given the wealth of information that is collected during the course of 
therapy. 

 The following two cases outline examples of possible error pathways in the coor-
dination and delivery of radiation therapy. These examples are selected on the basis 
of the specifi c involvement of IT systems.  

    Case Studies 

    Clinical Case #1 

    Clinical Summary 

 In 2005 Scott Jerome-Parks, a 41-year-old computer and systems analyst living in 
New York City, developed an oropharyngeal cancer in the base of his tongue [ 8 ,  9 ]. 
He had volunteered for cleanup at the site of the World Trade Center and at least one 
clinician believed that his exposure there may have caused his cancer. A decision 
was made to treat his disease with radiation therapy with the intent of curing it.  On 
March 8, 2005 he began treatment. In such cases, radiation treatments are typically 
delivered once per day over the course of approximately 7 weeks. The process fol-
lowed the steps in Fig.  13.1 . Mr. Jerome-Parks’ treatments proceeded normally for 
4 days, but then in advance of his fi fth treatment day, his radiation oncology physi-
cian decided to modify the radiation treatment plan in order to further spare his 
mandible and teeth. This is a relatively common practice and is intended to provide 
the best care possible. In the course of modifying the plan, however, an error 
occurred which would prove devastating. 

 The modifi cation of the  treatment plan   started on a Monday morning with the 
goal of having a modifi ed plan ready for his treatment later that day. The computer 
system used for treatment planning crashed but the planner was able to reboot it and 
proceed on with the work. Unknown to her, however, the crash had caused the data-
base to revert to a partially saved state in which some pieces of the information were 
stored correctly but others were not. In particular, there was a fi le that contained 
incorrect positions for the multileaf collimator (the device that controls the shape of 
the radiation beam). The shape of the beam was therefore inaccurate and, because 
the leaf motion was incorrect, the resulting radiation dose per treatment was drasti-
cally different than prescribed. The new plan delivered ~700 % of the intended dose. 
The fl awed treatment continued, unnoticed, that Monday afternoon and for the next 
2 days delivering a 700 % overdose each time over 3 days. At this time Mr. Jerome- 
Parks experienced an acute and toxic reaction with facial swelling and nausea. His 
reaction was not understood or fully appreciated by his care team. After the third 
treatment, a quality assurance measurement of the plan was performed. It was this 
measurement that revealed that there was an error. Treatment was stopped. Mr. 
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Jerome-Parks, however, had received a toxic overdose of radiation, and there was no 
effective cure or treatment option available. In February of 2007, after nearly 2 
years of pain and deteriorating health, Scott Jerome-Parks died .  

    Analysis 

  This case demonstrates the safety risks of nearly complete reliance on IT that now 
pervades the radiation therapy treatment environment, as well as a limited under-
standing of the potential problems with a complex, computer-controlled healthcare 
technology. A single computer crash can produce catastrophic consequences. 
Furthermore, this software and hardware is not static but develops and changes at a 
rapid pace. If Mr. Jerome-Parks’ disease had developed 5 years earlier, for example, 
the complex technology would likely not have even existed in the clinic where he 
was treated. 

 This case also illustrates the occurrence of an error when extra complexity is 
introduced. In this case a change was introduced to a plan that was already under 
treatment. This introduced an extra complexity and created an additional risk point. 
Data suggests that treatments that occur under complex and stressful circumstances 
such as an emergent case are signifi cantly more risk prone [ 10 ]. 

 One way to view this accident is to focus on the many missed opportunities in 
which the error could have been identifi ed. Perhaps a medical physicist should have 
run a measurement of the plan before treatment started. Perhaps a radiation therapist 
at the treatment console should have noticed the errant pattern of radiation fi eld col-
limation. Perhaps a member of care team should have recognized clinical symptoms 
earlier on. This approach to understanding human error, however, is largely counter-
productive. This “could have, should have, would have” approach is subject to hind-
sight bias and ignores the fact that, at the time that events were unfolding, only 
partial information was available to the people involved. The true patterns of events 
and “correct” decisions are clear only after the fact. An excellent description of this 
issue and its drawbacks can be found in work by Sidney Dekker [ 11 ]. Instead of 
focusing on retrospective analysis of what should have happened, it is more produc-
tive to study the environment and ask the question: why did these well-meaning 
people make the decisions that they did? 

 When viewed in this light, one clear causal factor in the mistreatment of Scott 
Jerome-Parks was a defi ciency in the human–computer interface. At least fi ve peo-
ple might have recognized that there was a serious error in the plan, but the com-
puter interface and environment were not designed to provide obvious indicators. 
There were certainly no hard interlocks or explicit signs warning the user of a poten-
tial problem. The principles of human factors engineering and usability (UX) have 
received much attention [ 12 ] but healthcare IT systems continue to be designed with 
interfaces that are not in accordance to best practices. 

 At another level, the tragic death of Scott Jerome- Parks   had other consequences 
for the discipline of radiation oncology. The high-profi le nature of this story gener-
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ated a great deal of well-deserved attention that affected change. In 2010 a national 
“call to action” meeting was organized by one of us (MH) [ 13 ] and out of that came 
the “Target Safely” initiative from the  American Society for Radiation Oncology 
(ASTRO)  . One component of this is the RO-ILS™: Radiation Oncology Incident 
Learning System, whose mission is to facilitate safer and higher quality care by 
providing a mechanism for shared learning in a secure and nonpunitive environ-
ment. The RO-ILS system, launched in June 2014, utilizes a Patient Safety 
Organization or PSO, a federal system which provides protection of incident infor-
mation. In addition, through the National Electrical Manufacturers Association 
(NEMA), radiation treatment device manufacturers have formed a consortium in 
collaboration with users to help develop consistent computer display/interface ter-
minology and critical information to help users understand potentially dangerous 
situations .  

    Solutions and Lessons Learned 

  One reference suggests that the “lessons learned”  from   this case are to “work with 
awareness” and to “be alert” [ 9 ]. In our view, this is unlikely to be a long-term 
durable solution for safety improvement since it assumes that the front-line provider 
is not already “working with awareness” or “being alert.” While clinical care teams 
need to continue due diligence and adherence to standardized protocols and quality 
assurance, there is also a need for better design in healthcare IT systems. The design 
should explicitly account for the socio-technical factors that drive the use (and mis-
use) of technology. Pioneering proof-of-principle work has been conducted in this 
realm by the human factors engineering group at the University of Toronto [ 14 ] who 
conducted a prototype redesign of an EMR commonly used in radiation oncology 
(MOSAIQ, Impac Inc.) and demonstrated that their redesign resulted in a substan-
tially reduced error rate. This work and others like it will hopefully one day propa-
gate into a product. The goal is to make the process (and the interface) as simple and 
transparent as possible. This becomes crucial in the face of increasing complexity. 

 This case also highlights the importance for clinics to learn from each other in 
order to limit preventable mistakes. The newly released RO-ILS system will provide 
a mechanism for accomplishing this .   

    Clinical Case #2 

  The second case example illustrates a common potential error scenario in radiation 
oncology and how it is related to the IT system in use. That is, the potential treat-
ment of a wrong location. Figure  13.2  shows an example where the center of the 
radiation beam (cross hairs) is misaligned with the intended target by approximately 
3 cm, which is considered a major miss in most situations where radiation therapy 
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is applied. In this case the error was caught and corrected by means of the fi lms 
shown in Fig.  13.2 , but the cause of the error is interesting to understand and address 
in order to prevent it in the future.

   Figure  13.3  shows the cause of the wrong location error. One of the key proce-
dures is to identify a landmark on the CT scan using the treatment planning com-
puter. The process at work is shown in Fig.  13.3a  where a mark is identifi ed (red 
cross hairs). In this case, however, a surgical drain site was mistakenly identifi ed as 
the reference mark. The correct landmark should have been the BB that was placed 
at the time of the CT scan (Fig.  13.3b ). The cause of this confusion can be appreci-
ated in Fig.  13.3c . Because the wrong landmark was identifi ed on the planning scan, 
the wrong location on the patient was ultimately targeted (Fig.  13.2 ).

      Analysis 

 This case illustrates several valuable learning points. Unlike the fi rst case example, 
this is not simply a failure of the computer system or a pure software or hardware 
bug but is a failure of the user to identify the correct information in the computer 
system. This is partially due to the complex interaction between the user and the 
computer and the way the information is presented. Such complex failure patterns 
appear to be much more common than a simple crash or bug [ 15 ]. 

 The case also illustrates the importance of standard quality assurance checks. 
Here the wrong location was identifi ed via a fi lm verifi cation which is considered 

  Fig. 13.2    Incorrect treatment location showing the intended treatment location ( a ) and the loca-
tion that was actually setup for treatment ( b ). For reference the anatomical landmark of the carina 
is shown in  red . Each mark on the graticule represents 1 cm       
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standard practice in radiation therapy. It must be recognized, however, that standard 
quality assurance checks will not identify all errors. Even when all the standard 
quality assurance checks are employed in their most ideal usage, it appears that 
some 3 % of errors in radiation therapy may still be undetectable [ 16 ].  

    Solutions 

 Like the fi rst case example, the  error   outlined here might be prevented by an 
improved human–computer interface. Another possible solution is to employ a 
method to automatically verify the integrity of radiation therapy plans prior to treat-
ment. Currently such verifi cation relies largely on human inspection, but many of 
the tasks could be more reliably performed by software which evaluates the plan 
parameters against common error scenarios and/or historical patterns. Prototypes of 
such software systems have been developed and tested by a handful of academic 
groups [ 17 – 19 ] but no commercial solutions exist yet. In addition to software solu-
tions, it is possible to measure the radiation doses delivered to a patient during treat-
ment using hardware that exists on most treatment devices. Pioneering work has 
been done with such an approach by several academic groups [ 20 ], but its use is not 
yet widespread .    

  Fig. 13.3    Cause of the incorrect treatment location. A surgical drain site was identifi ed as a land-
mark on the CT scan during treatment planning ( a ). The correct intended landmark was the  BB  
(panel  b ). Because the incorrect reference landmark is selected in the planning computer, the 
incorrect treatment location is identifi ed on the patient. Multiple markings on the patient ( c ) con-
tribute to this misidentifi cation       
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    Key Lessons Learned 

•     Radiation oncology is a complex discipline where IT and human factors engi-
neering considerations play a key role in determining the safety and quality of 
care.  

•   IT healthcare systems need to be designed with best practices in mind in terms of 
human factors engineering and the reduction of error.  

•   Techniques exist to automatically verify the integrity of radiation therapy plans 
either prior to treatment (via software verifi cation routines) or during the fi rst 
treatment (via direct measurement of the beam with exiting detectors). Prototype 
systems exist and should be more widely adopted in the coming years.  

•   The newly released national incident learning system, RO-ILS™: Radiation 
Oncology Incident Learning System, should provide valuable information in the 
coming years as to common error pathways, contribution of IT systems, and 
methods to prevent and control errors.        
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    Chapter 14   
 Safety Considerations in Pediatric Informatics                     

     S.     Andrew     Spooner     

          Introduction 

 Just as surgical tools designed for adults may not work well in the care of children, 
health information technology (HIT) designed to document and execute adult care 
can present risks to a child’s health. In child health, there are certain topics that are 
especially relevant to the kind of care children get [ 1 ]: growth tracking (which gives 
clues to the presence of chronic disease), immunizations (the cornerstone of pediat-
ric preventive care), and medication dosing (usually done per unit of body weight in 
infants and small children). Furthermore, there are special complexities in identifi -
cation of children, who regularly undergo name changes near the time of birth and 
often lack identifi ers like social security numbers until later in life. There is added 
complexity in the interpretation of data whose norms change with age (such as 
height, weight, vital signs, and laboratory values). Lastly, adolescent health care 
entails special problems in health information privacy, owing to the sensitive nature 
of care as children mature into adulthood. In addition, the complexity of managing 
patients who are dependent on their parents/guardians for health care decision- 
making makes the use of HIT more complex for clinical users. Greater complexity 
in any system increases the risk of error, including the new kinds of errors we now 
see in electronic health record (EHR) systems. 

 Current literature on HIT-related safety issues in pediatrics tends to focus on 
medication dosing errors [ 2 – 7 ], although there could be other errors stemming from 
inadequate handling of variation in body size like radiation dosing in diagnostic 
radiology [ 8 ] or damage from inappropriately sized equipment. 
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 The following three case studies illustrate potential unintended consequences of 
the use of HIT in pediatric settings due to risks associated with medication 
 management at varying body weights and developmental stages. Practical solutions 
to mitigate these risks are also presented.  

    Case Study 1 

    Clinical Summary 

 A 3-month-old, former 32-week-gestation infant was admitted to room 320 of the 
 pediatric intensive care unit (PICU)      after being evaluated and treated in the emer-
gency department for sepsis. The patient was started on appropriate-for-weight 
intravenous antibiotics and pressors. Shortly after this, a nurse on another unit 
opened the patient’s chart inadvertently; she had meant to open the chart of a patient 
on her unit, but accidentally opened the wrong unit census list and ended up opening 
the chart of the patient in room 320 instead of room 420. The patient picture that 
appeared in the header was not helpful in alerting her to the error, since both patients 
were infants and looked substantially similar at the low resolution provided. The 
patient in room 420 was much older than the one in 320, but his picture had not been 
updated in several months. The nurse entered the body weight of the patient in 420 
for the patient in 320; as a result the weight recorded was approximately double 
what it should have been. The system did not display an alert for the wrongly entered 
weight since the weight entered would have been normal for the typical 3-month 
old. After this data entry, a physician working in the  PICU      calculated an adjustment 
to the patient’s continuous infusion of pressors, and noticed that it was markedly 
different from the current rate. Investigating further, she asked the parents at the 
bedside what the patient’s weight is. They told her the baby’s weight in pounds, 
which the doctor entered into her weight-based order in kilograms (units in chil-
dren’s hospitals tend to be in metric units, despite US parents’ lack of familiarity 
with them). Before she could enter the new order, the patient experienced an acute 
deterioration that must be remedied by the code team by the use of resuscitation 
drugs. Because no one had had time to print up a weight-based code sheet, standard, 
adult doses of resuscitative medications were used, causing a signifi cant overdose.  

    Analysis 

  Wrong-patient errors have been reported [ 9 ,  10 ], usually in the context of prescrib-
ing an incorrect medication after the wrong patient has been selected from a list. 
EHRs have mechanisms to reduce the likelihood of wrong-patient selection, like 
highlighting similar names in lists and placing photographs of the patient at the top 
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of each screen. More sophisticated methods for intercepting wrong medication 
orders, like comparing medications to medical problems [ 10 ], have been developed 
but are not widely implemented. Perhaps because body weight is not as critical to 
medication safety in adults, wrong-patient errors for body weight data entry have 
not been recognized as a common class of error in the EHR safety literature. There 
are other mechanisms for weight data-entry error besides wrong-patient selection: 
units confusion (pounds/kilograms/grams), typographical errors (dropped or dupli-
cated digits), transposition (weight entered as height and height as weight when 
both are being entered), and failure to accommodate the tare weight of medical 
equipment like wheelchairs. EHRs typically possess mechanisms for validating 
these data that allow detection of errors, but in current designs most users override 
most drug alerts and presumably all other types of alerts as well [ 11 – 13 ]. 

 In this case, the mechanisms put in place to  reduce   the likelihood of wrong- 
patient errors were ineffective due to characteristics inherent in pediatric popula-
tions such as rapid change in body size (which made old patient-identifi cation 
photographs ineffective) and the lack of applicability of normative weight data in a 
common growth aberration (prematurity). The root cause (picking a patient based 
on room number vs. more specifi c patient identifi ers) is not unique to pediatrics, but 
the system offered no protection against such a common error because the patients 
were infants .  

    Solutions 

  There are supports for decision-making that can mitigate all of the above errors:

•    Policies requiring that the identifi cation photographs in rapidly growing infants 
be updated at reasonable intervals to better discriminate identity.  

•   Decision support (alerts, fl ags) in the EHR that compares the entered weight to 
expected weight for age (based either on age-based norms or, more importantly, 
previous growth patterns or patterns specifi c to a diagnosis like prematurity). 
Preferably, this decision support should be a part of the ordering process, so that 
medication errors can be intercepted in time. Figure  14.1  illustrates a display that 
could be used to interrupt ordering. Practitioners could proceed through this alert 
if no orders were weight sensitive, then correct the weight later.

•      Decision  support   that compares entered weight to expected weight based on pre-
vious entries.  

•   Requirement that units (pounds vs. kilograms) be entered along with weights—
possibly with specifi c detection for errors refl ecting a factor of 2.2.  

•   Preprinted, age- and weight-specifi c “code” (cardiopulmonary resuscitation) 
sheets that allow clinicians to correlate what they know (age, weight, stage of 
prematurity) with drug doses or equipment sizes .    

 Many of these interventions rely on the use of an alert presented as part of the 
EHR user interface. The salience of these alerts for the clinician depends on the trust 
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that user has in the system and the extent to which the user has become acclimated 
to alerts. “ Alert fatigue  ,” where users ignore most or all alerts, can be a product of 
alert overload and of failure of trust. This topic is discussed in greater details in 
Chap.   4     in this book. 

  Most EHRs used in pediatric settings offer some form of weight-based  dosing   
functionality, where a user can use an actual or estimated body weight to calculate 
an appropriate dose. Users can use pre-confi gured, weight-based doses to create 
orders that meet accepted dose ranges, e.g., 90 mg/kg/day for amoxicillin. These 
systems can check these doses against the body weight as part of order validation as 
well. This kind of decision support works well for most prescribing, but it breaks 
down entirely when the weight is wrong. Systems can implement checks of entered 
weight against what is expected using age-based norms from the CDC [ 14 ] or World 
Health Organization [ 15 ] or against previously entered weights (e.g., whether the 
current data point is more than a certain percentage above or below the previously 
entered one). More sophisticated error detection can be employed by incorporating 
the expected percentile based on previous percentiles, so that the weights of patients 
who do not fall within the “normal” range (premature infants, patients with chronic 
disease, obese children) can be monitored for unexpected variation. The growth 
chart, pictured in Fig.  14.2 , is typically what pediatricians use to judge growth pat-
terns or the validity of entered weights. Since weights are usually entered into a 
form with fi elds or a spreadsheet-like grid, the EHR may depend on data validation 
alerts to signal aberrations. Since most users override most alerts [ 12 ,  16 ,  17 ], and 
most weighing of patients occurs in a different workfl ow from the prescribing work-
fl ow, it is easy to see how an erroneous weight could exist on the chart. In the case 
where an erroneous weight has survived in the chart due to multiple alert overrides, 
the prescriber would not necessarily know the weight was in error. A prescriber 
could examine the recorded weights every time he or she intended to prescribe, but 
this is not a sustainable habit. Electronic systems could retain the fact that there was 

  Fig. 14.1    Example of an alert that would present a pediatrician enough context to be able to judge 
the severity and validity of a weight error during the ordering process. A fragment of the growth 
chart is shown, since this view illustrates the recent growth pattern and allows comparison to the 
potentially erroneous entry       
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a recent large weight fl uctuation so that a prescriber would be aware that the data 
may not be trustworthy. This bridging of the patient weighing workfl ow (performed 
by a non-prescriber) and the prescribing workfl ow does not involve any complex 
functionality, but could improve the reliability of the use of weights in pediatric 
prescribing.

   Even with weight-based dosing support, the lack of agreement as to what those 
dose ranges ought to be [ 6 ] presents a specifi c challenge to designers of information 
systems, who cannot provide a universally acceptable standard of functionality in 
medication dose ranges. Such lack of standardization requires that all systems 
intended to support pediatric dosing be customized to local practice, which intro-
duces error and unnecessary variation .   

    Case Study 2 

    Clinical Summary 

  An infant is identifi ed through a state newborn screening program as having con-
genital hypothyroidism. His primary care provider is notifi ed. The primary care 
provider confi rms the diagnosis and starts the patient on an appropriate dose of 

  Fig. 14.2    Schematic of a growth chart display in an EHR.  Curved lines  indicate the expected 
weights at each age based on percentiles taken from normative data published by the Centers for 
Disease Control [ 14 ]. In this case, the growth pattern is irregular, a common fi nding in children’s 
hospitals where children with prematurity and congenital conditions or chronic disease are treated. 
The point labeled “ A ” is the aberration that represents a weight data-entry error. The point labeled 
“ B ” represents a subsequent, correct data entry. While growth charts are generally available in 
EHRs, weight is typically entered into a grid similar to a spreadsheet, so the context provided by 
the growth chart is not present at the time of data entry       
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thyroxine. The patient is brought to the appropriate appointments in the fi rst 2 
months of life, where dose adjustments are made. Because of disarray brought about 
by family psychosocial circumstances, the patient is not brought in for subsequent 
well-child encounters. Because the primary care provider lacks the appropriate 
decision support in his EHR system to identify appointment compliance failures, 
the lack of follow-up goes unnoticed. The patient is, however, seen in an emergency 
department (using a separate EHR system) several times for acute illness, where the 
medication history is confi rmed. The parent states that the current dose of thyroxine 
is the correct one, and is the one that the emergency department physician uses to 
order the requested refi lls. One of these encounters involves a bout of viral gastro-
enteritis with dehydration, during which a creatinine value of 0.9 mg/dL is obtained. 
Because the clinical laboratory information system in the ED did not support age- 
based norms, this evidence of acute kidney injury goes unrecognized.  

    Analysis 

 Children are dependent on adults for access to care, and, until they reach older 
childhood, developmentally unable to communicate their own experience as 
patients. A signal that some aspect of therapy has changed, like a change in 
symptoms or a change in volume or taste of medication, may remain unknown 
until problem becomes more obvious to a third party. Therapies and results that 
are strongly tied to body size, like medication dosing and laboratory norms, 
require specifi c features that systems designed for adult care may not possess. In 
this case, the dependent, rapidly growing patient was not well served by the 
monitoring functions of the EHR system used. While these defi ciencies could 
have been overcome by a suffi ciently trained pediatric provider, even skilled 
pediatricians can fall victim to placing too much trust in the output of a clinical 
computing system—one of the ironies of automation [ 18 ], made even  less  
expected when contrasted with the lack of trust placed in the alerts mentioned in 
Case 1.  

    Solutions 

•     While there is disagreement about what the standard dose ought to be for any 
given pediatric medication [ 6 ], for most common drugs there are local standards 
and local preferences about drug references. Systems ought to be able to repre-
sent typical pediatric doses as default doses and as reference ranges to allow 
clinicians to tell whether a given dose is reasonable given a patient’s weight.  
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•   Norms for laboratory data should be displayed in age-sensitive context, espe-
cially in clinical settings where providers see children only rarely.  

•   EHR systems should provide suffi cient registry functionality to allow detec-
tion of follow-up failures, especially in cases where poor follow-up has 
major implications for outcome (congenital endocrinopathies, retinopathy of 
prematurity, failure to thrive, and developmental dysplasia of the hip to name 
a few).  

•   Given the large amount of care that children receive in non-pediatric set-
tings, EHRs in these settings should aim to provide electronic connections 
to health information exchanges or EHR-based interoperability functions to 
ensure that care can be integrated across pediatric and non-pediatric settings.    

 Medication management in pediatric patients has some complexities that are not 
found to as great a degree in adult medication management [ 4 ,  19 ]. While some 
research suggests that medication errors are more prevalent in pediatrics than adults 
[ 20 ,  21 ], it is not yet known whether the specifi c complexity of prescribing in chil-
dren is the cause of these increased errors. Nonetheless, children appear to be at 
increased risk for adverse drug events, and, given the special nature of medication 
management for these patients, electronic prescribing systems should offer features 
that help mitigate these risks. Given that children are dependent on their parents or 
guardians to give medical and medication histories, they are particularly vulnerable 
to the common phenomenon of discrepancies between reported and prescribed 
medication [ 22 ]. 

 The principal factor that makes prescribing for an infant or child more complex 
is, of course, the fact that the young are small and their body weight changes more 
rapidly. But the intricacies of weight-based dosing are not the only issues that can 
create risk. Neonates can have fundamentally different physiology that can make 
prescribing and drug monitoring more complex. The diffi culty of providing care to 
adolescent patients, whose care might need to be kept confi dential from other mem-
bers of the family, can create challenges in prescribing. Adolescents pose additional 
challenges when they take their “pediatric” conditions to adult providers as they age 
out of pediatric care. Off-label use of medications not approved for use in the young 
also presents challenges to safe prescribing. 

 Medications prescribed per body  weight   early in life require frequent adjustment 
in dose as the baby gains weight. With the typical infant doubling birth weight by 5 
months and tripling birth weight by 12 months, it does not take long for the effective 
dose to fall below the therapeutic range. Even systems that allow weight-based dos-
ing seldom offer a view of current medications expressed in terms of milligram/
kilogram body weight; that information may be visible during the act of prescribing 
but not after the fact when it comes time to adjust the dose. Prescribers may need to 
back-calculate the dose per unit of body weight in order to write an equivalent pre-
scription later in life. Electronic systems should offer the ability to maintain patients 
on an equivalent dose through changes in body weight, to preserve the clinician’s 
intent over time .   
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    Case Study 3 

    Clinical Summary 

  An adolescent girl with type-I diabetes wanted to seek reproductive health care 
from her primary care pediatrician during her health supervision visit, but decided 
against it when she realized her parents’ ability to see EHR online. This access had 
been set up when she was 11 years old. Because of this perceived lack of privacy, 
the patient then sought care at women’s health center, which prescribed birth control 
outside the primary care system. The patient reported taking this medication at the 
next visit to the primary care clinic, after being assured that the presence of the 
medication will be hidden from the parent on the patient portal and in printouts. 
Unfortunately, an automated prescription refi ll message sent from the dispensing 
pharmacy triggered a phone call to the patient’s home that revealed the presence of 
the prescription to the parent. The ensuing controversy engendered mistrust of the 
health care system on the part of both the parents and the adolescent, and they can-
celed the planned encounter meant to coordinate a transition of care to an adult 
provider who was intending to take over care of the patient’s diabetes.  

    Analysis 

 Most adolescents state that they would defer care for contraception if they knew 
their parents could fi nd out about it [ 23 ,  24 ]. In this case, a source of sensitive infor-
mation was established at an age when concerns about reproductive health were not 
important to the patient, and there was no mechanism to update the patient’s prefer-
ence as she entered the reproductive years. Despite the recognition of the impor-
tance of adolescents’ autonomy in matters involving reproductive health, mental 
health, substance use, and other sensitive matters, parents are still fi nancially respon-
sible for their minor children, so they will have some access to some information, 
regardless of even the most detailed technical safeguards. The above scenario was 
less a failure of the technology and more of a failure of clear, proactive policy 
regarding how the parent should be involved.  

    Solutions 

•     While there are many suggestions for how to confi gure EHRs for adolescent care 
[ 25 ] there is no substitute for clear adolescent privacy policies within the prac-
tice, with documented agreement from both the adolescent and the parent. Data 
access policies (for the EHR, the patient portal, and any printed products of 
these) should match the agreement,    but no restriction on data sharing will help 
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the adolescent feel trust in the health care system unless everyone agrees to abide 
by these policies.  

•   Any policy or feature designed to hide information (like suppression of printing 
of contraceptive medications) must have a mode where clinicians involved in 
treating the patient can see all relevant information.  

•   Systems used in the care of adolescents must support suffi cient interoperability 
to facilitate smooth transition to care by adult providers .      

    Miscellaneous Factors Affecting Safety of HIT in Pediatrics 

   There are other features of care in pediatric settings that affect  the   safety of HIT. For 
example, pediatric medications often need to be provided in dosage forms that are 
different from the usual adult dosage, and IT systems may not be confi gured to man-
age medications in these forms. For example, one may need to resort to risky work-
arounds in order to create a liquid preparation of a medication available only in 
tablet form. Compounded forms, nonstandard concentrations, and off-label medica-
tion use can necessitate similar workarounds. Furthermore, in adult care, a standard 
dose, often packaged by inpatient pharmacies in “unit doses,” suffi ces for a broad 
range of body weights. Given the large proportion of care for children that is done 
in general (as opposed to pediatric) environments, electronic systems that make unit 
dosing very convenient may inadvertently present risk to smaller patients (adults 
included). Non-pediatric care environments may not be able to expend the resources 
necessary to build default pediatric doses into the ordering system or to set up age- 
specifi c dosing support. In these cases, electronic systems should, at a minimum, 
provide some crude age- or weight-based cutoffs for changing the display of the 
ordering system to make it less likely that a unit dose will be ordered. 

 Not all pediatric patients live in a typical nuclear family.    Systems designed to 
manage pediatric care should therefore accommodate the recording of complex 
adult relationships (foster parents, uncertain custody arrangements, the presence of 
a guardian  ad litem ) in order to ensure that care can proceed in accordance with 
guardians’ wishes and applicable law  .  

    Key Lessons Learned 

 HIT used in the child health setting must take into account the special nature of pedi-
atric care, with particular attention to the wide variation in body size and the changes 
in those dimensions over time. Not all EHR systems are designed specifi cally to be 
used in child health settings. Child health groups have recognized the special fea-
tures of pediatric health care that affect HIT and have created a signifi cant body of 
work detailing these special features [ 1 ,  25 – 29 ]. While it is impractical to build all of 
these features into every EHR application (for example, breast milk supply tracking 
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in a system intended for use in a clinic where those supplies are not handled), design-
ers and implementers should consider the scenarios presented here and in the cited 
literature while planning for the failure modes that such systems will present.     

   References 

     1.    Spooner SA. Special requirements of electronic health record systems in pediatrics. Pediatrics. 
2007;119(3):631–7.  

    2.    Dart RC, Rumack BH. Intravenous acetaminophen in the United States: iatrogenic dosing 
errors. Pediatrics. 2012;129(2):349–53.  

   3.    Monagle P, Studdert DM, Newall F. Infant deaths due to heparin overdose: time for a con-
certed action on prevention. J Paediatr Child Health. 2012;48(5):380–1.  

    4.    Johnson KB, Lehmann CU. Council on Clinical Information Technology of the American 
Academy of Pediatrics. Electronic prescribing in pediatrics: toward safer and more effective 
medication management. Pediatrics. 2013;131(4):e1350–6.  

   5.   Villamañán E, Larrubia Y, Ruano M, Vélez M, Armada E, Herrero A, et al. Potential medica-
tion errors associated with computer prescriber order entry. Int J Clin Pharm. 2013;35(4):
577–83.  

     6.    Kirkendall ES, Spooner SA, Logan JR. Evaluating the accuracy of electronic pediatric drug 
dosing rules. J Am Med Inform Assoc. 2014;21(e1):e43–9.  

    7.    Stultz JS, Nahata MC. Appropriateness of commercially available and partially customized 
medication dosing alerts among pediatric patients. J Am Med Inform Assoc. 
2014;21(e1):e35–42.  

    8.    Goske MJ. Image gently: child-sizing radiation dose for children. JAMA Pediatr. 2013;167(11):1083.  
    9.   Carpenter JD, Gorman PN. Using medication list-problem list mismatches as markers of 

potential error. Proc AMIA Symp. 2002:106–10.   http://www.ncbi.nlm.nih.gov/pmc/articles/
PMC2244138/      

     10.   Galanter W, Falck S, Burns M, Laragh M, Lambert BL. Indication-based prescribing prevents 
wrong-patient medication errors in computerized provider order entry (CPOE). J Am Med 
Inform Assoc. 2013;20(3):477–81.  

    11.   Ahn EK, Cho SY, Shin D, Jang C, Park RW. Differences of reasons for alert overrides on con-
traindicated co-prescriptions by admitting department. Healthc Inform Res. 2014;20(4):280–7.  

    12.   Isaac T, Weissman J, Davis R, Massagli M, Cyrulik A, Sands D, et al. Overrides of medication 
alerts in ambulatory care. Arch Intern Med. 2009;169(3):305–11.  

    13.   Slight SP, Nanji KC, Seger DL, Cho I, Volk LA, Bates DW. Overrides of clinical decision sup-
port alerts in primary care clinics. Stud Health Technol Inform. 2013;192:923.  

     14.   National Center for Health Statistics, U.S. Centers for Disease Control. Growth Charts (2010). 
Accessed 5 Jan 2015.  

    15.    WHO Multicentre Growth Reference Study Group. WHO Child Growth Standards based on 
length/height, weight and age. Acta Paediatr Suppl. 2006;450:76–85.  

    16.   Lin CP, Payne TH, Nichol WP, Hoey PJ, Anderson CL, Gennari JH. Evaluating clinical deci-
sion support systems: monitoring CPOE order check override rates in the Department of 
Veterans Affairs’ computerized patient record system. J Am Med Inform Assoc. 
2008;15(5):620–6.  

    17.   Nanji KC, Slight SP, Seger DL, Cho I, Fiskio JM, Redden LM, et al. Overrides of medication-
related clinical decision support alerts in outpatients. J Am Med Inform Assoc. 2014;21(3):
487–91.  

    18.    Bainbridge L. Ironies of automation. Automatica. 1983;19(6):775–9.  
    19.   Jani YH, Ghaleb MA, Marks SD, Cope J, Barber N, Wong IC. Electronic prescribing reduced 

prescribing errors in a pediatric renal outpatient clinic. J Pediatr. 2008;152(2):214–8.  

S.A. Spooner

http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2244138/
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2244138/


189

    20.   McPhillips HA, Stille CJ, Smith D, Hecht J, Pearson J, Stull J, et al. Potential medication dos-
ing errors in outpatient pediatrics. J Pediatr. 2005;147(6):761–7.  

    21.   Holdsworth MT, Fichtl RE, Behta M, Raisch DW, Mendez-Rico E, Adams A, et al. Incidence 
and impact of adverse drug events in pediatric inpatients. Arch Pediatr Adolesc Med. 
2003;157(1):60–5.  

    22.   Osorio SN, Abramson E, Pfoh ER, Edwards A, Schottel H, Kaushal R. Risk factors for unex-
plained medication discrepancies during transitions in care. Fam Med. 2014;46(8):587–96.  

    23.    Britto MT, Tivorsak TL, Slap GB. Adolescents’ needs for health care privacy. Pediatrics. 
2010;126(6):e1469–76.  

    24.   ACOG Committee Opinion No. 599. Committee on Adolescent Health Care: Adolescent 
Confi dentiality and Electronic Health Records. Obstet Gynecol. 2014;123(5):1148–50.  

     25.   Anoshiravani A, Gaskin GL, Groshek MR, Kuelbs C, Longhurst CA. Special requirements for 
electronic medical records in adolescent medicine. J Adolesc Health. 2012;51(5):409–14.  

   26.    Gerstle RS, Lehmann CU. Electronic prescribing systems in pediatrics: the rationale and func-
tionality requirements. Pediatrics. 2007;119(6):e1413–22.  

   27.    Kim G, Lehmann C. Pediatric aspects of inpatient health information technology systems. 
Pediatrics. 2008;122(6):e1287–96.  

   28.   Lowry SZ, Quinn MT, Ramaiah M, Brick D, Patterson ES, Zhang J, et al. A human factors 
guide to enhance EHR usability of critical user interactions when supporting pediatric patient 
care. National Institute of Standards and Technology (U.S. Department of Commerce); 2012. 
p. 44.  

    29.   Agency for Healthcare Research and Quality. Children’s electronic health record format. 2013. 
  http://healthit.ahrq.gov/health-it-tools-and-resources/childrens-electronic-health-record-ehr- -
format    . Accessed 5 Jan 2015.    

14 Safety Considerations in Pediatric Informatics

http://healthit.ahrq.gov/health-it-tools-and-resources/childrens-electronic-health-record-ehr-format
http://healthit.ahrq.gov/health-it-tools-and-resources/childrens-electronic-health-record-ehr-format


191© Springer International Publishing Switzerland 2016 
A. Agrawal (ed.), Safety of Health IT, DOI 10.1007/978-3-319-31123-4_15

    Chapter 15   
 Safety Considerations in Ambulatory Care 
Informatics                     

     Eric     Rose     

          Introduction 

 Studies on risks to patient safety in ambulatory health care have identifi ed numerous 
potential types of hazardous events, including diagnostic error [ 1 ], lapses in care 
coordination [ 2 ], failure to perform or correctly interpret the results of diagnostic 
tests [ 3 ,  4 ], and prescribing errors [ 5 ]. However, patient safety in ambulatory care 
settings remains inadequately understood. One recent review of ambulatory patient 
safety research concluded that “We still know very little about patient safety in the 
ambulatory setting, and next to nothing about how to improve it” [ 6 ]. 

 Ambulatory care is set apart from other care settings, such as acute and long- 
term care, by a number of characteristics.  These characteristics can reasonably be 
expected to affect the types of safety hazards likely to occur in ambulatory care and 
how such hazards may be effectively mitigated. They include:

•     Lower acuity of illness —While ambulatory patients may be medically complex, 
and may occasionally be severely ill, in general, they are substantially less sick 
than hospitalized patients.  

•    Temporal discontinuity of care processes —The defi ning characteristic of ambu-
latory care is that the patient is cared for during brief visits, and otherwise 
remains in his or her usual place of residence. Most ambulatory care is provided 
over an extended period of time, often years or decades in primary care (though 
often only a small number of visits over a few weeks or months in specialty 
care), with the time spent in care interactions occupying a tiny percentage of the 
time over which the care is provided. This means that a great deal must often be 
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achieved within a very brief patient encounter, and it also creates the important 
challenge of managing patient care during the relatively long gaps between 
patient encounters.  

•    Higher degree of cross-organizational collaboration —In acute care, with rare 
exceptions, all care is provided within the physical confi nes of a single care 
delivery organization, which sets policies and processes and manages the tech-
nology infrastructure. In contrast, in ambulatory care, patients frequently receive 
care from practitioners who are completely organizationally independent from 
each other, necessitating cross-organizational coordination to ensure safe care.  

•    Higher dependence on patient engagement and adherence —While patients may 
decline recommended treatments or services in an acute care environment, in 
ambulatory settings adherence to such recommendations is much more within 
the patient’s control. Since such adherence may have a dramatic impact on out-
comes of care, this amplifi es the importance of patient engagement and adher-
ence in ambulatory settings.  

•    Greater involvement of non-professionals in patient care —For vulnerable indi-
viduals, including frail elderly and people with special needs, non-professional 
caregivers such as family and friends play a critical role in health care processes, 
including administering medications, monitoring the status of a chronic condi-
tion, participation in rehabilitation regimens, use of medical devices at home, 
and transportation to and from health care providers. These caregivers are impor-
tant links in the chain of patient safety (and risk) for many ambulatory patients.  

•    Lower levels of professional training for health care personnel — Even   small US 
hospitals generally have personnel capable of performing sophisticated clinical 
assessments and providing appropriate interventions, including nurses, respira-
tory therapists, physical therapists, and social workers. In contrast, while some 
ambulatory practices employ nursing and allied health personnel, many more 
rely on professionals with a lower level of training, suffi cient for a subset of tasks 
that occur at a high frequency within the practice. This may create hazards if 
such personnel are called upon to perform tasks outside their expertise (e.g., 
patient triage and interpretation of diagnostic tests), or if providers are required 
to interweave such tasks among the work of patient visits .    

 The last decade has seen a dramatic increase in the use of electronic health record 
systems (EHRs) and other health information technology (HIT) in ambulatory care. 
Despite the evidence of  benefi cial impact   of some aspects of such technology in 
clinical processes [ 7 ], there is growing attention to the potential of such technology 
to also pose risks to patient safety. Among the body of published original research 
regarding HIT hazards, itself a nascent area of study, studies dealing specifi cally 
with ambulatory care environments are sparse. Many of the most detailed studies 
either involved only acute care safety-related events or did not distinguish between 
ambulatory and acute care events [ 8 – 11 ]. However, studies of EHRs in ambulatory 
environments have suggested that they have a signifi cant impact on the distribution 
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of clinician time among various types of work [ 12 ], that clinicians perceive them to 
have problematic effects on clinical workfl ow [ 13 ], and that features designed to 
enhance patient safety often do not perform as desired [ 14 ].  

    Case 1: Temporal Ambiguity Leading to Inaccurate Plans 
for Preventive Care 

    Clinical Summary 

 A 64-year-old man presents for a routine preventive exam at the 4-physician pri-
vate primary care practice where he has received care for the last 12 years. The 
practice has used an EHR system during that entire time. He is seen by a physician 
who uses a  documentation template      which the practice’s medical director created 
for routine preventive care, by modifying a “stock” template delivered with the 
EHR system by its vendor. The template is accessed by the user within the EHR’s 
note creation screen, which resembles a word processing user interface. When the 
template is selected, certain segments of text are added to the note creation screen, 
some of which are a fi xed part of the template specifi cation itself, and some of 
which represent data specifi c to the current patient, retrieved from the database at 
the time of template selection. The user then adds additional text representing 
information from the patient encounter, to complete the note. Among the data 
“pulled into” the note by the template are the patient’s current medications, aller-
gies, vital signs from the current visit, recent laboratory results, and the patient’s 
“Past Medical History” (PMH). This particular EHR system maintains PMH as 
free text that is entered and stored separately from the record of any specifi c patient 
encounter. There is a “Past Medical History” screen from which users can enter, 
view, and edit the PMH. 

    In the physician’s practice, it is common for providers to populate the  PMH      at a 
patient’s initial visit, and to update it if there is some noteworthy change in  their   
health status that merits mention as part of the PMH. This patient’s PMH included 
the statement “Screening colonoscopy: 1 year ago, results normal.” This had been 
documented in the EHR at the patient’s fi rst visit, over 10 years prior to the current 
visit, and the text of the PMH had not been updated since. The physician performing 
the routine preventive exam, when reviewing the on-screen information after select-
ing the documentation template, viewed this information in the PMH (which was 
inserted into the note without any indication that it had been recorded many years 
earlier) and concluded that the colonoscopy had been performed the year prior to 
the visit. When discussing screening recommendations with the patient, the physi-
cian told the patient that based on the information in his record, he would not be due 
for routine screening for colorectal cancer for some years. The patient, having 
unpleasant memories of the procedure, was relieved and voiced his ready assent. It 
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was only in the ensuing conversation regarding the patient’s experience with the 
procedure that it became apparent to the physician that the colonoscopy had been 
done more than 10 years earlier, and that colorectal cancer screening was indeed 
indicated for this patient   .  

    Case Analysis 

 This case illustrates the critical importance of the time course of events in managing 
patient care, and the potential for ambiguity and misunderstanding when temporal 
information is reused in a context different from that in which it was recorded. 

 The myriad ways that data can be entered and then viewed in an EHR system are 
not often apparent to its users, particularly those who use the system infrequently or 
have been using it only for a short time. Describing the timing of an event in relative 
terms (e.g., “10 years ago,” “next week”) is common for patients when relaying his-
tory, and often duplicated by clinicians who are documenting that history. This is 
generally a low-risk approach if such documentation will only be used as part of the 
record of a single visit, where the temporal context will never be in question. 
However, if the documentation is intended to serve as a non-encounter-specifi c 
record to be reused over time, then such relativistic temporal references quickly 
become inaccurate. If the EHR system stores the date when the  documentation      was 
recorded and makes that visible to end-users when the documentation is viewed or 
used in other contexts (like being inserted into a visit note as part of a documenta-
tion template), then users have the opportunity to consider that date “stamp” and 
infer the meaning of the documentation in that context, but such a date stamp may 
not be shown by the EHR system (it was not in the case described above) or even if 
shown, may be overlooked by end-users. 

   Sittig and Singh have established an eight-dimensional “socio-technical model” 
for studying HIT [ 15 ]. Examining this case within this framework can help eluci-
date the contribution of multiple factors to this potentially hazardous event. Although 
not all eight of Sittig and Singh’s “dimensions” of HIT can reasonably be deemed 
applicable, the following do seem to be at play:

•     Human–computer interface (HCI) —The HCI issues here might at fi rst glance 
seem noncontributory to the event described in the case. In contrast to many 
EHR systems, the note creation screen of this particular EHR system is quite 
simple and straightforward, resembling the user interface of a word processing 
application and providing to the end-user, as he or she composes a note, a display 
of exactly how the note will appear in the patient’s record once fi nalized. 
However, the simple fact of the date stamp not being displayed along with the 
PMH text could be considered a contributory factor to the potentially hazardous 
misinterpretation of the PMH content.  

•    Internal organization policies, procedures, and culture —The practice, like 
many, invested signifi cant effort in confi guring their EHR system at the time it 
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was fi rst adopted. However, over time, they neither maintained that level of 
effort, nor extensively analyzed various information fl ows through the system 
and their effects. Moreover, while the practice had policies to ensure accuracy of 
the patient record (e.g., ensuring that the PMH was completed for each patient), 
over time, the practice’s physicians developed slightly different habits in using 
the system, including one physician’s tendency to make use of the relative tem-
poral statements mentioned above in areas of the record like the PMH. Because 
the physicians tended to see patients primarily from their own panels, these dif-
ferences in EHR system usage were not always evident, nor were there any pro-
cesses in place to proactively analyze and address them.  

•    People —In this case, a highly trained, diligent practitioner came close to making 
a preventable error with potentially serious consequences for a patient’s health. 
While the contributions of the aforementioned HIT dimensions must not be mini-
mized, it is important to acknowledge the role of the two users in this case: The 
physician who originally documented “Screening colonoscopy: 1 year ago, results 
normal” in the patient’s record, and the physician who, seeing that documentation 
many years later, took it to be referring to the present time. If both of them had a 
better understanding of how their practice’s EHR system might reuse and re-pres-
ent this data in contexts other than those of its original entry, the former might 
have thought instead to document: “Screening colonoscopy: 2002, results nor-
mal,” and the latter might have thought to consider whether textual data “pulled 
into” the note might have a temporal point of reference in the remote past.  

•    Clinical content —The case could not have occurred without two clinical content 
artifacts: the PMH, which described an event’s temporality in relative terms, and 
a documentation template, which inserted the PMH into a note without any indi-
cation that the text which comprised it might have been entered years earlier.  

•    Workfl ow and communication —At the crux of  this      case is a piece of information 
recorded by one health care professional and subsequently viewed and used for 
decision-making by another. While this is the very essence of “workfl ow,” the 
practice had not intentionally conceived and planned out the workfl ow imple-
mented in the above case. It was, in effect, a “stealth” workfl ow uncovered by 
capabilities of the software which had likely never been considered by anyone 
using the software at the practice.       

    Proposed Solutions 

   As in the section above, Sittig and Singh’s eight-dimensional socio-technical model 
provide a useful framework for considering solutions to this HIT hazard:

•     Human–computer interface (HCI) —A simple HCI change to the EHR system 
used in this case—displaying a date stamp indicating the original date of entry or 
last-updated date, along with the PMH text—could have helped contextualize the 
PMH contents and avoid the error that occurred in this case. This might even be 
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worth consideration as an industry safety standard for free-text data that is added 
to an encounter note through a documentation template in an EHR. At the same 
time, if the PMH text could be updated at various points in time (as is the case in 
many EHR systems), there could be relative-time statements in the PMH whose 
meaning could be misinterpreted even with the availability of a displayed time 
stamp.

•     Internal organization policies, procedures, and culture —Alongside changes in 
application functionality, changes in organizational behavior around HIT could 
help avoid a recurrence of the type of event described in this case. By establish-
ing clear guidelines about how data is to be recorded in the EHR, and providing 
suffi cient orientation to the providers, practices can reduce the risk that critical 
information will be inaccessible, overlooked, or misinterpreted. In this case, pro-
viders could have been educated about the way data fl ows between sections in 
the EHR and conventions for expressing temporal data in unstructured notes in 
absolute, not relative, terms, and to always consider the date of data entry when 
interpreting statements involving relative time intervals. Moreover, if the EHR 
offered the ability to record events (like colonoscopies) as structured data with a 
discrete fi eld to represent the date of the event, as this practice’s EHR in fact 
does, the practice could have established a convention to utilize that capability 
for recording such data, rather than the free text PMH section. While the process 
of establishing and disseminating these guidelines of EHR use might be burden-
some, particularly within a small practice, it does not need to be particularly 
elaborate or time-consuming. It could be made easier if some of these issues 
were covered in a basic informatics curriculum as part of health care provider 
training.  

•    People —Common wisdom eschews putting the onus purely on individuals to 
simply be more careful, focusing rather on systemic factors that make error more 
likely. This is reasonable, since the cognitive and attentional capacities of humans 
are fi nite and it is likely that the vast majority of clinicians try their utmost to 
avoid mistakes. At the same time, had either provider in this case been more 
familiar with the information fl ows in their EHR, and acted accordingly, the error 
could have been avoided without necessarily requiring greater cognitive or atten-
tional resources during the patient encounter. If HIT is to support rich functional-
ity involving complex data, it behooves those who use it to become familiar 
enough with it to use it safely.  

•    Clinical content —In most EHRs that allow customized documentation tem-
plates, the end-user who creates a template may include any text they wish.       It has 
become common to add advisory text to some templates, intended to provide 
advice or cautions to clinicians who uses the template when documenting patient 
encounters. The clinician generally deletes this text before fi nalizing the note (so 
that it does not become part of the patient record). In this case, had the template 
included advisory text preceding the PMH such as “Note-The following text was 
added to the patient record in the past,” this could have helped contextualize the 
PMH text including the reference to the past colonoscopy.  
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•    Workfl ow and communication —In the case analysis, it was pointed out that the 
case centered around a workfl ow whereby a piece of information recorded by 
one health care professional was subsequently viewed by another and used for 
decision-making. This workfl ow provides signifi cant benefi t, by allowing a pro-
vider to leverage highly relevant information collected in previous patient 
encounters. Rather than dismantle this workfl ow, e.g., by redesigning the tem-
plate to not include the previously recorded PMH, it would seem more appropri-
ate to retain the workfl ow but, through the approaches described above, ensure 
that it is presented, and users are prepared to interpret it, with the correct 
context  .         

    Case 2: Terminology Idiosyncrasies Leading to Population 
Management Failure 

    Clinical Summary 

 A mid-sized multispecialty practice decides to initiate a disease-management effort 
for its patients with diabetes mellitus. The practice has, for several years, utilized 
the EHR’s capability to record problems using SNOMED-CT (SCT), an extensive 
and detailed terminology designed for capture and processing of  clinical data      [ 16 ]. 
The Medical Director of Quality, who is leading the disease-management effort, has 
taken an introductory course on clinical informatics. In that course, she learned of 
SCT’s hierarchical structure and the technique of testing whether an SCT code falls 
into a particular branch of the SCT hierarchy (“subsumption testing”). She decides 
to utilize this approach as a means to identify patients who have been noted to have 
diabetes mellitus. She directs her database analyst to generate reports that identify 
patients who have a problem list entry with an SCT code of 73211009 (“diabetes 
mellitus”) or any of its 109 SCT descendants, along with information about their 
disease status or potential gaps in care. These reports are used by a team of “patient 
coaches” who work collaboratively with the patients’ primary care providers to 
engage and educate patients and help coordinate their care. 

   Ten months after the initiation of the program, the  Medical      Director of Quality 
has an offi ce visit with one of her more complex diabetic patients. This patient, 
whose diabetes has been diffi cult to control and fraught with complications, has had 
inconsistent adherence to and engagement with his care, and rarely comes in to be 
seen. He is the exact type of patient she had in mind when she designed the disease 
management program. She asks what he thinks of his patient coach, and is surprised 
to hear that he has not been contacted. She confi rms that his problem list contains 
references to his diabetes, including entries with the following SCT codes:

•    Type II diabetes mellitus uncontrolled (SCT 443694000)  
•   Proliferative diabetic retinopathy (SCT 59276001)  
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•   Macroalbuminuric diabetic nephropathy (SCT 445170001)  
•   Neuropathic diabetic ulcer—foot (SCT 201251005)  
•   Necrobiosis lipoidica diabeticorum (SCT 56391002)      

 The next day, she confi rms that this patient does not appear on any of the SCT- 
based reports created for the  disease management program  . She contacts her data-
base analyst and asks him to check into why this is the case. The database analyst 
confi rms that the 5 SCT codes above are not in the “diabetes mellitus” (SCT 
73211009) hierarchy.  

    Case Analysis 

 SCT is a well-established clinical ontology maintained by a nonprofi t, international 
standards development organization. It is widely used in many countries around the 
world, and is among the  health care standards      required for certifi ed EHR technology 
in the USA [ 17 ]. SCT includes coded concepts with textual descriptions, and speci-
fi es hierarchical relationships, known as “Is a” maps, that link concepts to their 
conceptual parents. For instance, “type 2 diabetes mellitus” (SCT 44054006) has an 
“Is a” link to “diabetes mellitus” (SCT 73211009), and “insulin treated type 2 dia-
betes mellitus” (SCT 237599002), in turn, has an “Is a” link to “type 2 diabetes 
mellitus”(Fig.  15.1 ). The conceptual “ancestors” (the targets of an “Is a” relation-
ship or a chain of “Is a” relationships) are said to “subsume” their narrower concep-
tual “descendants.” By testing SCT codes for subsumption, automated processes 
such as database queries can identify codes that are a particular branch of the SCT 
hierarchy and thus, patients who have a particular category of disease (provided the 
patients’ problems are coded in SCT).

   In defi ning relationships among concepts, SCT takes a formalistic approach that 
may not be anticipated by health care professionals attempting to utilize it for clini-
cal purposes like  population management  .    The case above illustrates one example of 
this: in addition to over 100 SCT codes subsumed under “diabetes mellitus” (SCT 
73211009), SCT provides a set of over 200 codes subsumed under a different SCT 
code, “diabetic complication” (SCT 74627003) (Fig.  15.2 ). Although SCT allows 
for a single code to have “Is a” relationships to more than one parent, the codes in 
the “diabetic complication” hierarchy do not have “Is a” links to codes in the “dia-
betes mellitus” hierarchy. From the perspective of a formal ontology, this is actually 
appropriate, since, for example, “diabetic retinopathy” is not, strictly speaking, a 
type of “diabetes mellitus.” The SCT codes in the “diabetic complication” hierarchy 
do, in fact, have links in SCT to “diabetes mellitus,” but those links are tagged with 
the relationship type “associated with” rather than “Is a.” In any event, any attempt 
to use subsumption testing to SCT 73211009 to identify diabetic patients will fail to 
identify diabetics whose diabetic problems are coded only with SCT codes in the 
“diabetic  complication     ” hierarchy.

   SCT is also a living terminology that has evolved over decades and is continually 
updated, and as such, has imperfections. In the case described above, four of the fi ve 
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SCT codes on the patient’s record represented complications of diabetes, and as 
such, would, by SCT’s own conventions, not be properly subsumed under “diabetes 
mellitus.” In contrast, the fi rst, “Type II diabetes mellitus uncontrolled” (SCT 
443694000), does semantically belong in the “diabetes mellitus” hierarchy,” as it 
describes a particular type of diabetes mellitus. However, SCT does not include this 
code in the “diabetes mellitus” hierarchy. Instead, it is a child of the SCT code 
 “diabetic—poor control” (SCT 268519009) which falls into the SCT “evaluation 
fi nding”  hierarchy     , separate from the “diabetes mellitus” hierarchy (Fig.  15.3 ). 
While there may be a justifi cation of this within the context of SCT formalisms, it 
is unlikely that even fairly sophisticated users of SCT would be able to anticipate 

  Fig. 15.1    SNOMED CT diabetes mellitus subhierarchy (partial)       

 

15 Safety Considerations in Ambulatory Care Informatics



200

that a patient with a documented problem associated with this SCT code would not 
be included in a SCT-based subsumption test for diabetes mellitus.

     As with the prior case, Sittig and Singh’s model helps to frame the factors behind 
the potentially hazardous situation of a high-risk patient being inappropriately 
excluded from a disease management program:

•     Hardware and software computing infrastructure —In this case, the hardware 
and software functioned precisely as designed. Point-of-care systems allowed 
capture of patient problems with correct SCT codes, and the systems and queries 
used to generate reports on the practice’s diabetic population correctly identifi ed 
those with SCT codes that fell into the “diabetes mellitus” SCT hierarchy. In fact, 
one might be tempted to lay all the blame at the feet of the terminology itself and 
the unfamiliarity of the disease management team with its particular nuances. At 
the same time, it should be noted that had the organization had access to a list of 

  Fig. 15.2    SNOMED CT diabetic complication subhierarchy (partial)       
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SCT codes that imply that a patient has diabetes mellitus (regardless of place 
within the SCT hierarchy), the outcome could have been averted.  

•    Clinical content —The clinical content on patient records (i.e., the SCT codes 
associated with problem list entries) is at the root of this case. Because these 
codes did not fall within the SCT “diabetes mellitus” hierarchy for the patient in 
question, he was excluded from an important clinical intervention. However, it 
would seem unreasonable to expect that an organization to attempt to refrain 
from using such codes, given that they represent important information about 
patient status (like the presence of severe diabetic retinopathy), which in fact the 
organization might be using to drive other important data-dependent processes 
like disease management or automated clinical decision support.  

  Fig. 15.3    SNOMED CT subhierarchy showing concept “type II diabetes mellitus uncontrolled” 
outside of diabetes mellitus hierarchies       
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•    People —The individuals involved in this case should not be regarded as primary 
contributors to the outcome in question. The Medical Director of Quality acted 
based on what would seem to be reasonable assumptions about SCT, and the 
database analyst simply created reports to the specifi cations he was given. At the 
same time, deeper training in SCT, or simply having had experiences like the one 
illustrated in the case, might have led the Medical Director of Quality to take a 
closer look at SCT to ensure that all the hierarchies implying the presence of 
diabetes mellitus were covered in the reports she was using for the disease man-
agement effort.  

•    Internal organization policies, procedures, and culture —The organization in 
which this case occurred was a mid-sized practice with an entrepreneurial culture 
that allowed for energetic individuals to undertake innovative projects such as 
the disease management project discussed above, and without a large staff of 
highly trained informatics professionals that a larger organization might have. As 
the adoption of HIT and the use of structured vocabularies like  SCT      increase, 
more and more projects like this will be undertaken to leverage this coded data. 
While many successes can be anticipated, this case illustrates that missteps may 
also occur, particularly in small to mid-sized organizations with limited access to 
informatics expertise.  

•    System measurement and monitoring —The organization launched a disease 
management project based on a set of database queries that was intended to iden-
tify the organization’s diabetic patients. However, no attempt was made at the 
outset to validate that all members of the diabetic population were captured in the 
queries used. Had such validation been attempted, the fl aw in the queries might 
have been identifi ed much   earlier.     

    Proposed Solutions 

   As with the prior case, proposed solutions can be categorized according to Sittig and 
Singh’s socio-technical model:

•     Hardware and software computing infrastructure —As noted above, there are no 
frank hardware or software defects whose repair would have avoided the events 
described in this case. However, one potential solution would be a curated list of 
all SCT codes that indicate that a patient has diabetes mellitus. Such lists are 
commonly referred to as “value sets” and have come into common usage as com-
ponents of clinical quality measure specifi cations. Value sets must be very care-
fully constructed in order to be complete and accurate, and may rapidly become 
out of date as the underlying terminology is updated, unless they are diligently 
maintained. Nonetheless, curated value sets are likely to become increasingly 
important as more organizations need to make secondary use of coded clinical 
data without the benefi t of expert informaticists.  
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•    Clinical content —While clinical content is central to this case, the clinical con-
tent itself was valid. It does not seem reasonable to try to address the problem by 
requiring clinicians to, for instance, ensure that patients have a “diabetes” 
SNOMED code in addition to any “diabetes complication” SNOMED codes on 
their problem lists. That approach would in effect make the clinician responsible 
for addressing the limitations of the terminology and information technology 
infrastructure. Such non-user-centric approaches have rarely had success in 
health care environments.  

•    People —This case illustrates the need for highly experienced and trained clinical 
informatics professionals in health care delivery organizations. The need to make 
use of health care data for secondary purposes will only increase over time, and 
a skilled informatics workforce is needed to accomplish this work. The growth 
of formal clinical informatics training programs and the recent emergence of 
clinical informatics as an accredited medical specialty may help address these 
needs [ 18 ].  

•    Internal organization policies, procedures, and culture —In this case, an impor-
tant clinical project did not completely fulfi ll its mission because of an 
informatics- based error. In order for health care delivery organizations to suc-
cessfully increase the scale of such undertakings, they will need to adopt gover-
nance policies that reduce the risk of such errors while avoiding excessive 
bureaucracy that stifl es ground-up innovation from those closest to the realities 
of patient care. While there are no recognized “best practices” in such gover-
nance approaches, discussions of this topic with proposed approaches have been 
published [ 19 ].  

•    System measurement and monitoring —This  case   illustrates the  importance   of 
validating any automated process before using it as the basis of a major undertak-
ing involving large numbers of people. Such validation would not need to be 
comprehensive; simple spot-checking can often identify major gaps in identify-
ing a patient cohort. In this case, approaches that could have been undertaken 
include automated searches of problem list descriptions (rather than codes), or 
medication or laboratory records, manual or automated scanning of appointment 
schedule records or paper records, or even recollection by providers and staff of 
frequently seen diabetic patients  .      

    Conclusion 

 The cases discussed in this chapter are based on real events, though minor details have 
been modifi ed for purposes of brevity and clarity. On the surface, the cases seem quite 
distinct. The fi rst case involved information viewed by a clinician in the EHR during 
a patient visit and the second involved the results of an automated database query. 
Nonetheless, a common theme connects them. In both cases, there was no outright 
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“bug” in the sense of software behaving inconsistently with its design. Rather, there 
was a gap between the design of the software (and in the second case, an associated 
data artifact, the SNOMED ontology) and the understanding or assumptions of the 
humans interacting with it. Ultimately, this refl ects a gap between the mindset of the 
humans designing technology and the humans using it. 

 It is possible to close such gaps either on the design side, by modifying the tech-
nology made available to health care delivery organizations, or on the implementa-
tion side, by changing how the technology is confi gured or how users operate it. The 
manner in which HIT is confi gured and used can have a dramatic impact on its 
potential to improve (or worsen) patient outcomes, as illustrated in several exam-
ples in the published literature. In one study, performed in a local Veterans 
Administration health system, the incidence of lack of timely follow up for positive 
fecal occult blood test (FOBT) results dropped from 29.9 to 5.4 % with resolution of 
a confi guration issue that was preventing FOBT results from being transmitted to 
primary care providers [ 20 ]. Correspondingly, many producers of HIT maintain 
contact with those who use their products and introduce design modifi cations over 
time based on user feedback. Application of traditional technology usability evalu-
ation approaches has been shown to be capable of identifying usability issues in 
HIT, though the impact on patient safety of redesign based on such evaluation 
remains to be demonstrated [ 21 ]. 

 Clinician training in HIT is a matter of some controversy. While there is evidence 
that many clinicians who use EHRs do not feel they are adequately trained [ 22 ], 
some might consider the very need for training to be  prima facie  evidence of inad-
equate system design and implementation. The cases presented in this chapter do 
illustrate the potential for training to mitigate HIT- related hazards. In the fi rst case, 
had the end-user been more familiar with the EHR (or with EHRs in general), he 
might not have taken the text displayed to him at face value. In the second case, if 
the physician coordinating the disease management program had a deeper under-
standing of SCT, she would likely have designed her database query in a way that 
captured her practice’s diabetic patients more thoroughly. If the hazards of HIT are 
to be minimized, it would seem reasonable to expect all clinicians to be armed with 
basic informatics knowledge and for clinicians with signifi cant responsibility for 
managing the use of HIT to have specialized informatics training. 

 When radically new ways of managing information are introduced into a com-
plex environment where mistakes can have very serious consequences, it is to be 
expected that both benefi cial and deleterious effects may result. The interactions 
between patient, clinician, and information technology during even a 1–1 offi ce 
encounter are highly complex and nuanced, and factors as subtle as the physical 
placement of display screens in the exam room may have an impact on these 
interactions and, indirectly, on patient safety [ 23 ]. However, despite the magni-
tude of the potential risk from introduction of HIT into ambulatory care, pub-
lished data on the associated hazards is extremely limited. The cases discussed in 
this chapter, while useful in their ability to illustrate some of the factors at play 
with ambulatory HIT use, are anecdotal and not a substitute for systematically 
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collected and rigorously analyzed data. It is hoped that future research will eluci-
date how to gain the greatest benefi t from HIT in ambulatory care with the least 
risk to patient safety.      
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    Chapter 16   
 HIT and Medical Liability Risks                     

     Sandeep     S.     Mangalmurti     

          Introduction 

 As the use of electronic health records (EHRs) becomes more widespread, we will 
all be forced to confront more complex legal issues involving privacy, confi dential-
ity, and ownership of electronic records. One less discussed implication is the 
potential impact on the medical liability landscape [ 1 – 3 ]. As a key point of contact 
between the physician and patient, it is clear that as EHRs evolve, so will the man-
ner in which physicians approach potential malpractice lawsuits. These changes 
will likely ripple through the multiple functionalities of EHRs, from basic functions 
such as transmission of clinical information to more advanced features such as com-
puterized provider order entry and electronic messaging [ 4 ]. 

 One initial issue will be the increased volume of data that will now be easily 
accessible by providers. Intuitively, increased information is a net positive, allowing 
providers to make medical decisions with more available facts. However, the liabil-
ity implications are unclear. One key aspect of effective medical care is the ability 
to focus on important pieces of information in a sea of data. EHRs make that sea 
much larger, and can make it easier to miss those key pieces, particularly as clinical 
volumes continue to increase. Unfortunately, the liability standard is likely to be 
unforgiving. Quite the contrary, the presence of accessible information may create 
an obligation to actually access it. Practitioners may be trapped between a more 
stringent liability standard on one hand, and a more demanding clinical environ-
ment on the other [ 5 ]. 

 Another possible sources of  liability   exposure are errors in the use of EHRs. 
Some of these possible errors are straightforward and predictable. Incomplete or 
incorrect transmission of information will clearly carry signifi cant liability 
 implications [ 6 ]. Irresponsible copying and pasting may result in documentation 
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errors that would be viewed poorly by judges and juries [ 7 ,  8 ]. Increased use of 
electronic messages between patients and providers will create increasing obliga-
tions for physicians to be regularly connected and respond promptly [ 9 ]. 

 Use of more sophisticated systems with advanced clinical decision support fea-
tures may have even greater  medical liability implications  . These systems have built 
in clinical recommendations to help guide a provider as she/he interfaces with an 
EHR. The recommendations might be as simple as warnings that the patient has 
evinced an allergy to a particular class of medications; any attempt to order medica-
tions from that class will result in warnings. More sophisticated systems may make 
medical recommendations based upon provider orders, including identifying an 
increased risk of bleeding or renal/hepatic failure from certain combinations of 
medications. Even more advanced systems may, after identifi cation of a potential 
diagnosis, produce sets of orders from which the provider can choose. 

 The liability  implications   of these clinical decision support systems are yet to be 
determined. There are at least two potential malpractice pitfalls. First, the decision 
support system must be medically accurate. Obviously, this is less of a problem 
when the issue is a simple one, such as identifi cation of patient allergies. In more 
complicated systems that are making actual medical recommendations, it is impera-
tive that these systems remain up-to-date with the most recent guidelines and medi-
cal standard of care. Physicians should be involved in shaping the content of these 
systems, and, equally importantly, continue to be regularly consulted to keep them 
current. Failure to do so will clearly expose providers to liability risk when they 
attempt to follow any recommendations that these decision support systems might 
offer. 

 The second liability pitfall will develop when providers choose to ignore the 
recommendations of a clinical decision system. Clearly, mere compliance with 
EHR recommendations will not serve as inherent protection in a malpractice law-
suit. The question will be always be whether the provider met the “standard of care,” 
which is an objective standard that is independent of any electronic systems that 
attempt to duplicate it. Providers should and will overrule EHR recommendations 
when necessary. However, it is not yet clear how this action will be viewed by juries. 
A poorly designed (or poorly updated) clinical decision support system might force 
a provider to frequently overrule incorrect recommendations. Despite the ultimate 
merit of the physician’s decision, the appearance of impropriety may create liability 
problems [ 5 ]. 

 A less commonly known, but of even greater potential liability impact, is likely 
to be the increasing impact of metadata in malpractice lawsuits [ 10 ].  Metadata   is the 
electronic footprint that records the details of every provider interaction with an 
EHR. Metadata will reveal when a record was accessed, how long it was examined, 
and when and what was documented. It can reveal that a provider looked at a plain-
tiff’s lab work only for a brief period of time, or not at all. Alternatively, it might 
reveal that a thorough examination of a record was performed, even if the plaintiff 
alleges otherwise. Though not easily accessible by the user, metadata can be 
 uncovered by those with technical expertise. More importantly, metadata is gener-
ally discoverable and admissible in malpractice lawsuits [ 11 ]. 
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 A further complicating factor is changing liability risks as providers and health 
care systems transition from paper to electronic systems [ 12 ,  13 ]. Despite the incen-
tives to adopt EHRs, transition to a completely paperless system can be a slow 
process, particularly as it needs to be done without signifi cant interruptions in 
patient care. This transition can be fraught with liability pitfalls, particular when 
providers are caught, either temporarily or permanently, in a “hybrid” paper–elec-
tronic model. There are numerous potential problems with hybrid systems, the most 
signifi cant of which are potential gaps in the EHR that may be incompletely or inef-
fi ciently fi lled with paper backup systems [ 14 ]. 

 In the remainder of this chapter, we discuss case studies that will explore, in 
detail, some of the issues mentioned above. In the fi rst case, the plaintiff was a 
patient injured secondary to an operative complication. Investigation of the meta-
data revealed discrepancies in the anesthesia monitoring record that eventually led 
to problems with mounting an effective defense. In the second case, the patient 
underwent a routine mammogram which was found to be abnormal. However, diag-
nosis was delayed because the treating hospital was transitioning from paper to 
electronic records; her results were misplaced in this shuffl e.  

    Clinical Case Studies 

    Case Study 1: Clinical Summary 

 In this case, a 58-year-old male with a history of brain neoplasm was scheduled to 
undergo craniotomy [ 15 ]. The procedure began with anesthesia induction that 
occurred without incident, and the patient was placed on an  electronic monitoring 
system   that measures the patient’s blood pressure and heart rate through an arterial 
and central venous catheter. After several hours, there was a routine shift change in 
anesthesia support personnel, including the nurse anesthetist and resident. After the 
change, it was noted that the monitoring system recording the patient’s vital signs 
was no longer transmitting data. Eventually, the system was repaired and data trans-
mission was restored; however, the absent data was never captured or entered 
manually. 

 Upon the patient’s emergence from anesthesia, a severe complication was noted. 
Though the patient was spontaneously breathing, he had not yet had a return of 
motor function. Initially, this was felt to be due to the residual effects of anesthesia, 
but eventually it became clear that the patient had become quadriplegic. Initial 
investigation showed multiple gaps in the electronic record, resulting in signifi cant 
periods where the patient’s vital signs remained unmonitored and unrecorded. In 
fact, one gap was more than 90 min long, ample time for an undetected complica-
tion to cause injury. However, both the  electronic system software and monitor   were 
confi rmed to be functioning correctly. Eventually, it was discovered that a cable 
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connecting the patient to the monitoring system had become accidentally 
disconnected. 

 Unsurprisingly, the injured patient and his family pursued an investigation and 
ultimately pursued a liability claim against multiple physicians involved in the 
patient’s care, including the surgeon and the anesthesiologist. Attention ultimately 
turned to the latter, and he was accused of failing to meet the standard of care due to 
these gaps in monitoring. Per the plaintiff, standard of care demanded that the 
patient have his blood pressure and pulse monitored at least every 5 min; clearly, 
this did not occur. The plaintiff further alleged that, as a result of these monitoring 
gaps and improper patient positioning, the anesthesiologist failed to observe periods 
of signifi cant  hypotension   that resulted in spinal cord ischemia and permanent neu-
rological damage. 

 The defense in this case was, initially at least, diffi cult but not impossible to 
mount. Of course, the defendant had to acknowledge that there was likely an exces-
sive reliance on the electronic monitoring system. Ultimately, when technology 
fails, the provider has a responsibility to turn to available manual backup systems. 
Clearly, there was a communication breakdown between the members of the anes-
thesia team. As the resident and nurse anesthetist signed off to each other, they 
should have discussed the absence of incoming vital signs with the attending physi-
cian; ideally, this data should have been entered manually to prevent any monitoring 
documentation gaps. 

 Other potential problems with the electronic monitoring system were identifi ed 
and acknowledged by the defendant. Ideally, the monitoring system should revert to 
a “home” screen and alert the user if there is a break in data; this system failed to do 
so in an effective manner. Poor placement of monitoring screens may have contrib-
uted to the poor outcome, as they made it diffi cult for the anesthesiologist to simul-
taneously watch the patient and monitors. In this case, more attention was paid to 
the latter. 

 Despite these errors, the defendant was initially able to develop a plausible 
defense strategy based on previous experience with these types of surgical cases. He 
identifi ed multiple previous cases in which the patient underwent similar physical 
positioning for similar  surgeries  . In many of these cases, the patient developed arte-
rial blood pressures lower than the lowest recorded blood pressure sustained by the 
injured plaintiff. However, in these other cases, spinal cord ischemia did not develop. 

 Despite a reasonable strong potential defense on the medical facts of this case, 
ultimately the defendant physician had to settle due to problems with the documen-
tation in the EHR. A key element in both the plaintiff and defendant case was pre-
senting an accurate record of the timing of important events in the patient’s care. 
The fi rst problem was a discrepancy regarding the precise time that patient was 
placed into an upright position. The time stamp on the note the anesthesiologist fi led 
did not appear to correspond to any changes in the patient’s blood pressure. There 
was no independent documentation of the exact time of patient movement which 
created a suspicion that this note was inaccurate. An inaccuracy of this kind could 
potentially call into question much of the anesthesiologist’s defense, which 
depended on persuading others of his version of the timing of events. Eventually, 
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the defense was able to rebut this discrepancy by turning to a unique characteristic 
of the EHR. Unlike paper  anesthesia documentation  , which records vital signs and 
other events in 5 min intervals, the electronic monitor recorded events in 1 min 
intervals. Close inspection of these intervals showed a blood pressure change that 
could likely be attributed to patient positioning near to the time documented by the 
attending anesthesiologist. 

 Ultimately, however, another aspect of the EHR dealt a blow to the defense from 
which it could not recover. As part of pretrial discovery, plaintiff’s counsel demanded 
and received the metadata associated with electronic monitoring record. This data 
showed the electronic footprint left by all of the physicians that interacted with the 
record, including the time at which vital signs and other documentation were 
entered. Examination of the metadata uncovered a curious and troubling fact. Soon 
after the surgery had started, the anesthesiologist entered a note stating that he was 
present at the patient’s emergence from anesthesia; this is a practice known as “ pro-
spective documentation  .” Clearly, this was not technically true, since the patient had 
not even started to awaken when this documentation was fi led. As the note was 
untimed, cursory examination of the note would be unrevealing.    However, this dis-
crepancy could not be hidden from the metadata. 

 This discrepancy was devastating to the defense strategy. The plaintiff was able 
to undermine the anesthesiologist’s general credibility, and specifi cally question the 
defendant’s assertions regarding the timing of clinical events. The plaintiff was able 
to question whether the defendant was even participating in the case in any mean-
ingful was, to say nothing of the actual quality of the care given. Eventually, the 
defendant settled this case for an undisclosed sum.  

    Analysis 

  This case captures the potential double edged nature  of   EHRs in liability suits. More 
specifi cally, the accessibility and admissibility of metadata has the potential to both 
protect and injure physician-defendants. In this case, examination of the metadata 
revealed clinical events that would have remained undiscovered if only paper 
records had been used. One of these events, the detailed, minute by minute record-
ing of vital signs helped support the defendant physician’s claim regarding the tim-
ing of patient positioning. However, the metadata also undermined the credibility of 
the defendant by revealing that he was willing to take shortcuts with documentation, 
which suggests that he might be willing to take shortcuts with patient care. 

 One interesting aspect of this case is that it is unlikely that errors were made in 
actual medical decision making. In many cases, the admissibility of metadata may 
damage a physician’s case simply by creating the appearance of impropriety. In this 
particular instance, the damage to the defendant’s case was due to questions regard-
ing the documentation of the patient’s emergence from anesthesia. However, there 
is no credible allegation that the actual management of this clinical event was faulty. 
This refl ects a rather unique potential liability pitfall of EHRs. As the use of meta-
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data becomes more common, every aspect of a physician’s interaction with an elec-
tronic interface will be subject to legal scrutiny. There is no place to hide, and even 
clinically irrelevant details can be damaging when exposed. 

 The admissibility of metadata may also have consequences when the accusations 
are actually clinically relevant. Analysis of a physician’s electronic footprint through 
a health record allows the plaintiff and defendant to recreate each step of the clinical 
care provided to the patient. Metadata will confi rm whether a physician actually 
looked at a patient’s previous notes, and for how long. It will confi rm which labs and 
radiology reports were examined, and for how long. It will time stamp every order 
that is entered, and allow an examiner to determine the order in which these orders 
were entered. The legal consequences of this level of transparency are obvious. 
Clearly, in some cases the metadata might be used to support a physician’s asser-
tions. However, one can easily imagine even more scenarios where it can be used to 
directly impeach a provider’s testimony. For example, if a physician asserts that he 
saw no evidence of a mass on a patient’s chest radiograph, a jury would likely look 
very poorly on his clinical judgment if metadata revealed that this fi lm was exam-
ined only briefl y .  

    Solutions 

 There are several potential solutions to minimize the liability exposure of metadata. 
Obviously, the easiest is increased  awareness  . Behave and document as if someone 
is always (electronically) looking over your shoulder, because they might be. 
Clearly, clinical decisions should be made based entirely on patient needs, but docu-
mentation may involve more than simply conveying information. The metadata 
always tells a story above and beyond progress notes and history; physicians need 
to take control of this narrative. One way to do this is to maintain a consistent pro-
tocol when using an EHR. If possible, develop patterns that govern the sequence in 
which you access information, in order to ensure that nothing is missed. Not only 
will this enhance patient safety, but may help provide an intelligible narrative for 
physician behavior if there is a lawsuit. 

 Prospective  charting   must be completely avoided. This type of charting occurs 
when providers chart events in advance, as they anticipate that they will not have 
time to effectively do so as the event is occurring. The aforementioned case is one 
example of the practice. A more common example is the practice of writing “skel-
eton” inpatient or outpatient notes prior to the encounter, sometimes the day before. 
These practice is designed to increase the effi ciency of documentation during busy 
periods of patient care. However, as this case demonstrates, if managed poorly, 
these notes can be a source of liability exposure. If you document histories or physi-
cal  exams   before they occur, your credibility may be shattered even if the documen-
tation had no impact on patient care.  
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    Case Study 2: Clinical Summary 

  In this case, the patient was a middle aged woman who underwent a mammogram 
ordered by her primary care physician [ 16 ]. This study was completely routine; the 
patient had no complaints and ordering physician had no increased suspicion of a 
positive fi nding. The patient reported that she was told that she would be contacted 
within a week or two after the study if it was abnormal; if she did not hear from the 
physician, she should assume that the mammogram was normal. Months passed, 
and while doing a routine breast self-examination, the patient palpated a mass. She 
eventually contacted her primary care physician, and saw him in consultation. He 
confi rmed the presence of the mass, and mentioned that he had never received the 
results of the mammogram ordered earlier that year. He fi nally tracked down these 
previous results, and was shocked to discover that the reviewing radiologist had 
documented a suspicious breast mass and recommended biopsy. The patient became 
distraught and hysterical upon hearing this information. The patient’s primary pro-
vider immediately ordered another mammogram, which found a lesion with “irreg-
ular borders and measures approximately 2 cm in greatest diameter and is highly 
suspicious for carcinoma.” Biopsy was again recommended, and when performed, 
confi rmed the presence of infi ltrating ductal carcinoma. The patient underwent 
lumpectomy, chemotherapy and radiation. Axillary lymph node dissection showed 
metastases to multiple nodes; there was no evidence of spread to other organs, and 
at the time of the lawsuit, the patient appeared to be in remission. 

 Obviously, a signifi cant error had been made, and the patient fi led a lawsuit on 
multiple grounds. The primary focus of this lawsuit was whether the hospital 
breached its duty by failing to implement an adequate process for the dissemination 
of test results. This question was the fundamental issue of the lawsuit, and is the 
primary learning point of this case. Specifi cally, this particular hospital had recently 
implemented an EHR system, and clearly had not worked out its potential problems. 
Prior to this event, this hospital had an entirely paper-based system of delivering lab 
results. When a physician wished to order a radiological examination, he would 
write his request on a multilayer, multipart form. This form was taken to the 
Radiology department; the reading radiologist would personally write the results of 
the study directly onto this requisition. Carbon copies of this form were then divided 
among the interested parties. One copy would remain in the Radiology department, 
for comparison in case future studies were ordered. One copy would be placed in 
the patient’s permanent medical record. A fi nal copy would be reserved for the 
ordering physician; personnel from the ordering clinic would physically pick up the 
results from the Radiology department and hand carry them back to the ordering 
department, and sign a logbook confi rming receipt. In the case of an abnormal 
result, the radiologist was expected to telephone the ordering physician. One limita-
tion of this system was that the Radiology Department had no method of verifying 
that the ordering physician actually received the written report. 

 In spring of the year of the incident, the hospital began implementation of an 
EHR system that would report all results by computer. Once a radiology result was 
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available, the requesting physician would be notifi ed that a result was pending, 
every time he logged into the computer. It would continue to fl ag this result until 
the ordering provider electronically signed the result. In addition, if the radiology 
result had been fl agged as “abnormal,” the system would also generate an email 
warning to the provider. However, because all physicians could not be immediately 
trained to use this system, a transition period of several months was required. 
During this transition period, a backup paper system was put in place; this backup 
system was to be discontinued once the EHR was fully completed. In addition to 
the electronic result, once a radiology result became available, a transmission 
would automatically be sent to a preselected printer in the department of the order-
ing physician. The result would be automatically printed, and it would be that 
department’s responsibility to then transfer this printed result to the appropriate 
provider. A third backup was verbal communication between the reading radiolo-
gist and the ordering physician; in the case of abnormal results, the radiologist 
would retain the option to inform the provider verbally by phone, and document 
this conversation. 

 The incident that resulted in the lawsuit and missed diagnosis occurred during 
the transition period between paper and electronic recording keeping. The ordering 
physician had not yet been trained on use of the EHR, and was likely anticipating 
receiving results by the familiar method of personal delivery of paper results, or at 
least through a printout on his departmental printer. Neither of this occurred, for 
unclear reasons. Review of the record revealed that the initial abnormal mammo-
gram result had never been printed at the appropriate printer, a clear failure in the 
system. Prior to this time, the hospital had a generally favorable experience with 
automatic printing of results; during the transition, there were only a handful of 
“failures to print” because the printer was out of paper or was in the middle of a 
software upgrade. These failures were promptly repaired without incident. The 
ordering physician was clearly expecting the paper system to serve as an effective 
backup, which it did not, nor did he or any member of his staff follow up on the 
ordered test to check the results. 

 On the other end of the care sequence, the reading radiologist fell prey to 
incorrect assumptions regarding the transition from paper to electronic records. 
By his own admission, he was not very adept at use of electronic records, and 
assumed that his electronic reports were accessible to the ordering physician. 
Unfortunately, he did not realize that during the transition period, there were phy-
sicians that lacked such access. He also assumed that the backup paper system 
was functioning properly, and depended on his staff to ensure that paper copies of 
his report made it back to the appropriate physicians. These incorrect assumptions 
likely made him think it was unnecessary to personally call to convey these 
abnormal results. 

 Eventually, the court found that neither the hospital nor physicians breached 
their standard of care; judgment was rendered for the defendant. Interestingly, how-
ever, the court did fi nd that hospitals and providers had a legal obligation to ensure 
that an appropriate reporting system was set up during periods of transition from 
paper to electronic record keeping.  
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    Analysis 

 It is vitally important to appreciate the liability dangers associated with transition-
ing from paper to EHRs. The advantages of the latter are well known and well docu-
mented. However, as this case illustrates, paper records have certain advantages as 
well. The previous system used by this hospital, though unwieldy and labor inten-
sive, was still effective. It was a simple, uniform system with minimal moving parts 
and no signifi cant ambiguities. Its primary weakness was that the Radiology depart-
ment was unable to routinely verify that a fi nal report actually reached the ordering 
physician. Nevertheless, the system was reliable enough that direct verbal contact 
between radiologist and ordering physician was not felt to be routinely necessary. 
Alternatively, once the EHR was fully implemented, and all providers were included, 
it too would likely serve as an effective method of disseminating results, with less 
effort and cost than paper records. In fact, it could likely be programmed to avoid 
the weakness of paper records, by building in mechanisms to confi rm that results 
reached an ordering physician, and that he reviewed them. 

 Unfortunately, during the transitional period, the whole was less than the sum of 
the parts. The presence of the electronic system created the expectation that every-
one would be using the system, though this was not true. This likely created a false 
sense of security, perhaps even complacency. Though there was a backup paper 
system, it was not a simple continuation of the previous (and effective) paper sys-
tem, but an entirely new system with new variables such as automatic printing of 
results on distant printers. As with many new systems, the reality did not match the 
expectations.  

    Solutions 

 Obviously, there were technical  glitches   in this scenario that led to poor outcomes, 
such as printer failure. However, the systemic error is failure to ensure a more delib-
erate and careful transition period between electronic and paper records. The key 
characteristic of a successful transition is ensuring that all involved providers have 
accurate expectations. Transition periods should avoid piecemeal approaches that 
cover only certain providers. Furthermore, a transition period is generally not a 
good time to initiate a new system, such as in this scenario, where an entirely new 
method of disseminating through remote printers was implemented. Ideally, if a 
transition period is necessary, the previous system should be continued until the new 
one is fully operational .   

    Key Lessons Learned 

•     Every moment of every interaction with an EHR is likely discoverable.  
•   Avoid prospective documentation, particularly regarding variables such as phys-

ical examination.  
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•   Metadata can be used to undermine a physician’s credibility, even if no medical 
errors are made.  

•   The transition from paper to EHRs can be fraught with liability pitfalls. Avoid 
new or complicated new systems during this transition period. Health care pro-
viders and systems have a legal obligation to ensure that an effective system for 
this transition is in place.        
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    Chapter 17   
 Improving HIT Safety Through Enterprise 
Risk Management                     

     Elizabeth     M.     Borycki       and     Andre     Kushniruk     

          Introduction 

 Risk management is an important aspect of health information technology (HIT) 
implementation and maintenance for health care organizations (e.g., regional health 
authorities, hospitals, and long-term care facilities) [ 1 ]. At an enterprise level, chief 
medical information offi cers, chief nursing information offi cers, chief information 
offi cers, and other HIT managers all play a role in ensuring that patients are not 
harmed and that the safety and quality of the HIT used by frontline clinicians (e.g., 
physicians, nurses, and pharmacists) is high [ 2 ]. Key to the role of enterprise risk 
management is providing the safest HIT systems possible given the current state of 
technology advances and using evidence to inform decision making through 
employing an enterprise level risk management strategy. 

 Today, research and media reports are increasingly documenting the presence of 
safety issues involving technology [ 3 ]. It is expected that the number of these types 
of reports will grow as we become more reliant on HIT to support health profession-
als’ work in delivery of care [ 4 ]. That said, research has also documented the critical 
role that HIT has had in the past two decades in improving patient safety; for exam-
ple, eliminating errors arising from illegible or diffi cult to read hand writing [ 5 ], 
eliminating transcribing errors [ 6 ], and providing clinicians with real-time decision 
support where there is a drug–drug and drug–allergy interaction present [ 7 ]. These 
advances in safety have their origins in HIT developed and studied by biomedical 
and health informatics researchers [ 2 ,  8 ].  
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    Technology-Induced Errors: A Concern for Health Care 
Organizations 

 It has been recognized that HIT can both improve patient safety as well as introduce 
new types of technology-induced errors [ 9 – 11 ].  As many of these errors arise from 
human factors [ 9 ,  10 ], socio-technical [ 2 ], contextual [ 3 ], and technology based 
sources [ 4 ,  10 ,  11 ], HIT managers need to be conscious of these issues and institute 
organizational practices and processes that can support use of safe HIT while at the 
same time preventing the introduction of new types of errors. These new types of 
errors arise from interactions between  the   technology and the context of work, orga-
nizational practices and processes, and local country health care system practices 
and processes  [ 9 – 19 ]. Key to this is the development of an enterprise level strategy 
that can prevent the introduction of new types of HIT related errors as well as 
address those near misses and errors identifi ed by  health professionals  . Before dis-
cussing enterprise risk management, we will fi rst provide some background to the 
issue of technology-induced errors.  

    Understanding the Origins and Contributing Factors 
to Technology-Induced Errors 

  Technology-induced errors “arise from: (a) the design and development of technol-
ogy, (b) the implementation and customization of a technology, and (c) the interac-
tions between the operation of a technology and the new work processes that arise 
from a technology’s use” ([ 11 ], p.154). These also include errors that have their 
origins in messaging between different health information systems (e.g., pharmacy 
and clinician order entry systems), and medical devices (e.g., an electronic health 
record (EHR) and wireless intravenous pump). These errors involve actual and 
potential medical errors that may arise from and manifest during the complex 
human and/or technical interactions that take place between HIT, health profession-
als, patients, organizations, and other HIT [ 9 ,  11 ,  12 ,  20 ]. They include “slips” and 
“mistakes.” Slips are errors that are caught by health professionals before they 
occur. Mistakes are not caught by end users of systems or  HIT   professionals before 
being documented  [ 9 ].  

    Managing the Risk of Technology-Induced Errors 

  To illustrate, we consider the work of Borycki and colleagues [ 20 ] who adapted the 
work of Reason [ 21 ] to technology-induced errors involving HIT (Fig.  17.1 ). On the 
far right of Fig.  17.1  (called the “sharp end” of the model), an error has occurred. 
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The path that leads to that error (see the arrow in Fig.  17.1 ) may have causes that 
may involve problems introduced at multiple layers (indicated by the vertical bars 
in Fig.  17.1 ).

   As illustrated in Fig.  17.1 , technology-induced errors can be introduced at differ-
ent points in time by different organizations such as governments, model health care 
delivery organizations used as a foundation for technology design, HIT vendors, 
and local health care organizations that have implemented or are currently using 
HIT to support patient care processes. For example, when a government introduces 
new laws, regulations or policies that differ from those embedded in the HIT we 
may introduce a technology-induced error. If a vendor organization designs their 
HIT on a “model health care organization” that has safety issues, those “safety” 
issues may become embedded in the HIT by the technology designers, developers, 
and programmers (and become part of the software product) thereby leading to 
technology-induced errors. As well, vendor organizations themselves can be a 
source of technology-induced errors. If there is poor requirements gathering, design, 
programming, implementation, and maintenance of HIT technology-induced errors 
may be introduced. Lastly, local organizations can introduce technology-induced 
errors if HIT is poorly customized (in terms of health care terminologies, work-
fl ows, procedures, and policies) to local health care processes and practices, system 
training is inadequate or local software testing, usability testing or workfl ow testing 
has not taken place. Either in isolation or in combination, these potential “technol-
ogy system” issues may lead to the introduction of “technology-induced errors.” 
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  Fig. 17.1    A framework for diagnosing technology-induced errors in health care. Permission to 
reprint granted by IOS Press       
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 Managers need to be aware of these  sources   of technology-induced errors and 
develop enterprise risk management strategies to address them. There are a number 
of opportunities for enterprise risk management at the regional health authority as 
well as hospital level. Risk management begins with understanding how a technology 
affects clinical practice after it is implemented [ 20 – 26 ]. Clinical simulations repre-
sent a methodology that can be used to learn about the potential implications of soft-
ware and/or hardware upon clinician work prior to wide-spread deployments  [ 22 ,  23 ].  

    Clinical Simulations 

  Clinical simulations have appeared as a key methodology aimed at detecting 
technology- induced errors [ 22 ]. Clinical simulations represent an extension of 
usability testing to include consideration of the complex environmental and contex-
tual factors that will affect safe use of a new system [ 23 ]. In such simulations, rep-
resentative users (e.g., physicians or nurses) are observed as they use the HIT under 
study to carry out representative tasks. This typically involves recording all interac-
tions (e.g., computer screens and audio of user interaction) [ 22 – 26 ]. In addition, 
such studies are typically conducted either in realistic simulation laboratories, or 
ideally in the actual setting and context where a system is to be deployed (i.e., “in 
situ”), for example in a hospital room off hours [ 9 ,  22 ,  23 ,  26 – 31 ]. The information 
about the impact of a new HIT on user workfl ow and safety can be invaluable and 
can provide detailed information about where to improve and modify the HIT prior 
to wide spread implementation [ 9 ,  22 ,  24 ,  26 ]. In the next section, we will discuss 
how  clinical simulation   can be used as a risk management strategy within the con-
text of a case study .  

    Case Study 

 The following case study is based on a risk management approach undertaken by a 
large hospital that was planning to implement an electronic medication administra-
tion system to be used by physicians and nurses hospital wide. Initial comments 
from clinicians suggested that the system was not seamlessly fi tting in with clinical 
workfl ow. In response, the head of the information management and technology 
department worked with human factors experts to conduct clinical simulations and 
understand how the technology would affect clinician work prior to wide spread 
implementation as the costs of reimplementation and retraining of clinicians would 
be greater after the system was implemented than if potential issues were addressed 
prior to wide spread release [ 22 – 25 ,  27 – 31 ]. 
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    Clinical Summary 

 An empty hospital room was used to test the software. In the hospital room there 
was a typical hospital bed, bedside table, IV poles, oxygen equipment, and suction 
equipment.  A mannequin (that acted as the patient) was put in a hospital bed and a 
bar-coded bracelet was placed around the mannequin’s wrist [ 28 – 30 ]. A laptop was 
placed on a wireless cart, and bar code scanning equipment was integrated with the 
laptop’s medication administration system. The laptop was also loaded with the 
local hospital EHR system. A patient case was developed by a team of health infor-
matics professionals and clinicians. The case was representative of the types of 
patients clinicians typically care for at this hospital. Also, the medications that were 
prescribed to  the   patient represented commonly given medications in that hospital 
that had different routes of delivery (e.g., oral, intramuscular, and intravenous) [ 28 , 
 29 ]. The data from the patient case was uploaded to the EHR and the medication 
administration systems . 

 The test patient was prescribed 10 different medications to be given at 10 AM 
by different routes of delivery including orally, intramuscularly, and intrave-
nously. Instructions were given to the nurses and physicians who would test out 
the system for its usability and impact on clinical workfl ow  and   patient safety 
[ 28 ,  29 ]. 

 To capture participants’ interactions with the software, hardware, and objects in 
the hospital room (e.g., hospital bed and bedside table) as well as the “patient,” two 
types of  recording equipment   were used: (1) on the computer where the medication 
administration system was deployed, screen recording software was installed 
(which also allowed for audio recording) (2) a video camera was set up on a tripod 
to obtain a record of health professional interactions with physical objects in the 
room, e.g., the computer and the “patient” [ 28 ,  29 ]. 

  Participants were instructed to verify the  patient  , review the medication list, and 
verify the medication that was to be taken by the patient. Following this, partici-
pants were asked to administer the medications and document the administration 
of the medication in the medication administration record. Participants were asked 
to “think aloud” during the entire process. In “thinking aloud” the health informat-
ics professionals were able to learn about what the health professionals were 
attending to in the process of administering the medications, whether it be the 
patient, the medication administration system or the medications themselves. The 
computer screen recording software was activated and the video recorder was 
turned on for the duration of each participant’s interactions with the technology 
and the patient. After, each participant completed the medication administration 
tasks, the health informatics professionals would ask questions to clarify any 
activities that the participant performed that were not understood fully by the 
observers to obtain further information and to provide additional comments and 
insights into the medication administration system  [ 28 ,  29 ].  
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    Analysis 

  Computer screen and video data were collected by the health informatics profes-
sionals for review. In total, 16 participants (doctors and nurses) administered medi-
cations to the patient. The participants were from a hospital that was highly 
automated and had worked extensively with an EHR system in that hospital. The 
computer screen recordings and the external recordings of participant activities 
were integrated using Transana® video coding software so that one could view 
what was being done by the participant on the computer screen, in the context of the 
hospital room as they used the laptop and the barcode scanning equipment to admin-
ister patient medications [ 28 ,  29 ]. 

 The video data, i.e., computer screen recordings and video data of the partici-
pants interacting with the computer hardware and the equipment in the hospital 
room was viewed by health informatics professionals. Along with this, the audio 
data that was captured as part of the clinical simulation were reviewed in the context 
of the video data. The audio was transcribed and the transcripts were annotated with 
the participants’ activities [ 26 ]. In this process usability and clinical workfl ow prob-
lems were identifi ed [ 26 ,  28 ,  29 ]. 

 Clinical workfl ows associated with the newly tested medication administration pro-
cess were more complicated than that those present in the clinical setting (before the 
introduction of the new medication administration system). More steps had to be taken 
to administer the same number of medications. These workfl ows became particularly 
complex when administering intramuscular medication and intravenous medications 
as the participants attempted to balance the software work, bar coding scanning and 
verifi cation work on the laptop and the hospital equipment (e.g., IV poles) [ 28 ,  29 ]. 

 The serial and rigid nature of the sequence imposed by the computer system 
would lead to safer medication administration under some circumstances and con-
texts of use (i.e., a small number of oral medications to be administered with no 
interruptions for the nurse or physician). However, if the nurse or physician admin-
istering the medication was under intense time pressures, the rigid nature of the 
sequence of medication administration activities (i.e., where all steps of the process 
had to be completed on the computer) actually made the interaction with the patient 
less safe as precious time could be lost. In testing the system with multiple nurses 
and physicians, it was found that the system locked the data for an individual patient 
at the wrong level; the entire medication administration record for the patient being 
accessed by one health provider was found to be completely  inaccessible   to other 
health providers who needed to look at that record  [ 28 ,  29 ].  

    Solutions 

  This case shows how clinical simulations can be used to identify potential 
technology- induced errors arising from user interface and clinical workfl ow issues. 
After reviewing the data from the clinical simulations the health informatics 

E.M. Borycki and A. Kushniruk



225

professionals and clinicians developed a number of potential solutions. The solu-
tions were implemented prior to wide spread release of the medication administra-
tion system in the health care organization. These solutions included the following: 
(a) streamlining of the steps required to administer multiple medications, (b) intro-
duction of an emergency override (in conjunction with an audit trail that could be 
reviewed later) that would allow for steps in the process to be overridden during 
emergencies when there was not enough time to follow the computer sequence 
completely, (c) modifi cation of the locking of records to allow other health profes-
sionals to access and see key parts of a patient record while another health profes-
sional was accessing the record to administer medication. After these solutions were 
put in place, the system was implemented widely in the hospital with few subse-
quent reported problems and with a high level of adoption [ 28 ,  29 ]. 

 The case demonstrates how risk management by an organization can effectively 
reduce the likelihood of a technology-induced error after the implementation of the 
medication administration system. More specifi cally, this study demonstrates how a 
provider organization effectively used clinical simulation, a risk management 
approach, to identify potential technology-induced errors. These potential errors 
were addressed prior to wide spread release—leading provider organizations to 
achieve cost savings that included avoiding: (a) the costs of litigation, (b) the cost of 
treating a patient that has been harmed, and (c) the cost of modifying the system and 
retraining health care providers across an organization if these errors are found after 
a system had been implemented [ 22 ,  28 ,  29 ]. Physicians and nurses who partici-
pated in the clinical simulations enjoyed providing their input to this risk manage-
ment process. The fi ndings were used to provide feedback into local organizational 
plans for implementing a medication administration system (Fig.  17.1 ) [ 28 ,  29 ]. 

 The case also highlights the value of clinician reports (e.g., physician, nurse) and 
insights into the effects of technology upon clinical processes [ 26 ,  28 – 31 ]. In this 
case physicians and nurses were asked to participate in clinical simulations to iden-
tify potential technology-induced errors prior to the implementation of a medication 
administration system [ 26 ,  28 ,  29 ]. Physicians and nurses were asked to identify 
potential issues associated with using the technology and interpreting the impact of 
the new technology upon clinical workfl ow [ 26 ,  28 ,  31 ]. Clinician reports are 
important in the context of clinical simulation to assess technology from a risk man-
agement perspective. Clinician reports are also important from a risk management 
perspective after a HIT system has been implemented [ 22 ,  28 ,  29 ]. 

 Newly implemented HITs as well as those that are being used daily to provide 
patient care are being used to support ever increasingly complex health care activi-
ties as well as patients with new or emerging diseases, frequently encountered 
 medical conditions and rare diseases. Technology-induced errors may arise, be 
observed by clinicians, and reported in the form of organizational incident or error 
reports [ 10 ,  22 ]. Such reports can provide insights into near misses and actual 
technology- induced errors [ 9 ]. Clinical simulations can be used to understand how 
the technology- induced error occurred and to provide meaningful insights as to how 
the technology and organizational policies and procedures can be modifi ed / changed 
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to prevent similar errors from occurring [ 22 ,  26 ,  28 – 31 ]. Incident reports can be 
used to drive clinical simulations and thereby identify sources of technology-
induced errors. Here, there is an opportunity to prevent future technology-induced 
errors in implemented systems through a  better   understanding of the technology and 
its interactions with clinical processes. In addition to this, information from clinical 
simulations can also be used to train health professionals about safe use of the tech-
nology system  [ 32 ].   

    Key Lessons Learned 

•     Risk management is important when implementing an HIT system.  
•   Clinical simulations can be used to identify potential technology-induced errors 

arising from user interface designs and clinical workfl ows prior to wide-spread 
systems release.  

•   Health professionals (e.g., physicians and nurses) can be asked to participate in 
clinical simulations to obtain their perspectives on potential technology-induced 
errors prior to systems release.  

•   Clinical simulations result in signifi cant cost savings as they can prevent poten-
tial future technology-induced errors from occurring after wide spread release of 
an information system.  

•   Health professional reports can be used as inputs to clinical simulations in order 
to identify ways in which near misses and actual technology-induced errors can 
be prevented.        
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    Chapter 18   
 Managing HIT Contract Process for Patient 
Safety                     

     Marilyn     Lamar     

          Introduction 

 Health information technology (HIT) is often selected based on price and a non- 
binding demonstration of functionality without determining whether the vendor is 
in fact obligated under the contract to (1) provide the features and functions demon-
strated, (2) address ongoing safety issues, and (3) be responsible for errors caused 
by its own product. Failing to address these elements in the contract may increase 
the risk of errors that may jeopardize patient safety. 

 Customers may inadvertently contribute to this risk by rushing to fi nalize a con-
tract without adequate review and negotiation. There may be pressure to implement 
quickly in order to obtain a vendor’s discount (although such discounts are often 
extended) or to meet federal meaningful use requirements. In addition, customers 
often fail to tell the vendor that the contract terms will also be an important element 
of the selection process. Giving the vendor notice up front should help preserve the 
customer’s leverage in negotiations. 

 It may take signifi cant time and effort to fi gure out whether what was promised 
by the vendor is in fact refl ected in the contract. It is also important to determine 
whether the customer itself has unstated assumptions about how the technology will 
work, either on a stand-alone basis or with other technology. These assumptions 
need to be identifi ed and tested as part of the selection process. 

 The contract review and negotiation process, therefore, plays an important 
role in assuring patient safety and avoiding unintended consequences of 
HIT. The goal of understanding what the product does and does not do—and 
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the limitations of the vendor’s support and other obligations—is key because it 
can provide the opportunity to select a safer product. Even if a different product 
is not chosen, knowing some of the risks in advance should allow the customer 
to implement procedures or apply extra resources to reduce the risks before 
they occur. 

  Some examples of patient safety issues that could have been avoided or mini-
mized through the contract process include the following:

•    Physicians were unable to access patient data for a day from their “cloud” based 
electronic health record (EHR) system when the EHR vendor experienced a lack 
of capacity similar to an electric utility “brown-out.” This risk of unavailability 
could have been reduced by uptime guarantees in the agreement. Patient charts 
also could have been printed in advance if prior notice of anticipated problems 
was contractually required.  

•   Corrupted patient information was received from a business associate under an 
agreement that did not include a warranty that the information submitted could 
later be retrieved with no loss of accuracy.  

•   Patient drug allergies were not identifi ed  in   time because the customer misunder-
stood the scope of the vendor’s clinical support tool. The customer assumed that 
the technology would check drug allergies but it only checked for drug–drug 
interactions. The vendor had not represented that it would provide alerts for drug 
allergies and the customer failed to ask the vendor about this unstated 
assumption.  

•   Patient information was unavailable from the previous system when the cus-
tomer transitioned to a new system. The contract for the old system did not 
require the vendor to provide transition assistance such as providing data in a 
generally accepted format .    

 This chapter is limited to a few key provisions that may impact on patient safety, 
but it does not address all of the terms that may be important for patient safety or 
numerous other important provisions.  It is not legal advice , which depends on the 
customer’s specifi c circumstances and state law. It is advisable to consult with an 
experienced attorney for legal advice that can help a customer with its specifi c 
contract. 

 Additional resources that should be helpful in addressing these issues include:

•    The Joint Commission’s  Sentinel   Event Alert 42,  Safely implementing health 
information and converging technologies  and The Joint Commission’s Sentinel 
Event Alert 54,  Safe use of health information technology  [ 1 ].  

•   The SAFER Guides issued by the Offi ce of the National Coordinator of the 
Department of Health and Human Services [ 2 ].     
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    Key HIT Contract Provisions that Impact Patient Safety 

    “Entire Agreement” Clause Excludes Anything Not 
in the Agreement 

  Almost every vendor contract includes a statement that it is the “entire agreement” 
between the parties regarding the technology. It may look like this:

   Entire Agreement  . This Agreement is the entire agreement between the parties with respect 
to the subject matter hereof and supersedes all prior or contemporaneous representations, 
proposals, understandings or agreements, whether written or oral.  

   This language may be very favorable to the vendor because it generally means 
that none of the vendor’s proposals, product descriptions, demonstrations, letters, 
e-mails, prior agreements, oral statements, or other communications are binding on 
the vendor unless they are expressly included. As a result, what the salesperson said 
orally and what has been demonstrated or stated in a proposal  is not binding unless 
it is set forth in the contract . 

 Therefore a critical part of contract negotiation is to reconstruct what has been 
promised by the vendor and make sure it is actually in the contract in a way that 
adequately protects the customer. It is possible to include some documents by 
expressly referring to them if they are very long, although the customer should be 
sure to keep a copy (This approach is sometimes referred to as incorporating the 
document by reference.). If the document is  posted   on the vendor’s website, the 
exact language referring to the document should be carefully reviewed to make sure 
that the vendor cannot change it by posting a revised version on the website without 
the customer’s consent. The customer should also keep a copy of terms posted on a 
website. 

 An equally important part of this process is to  identify what assumptions the 
customer has made regarding the technology  and try to have them included in the 
agreement. For example, has the customer assumed that the product will be updated 
to address patient safety issues if any arise? The vendor may be unaware of these 
assumptions, so it is especially important for the customer to fi nd out whether the 
vendor will include them as contractual obligations .  

    Disclaimer of Warranties 

  Warranties are promises that may be stated in the contract (“express” warranties) or 
warranties that are not in the contract because they are “implied by law.” It is very 
important to make sure that the express warranties are suffi cient to cover what the 
customer expects the technology to do because most contracts include a  disclaimer  
of warranties that might be implied by law. The following is an example of warranty 
disclaimer language (favorable to the vendor):
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   No Other Warranties  .   VENDOR DISCLAIMS AND EXCLUDES ALL WARRANTIES, 
WHETHER EXPRESS OR IMPLIED, OTHER THAN THOSE EXPRESSLY SET FORTH IN 
THIS AGREEMENT, INCLUDING BUT NOT LIMITED TO WARRANTIES OR 
CONDITIONS OF TITLE, NON-INFRINGEMENT, SATISFACTORY QUALITY, 
MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE, WITH RESPECT 
TO THE SOFTWARE, FIXES, RELATED MATERIALS AND SERVICES.  

   Terms like “merchantability” in the disclaimer originate in the Uniform 
Commercial Code (the “UCC”) which governs the sale of goods in all states. 
Although the UCC does not always apply to software or services, vendors often 
disclaim these implied warranties in case the UCC does apply. The UCC requires 
that a disclaimer be “conspicuous” which is why the disclaimer language is often in 
all capital letters. 

 Even if not disclaimed, the UCC implied warranties may be diffi cult to interpret 
in a technology contract, so it is best to include appropriate express warranties. 
Promises to perform certain obligations should also be included (sometimes referred 
to as covenants). 

 Ideally the vendor would warrant that the technology would operate in accor-
dance with:

    1.    The proposal and other materials that were the basis of the customer’s decision;   
   2.    Documentation from the vendor which the customer has had the opportunity to 

review in advance;   
   3.    Any oral statements made by the vendor and features demonstrated (all of which 

should be put in writing); and   
   4.    The assumptions upon which the customer is relying (the customer must identify 

its own assumptions).     

 Although the following are certainly not every warranty and covenant that should 
be negotiated, these should help reduce the risk of patient safety issues:

•    Accuracy and integrity of data (for example, that the data retrieved from the 
system is identical to the data stored by the customer);  

•   Accuracy of any computations made using the software (for example, a failure to 
convert the patient’s weight from pounds to kilograms [ 3 ];  

•   Functionality of clinical decision support embedded in the technology;  
•   Ability to adjust alerts in order to minimize “alert fatigue” [ 4 ];  
•   The vendor’s ongoing efforts to receive and address reports of safety issues from 

its customers and that such information will be made available to all customers [ 5 ];  
•   Details of back up and disaster recovery services provided by vendor;  
•   An “uptime” guarantee if the software or service is provided on the vendor’s 

hardware (for example, in a “Software as a Service” arrangement or technology 
provided “in the cloud”);  

•   Support response times depending on severity of problem with fi nancial conse-
quences for failure to meet stated response times (typically credits against future 
charges);  

•   Interfaces to other software and the obligation to revise the vendor’s technology;  
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•   No litigation or other disputes concerning quality, operation, patent infringement 
or other intellectual property issues.    

 Another point to consider is that  many   types of HIT require the use of software 
or services developed by third parties that are sold as part of one vendor’s bundled 
product. Even though the vendor has selected the third party technology, the ven-
dor’s standard contract  often will state that the vendor is not responsible for the third 
party services or software . Customers should try to negotiate to have the vendor (or 
the third party) be responsible for this technology .  

    Term of Support and Transition Services After Termination 

  One of the fi rst questions to ask regarding support is whether the vendor has com-
mitted to support the product for a period at least as long as the customer expects to 
use it. If not, the customer may face the operational and fi nancial risks of transition 
to different technology sooner than it would like. The customer may need to negoti-
ate a longer term than is initially offered by the vendor. Knowing how long the 
software will be supported or the service will be provided is an important element 
in vendor selection. 

 For example, even if the technology contract grants a “perpetual” license to use 
the software, the related maintenance agreement usually limits the time during 
which support will be provided for a particular version of the software. The time 
period for support effectively limits how long most customers will use the technol-
ogy because a customer will not continue to use it if the vendor no longer answers 
questions, fi xes bugs or provides enhancements for the software to comply with new 
regulations. At that point, most customers will want to upgrade to a new version or 
fi nd another vendor, often at additional cost. 

 Sometimes the technology is provided as a service without a license (often 
referred to as “Software as a Service” or “in the cloud”). The service agreement will 
be for a defi nite time period, sometimes with renewal periods, but the vendor typi-
cally will not be obligated to renew unless this point is negotiated. 

 The customer should be aware of the risk that the vendor will elect not to renew 
support because it wants to shift customers to a new version (possibly for an addi-
tional fee). This may also occur if the vendor is acquired and the new owner wants 
to shift the vendor’s customers to the new owner’s product. 

 Moreover, at some point the customer will want to change technology, which 
will often require assistance from the initial vendor. This will be much easier if a 
contract provision was negotiated in advance requiring the current vendor to assist 
with transition to a new vendor. This would typically include an agreement to con-
tinue to provide standard services (at the customer’s request) during a transition 
period in case the contract terminates abruptly for any reason. 

 Ideally the transition period would provide  the   customer enough time to select 
and implement replacement technology. The vendor should also be obligated to 
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cooperate with the new vendor, generally assist the customer with transition, and 
return the customer’s data (and patient data) in an industry standard format that does 
not require the use of the vendor’s software. The customer should expect to pay the 
vendor’s standard charges for this continued support and assistance, but transition 
services are important to avoid a gap in service which could present serious risks to 
patient safety .  

    Understanding Backup and Possible Exclusion of Damages 
for “Lost Data” 

  Many technology contracts are silent on the frequency of data backup, exactly what 
data will be backed up, which party is to perform it and how long it will take to 
restore in the event that the primary source of information is lost. This is especially 
important in a “cloud” or “Software as a Service” arrangement where the customer 
is much less likely to be able to perform backup itself. 

 There are obvious safety risks to patients whose data is unavailable. It is there-
fore critical to understand what the vendor and the customer are each required to do 
in order to have patient information available from backup quickly in the event of a 
problem with the system. This usually requires input from technical personnel of 
both parties as well as legal assistance to clearly document each party’s obligations 
in the agreement. 

 The contract should also be carefully reviewed to determine if the vendor has 
disclaimed responsibility for lost data. This often is found in a provision that 
excludes “consequential damages” and may read as follows (emphasis added):

   EXCLUSION OF CONSEQUENTIAL DAMAGES  . UNDER NO CIRCUMSTANCES 
WILL VENDOR BE LIABLE FOR ANY INCIDENTAL, SPECIAL, EXEMPLARY, 
CONSEQUENTIAL OR OTHER INDIRECT DAMAGES ARISING UNDER OR RELATING 
TO THIS AGREEMENT OR TO ANY SERVICES, SOFTWARE, OR OTHER MATERIALS 
PROVIDED BY VENDOR TO CUSTOMER, INCLUDING, WITHOUT LIMITATION,  
 LOST DATA  , LOST PROFITS OR THE FAILURE TO ACHIEVE ANTICIPATED SAVINGS, 
WHETHER OR NOT SUCH PARTY HAS BEEN ADVISED OF THE POSSIBILITY OF 
SUCH DAMAGES AND NOTWITHSTANDING THE FAILURE OF ESSENTIAL PURPOSE 
OF ANY LIMITED REMEDY HEREIN.  

   A discussion of the various types of damages should involve knowledgeable 
legal counsel, so the following is provided only as background for that discussion:

•    “Direct” damages usually are not excluded although they may be limited to a 
specifi c dollar amount. A claim for direct damages typically would involve an 
assessment of what additional costs the customer incurred  as a direct result  of 
the vendor’s breach—for example, did the customer need to obtain additional 
software or equipment?  

•   “Consequential” damages often include lost profi ts, damage to reputation (good-
will) or other types of harm that fl ow  as a consequence  of the breach. 
Consequential damages are often excluded but the scope of the exclusion should 
be negotiated.  
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•   Vendors often want to disclaim responsibility for “lost data.” A court might not 
agree that “lost data” is a type of consequential damage, so vendors may try to 
specifi cally exclude this type of damage in their standard contracts in the conse-
quential damages clause. However a loss of data is often very serious and reduc-
ing the risk of data loss may be one of the main reasons why the customer 
selected the vendor’s cloud or Software as a Service offering. Counsel for cus-
tomers usually resist excluding damages for lost data unless the customer has 
agreed to full responsibility for data backup.    

 More generally, counsel for customers often negotiate to have certain types of 
claims excluded from  any  limitations of the vendor’s liability. Examples include:

    1.    Claims subject to indemnifi cation;   
   2.    Personal injury (including death) and property damage;   
   3.    Breach of confi dentiality and breaches of a vendor’s business associate obliga-

tions under HIPAA; and   
   4.    Damages arising from the other party’s negligence or willful misconduct.    

  Not all of these types of  exclusions   directly impact patient safety, so they are 
beyond the scope of this chapter. However, they should be the subject of discussion 
between the customer and its attorney .  

    Indemnifi cation 

  “Indemnifi cation” or “hold harmless” are general terms for one party’s promise to 
reimburse or “make whole” the other party for certain types of claims. Indemnifi cation 
is often used in technology contracts to cover claims that a  third party  who has not 
signed the contract (such as a patient) may bring against the vendor or the 
customer. 

 These third parties do not have the right to sue under the contract itself because 
they are not parties to it. However, they may have the right to sue the vendor and/or 
the health care provider (customer) for negligence or other claims that arise in con-
nection with the technology itself and/or how it was used by the customer. 

 Although the results of indemnifi cation are primarily fi nancial, some customers 
believe that if the vendor is able to shift responsibility to the customer for the ven-
dor’s errors by using indemnifi cation provisions, the vendor will be less likely to 
address safety issues. Customers may also feel that such broad indemnifi cation does 
not allocate risk in a fair or equitable manner. As a result, customers often resist 
indemnifying the vendor for patient claims arising from technology errors. Instead 
they prefer an approach that makes each party responsible for its own acts,  omissions, 
and negligence. However, vendors often strenuously resist changing their standard 
language, arguing that it is too diffi cult to determine how various factors in patient 
care resulted in a bad outcome for the patient so the customer should be solely 
responsible. 
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 An example of this type of indemnity provision is set forth below. The last para-
graph illustrates one  negotiated  approach to achieving a somewhat more balanced allo-
cation of responsibility for errors that resulted solely from the vendor’s technology.

  Customer agrees to defend, indemnify and hold harmless Vendor and its employees, offi -
cers, directors or contractors (collectively, “Vendor Indemnitees”) from any claim by or on 
behalf of any patient of Customer, which is brought against any Vendor Indemnitee regard-
less of the cause (except as provided below) if such claim arises for any reason whatsoever 
out of the operation of the EHR Software licensed to Customer under this Agreement. 

 To the extent applicable, Customer will obtain Vendor’s prior written consent to any 
settlement or judgment in which Customer agrees to any fi nding of fault of Vendor or defect 
in the EHR Software or Vendor’s services. 

 Notwithstanding the foregoing, the indemnifi cation obligation under this Section shall 
not apply if all of the following conditions are satisfi ed: (1) the proximate and direct cause 
of the event giving rise to the claim for indemnifi cation is Vendor’s sole negligence with 
respect to an error in the EHR Software, (2) Customer has used the EHR Software only in 
accordance with the documentation manuals and (3) Customer has given prompt notice to 
the Vendor of any and all possible problems with the EHR Software and satisfi ed all of 
Customer’s other responsibilities under this Agreement. 

   However, customers may feel the exception in the last paragraph above  does not 
protect the customer enough  because it leaves the customer responsible for claims 
in which both the vendor and the customer were at fault. 

 It should be noted that the Board of Directors of the American Medical 
Informatics Association (AMIA) adopted various task force fi ndings as an AMIA 
Position Statement. One of the fi ndings with respect to contract language was that:

  “Hold Harmless” clauses in contracts between Electronic Health Application vendors and 
purchasers or clinical users, if and when they absolve the vendors of responsibility for 
errors or defects in their software, are unethical. Some of these clauses have stated in the 
past that HIT vendors are not responsible for errors or defects, even after the vendors have 
been informed of problems [ 6 ]. 

   It is also critical for the customer  to   consult with its insurance broker regarding 
the possible impact of indemnifi cation on customer’s insurance coverage. Under 
some insurance policies, if the insured party (the customer) agrees to indemnify 
the vendor for certain acts or accepts liability that otherwise would be the ven-
dor’s responsibility under applicable law, the customer’s insurance carrier may 
deny coverage for this “assumed” contractual liability. This would leave the pro-
vider without insurance coverage for the amounts it might have to pay the vendor 
under the indemnifi cation clause. The advice of a knowledgeable insurance broker 
as well as legal counsel should be helpful in addressing questions of coverage .  

    Confi dentiality and Non-disclosure Agreements (NDAs) 

    Most technology vendors regard  the   intellectual property in  their   software and ser-
vices as a “crown jewel” because it is their main asset. This results in very strong 
contractual protection of the vendor’s intellectual property. A vendor may also 
include contract language regarding non-disclosure because state laws providing 
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trade secret protection require such contractual provisions. A vendor’s intellectual 
property protections may also include copyright and patent rights which are beyond 
the scope of this chapter. 

 Vendor contracts typically defi ne confi dential information very broadly to 
include almost everything the vendor discloses or provides to the customer, regard-
less of whether it is marked as confi dential. The vendor’s standard agreement pro-
tects its confi dential information with restrictions on disclosure and serious 
consequences for a customer’s breach. For example, a customer’s breach of the 
confi dentiality provisions may give the vendor the right to terminate the agreement 
for breach without a cure period. Even if there was a cure period, a violation of 
confi dentiality provisions may be almost impossible to cure because the informa-
tion cannot effectively be recalled. 

 The vendor’s natural desire to protect its intellectual property rights may, if 
asserted too broadly, confl ict with the customer’s desire to share information about 
the technology to reduce patient safety risks or to report perceived errors. For exam-
ple, an expansive defi nition of confi dential information may limit the customer’s 
ability to grant access to the vendor’s software or services in order to compare dif-
ferent technology systems, provide access to consultants or researchers, or address 
possible patient safety concerns. The customer should therefore review the confi -
dentiality and non-disclosure language carefully to make certain it does not unduly 
limit the customer’s ability to conduct activities it would like to pursue. 

 There are certain common exceptions to the vendor contract provisions that pro-
hibit the customer from disclosing the vendor’s confi dential information. They 
include the following:

•    Disclosure of information that is available to the general public or has been pro-
vided separately to the customer without violation of an agreement;  

•   Disclosures required by law or regulation, sometimes with an obligation to give 
the vendor advance notice and the opportunity to oppose the disclosure or seek 
confi dential treatment; and  

•   Disclosure of information that has been independently developed by the 
customer.    

 If the standard exception for disclosures required by law is included, the cus-
tomer could report a technology problem or safety issue including disclosures of 
confi dential information  if the disclosure is required by law . However, such disclo-
sures generally are not required by law so the customer may want to negotiate to 
have the ability to make  voluntary  disclosures of such problems and safety issues 
even if they include some “confi dential information” such as screenshots or the 
vendor’s user manuals. 

 Reporting adverse events is increasingly viewed as key to patient safety, so some 
vendors encourage such reporting and enable it using their software. Indeed some 
authors have noted that although the “enforced non-sharing of software problems is 
an industry norm, it is anathema to improving care, to HIT and to evidenced-based 
medicine [ 7 ].” A vendor’s position on this point therefore could be an important 
factor in vendor selection. 
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 From the opposite perspective, it should be noted that customers often have 
information other than patient information that the customer would like to prohibit 
the vendor from disclosing or using for any purpose other than supporting  the   cus-
tomer’s technology. Such information may include proprietary information about 
the customer’s business such as quality metrics, managed care contracts, and mar-
keting information. If the contract does not protect the customer’s confi dential 
information, the customer may want to consider requesting that the confi dentiality 
provisions be made mutual   .   

    Conclusion 

 As noted in a review of the literature on safety issues related to electronic medical 
records (EMR) from 2000 to 2009:

  The pressure on hospitals to implement EMR has never been greater. A large part of the 
driving force relates to demonstrated and presumed improvements to patient safety. The 
fi ndings of this review reveal … unintended consequences of EMR deployment that must 
be considered ….The role of health care leaders in the safety of EMR cannot be under-
stated [ 8 ]. 

   There are several purposes of technology contract review and negotiation that 
may improve patient safety:

•    To fi rst understand exactly what the vendor is and is not committing to provide 
and how risks are allocated. Vendor contracts are complicated with numerous 
exhibits and legalistic language, much of which has been crafted over time to 
best protect the vendor. The vendor is very familiar with the contract, but the 
document and the process of negotiation is an infrequent event for the 
customer.  

•   To make sure that there are express warranties in the contract that adequately 
commit the vendor to provide what the customer expects. It is also critical that 
the customer understands its own assumptions and whether the vendor is able to 
satisfy them. If there are gaps discovered in this process but the customer still 
wishes to use the technology, the customer will have the opportunity to reduce 
the risks with additional resources or procedures.  

•   To provide for a more equitable allocation of risk that does not remove the ven-
dor’s incentive to provide a safe product. For example, vendor contracts often 
require the customer to indemnify the vendor for all claims arising from use of 
the software or service regardless of whether the claim arose in part from prob-
lems with the vendor’s technology. This may be unreasonable from the customer 
perspective and indicate an unwillingness of the vendor to stand behind its prod-
uct as much as the customer expects.  

•   To provide for a suffi cient transition period at the end of the contract and transi-
tion services to assist in moving to new technology.  
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•   To allow disclosures of a limited amount of the vendor’s intellectual property 
(such as screenshots) if necessary to voluntarily report patient safety risks to 
patient safety organizations and researchers if desired by the customer.  

•   To determine whether the vendor collects data about errors and makes it avail-
able to all of its customers in order to reduce patient safety risks.    

 In order to effectively address these points each party should understand the key 
issues and negotiate an acceptable allocation of risk for the particular issue and the 
overall transaction. In crafting a solution it may be helpful to use one of the funda-
mental principles of contract risk allocation—that the more control a party has over 
the factors giving rise to a particular risk, the more responsibility the party should 
have for liability that may result if that particular risk results in damages to the other 
party. 

 While contract review and negotiation may be time-consuming and challenging, 
the resulting benefi ts to patient safety and the customer’s confi dence in the technol-
ogy should make it well worth the effort.     
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    Chapter 19   
 Improving Safety of Medical Device Use 
Through Training                     

     Peter     A.     Doyle     

          Introduction 

 This chapter addresses Information Technology (IT) embedded in medical devices 
as opposed to Health Information Technology (HIT). HIT is defi ned as “hardware 
or software that is used to electronically create, maintain, analyze, store, or receive 
information to aid in the diagnosis, cure, mitigation, treatment, or prevention of 
disease and that is not an integral part of (1) an implantable device or (2) an item of 
medical equipment” [ 1 ]. While such products are receiving attention in other chap-
ters in this book, one cannot deny that risks associated with software-driven tech-
nologies are not constrained to Electronic Health Records (EHR), Provider Order 
Entry (POE) and similar systems. Many medical devices for diagnosis, treatment 
and monitoring of medical conditions use software-driven control systems for hard-
ware such as pumps, ventilators, anesthesia machines, and defi brillators. In contrast 
to IT systems that handle information only, these software-driven medical devices 
produce physical outputs in the form of gases, fl uids, electrical energy, and heat that 
can directly affect patients. As such, these devices are subject to the similar types of 
errors as found with EHRs (e.g., failures of attention or memory, rule-based error or 
in the case of poor design coupled with poor training, nescient errors) [ 2 ] and the 
result may impact the patient directly. 

 The increase in numbers and complexity of medical devices is driven in part by 
the introduction of software to control the functions in devices we use for surgery, 
for inpatients and for  home-care applications  . The often broad and deep menus 
designed to enable increased device functionality make it diffi cult to establish 
equipment competencies for safe and successful use due to device complexity. 
Mastering the many control options and maintaining awareness of device status 
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through the use of complex displays can present challenges. Such challenges are 
further  exacerbated   by the frequent introduction of new devices and by the rapid 
rate of upgrades and software revisions that require continuous learning. As an indi-
cation of the increase in the number of medical devices in use, in a recent 4-year 
period the number of device  makes and models  in the Johns Hopkins clinical engi-
neering database increased by 23 %. 

 Furthermore, multiple users with different roles during the setup and use phases 
require close coordination of activities to ensure proper use. Surgery technicians 
and nurses must learn proper equipment setup and how to conduct preuse checks to 
assure all functions are operational and properly set. If not, the user may be deceived 
into thinking the device is prepared for safe use when in fact it is not. This situation 
is further complicated when we consider that during breaks, handoffs and change of 
shifts, clinicians and support staff new to the case or patient assume control of 
devices already in specifi c states of use. All of these factors present challenges to 
users and support staff in keeping pace with new learning requirements to achieve 
and maintain mastery of tools used in life-critical situations. In addition to the pos-
sibility of patient harm, improper tool use can cause prolonged or aborted surgeries. 
Other concerns include unnecessary loss of costly disposable tools thought to be 
defective and expenses related to unnecessary equipment investigations when users 
attributed use error failures to equipment failure. 

 Much of the technology we have today originated in the military, aviation, and 
space industries—other high reliability organizations with critical missions. After 
encountering the challenges technology places on users, these industries established 
an order of precedence for controls to mitigate risks. Eliminating hazards by design, 
use of safety devices, and use of warning devices all precede training as priorities 
for risk mitigation [ 3 ]. The  health care system   has adopted a similar approach as 
shown in Table  19.1  [ 4 ]. When devices are not designed with the order of prece-
dence for safety in mind, when usability in general is poor or operation is unduly 
complex, we must compensate for such misgivings with training—the least effec-
tive means of ensuring safety. So the need for better training materials and subse-
quent skill validation becomes vital. The burden is placed on the user to avoid 
operational pitfalls by mastering and remembering complex operational procedures. 
In these cases the traditional, rather quick “see one, do one, teach one” approach to 
training, and the short in-service, so deeply embedded in health care education do 
not always serve well in preparing users for safe outcomes. To protect the safety of 
patients and its own interests, the institution in turn assumes the burden of providing 
adequate training to overcome  the   risk of using complex, software-driven devices.

   Table 19.1    Priorities for risk control options   

 Priority  Means to reduce risk 

 1  Inherent safety by design (forcing functions) 
 2  Protective measures in the medical device itself (such as guards 

or barriers) 
 3  Information for safety (e.g., warnings, cautions, procedures, 

and training) 

   Source  Adapted from ANSI/AAMI/ISO 14971:2007  
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   During the course of incident evaluations, examinations of product failures (real 
or imagined) and during development activities with the goal of integrating medical 
equipment, the author has learned that some software-based products require more 
or better training than originally envisioned. This is due to all of the challenges cited 
above. Furthermore, there are opportunities to improve the quality of Instructions 
for Use ( IFUs)      provided by vendors, especially since these may be used as tools to 
develop training or support later use. Relying on the vendor alone to determine 
training content, delivery methods and competency assessment criteria may invite 
risk to your organization. In our institution we are in the process of assessing how 
the value of device training affects risk. This chapter identifi es examples of design 
shortcomings that, once the procured product is in hand, can only be addressed by 
training. Approaches to improve training outcome are then offered.  

    Case Studies 

    Smart Infusion Pump 

 Using a  smart infusion pump  , a nurse intended to program an infusion with a 
delayed start and a “callback” alarm to indicate the infusion had completed. Once 
the infusion had completed the pump did not produce a callback alarm. An engi-
neering investigation showed that the pump was functioning normally. A review of 
the pump’s log fi le showed that the user selected the delay option feature, setting the 
delay for 22 min then 120 min without setting the callback function to “after.” This 
left the pump’s callback feature in the default setting, which is “none” because the 
delay option does not automatically set an audible callback alarm after a delayed 
infusion is complete. The investigator recommended additional hospital-wide train-
ing regarding use of the delay function and callback alarm.  

    PCA Pump 

  The use of drug libraries in smart pumps helps assure proper dosing. However, the 
means for selecting the proper menu item from the library must take into account 
the possibility of use errors. One such error is neglecting to scroll down to a new 
screen in a list of drug concentrations and selecting a concentration that only appears 
to be the intended target. Another is failing to follow the proper sequence in chang-
ing drug concentration per a new order during an extant infusion, as one might do 
for pain medication. Changing concentration for a new order requires closely com-
paring the new order to the medication label then changing the program for the new 
concentration. This requires starting a new infusion for the patient. If this is not 
done the former concentration will remain in effect. 

 To perform this change successfully one must verify the Therapy (route), 
Qualifi er (Standard or High), Drug, and Concentration. One pump provides an 
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opportunity to review and confi rm these settings in a one-time, confi rm all, manner. 
Experience has shown that doing so has led to confi rmation when the concentration 
remained at the previous setting. This could prove harmful depending on the dose 
or rate in use. A preferred design approach would be to require confi rmation of each 
separate infusion parameter, an apparently simple solution to encourage safe use. To 
address instances of improper concentration we found it necessary to develop and 
deliver training in the form of a PowerPoint presentation instructing users to:

•    Start a new protocol for the same patient  
•   Program the pump per the new infusion order  
•   Change the drug, concentration, rate, dose, max doses/h  
•   Verify the pump and order through comparison of the order, drug label, and 

pump display  
•   Have a second RN verify the programming per the steps above    

 This training aid, which we developed to support  the   training provided by ven-
dors, supports nurses in successfully performing requirements for a menu-driven 
task sequence .  

    Physiological Monitor 

  The menus to confi gure physiological monitors for desired settings can be deep and 
confusing to both nurses in their clinical work and to biotech staff when they change 
defaults or set up other parameters. Such interfaces make it diffi cult for technicians 
and users to form a mental model of the control system hierarchy and to transition 
through modes to perform discrete actions such as those to control alarm volume 
levels. 

 We decided to conduct a  Failure Modes and Effects Analysis (FMEA)   to learn 
how physiological alarms could be intentionally or inadvertently silenced, possibly 
resulting in a missed alarms and subsequently undesired outcomes for patients. In 
examining the possible failure modes in one model of monitor we learned that due 
to the complexity of monitor menus and controls, and the many steps required to 
maintain safety, there are multiple ways in which one might inadvertently turn 
alarms off. A sample of failure modes is described below as an indication of inter-
face complexity and the need for training as a means to avert incidents.

    1.    A bedside monitor can be set so a high level alarm can break through the silence 
of a paused alarm. If the default for this feature is “off,” it would prevent high 
level alarms from sounding when alarms are paused, inducing risk of overlook-
ing alarms and possibly injury or death. This default is set in service mode and 
requires biomedical technicians to coordinate with nursing to determine the pre-
ferred setting, and users need to be aware of the default status.   

   2.    Failure to discharge a patient and subsequently admit the next patient with the 
former patient’s alarm settings will carry over the alarm volume setting from the 
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initial patient. The volume setting will stay at the set value until discharge at 
which point it will return to the default volume level.   

   3.    Silencing a patient’s alarm at a central monitor also silences all  active  patient 
alarms simultaneously for one minute at both the central monitor and all bed-
sides in the unit.   

   4.    In the Alarm Control Menu, after staff selects a volume level on a monitor, fail-
ure to confi rm the new setting by selecting the “Alarm Vol.” option will result in 
a return to the previous volume setting. As a result the volume could be too low 
and result in an overlooked alarm.   

   5.    If the menu option for “Display Off Alarm Pause” is selected the display becomes 
blank and the monitor stays in alarm pause indefi nitely.   

   6.    Should someone push silence at the central monitor to silence an alarm, and 
someone else pushes silence at the bedside within a very short interval, the 2nd 
push unintentionally puts the alarm in pause. Alarms for that bed are then 
defeated for 3 or 5 min. Training should include the importance of verifying the 
status of the alarm silence/pause function on the display when silence switch is 
pushed.    

  Among other preventive measures  instituted   to prevent these failure modes, 
training was recommended as a risk mitigation measure to ensure competency, 
responsiveness, and related safety.    

    Solutions 

 Enabling training activities and verifying user competency on the multitude of 
device types encountered taxes the resources of health care organizations. This sec-
tion addresses some practical solutions that can be taken to improve the likelihood 
of safe device use. 

    Select Wisely 

 Ideally your organization is making a worthy effort to select and purchase safe and 
effective medical technology. Selecting devices designed for safe use is the best way 
to reduce risk and institutional expenses related to staff effort. This requires coordi-
nation between different professional  roles   in your organization such as purchasing, 
risk management, clinical users of the device in question, clinical engineering, and 
others. Some criteria to help assure you are making wise choices are provided in 
Table  19.2  [ 5 ]. One can review the device manual to gauge complexity of use. Keep 
in mind that devices loaded with every conceivable feature may invite errors due to 
their diffi culty in use. You may also fi nd it helpful to evaluate the training material 
to see if it suffi ciently addresses the warning, cautions and tasks for use.
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    We know that when operation of equipment is intuitive, and when the command 
and control mechanisms have good affordance, i.e., are perceived directly [ 6 ], 
devices are more likely to be used as intended. To encourage this property in medi-
cal devices the FDA has provided guidance for the application of human factors and 
usability engineering to optimize medical device design [ 7 ]. One expects that usable 
devices require less training. Therefore, selection of  software-driven devices   that 
have undergone development and testing per the FDA’s guidance should provide 
less challenge with respect to training . 

 If there is no evidence of human factors and usability engineering in the develop-
ment of a product, you can conduct your own usability comparison of product alter-
natives. We did this at The Johns Hopkins Hospital with three models of infusion 
pumps by developing use scenarios and evaluating  pump features   in simulated 
medication administrations. This enabled us to choose the pump with the most 
favorable and safest control features. 

 In addition to the methods above you can research FDA’s MAUDE database [ 8 ] 
and ECRI Institute’s resources [ 9 ] to learn about device characteristics. Purchasing 
decisions can then be made with these and other factors in mind.  

    Develop Training to Supplement That Provided by the Vendor 

  The vendor’s objectives and motivation to develop and provide training to your 
institution may differ somewhat from your own. For instance, sales representatives 
have no desire to present their product in a poor light and may “overlook” certain 
device characteristics during demonstration and instruction. Developing compre-
hensive training can be costly, and vendors may have an interest in supporting the 
product in use rather than training your staff. In a short unpublished informal survey 
with nine hospitals responding, we learned that two of the hospitals (22 %) relied on 
vendors only to provide physician training. In these two cases the institution is rely-
ing on vendor training quality and assuming the risk of any training oversight. 

   Table 19.2    Selecting and purchasing medical equipment   

 1. Determine if the device has undergone usability testing per FDA Guidance 
 2. Thoroughly evaluate the device in trials with your clinicians in the actual use environment 
 3. Consult the Software User Interface standards in Chapter 21 of ANSI/AAMI HE 75:2009 
 4. Ask specifi c question to determine whether the command input process and output 
sequences are well-designed. Does the device: 
   (a) Offer the actions I wish to initiate? 
   (b) Understand my instructions? 
   (c) Deny inappropriate inputs? 
   (d) Offer clear opportunities to change inputs? 
   (e) Provide ready access to needed status information? 
   (f) Provide proper cues for subsequent commands? 
   (g) Do all this in a manner that is safe and easy to use? 

   Source  Adapted from Doyle, P. AAMI Horizons, Fall 2013  
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Considering that four (44 %) of respondents rated the vendor training very adequate 
and four (44 %) rated it very inadequate, it seems advisable in many instances that 
institutions should supplement vendor training or take other measures to assure 
adequate training. 

 The ADDIE training development model (short for Analyze, Design, Develop, 
Implement, and Evaluate) provides guidance for the successful development and 
implementation of training [ 10 ]. It is based on the systems approach to training 
developed in the 1970s by the military [ 11 ] and variations are used ubiquitously in 
both commerce and the military [ 12 ]. In this approach tasks are analyzed, training 
is designed, instructional materials developed, then training is implemented, evalu-
ated, and revised [ 12 ]. As represented in Fig.  19.1 , it is a thorough systems approach 
to training development and validation. Use of this comprehensive model is not 
detailed here, but familiarization with the process can provide guidance on steps 
useful for improving training in health care settings.

   When limitations preclude conduct of a detailed ADDIE training development 
program, an analysis of the tasks can help prepare you to assure the necessary train-
ing content in is included in training sessions. At the very least you can review both 
operators and service manuals and make sure users and those who service software- 
driven equipment are knowledgeable of all device capabilities and how features 
should be invoked for use. One way to do this is to make a list of the tasks required 
to perform the device functions along with the cautions and warnings. Then make 
sure that all information pertinent to safe use is included in the training. We found 
that doing this helps identify the steps and their proper sequence to encourage 
proper use of hypo/hyperthermia machines. Vendor material such as IFUs and task 
analysis, data from usability, or FDA validation studies are other sources for devel-
oping training content. 

  Fig. 19.1    Instructional systems development model       
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 If a detailed analysis of tasks is not a feasible undertaking for your institution, 
one means to identify the areas requiring development of training is to develop an 
analysis of the functions performed by the device users. In one case at Hopkins a 
nurse educator and a human factors engineer documented an analysis of the physi-
ological monitoring training requirements in the form of a nine module curriculum. 
The challenges of fully developing all nine modules and the practicality of provid-
ing it to more than 3000 nurses curtailed our ability to proceed in an idealized man-
ner. However, by developing the nine module curriculum, we had a basis for 
identifying additional knowledge and specifi c skills that should to be addressed. 
 Performing   a  Failure Modes and Effects Analysis (FMEA)   or other forms of risk 
analysis can also help identify necessary training content. Using an  FMEA   approach 
we identifi ed multiple ways in which one can inadvertently turn off the alarm vol-
ume of physiological monitors when manipulating the complex menu structure. 
This led directly to recommendations to avert such risks. At the very least, conduct-
ing a simple walk-through or demonstration of all the features and functions with a 
critical eye for hazards can be enlightening .  

    Determine What Needs to Be Trained 

 Once you have a good grasp of the tasks, determine which tasks need to be trained, 
Fig.  19.2  provides a good model for determining training needs based on task dif-
fi culty, criticality, and frequency [ 11 ]. As indicated in the fi gure, these three dimen-
sions are used to determine if a task should be trained at all and if trained, should it 
be overtrained to ensure sustainability.

  Fig. 19.2    What to train (Source Mil-Hdbk-1379-2)       
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       Standardize Training 

 An important aspect of  developing   your training is to ensure that each trainer from 
the vendor and the institution is working from a single set of approved training 
materials for each device. Otherwise irregularities in the materials will result in 
variability in how software-driven devices are used, perhaps resulting in risky 
behaviors. For example, IFUs of infusion pumps may be contained not only in your 
policy and procedures documents but they may also be supplemented in operating 
manuals, videos, other vendor materials, fast facts sheets, hang tags, and other job 
aids. Perhaps no one source provides a comprehensive set of instruction, forcing the 
trainers and users to research all sources—if they are even aware of them. This can 
result in nonstandardized use, a situation that can be moderated by collating mate-
rial to a primary source and standardizing associated training.  

    Obtain Assistance from External Resources 

 One approach to solving training challenges is to collaborate with institutions with 
degree programs in education or instructional systems development. Graduate stu-
dents may be yearning for a project to complete their degree and a chance to gain 
entry into the workplace. This strategy afforded us opportunities to improve our 
 endoscope cleaning process  . A student performed a task analysis and video docu-
mented the required activities. This assisted in development of an improved clean-
ing procedure, replete with instructions at the subtask level and the required 
warnings and cautions. Once you demonstrate the value of this approach you may 
fi nd an opportunity to acquire a valuable asset to your staff.  

    Embedded Training 

 A possible training option is to take advantage of  embedded training   in devices that 
present task simulations in a walk-through, wizard-like fashion. This enables initial 
and refresher training on fl exible schedules with far less demand on training person-
nel. Only if health care organizations demand such higher levels of training experi-
ences will embedded training become more of a reality.  

    Assess Competency 

 A requirement for each trainee to demonstrate skill competency on tasks critical to 
safety improves the value of the training experience.  Competency assessment   
should be addressed at the technical, interpersonal, and organizational levels [ 13 ]. 
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Wright observes that the technical aspect should include competencies that matter, 
and that the right competency verifi cation methods be used. This refl ects the guid-
ance in the Systems Approach to Training and ADDIE models [ 10 – 12 ]. Assessment 
steps include analyses to determine the tasks or steps to be evaluated, the use of 
proper media for training, the selection of criteria (objective standards) for showing 
mastery and the use of appropriate methods for verifi cation. Verifi cation could 
include tests of knowledge but with complex technology a skill demonstration for 
specifi c tasks is more likely appropriate. The Joint Commission adds, “Use of a self 
assessment, such as a skills checklist as the sole assessment method, does not con-
stitute a competency assessment” [ 14 ]. Critical thinking, interpersonal and com-
munication skills are examples of skills needed to round out the competent employee 
[ 13 ]. Of course observing basic use of equipment from a distance in a short in- 
service does not substitute for competency assessment. Nor does it ensure that staff 
is prepared to use equipment safely.   

    Discussion 

    Vendor Supplied Training 

  The model used by health care organizations to acquire equipment training often 
contrasts with the model used by other high-reliability enterprises such as national 
defense and nuclear power generation. In those cases training is more often pur-
chased as a separate line item from the vendor. This enables the organization to 
closely specify and evaluate the value of the training provided. In contrast, for hos-
pital training the vendor often independently determines the content,  presentation 
  media and duration of training in a manner that controls their costs. As a result 
training may be conducted as brief “See one, do one” exercises, hardly the ideal 
method in many cases. In addition to this situation the value of the training pre-
sented is subject to diffi culties in reaching all staff and maintaining attention in 
short sessions between surgeries or clinical duties. It may encourage, in some situ-
ations, a feeling that the in-service prepares the user for all contingencies, while the 
operator’s manual, with its many warning and cautions, is stored on a shelf or saved 
in a crowded computer folder .  

    New Forms of Training Delivery 

 As we know, developments in computer-based training have afforded excellent 
opportunities to deliver knowledge-based training and skill-based training in cases 
where appropriate levels of simulation fi delity are used. Vendors do offer video 
instruction tools and instructional material hosted on computer tablets. Portable tab-
lets show promise as a resource for training, maintaining profi ciency and use as job 
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aids as a “just in time” approach. Another helpful form of simulation would be the 
use of embedded software for training. This approach uses simulation training soft-
ware that is embedded in functional equipment. The author is aware of use of 
embedded training in one hospital bed product and one might surmise it would be 
useful in other devices such as infusion pumps and ventilators.   

    Key Lessons Learned 

 In summary, it should be recognized that many medical devices have software- 
driven control features that may contribute to use errors. With this in mind the fol-
lowing points are offered as key lessons.

•    Due to the complexity of some software-driven devices, a user’s mental concept 
of the device’s status may deviate from its actual status, resulting in risk.  

•   At times, to control risk for medical equipment with poor software-based design, 
we must compensate with training.  

•   The “quick in-service” is not always the best means for training software-driven 
medical devices.  

•   Adequate guidance for developing training content, delivering training and 
assessing competency is plentiful in the literature.  

•   Hands-on learning and practice experiences suitable for demonstrating compe-
tency are needed to address all contingencies of use.        
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