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Preface

This volume is a collection of research studies on the attempt to model emotions in
complex autonomous systems. Several experts in the field are reporting their efforts
and reviewing the literature in order to shed light on how the processes of coding
and decoding emotional states took place in humans, which are the physiological,
physical, and psychological variables involved, invent new mathematical models
and algorithms to describe them, and motivate these investigations at the light of
observable societal changes and needs, such as the aging population and the cost of
health care services. The consequences are the implementation of emotionally and
socially believable machines, acting as helpers into domestic spheres, where
emotions drive behaviors and actions.

The implementation of such complex autonomous systems covers a wide col-
lection of research problems and encompasses a wide range of social, theoretical
and technological outcomes. Such heterogeneous research, requiring expertise from
several, yet complementary scientific domains (such as cognitive, computational,
and information communication technology sciences) can be developed only within
a flexible and ample research coordination that pointed out what is needed from
each complementary domain and which challenges the research should face in order
to produce breakthroughs, cross-fertilization, and advances within constituent dis-
ciplines. We believe that the content of this volume will contribute to such an effort.

The editors would like to thank the contributors and the International Scientific
Committee of reviewers listed below for their rigorous and invaluable scientific
revisions, dedication, and priceless selection process. Thanks are also due to the
Springer-Verlag for their excellent support during the development phase of this
research book.

Italy Anna Esposito
Australia Lakhmi C. Jain
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Chapter 1
More than the Modeling of Emotions:
A Foreword

Leopoldina Fortunati

Abstract In this work I am providing comments on some important factors that
must be accounted for when robotics comes near to the human body, as in the case
of wearable robots. In addition to well-known socio-demographic factors such as
sex/gender, age, ethnicity, skin color and emotional and culturally-determined sense
of personal space, characteristics of health professionals and caregivers, here I stress
the necessity to take into account also fashion and the questions raised by it.

Keywords Robotic assistive technologies ·Mediated emotion ·Fashion ·Sociology
of robotics

This volume represents a significant advancement of the knowledge required to
build reliable autonomous systems in the various environments sustained by social
robotics’ products [1–6]. Its focus, that is on the modeling of emotions, stands on the
ridge where the social sciences and hard sciences meet and integrate [7]. Emotions
in fact are at the core of human relationships and processes such as socialization
and education [8]. The study of emotion in itself is a challenge for anthropologists,
sociologists, cognitive and social psychologists and neuroscientists, but when the
emotions encounter technology and are filtered and mediated by some media, this
challenge becomes even more problematic.

It is important to remember that amediated emotion can be defined as “an emotion
felt, narrated or showed, which is produced or consumed, for example in a telephone
or mobile phone conversation, in a film or a TV programme or in a website, in
other words mediated by a computational electronic device. Electronic emotions are
emotions lived, re-lived or discovered through machines. Through ICT, emotions are
on one hand amplified, shaped, stereotyped, re-invented and on the other sacrificed,
because they must submit themselves to the technological limits and languages of
a machine” [9]. What happens to emotions in the somersault towards technology is
not only a technical problem, but it is a multidimensional problem. As Adam Smith
pointed out in his first book The Theory of Moral Sentiments (1759) [10], emotions
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are the glue that keeps together the fabric of society. Advancing the understanding
of emotion means to address “the reasons of the heart”, of which “reason knows
nothing”, according to Blaise Pascal [11].

The focus of this volume is on the one hand on the social features of emotion
in speech, handwriting, facial, vocal and gestural expressions. On the other, it is on
people’s ability to decode and encode emotional social cues in social interactions,
which are a blend of emotion and reason. The findings collected here allow to elab-
orate multidimensional models of multimodal interactional features. These models
will enable the design and development of social robots to be used, for example, in
health care services, training/education systems, human–computer interfaces, enter-
tainment, computer games, and communication and information spheres, last but not
the least in the human body.

When robot technologies approach the human body, this becomes subject to a
robotization process. We must be aware, in this case, of the social stratification
and cultural layers that surround the human body. So far studies on robotics stress
the importance to considerate a series of socio-demographic factors: sex/gender,
age, ethnicity, skin color and emotional and culturally-determined sense of personal
space, as well as characteristics of health professionals and caregivers.

Women and men often have similar needs, but not the same [12]. As an example,
important for the development of social robotics, consider elders needs. Studies
indicate that the interaction of sex and gender affects elderly’s health [12]. Thus,
understanding how sex and gender interact to affect the life conditions of old men
and women is crucial to assist engineers in developing à la carte technologies that fit
better their specific needs. Dementia strikes equally women and men, but as women
live longer inmost developed countries, these suffermore dementia [13, 14].Arthritis
and rheumatoid arthritis are more common in women than in age-matched men [15,
16]. Dexterity [17] and hearing impairment [18] impact men more than age-matched
women. These differences depend on sex-specific biology, but also on other factors
such as the different exposition to the occupational noise experienced more by men
than by women [19].

For designing successful robotic assistive technologies it is important to be aware
of sex andgender factors.Only taking into account these factors it is possible to design
assistive technologies with a good marketability, usefulness, and acceptability. This
will become even more important as the population continues to age. Data from
Europe show that women represent a growing large proportion of older elderly. An
important example of the influence of sex-gender factors is the partnering patterns,
such as marriage age and age differences in partnerships [12]. In European Union
countries and in the U.S., women tend to marry slightly older men [20, 21]. In
Sweden and in Norway, age gaps are on average larger among homosexual than
heterosexual couples [22–24]. Marriage age gaps that are a gendered phenomenon,
when combined with women’s greater longevity, means that (1) women are more
likely to live alone than men; (2) women are more likely than men to be widowed,
and (3) the death of a spouse is a major predictor of loneliness [25].

The combination of sex-gender factor may imply women have greater needs for
assistive technologies that provide social connectivity. Overall, designers should be
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aware that gender differences in marriage age, partnering patterns, experience in
household management, and receptivity to technology, are important to consider for
effective design. At the same time they must acknowledge that the majority of the
elderly are women and that women and men often have distinctive needs for physical
mobility and cognitive dexterity. When addressing the market for robotic assistive
technologies, researchers cannot but take into account women’s and men’s specific
needs as elderly and as elder caregivers.

In developing emotional intelligence in robots, taking into account gendered dif-
ferences in expression is crucial [26]. Moreover, other factors must be taken into
account for robotic assistive technologies: ethnicity, skin color and emotional and
culturally-determined sense of personal space. Regarding ethnicity, for example,
current facial recognition algorithms—used to identify individuals, detect emotional
cues, etc.—are often more effective in respect to subjects of one skin color than
another [12]. In an international competition facial recognition algorithms devel-
oped by researchers in East Asian countries showed to be more accurate for Asian
faces than Caucasian faces [27]. At the same time, algorithms developed in Western
countries were more accurate for Caucasian faces than Asian faces. Including the
factor of ethnicity in the design of robotic facial recognition systems for global mar-
kets might be very important. Finally, in the design if assistive robots also gendered
and culturally-determined sense of personal space [28] cannot but be considered if
engineers aim to build tools capable to interact with users in a socially-acceptable
way.

Research and design of robot assistive technologies also gain by including the
characteristics of health professionals and caregivers. In Europe, women are about
twice as many men to provide informal care for ill or elderly adults [29]. In the
U.S., about 70% of informal care is provided by women [30, 31]. Over the years,
the care givers develop hands-on knowledge that technology designers should access
through participatory design [32]. This knowledge is very precious but designers need
to consult also the persons with different relationships to elderly (sons, daughters,
spouses, cousins, etc.) [33]. In Finland, researchers have studied both elderly’s and
caregivers’ responses to over 60 assistive technologies in four pilot “smart homes”
[34].

According to Schiebinger et al. [12], some assistive robots may work collabo-
ratively with a smart home environment to address psychosocial conditions, such
as isolation and depression. Robots may interact directly with users for a variety of
purposes such as monitor their mental status, provide cognitive stimulation, offer
companionship, and assist them with navigating complex environments [35]. To
increase the acceptance of the user, some criteria for assistive technology used in
physical interaction have been defined [36]. These criteria are embodiment, person-
ality, empathy, engagement, adaption and transfer.

Women and men differ in their needs for and experience with technology. Women
may have less technical experience and more positive attitudes toward technology
[37]. They may also be more apprehensive about using assistive robots in domes-
tic environments [38], but also more open than men to welcome them at home.
Thus, it is important to include both women and men in the technology design.
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Analyzing sex and gender as well as including both women and men users in tech-
nology development are positive actions that can lead to better designs and improve
marketability of products. Researchers are developing new robot assistive technolo-
gies to support independent living for the elderly and to lighten the burdens of care-
givers. Involving users and caregivers in the design process enhances outcomes. Thus,
through participatory research and design with both the elderly and their caregivers,
designers are in the position to gain key insights for developing assistive products
that are useful to a broad user base.

However, in addition to these socio-demographic variables, I would like to stress
here another factor that immediately comes into play when the human body is
approached: fashion. Not by chance in 2001 I organized at the Triennale in Milano
with a network of universities an important, interdisciplinary workshop on the rela-
tionship between the human body and technology attended by scholars coming from
a variety of disciplines such as robotics, industrial design, medicine, sociology, com-
munication, history of art, anthropology, psychology, fashion studies [39]. It was
a first attempt to put many different disciplines around a table with the purpose to
think and discuss how to integrate all these different glimpses into the same object
of investigation and research: the human body in its encounter with technology.

One of the outcomes of this workshop was that fashion poses at least three ques-
tions.

First, when a technology comes around the human body it MUST come to terms
with fashion. Fashion covers and manages the widest area of the human body. At
the same time, it mediates fundamental things of everyday life, such the presentation
of the self, the sense of beauty, etc. We learnt about this aspect with the mobile
phones. All the other digital technologies such as television were a question of
decor, how they could fit inside the decor of our apartment without disturbing it and
integrating harmoniously inside. For example, one of the reasons of the delay on
the part of Italians in the adoption of personal computers was that these devices at
the beginning were so ugly that women could not decide where to place them in the
house. Italian women did not perceive as possible to put the computer in the dining
room. At the end, the children’s bedroom was chosen in many homes to guest the
computer, because there was a table (to study) and, at the same time, children’s room
was a space far from the social routes of the domestic environment. Compared to
these technologies, themobile phone developed a very different story. Very soon, this
device from being considered a part of the equipment of a house, became a personal
device. From that moment, the mobile phone stayed usually on the human body and
from that moment, it became a question of fashion [37]. As consequence, it has had
to be harmonized with the outfits of people. It could not remain a classical, ugly
black box. It became cute and even more: fashionable. Two different worlds fought
to have the predominance on the design of this device: the fashion system and the
design field [40]. We have reasons to believe that also robots will need to become
fashionable to stay on the human body. On the contrary, in the case they will be some
sort of more traditional robots they will become immediately a question of décor.
Where to put them inside the house will be the puzzle problem.
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The second issue raised by fashion is the inevitable contamination that is produced
by its encounter with technologies. In particular, for now on robotics is experiment-
ing on materials and suits, and fashion is experimenting on robotics. The current
experimentations need to converge, to fertilize each other. This process can be
described as the “robotization” of fashion and the “fashionalizing” of robots. For
the fashion system and for social robotics it is a very effervescent moment. Think
for example to the integrated clothes systems for space crew [41], increasingly rel-
evant field of research following the increase in the lengthening of space missions’
duration. In addition, think for example also to so far unresolved communication
issues connected to the health machines [42] and to the fear that their design aroused
on patients. The long experimentation on “soft machines” [43] must be read as the
attempt to overcome the sense of extraneousness felt by people towards the classic
black box. In recent years, new textiles have begun to incorporate various kinds of
micro- and nano-technologies and conductive materials able to react to changes in
physical and environmental conditions. In this field of research, the “smart textiles”
are engineered and support electronic circuits, micro-controllers, sensors, etc. They
are not only functional; they become at the same time fashionable. Given the cur-
rent prestige of technology in society, the dresses that highlight artificiality and look
spectacular are attractive and fascinating. The reason is that they convey the sense of
the inorganic and the imagery of the machine: the experimentation in this field goes
in the direction to design clothes that can be seen as a kind of machines [44].

TheRobotCompanions forCitizensManifesto launched by theSant’AnnaSchool
containsmany interesting proposals such the“Robot suit that is a wearable robot that
provides support to people when moving and doing everyday life activities”. This
is a genial idea and this will be a great part of the future innovation. We must pay
attention to the already established field of “fashion tech”, which has been around
yet for many years. It may be sufficient to think about the research done and which
represents the convergence of fashion design with engineering and participatory
design experiences. As Danese [45] points out, this convergence can be exemplified
in the projects carried out at the V2 Institute for the Unstable Media in Rotterdam,
which recently hosted a lecture on ‘Robotic Fashion and Intimated Interfaces’, or in
the 2012 ‘Technosensual’ exhibition at theWienerMuseumquartier that was focused
on technologically enhanced garments.Many of these experiments in the fashion tech
try to shape intelligent systems around the human body and share many elements in
common with the area of robotics related to the body, where the focus is often to
enhance the wearability of the body-related devices. Here we cannot but mention the
great, visionarywork done byHusseinChallayan, the fashion designer of animatronic
fashion.

The third issue posed by fashion is to consider if the body of robots when they
enter in a home need to be dressed somehow. There are collections of possible clothes
for robots [47]. At the same time there is the attempt to design ‘fashionable’ robots
as in the case of robots designed by Simeon Gergiev for Highsnobiety (Givenchy
Robotics) [48].

Although the chapters included in this volume represent surely a valuable progress
in the direction of the modeling of emotions—necessary advancement for social
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robotics studies, it is necessary to acknowledge that we are far from having a
multimodal system capable of working with spontaneous emotional material. The
automatic synthesis and recognition of human emotions remains an example of
computational task that cannot yet be solved by current pattern recognition and
machine learning algorithms. To perform this task at a higher level it is necessary
a stronger level of integration between hard and soft sciences. It is probably only
by putting together these different areas of study that one can approach the com-
plex nature of emotion. We are still far from a theory of emotion that encompasses
this complexity, but at least there are several theories and approaches—like those
presented in this volume—as well as many research and reflections on the emo-
tional relationship between human beings and machines that can inspire the study of
emotion [48–51].
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Chapter 2
Modeling Emotions in Robotic Socially
Believable Behaving Systems

Anna Esposito and Lakhmi C. Jain

Abstract This book aims to investigate the features that are at the core of human
interactions tomodel the involved emotional processes, in order to design anddevelop
autonomous systems and algorithms able to detect early signs of changes, in moods
and emotional states. The attention is focused on emotional social features and the
human’s ability to decode and encode emotional social cues while interacting. In
order to do this, the bookwill propose a series of investigations that gather behavioral
data from speech, handwriting, facial, vocal and gestural expressions. This is done
through the definition of behavioral tasks that may serve to produce changes in the
perception of emotional social cues. Specific scenarios are designed to assess users’
emphatic and social competencies. The collected data are used to gain knowledge
on how behavioral and interactional features are affected by individuals’ moods
and emotional states. This information can be exploited to devise multidimensional
models of multimodal interactional features that will serve for measuring the degree
of empathic relationships developed between individuals and allow the design and
development of cost-effective emotion-aware technologies to be used in applicative
contexts such as remote health care services and robotic assistance.
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2.1 Introduction

The realization of a robotic agent capable of natural interactions with humans raises a
number of issues and problems related to (a) the acquisition of sufficient competences
to afford a full description and understanding of the user’s perspective, and thus the
creation of reliable and functional usermodels, (b) the agent’s appearance and design,
including the to be implemented interface, and (c) the reliability and credibility of
a such artificial agent under the variety of application areas its tasks are devoted
to [7, 12, 14]. The application areas may vary from training/education systems, to
human-computer interfaces, entertainment, computer games, and several more. Each
may require different agent’s abilities, at a different level of complexity, ranging from
natural speech communication to autonomous behaviors, detection and interpretation
of user moods, personalities, and emotional behaviors, adaptation to the physical,
organizational, and socio-cultural context, as well as, user needs and requirements.

Robotic socially believable behaving agents must be adaptive systems pro-
grammed to interact with humans by simulating typical spontaneous human inter-
actions. To this aim it is needed a comprehensive model of the possible sets of
“user” final conducts (the “user model”), as well as, in order for the agent to prop-
erly act, it is necessary to provide a proprioceptive description of the agent itself
(the “model of itself”, [5]. In human-machine interaction, a user model is what the
system “knows “ about the perspective and/or the expectations of the actual user,
normally including both psychological data and a user profile that estimates the
preferences of a specific class or a wide range of users. Psychological data tend to
function effectively as a paradigm for a wider set of users, and are a reliable source
for modeling the user’s prospective [24]. For example, in the case of agents devoted
to act a “butler” for guiding users in a foreign city, the user model needs to pro-
vide a comprehensive inventory of possible human requests and actions/reactions to
expected and unexpected situations in terms of the reliability, confidence, facility of
interaction/communication, as well as, trustworthiness, satisfaction, and credibility
the users ascribe to the agent under different circumstances. Moreover, together a
model of the possible user behavioral response, it is also important to anticipate such
responses by means of a motivated design in order to minimize negative effects that
can produce the user rejection of the agent.

Since emotions play a very important role in many aspects of our lives, includ-
ing decision making, perception, learning, and behavior, and emotional skills are
an important component of intelligence, especially for human-human interactions,
the next generation of cognitive architectures must integrate and incorporate princi-
ples of emotionally colored interactions to define realistic models of human-machine
interaction and suggest novel computational approaches for the implementation of
real-time believable, autonomous, adaptive, and context-aware robotic agents [10,
13]. To this aim, fair efforts have been devoted to recognize and synthesize human
emotional states exploiting different modalities, including: speech, facial expres-
sions, gestures, and physiological signals as EEG, ECG, and others [1–3, 20–23,
26]. Some works investigated on the possibility to combine signals from multiple
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sources, with the general aim of improving the emotion classification accuracy and
synthesis [6, 11]. However, a truly cognitive real-time multimodal system capable
of working with spontaneous emotional material is still missing. The chapters pro-
posed in this book aim to further progress in this direction, even though automatic
synthesis and recognition of human emotions remain an example of computational
task that cannot be perfectly solved by classical pattern recognition and machine
learning algorithms.

2.2 Content of the Book

Sophisticated and functional computational instruments able to recognize, process,
store, and synthesize relevant emotional signals, as well as interact with people,
displaying reactions that show abilities of appropriately sensing and understanding
(under conditions of limited time) environmental changes and producing suitable,
autonomous, and adaptable responses created great promises in Information Com-
munication Technology (ICT). However, Human Computer Interaction (HCI) para-
digms that account for users’ emotional states and emotional reactions are still far
from being implemented. This book is signaling advances in these directions tak-
ing into account the multifunctional role of emotions in driving communication and
interactional exchanges. To this aim, the book includes nine investigations on the
role of emotions in shaping intentions, motivations, learning, and decision making.
The first chapter by Vernon et al. [25] affords the problem of modeling (in socially
believable behaving systems) actions, attentions, goals, and intentions, particularly
intentions considered by the authors as the ability of the agent to read others minds
and understand others’ perspectives and beliefs. In this context, emotions will drive
the efficient behavior of the agents, since as stated by the authors, the perception
of social stimuli produces “bodily states in the perceiving agent [and] trigger [in
it] affective states [which in turn affect] the agent’s physical and cognitive perfor-
mance” [25, p. 3]. Corrigan et al. [8] faces similar problems from an implementation
point of view considering aspects of human engagements with robotic and virtual
agents, which are still actions guided by intentions and abilities to understand others’
perspectives. The contribution of Belpaeme et al. [4] approaches similar problem-
atics at a developmental level. The authors show that “cognition emerges from the
interaction between the brain, the body and the physical environment” exploiting the
iCub humanoid platform. The interesting paradigm emerging from their results is that
“artificial cognition, just as its natural counterpart, benefits from being grounded
and embodied” in a body, a brain, a physical, social context. The missing of one
of these four constituents still allow to create artificial cognition, however, the com-
plete system seems to be more efficient and effective. Meudt’s et al. [19] contribution
intend to show that the ability of an agent to recognize users’ emotions will facili-
tate the users’ adaptation process and improve the human interaction with the agent,
making its function as companion or assistive technology more reliable. The con-
tribution of Lewandowska-Tomaszczyk and Wilson [17] underline the physical and
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moral role of the disgust across different cultures, showing how important is the
social setting and why “an emotion-sensitive socially interacting robot would need
to encode and decode [such emotion] in order to competently and appropriately inter-
act with the environmental culture [17, p. 1]. On a similar theme is the contribution of
Maricchiolo et al. [18], which affords the analysis of nonverbal (gestural) and phys-
iological (heart rate and skin conductance) reactions to disagreeable (disgusting?)
messages. Surely very far from disgust is the contribution of Dupont et al. [9] which
reports on the result of a four-year EU project investigation on the “laughter”: the
ILHAIRE Project (http://www.ilhaire.eu/project). The authors describe the collected
data and the multi-determined role of the “laughter” in social interaction. Finally, the
last two contributions of this book by Hunyadi et al. [16] and Gangamohan et al. [15]
are dedicated to emotional speech and in particular to emotional prosodic features
extracted from the HuComTech Corpus and all the emotional speech features able
to recognize emotional vocal expressions.

2.3 Conclusions

The readers of this book will get a taste of the major research areas in modeling
emotions and of the multifunctional role of emotions in generating actions, goals,
attentions, and intentions, as well as on the different paradigms tomodel emotions by
analyzing interactional exchanges. The research topics afforded by the book cover
research fields related to psychology, sociology, philosophy, computer science, robot-
ics, signal processing and human-computer interaction. The contributors to this vol-
ume are leading authorities in their respective fields. The book captures and presents
interesting aspects of communicative exchanges and is fundamental in studies, such
as robotics, where multidisciplinary facets need to be considered in order to suc-
ceed in the implementation of robotic companions, and assistive technologies. In
particular the book covers aspects of emotional information processing during inter-
actional exchanges which would lead to the implementation of socially believable,
autonomous, adaptive, context-aware situated HCI systems.
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Chapter 3
The Role of Intention in Cognitive Robotics

D. Vernon, S. Thill and T. Ziemke

Abstract We argue that the development of robots that can interact effectively with
people requires a special focus on building systems that can perceive and compre-
hend intentions in other agents. Such a capability is a prerequisite for all pro-social
behaviour and in particular underpins the ability to engage in instrumental help-
ing and mutual collaboration. We explore the prospective and intentional nature of
action, highlighting the importance of joint action, shared goals, shared intentions,
and joint attention in facilitating social interaction between two or more cognitive
agents. We discuss the link between reading intentions and theory of mind, noting
the role played by internal simulation, especially when inferring higher-level action-
focussed intentions. Finally, we highlight that pro-social behaviour in humans is
the result of a developmental process and we note the implications of this for the
challenge of creating cognitive robots that can read intentions.

3.1 Introduction

There are many reasons why one would like a robot to exhibit a capacity for cogni-
tion. These include the ability to deal with uncertain or poorly specified situations
and the ability to act prospectively, anticipating the need for actions and predicting
the outcome of those actions [41, 42]. However, perhaps one of the most compelling
motivations for research in cognitive robotics is the need for robots to interact nat-
urally and safely with people. People are cognitive agents and consequently when
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they interact socially with other agents, they exhibit the key attributes of cognition:
prospection and adaptive real-time goal-directed behaviour. To interact effectively, a
cognitive robot needs to be able to interact on the same basis. When that interaction
stretches to helping or collaborating with people, a cognitive robot needs to be able
to engage in perspective-taking, i.e. to form a theory of mind [25], to see the world
from the other person’s perspective.

In this chapter, we first explore the four attributes of cognition involved in inter-
action with an inanimate world: attention, action, goals, and intentions, focusing in
particular on the pivotal role of intention. We then expand the discussion to include
interaction with other cognitive agents and discuss how these four attributes are
extended in social interaction in the form of joint attention, joint action, shared
goals, and shared intentions. In doing this, we explain that shared intention involves
more that just the superposition of the intentions of two or more individual agents
and highlight the essential role it plays in facilitating safe, engaging, and effective
interaction, particularly where two or more agents are helping each other in fulfilling
some task. By extension, we argue that cognitive robots as much as people need to
have a capacity for reading and sharing intentions when interacting with people if
they are to do so effectively [3].

3.2 The Prospective and Intentional Nature of Action

The movements of cognitive agents are organized: they are defined by goals
and guided by prospection. These goal-directed prospectively-controlled move-
ments are called actions [19, 42]. Typically, cognitive agents do not deliberatively
pre-select the exact movements required to achieve a desired goal. Instead, they
select prospectively-guided intention-directed goal-focussed action, with the spe-
cific movements being adaptively controlled as the action is executed.

While action and goals are two of the essential characteristics of cognitive inter-
action, there are two more: intention and attention. The first of these—intention—
captures the prospective nature of action and goals. The distinction between inten-
tions and goals is not always clearly made. An intention can be viewed as a plan of
action an agent chooses and commits itself to in pursuit of a goal. An intention there-
fore includes both a goal and the means of achieving it [8, 40]. Thus, an agent may
have a goal for some state of affairs to exist and an intention to do something specific
in pursuit of that state of affairs. Intentions integrate, in a prospective framework,
actions and goals. Finally, there is perception, the essential sensory aspect of cogni-
tion. However, in the context of cognitive action, perception is directed. It is focussed
on goals and influenced by expectations. In other words, it is attentive. Arguably,
one can describe attention in the context of interaction as an intention-guided
perception [41].

All of the components of cognitive interaction—action, goals, intention, and
attention—have an element of prospection. Our aim in this chapter is to explain
what is necessary to transform this characterization to one that is representative
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of social interaction between two (or more) cognitive agents. This will involve the
notions of joint action, shared goals, shared intentions, and joint attention. As we
will see, this transformation, and these four notions, go beyond a simple superpo-
sition of individual action, goals, intention, and attention from which they derive.
Much more is involved in social cognition and the interaction of two or more agents.
To set the scene for this, we begin with a brief overview of social cognition and social
interaction.

3.3 Social Cognition and Social Interaction

Social cognition—necessary for effective social interaction with other cognitive
agents—embraces a wide range of topics. The abilities required for successful
social interaction include reading faces, detecting eye gaze, recognizing emotional
expressions, perceiving biological motion, paying joint attention, detecting goal-
directed actions, discerning agency, imitation, deception, and empathy, among many
others [15].

3.3.1 The Basis of Social Cognition

Social cognition depends on an agent’s ability to interpret a variety of sensory data
that conveys information about the activities and intentions of other agents. New-
borns have an innate sensitivity to biological motion [37] and it has been shown that
the ability to process biological motion is a hallmark of social cognition, providing
a cognitive agent with a capacity for adaptive social behaviour and nonverbal com-
munication, to the extent that individuals who exhibit a deficit in visual processing
of biological motion are also compromised in social perception [33]. The clearest
example of this is the ability to read body language, the subtle body movements,
gestures, and actions that are an essential aspect of successful interaction between
cognitive agents.

For an agent to interact socially with another cognitive agent, it must be (and stay)
attuned to the cognitive state of that agent and be sensitive to changes. There is a
strong link between the state of an agent’s body and its cognitive and affective state,
especially during social interaction [1, 22]. There are four aspects to this link:

1. When an agent perceives a social stimulus, this perception produces bodily states
in the perceiving agent.

2. The perception of bodily states in other agents frequently evokes a tendency to
mimic those states.

3. The agent’s own body states trigger affective states in the agent.
4. The efficiency of an agent’s physical and cognitive performance is strongly

affected by the compatibility between its bodily states and its cognitive states.
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Because of the link between bodily states and cognitive and affective states, the
posture, movements, and actions of an agent convey a great deal about the agent’s
cognitive and affective disposition as well as influencing how another agent behaves
towards it.

3.3.2 Helping and Collaboration

While social cognition is ultimately about mutual interaction, this interaction can be
asymmetric or symmetric: one agent can assist another, or both agents can assist each
other. In the following,wewill refer to these behaviours as helping (sometimes adding
the qualification instrumental helping) and collaboration, respectively. Significantly,
the development of a capacity for collaborative interaction depends on the prior
development of a capacity for instrumental helping and it takes several years for
human infants to develop the requisite abilities [28].

During the first year of life the progressive acquisition of motor skills determines
the development of the ability to understand the intentions of other agents, from
anticipating the goal of simple movements to the understanding of more complex
goals [14, 16]. At the same time, the ability to infer what another agent is focussing
their attention on and the ability to interpret emotional expressions begins to improve
substantially [10, 17].

At around 14–18 months of age children begin to exhibit instrumental help-
ing behaviour, i.e. they display spontaneous, unrewarded helping behaviours when
another person is unable to achieve his goal. Young children are naturally altruistic
and have an innate propensity to help others instrumentally, even when no reward is
offered [43]. This is a critical stage in the development of a capacity for collaborative
behaviour, a process that progresses past three and four years of age.

Instrumental helping has two components: a cognitive one and an emotional one.
The cognitive component is concerned with recognizing what the other agent’s goal
is: what they are trying to do. The motivational component is what drives the helping
agent to act in the first place. This could be the desire to see the second agent
achieve the goal or, alternatively, the desire to see the second agent exhibit pleasure
at achieving the goal.

The ability to engage in instrumental helping develops with age: 14-month-old
infants can help others in situations where the task is relatively simple, e.g. help-
ing with out-of-reach objects, whereas 18-month-old infants engage in instrumental
helping in situations where the cognitive task is more complicated [43]. As already
mentioned, rewards are not necessary and the availability of rewards does not increase
the incidence of helping. Indeed, rewards can sometimes undermine the motivation
to help. Infants are willing to help several times and will even continue to help even
if the cost of helping is increased.

The second form of helping—collaboration—is more complicated and focuses
on mutual helping where two agents work together to achieve a common goal. It
requires the two agents to share their intentions, to agree on the goal, share attention,
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and engage in joint action. Collaboration requires complex interaction over and
above the ability to engage in instrumental helping. It involves the establishment
of shared goals and shared intentions and it requires subtle adjustment of actions
when the two agents are in physical contact such as when handing items to each
other or carrying objects together. Michael Tomasello and Malinda Carpenter argue
that shared intentionality, i.e. a collection of social-cognitive and social-motivational
skills that allow two or more participants engaged in collaborative activity to share
psychological states with one another, plays a crucial role in the development of
human infants. In particular, it allows them to transform an ability to follow another
agent’s gaze into an ability to jointly pay attention to something, to transform social
manipulation into cooperative communication, group activity into collaboration, and
social learning into instructed learning [39].

3.3.3 The Central Role of Intention in Mutual Interaction

The situation becomes complicated when one progresses from instrumental helping
to collaboration. In the latter case, we are dealing with joint cooperative action, or
joint action for short, sometimes referred to as shared cooperative activity. Agents
that engage in joint action share the same goal, intend to act together, and coordi-
nate their actions to achieve their shared goal through joint attention. That sounds
fairly straightforward but as we unwrap each of these issues—joint action, shared
intentions, shared goals, and joint attention—interdependencies between them arise.
For example, joint action requires a shared intention, a shared goal, and joint atten-
tion when executing the joint action; shared intention includes shared goals; and
joint attention is effectively perception that is guided by shared intention and is
goal-directed (see Fig. 3.1).

Shared
Goal 

Joint 
Attention 

Joint 
Action 

Shared  
Intention 

Fig. 3.1 Collaboration involves joint action, shared intention, a shared goal, and joint attention,
each of which are mutually dependent. Here the human and the robot are engaged in a joint action
and have a shared intention (and hence a shared goal and commitment to achieving it) and exhibit
joint attention where their goal-directed perceptions are guided by their shared intention
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For one agent to be able to help another agent, it must first infer or read the other
agent’s intentions. This in itself is a complex problem. It can be addressed in two
phases: reading low-level intentions associatedwithmovements (e.g. predictingwhat
someone is reaching for) and reading high-level intentions associated with actions
(e.g. predicting why someone is reaching for that object or what he or she want to
do with it). Elisabeth Pacherie argues that three different levels of intentions can be
distinguished: (1) distal intentions, where the goal-directed action to be performed is
specified in cognitive terms with reference to the agent’s environment; (2) proximal
intentions, where the action is specified in terms of bodily action and the associated
perceptual consequence; and (3) motor intentions, where the action is specified in
terms of the motor commands and the impact on the agent’s sensors [30].

To take part in collaborative activities requires an ability to read intentions and
infer goals (as was the case in instrumental helping) but it also requires a unique
motivation to share psychological states with other agents. By shared intentionality
we heremean, followingTomasello et al., “collaborative actions inwhich participants
have a shared goal (shared commitment) and coordinated action roles for pursuing
that shared goal” [40]. What is significant is that the goals and intentions of each
agent involved in the collaborationmust include something of the goals and intentions
of the other agent and something of its own goals and intentions. In other words,
the intention is a joint intention and the associated actions are joint actions. This
differentiates collaboration from instrumental helping and, as we have said, makes it
more complicated. Furthermore, each agent understands both roles of the interaction
and so can help the other agent if required. Critically, agents not only choose their
own action plan, but also represent (or ‘mirror’) the other agent’s action plan in its
own motor system to enable coordination in the sense of who is doing what and
when.

Assuming collaboration on a shared goal, let us now look more closely at the
issues of joint action, shared intention, and joint attention to better understand the
role of intention in the interaction between cognitive agents, be they human or robot.

3.3.4 Joint Action

There are at least six degrees of freedom in joint action [31]. These include the number
of participants involved, the nature of the relationship between the participants (e.g.
peer-to-peer or hierarchical), whether or not the roles are interchangeable, whether
the interaction is physical or virtual, whether or not the participants’ association is
temporary or more long-lasting, and whether or not the interaction is regulated by
organizational or cultural norms. In the following, we will assume physical joint
action between two peers that temporarily collaborate on a shared goal.

According to Michael Bratman, joint action, or shared cooperative activity, has
three essential characteristics [7]:
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1. Mutual responsiveness;
2. Commitment to joint activity;
3. Commitment to mutual support.

Let’s assume there are two agents engaged in a shared cooperative activity. Each
agent must be mutually responsive to the intentions and actions of the other and each
must know that the other is trying to be similarly responsive. Consequently, each
agent behaves in a way that is guided partially by the behaviour of the other agent.
This is different from instrumental helping where the helping agent is responsive to
the intentions of the agent that needs help but not the other way round.

Each agent must also be committed to the activity in which they are engaged.
This means that both agents have the same intention but they need not have the same
reason for engaging in the activity. This is a subtle point: it means that the outcome
of the collaboration is the same for both agents but the reason for adopting the goal
of achieving that outcome need not be the same. If a cognitive robot and a disabled
person collaborate to do the laundry, the outcome—the goal—may be a wardrobe
full of clean clothes but the reason the person has the goal is to have a fresh shirt to
wear in the morning whereas the reason the robot has the goal may just be to keep
the house clean and uncluttered. If they collaborate to cook a stew, the goal may be
nutritious meal, but the person’s reason for the goal is to stay healthy whereas the
reason the robot adopts the goal may simply be to use up some vegetables that would
otherwise have to be thrown out.

Finally, each agent must be committed to supporting the efforts of the other to play
their role in the joint activity. This characteristic complements the mutual respon-
siveness by requiring that each agent will in fact provide any help the other agent
requires. It says that each agent treats this collaborative mutual support as a priority
activity: even if there are other activities that are competing for the attention of each
agent, they will still pay attention to the shared cooperative activity they are both
engaged in.

Philip Cohen and Hector Levesque address similar issues in their theory of team-
work [11]. They do so in the context of designing artificial agents that can engage in
joint action, setting out the conditions that need to be fulfilled for a group of agents to
exhibit joint commitment and joint intention. This builds on their definitions of indi-
vidual commitment and individual intentionwhich are, roughly speaking, a persistent
goal and an action plan in support of achieving that persistent goal.

It is important to note that Bratman’s account of joint action has been subject
to some criticism in that it appears to require sophisticated shared intentionality
and an adult-level theory of mind. Yet, as we have seen, young children develop a
capability for joint action. An alternative account that doesn’t require sophisticated
shared intentionality, but only requires shared goals and an understanding of goal-
directed actions has been proposed; see [2, 9, 32]. That said, shared intentions are
important for joint action and the intentions of each agent must interlock: each
agent must intend that the shared activity be fulfilled in part by the other agent and
that their individual activities—both planned actions and actual actions when being
executed—mesh together in a mutually-supportive manner.
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3.3.5 Shared Intentions

A shared intention—sometimes called we-intention, collective intention, or joint
intention—is not simply a collection of individual intentions, even when those indi-
vidual intentions are supplemented by beliefs or knowledge that both participating
agents share [39]. There is more to it than this.

An agent with an individual intention represents the overall goal and the action
plan by which it will achieve that goal and, furthermore, this plan is to be performed
by the agent alone. That much is clear. However, agents with a shared intention
(and engaged in a joint action) represent the overall shared goal between them but
only their own partial sub-plans. Elisabeth Pacherie identifies three levels of shared
intentions (shared distal intentions, shared proximal intentions, and coupled motor
intentions) [31]; these are extensions of her characterization of individual intentions
[30] (Sect. 3.3.3).

Shared intentionality appears to be unique to humans and its development seems
to depend on a peculiarly-humanmotivation to share emotions, experience, and activ-
ities and a more general motivation to understand others as animate, goal-directed,
and intentional [40]. An example of how artificial cognitive systems can exploit these
ideas can be found in Peter Ford Dominey’s and Felix Warneken’s paper “The basis
of shared intentions in human and robot cognition.” Based on findings in computa-
tional neuroscience (e.g. the mirror neuron system) and developmental psychology,
it describes how representations of shared intentions allow a robot to cooperate with
a human [13].

Each individual agent with a shared intention does not need to know the other
agent’s partial plan. However, they do need to share the overall goal. When it comes
to the realization of a shared intention and the execution of a joint action, the agent
must also factor in the real-time coordination of their individual activities. In this
case, each agent must also represent its own actions and their predicted consequences
and the goals, intentions, actions and predicted consequences of the other agent [36].
Furthermore, each agent must represent the effect that their actions have on the other
agent, itmust have at least a partial representation of how component actions combine
to achieve the overall goal, it must be able to predict the effects of their joint actions
so that it can monitor progress towards the overall goal and adjust its actions to help
the other agent if necessary. The additional requirements imposed by the execution
of joint action correspond to Elisabeth Pacherie’s shared proximal intentions [31].

It is apparent that, in carrying out a joint intention and executing a joint action, both
agents must establish a shared perceptual framework. This is where joint attention
(in the sense of perception guided by shared intention) comes in.

3.3.6 Joint Attention

Social interaction, in general, and collaborative behaviours, in particular, depend on
the participating agents to establish joint attention [21]. Joint attention involvesmuch
more than two agents looking at the same thing. As Michael Tomasello and Malinda
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Carpenter note, joint attention “is not just two people experiencing the same thing at
the same time, but rather it is two people experiencing the same thing at the same time
and knowing together that they are doing this” [39]. The essence of joint attention
lies in the relationship between intentionality and attention. This provides the basis
for a definition of joint attention as “(1) a coordinated and collaborative coupling
between intentional agents where (2) the goal of each agent is to attend to the same
aspect of the environment [21]”. Joint attention, then, requires shared intentionality.
Furthermore, the participating agents must be engaged in collaborative intentional
action. During this collaboration, each agent must monitor, understand, and direct
the attentional behaviour of the other agent, and significantly, both agents must be
aware that this is going on.

Joint attention is an on-going mutual activity that is carried on throughout the
collaborative process to monitor and direct the attention of the other agent. In a
sense, joint attention is, itself, a joint activity.

At least four skills need to be recruited by a cognitive agent to achieve joint atten-
tion [21]. First, the agent must be able to detect and track the attentional behaviour
of the other agent (we are assuming that there are just two agents involved in joint
attention here but of course there could be more). Second, the agent must be able
to influence the attentional behaviour of the other agent, possibly by using gestures
such as pointing or by use of appropriate words. Third, the agent must be able to
engage in social coordination to manage the interaction, using techniques such as
taking turns or swapping roles, for example. Finally, the agent must be aware that
the other agent has intentions (which, as we noted, could be different provided the
goal is the same). That is, the agent must be capable of intentional understanding: it
must be able to interpret and predict the behaviour of the other agent in terms of the
actions required to reach the shared goal.

3.4 Reading Intentions and Theory of Mind

The ability to infer intentions is closely linked to what is known as theory of mind
[23]: the capacity by which one agent is able to take a perspective on someone else’s
situation. Theory of mind is defined by Andrew Meltzoff as “the understanding of
others as psychological beings havingmental states such as beliefs, desires, emotions,
and intentions” [23]. To have a theory of mind means to have the ability to infer what
someone else is thinking and wants to do. The ability to imitate—the capacity to
learn new behaviours by observing the actions of others [4, 24]—forms the basis
for the development of a person’s ability to form a theory of mind [25]. It is a key
mechanism in cognitive development and it is innate in humans [26, 27].

The link between imitation and theory of mind is the ability of an agent to infer the
intentions of another agent. When imitating adults, infants as young as 18 months of
age can not only replicate the actions of the adult (and remember: actions are focussed
on goals, not just bodily movements) when successfully performing a task but they
can also persist in trying to achieve the goal of the action even when the adult is
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unsuccessful in performing the task. In other words, the infant can read the intention
of the adult and infer the unseen goal implied by the unsuccessful attempts. Andrew
Meltzoff and Jean Decety summarize the link between imitation and theory of mind
(which they also refer to as mentalizing) as follows: “Evidently, young toddlers can
understand our goals even if we fail to fulfil them. They choose to imitate what we
meant to do, rather than what we mistakenly did do” [25], p. 496 (emphasis added).
They also remark that “In ontogeny, infant imitation is the seed and the adult theory
of mind is the fruit.”

Young children normally differentiate between the behaviour of inanimate and
animate objects, attributing mental states to the animate objects. In fact, such is
the importance of biological motion to social cognition that if an inanimate object,
even two-dimensional shapes such as triangles, exhibit movements that are animate
or biological—self-propelled, non-linear paths with sudden changes in velocity—
humans cannot resist attributing intentions, emotions, and even personality traits
to that inanimate object [18]. In the same way, humans also infer different types
of intention depending on whether they are interpreting movements (lower level
intentions) or actions (higher level). Whereas movement intention refers to what
physical state is intended by a certain action, e.g., inferring the end location of a
specific observed movement—if the hand moves into the direction of a cup, it is
likely that the agent intends to grasp that cup—a higher conceptual level intention
refers to why that specific action is being executed and the motives underlying the
action, e.g., the agent might be thirsty and want a drink. This mirrors the distinction
we drew at the beginning between the concrete movements comprising an action and
the higher-order conceptual goals of an action.

So, how do humans infer the intentions of others from their actions? Internal
simulation is a possible mechanism [5].1 The key idea is that the ability to infer the
intentions of another agent from observations of their actions might actually be based
on the same mechanism that predicts the consequences of the agent’s own actions
based on its own intentions. Cognitive systems make these predictions by internal
simulation using forward models that take either overt or covert motor commands as
input and produce as output the likely sensory consequences of carrying out those
commands. When a cognitive system observes another agent’s actions, the same
mechanism can operate provided that the internal simulation mechanism is able to
associate observed movements (and not just self-generated motor commands) and
likely, i.e. intended, sensory consequences. This is what the ideo-motor principle
suggests [20, 29, 38] and what the mirror-neuron system provides [34, 35]. By
exploiting internal simulation, when an agent just sees another agent’s action, not
only are the actions activated in it but so too are the consequences of those actions,
and hence the intention of the actions can be inferred. With a suitably-sophisticated
joint representation and internal simulation mechanism, both low-level movement
intentions and high-level action intentions can be accommodated.

1For an in-depth discussion of a computational approach to intention recognition, see “Towards
computational models of intention detection and intention prediction” by Elisheva Bonchek-Dokow
and Gal Kaminka [6].
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Predicting and recognizing intentions in situations where there are groups of
agents is particularly challenging because the cognitive system has to do more than
track and predict the actions of individual agents, it also has to infer the joint intention
of the entire group and this may not simply be “the sum of the intentions of the
individual agent” [12]. It is also necessary to recognize the position of each agent in
the social structure of the group. Again, this is a difficult challenge because an agent
may play more than one role in a group.

3.5 Conclusions

Our goal in this chapter has been to highlight the pivotal role played by intentions in
social interaction and, in particular, to argue that a capacity to infer the intentions of
the cognitive agent with which one is interacting is essential if that interaction is to
be effective. This is true both in the asymmetric case of instrumental helping where
one agent assists another to achieve its goals without implicit instruction to do so and
also in the symmetric case where both agents are collaborating. In this latter case,
the ability to read intentions, by taking a perspective on the other agent’s view of the
interaction and forming a theory of mind for that agent, is doubly important because
the other components of successful collaborative interaction—joint action and joint
attention—also depends on the other agent’s intentions. The upshot of this is that if
we seek to construct cognitive robots that can interact effectively—asymmetrically
or symmetrically: helping or collaborating—then it is imperative that these cognitive
robots have a capacity for perspective taking and forming a theory of mind. However,
it is not simply a question of implanting such a capacity in a cognitive robot.We know
from psychology that this capacity is the result of an extended period of cognitive
and social development where the emergence of the ability to engage in instrumental
helping precedes that of collaborative interaction. Consequently, the challenge in
cognitive robotics is to model the developmental process by which these capacities
emerge over time as the robot engages with people.
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Chapter 4
Engagement Perception and Generation
for Social Robots and Virtual Agents

Lee J. Corrigan, Christopher Peters, Dennis Küster
and Ginevra Castellano

Abstract Technology is the future, woven into every aspect of our lives, but how
are we to interact with all this technology and what happens when problems arise?
Artificial agents, such as virtual characters and social robots could offer a realistic
solution to help facilitate interactions between humans and machines—if only these
agents were better equipped andmore informed to hold up their end of an interaction.
People and machines can interact to do things together, but in order to get the most
out of every interaction, the agent must to be able to make reasonable judgements
regarding your intent and goals for the interaction.We explore the concept of engage-
ment from the different perspectives of the human and the agent. More specifically,
we study how the agent perceives the engagement state of the other interactant, and
how it generates its own representation of engaging behaviour. In this chapter, we
discuss the different stages and components of engagement that have been suggested
in the literature from the applied perspective of a case study of engagement for social
robotics, as well as in the context of another study that was focused on gaze-related
engagement with virtual characters.
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4.1 Introduction

Human interactions are a product of millions of years of evolution, and as such
they are typically smooth and effortlessly coordinated, benefiting massively from
the fact that both interactants are able to draw upon a multitude of verbal and/or
non-verbal cues in ways that help to regulate the interaction. If we are to interact
with machines, in the way that the future depicts i.e., with robotic tutors, interactive
display points, operator free terminals and the like, thenwe need to developmachines
that can interact with us in a similarly intuitive fashion. However, at present, the way
in which we interact with machines is strongly dictated by their design, which is
often not optimal in terms of user experience, especially in cases where issues arise.
Hence, our interest in building artificial agents, such as virtual characters and social
robots with the ability to maintain interactions across a spectrum of task-orientated
use cases has a strong applied perspective. Overall, there is growing interest in the
engagement concept throughout the human-machine-interaction (HMI) and related
fields, but what is engagement and why is it so important? In this chapter we hope
to answer this question by unravelling this complex phenomenon, providing both
new and existing HMI researchers with an firm underpinning of engagement related
theory and concepts.

The remainder of this chapter is organised as follows: In the next section, we
provide the reader with some general theory of the various stages and components
of engagement. Additionally, we detail related concepts, such as the perception and
generation of engagement related behaviours, and novel experimental considera-
tions. In Sect. 4.3, we present two case studies: one of which looks at the perception
of engagement for social robotics and another which considers the perception and
generation of engagement related behaviours for virtual agents via gaze.

4.2 Theory

4.2.1 Fundamentals

When consulting a dictionary in the English language, the term engagement appears
to be used in at least two different ways—as the starting or intention to start, referring
to an initiation of contact, and again in the longer term sense, referring to engagement
as something that is more involved. In the literature, engagement is defined in a
number of ways: as a process; as a stage in a process, or the overall process; as an
experience; as a cognitive state of mind; an empathic connection; or as a perceived
or theorised indicator describing the overall state of an interaction. Nevertheless,
there are two underlying fundamentals that are apparent across most engagement-
related studies; the existence of various stages and components of engagement. In
this section, we discuss each of these in turn.
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4.2.1.1 Stages of Engagement

Engagement as a process can be analysed in terms of a number of discrete stages
or phases. These may relate to the intensity or degree of involvement of a user with
respect to the object or entity of engagement. For example, in a study of engagement
with robots, Sidner and Dzikovska [29] refer to engagement as “a process by which
individuals in an interaction start, maintain and end their perceived connection to
one another”. Most often, these stages are considered independently. For example,
recognising the desire to start an interaction requires the system to detect an intention
to engage, e.g., by tracking passers-by to ascertain if there are certain indicatorswhich
might suggest an initial interest to become involved with the system [22]. Whereas,
to maintain an interaction suggests that the intention has been established and that
the system must now adapt to the individual user in such a way that it keeps that
user engaged for the term of the interaction. Failure to do so may cause the user to
end the interaction before the system has achieved its purpose, for example to teach,
inform or otherwise assist the user. To this extent, the system should be equipped to
do both: detect when a user has irrecoverably ended an interaction, e.g., by getting
up and walking away, whilst also being able to use appropriate behaviour to end an
interaction once either party has achieved their purpose for becoming involved in the
interaction.

It is a natural starting point to consider engagement as consisting of at least three
broad stages, i.e., intention to engage, engaged and disengaged. However, O’Brien
and Toms [17] refer to a fourth possible stage: re-engagement. The concept of re-
engagement raises the important issue of when an interaction can be considered as
complete. If either party is yet to achieve their purpose, but the user is showing
signs of becoming disengaged, the system might try to utilise any information that
is available, e.g., from current and previous interactions, in order to “understand”
the underlying cause of the disengagement and then attempt to re-engage the user
with a series of predefined strategies. However, in many cases, disengagement may
be difficult to determine with certainty. For example, if the user looks away briefly,
it may just mean that she has been temporarily distracted. In certain cases, looking
away may in fact even signal engagement, such as during shared attention, when
looking at an object under mutual consideration [21].

4.2.1.2 Components of Engagement

While engagement is frequently operationalized by means of measures of visual
attention, it is important to distinguish conceptually between engagement and atten-
tion. Engagement is a complex phenomenon, a construct consisting of both cognitive
(attention, concentration) and affective components (enjoyment) [17, 27].

Attention: As the cognitive component of engagement, attention is often charac-
terised as a global on/off activity, whereas concentration is the ability to pay selective
attention to one thing in particular, while ignoring others. For example, a user paying
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attention to a particular activity or object for a significant amount of time is concen-
trating. In our work, it is this form of selective attention (relating to concentration)
that we are interested in, and in going forward we refer to this as just attention. This
is therefore conceptually distinct from a global measure of wakefulness, or arousal,
although the precise focus of selective attention may sometimes be more narrow, and
sometimes be wider. Selective attention to a stimulus is a necessary component in
most definitions in order for basic forms of engagement to occur. A more sustained
form of attention provides a more elaborate requirement for engagement and also
allows the possibility of affective involvement [25].

Another important factor of engagement is considering exactly what it is that a
user is engaged with (i.e., the focus of engagement). This can generally only be
inferred from the context, particularly for more sophisticated forms of engagement
where there may be more than one potential focus of engagement. Gaze can signal
attention [26], however, gazing at a particular object is not always indicative of atten-
tion. For example, the fact that a user is in the vicinity of a screen or is looking at
one does not mean that they are paying attention to it (they may be day-dreaming for
example), or that they are paying attention to those aspects that would be the most
important ones from the perspective of the experimenter. In fact, even looking away
from a screen does not allow the inverse inference that the subject has completely
disengaged. Thus, while there is a certain probability that this is the case, looking
away from the screenmight simply indicate amoment in the interaction duringwhich
the user requires additional resources to process what was being said or presented.
One way to improve confidence in assessing the attentional component of engage-
ment in this situation is to consider only attention towards currently relevant aspects
of the scene, in terms of gaze and other forms of attention related involvement and
interaction. For example, in [20] during interaction with a virtual character, three
qualities of engagement are defined, relating to the user (1) not looking at the screen
at all, (2) looking at irrelevant aspects of the scene, and (3) looking at relevant aspects
of the scene with respect to the ongoing interaction.

Enjoyment: As the affective component of engagement, enjoyment also plays a direct
role in an interaction. For example, both positive and negative affect has been shown
to influence student performance, motivation and effort [4]. More specifically, in
terms of object focus, positive emotions such as enjoyment can increase the avail-
ability of cognitive resources, having a positive influence on the user’s motivation,
ability to utilise flexible learning strategies and self-regulation [18]. Positive affect
also increases generalmotivation,which leads people to try harder in tasks, especially
where they feel their effort will make a difference [11]. However, these emotionsmay
not always be outwardly expressed, for example, a user is highly unlikely to smile or
laugh throughout an interaction, nonetheless, enjoyment is an important component
of the engagement construct. Here, enjoyment is most likely to be expressed indi-
rectly, by continuing the interaction with a strong commitment to achieving certain
goals. In gaming, for example, players who are immersed in a game tend to make
very few facial expressions, but are nonetheless still very much enjoying the interac-
tion. Here the effort afforded to the interaction could be associated with the positive
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affect (enjoyment), likewise the inverse could also be true, a lack of afforded effort
could be associated with negative affect (boredom) [4].

4.2.2 Concepts

So far, in this chapter, we have only discussed engagement in terms of perception.
However, if machines are to interact with humans in a natural and intuitive manner,
it is not sufficient to focus entirely on one side of an interaction. Rather, we should
consider engagement as a communicative process; a sender-receiver loop; to both
perceive and generate engagement-related cues and signals. Here, we discuss the
concept of engagement in terms of both perception and generation.

4.2.2.1 Perception

Perception refers to the use of the term engagement as it relates to the decoding of
basic cues from another interactant, by a person or by a machine, for example by
using computer vision techniques. Of general importance to our sense of engagement
with others is our perception of their attention [10], which can be altered by factors
such as the effect of distance between interactants on the salience of visual cues
and the context of the situation, and by their enjoyment or at least our perception of
their interest. Importantly, both cognitive and affective components of engagement
can be measured (with a certain probability) on the basis of certain objective indi-
cators and physiological measures. While this is not a one-to-one mapping between
indicators and engagement, this allows a certain degree of automatic measurement
of engagement that can be expected to become more reliable with the development
of new sensors and algorithms. Enjoyment (pleasure) is the affective component of
engagement that can be measured on the basis of several potential indicators, such as
eyebrow activity (reverse sign) in combination with smiling. Here, eyebrow activity
weighsmore than smiling, and amoderately negative weight is added for lip-pressing
and lip-tightening. Eyebrow movements can also be a predictor for concentration,
obstacles and negative valence. Therefore, frowning may indicate effortful process-
ing suggesting high levels of cognitive engagement which are likely to be associated
with negative valence (depending on context and intensity). Smiling is expected to
be a weak predictor of positive valence, but it might be effective for short-term social
responsiveness [11]. Mouth movements, such as lip pressing and tightening can also
be associated with task-related attention and concentration.

Furthermore, important non-verbal cues can be obtained based on head direc-
tion and gaze [1], blinking, eyebrow movement, posture and posture shifts [14],
smiles [3], and engagement gestures [29]. These low-level signals can in some cases
be interpreted as direct measures relating to engagement. However, typically, these
individual measures becomemore informativewhen they are interpretedwith respect
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to specific events in the task, or when they occur in a synchronized fashion with other
indicators rather than individually.

4.2.2.2 Generation

The generation of cues and signals (i.e., their “encoding”) requires at least an equal
amount of attention. For example, during face-to-face interaction, the face generates
a wealth of cues and signals that goes well beyond speech and facial expressions.
It may be expected that we naturally pay attention to the face if we are engaged
with that person, and may also display feedback such as nods to display our interest
and/or show empathy by conducting appropriate facial expressions. In this respect,
they might signal engagement, for example, by attending to the other and showing
interest in what they say. An important distinction here, is whether such signals are
based on a genuine interest or are superficial displays with the implicit or explicit
purpose of communicating to the other that one is engaged. One may display signals
of interest for a variety of superficial reasons, related to the accomplishment of high-
level or abstract goals. Sometimes the display of interest is more important than the
actualmotivation [8]. In our previouswork, an analysis of data extracted from explicit
probes [5] and post-experiment questionnaires suggests that one’s own perception of
a robot, in terms of helpfulness, friendliness and attentiveness can help to maintain
a type of engagement which lasts throughout an interaction [6]. An artificial agent
capable of generating, or at least mimicking, certain engagement related behaviours
could help to facilitate an intuitive interaction between humans and machines, giving
the human the impression that the machine is intelligent enough to warrant further
interaction.

4.2.3 Experimental Considerations

Engagement is often reduced to selective visual attention, perhaps as a practical
consequence of a limited availability of measures within a given paradigm. However,
in order to discuss engagement as a meaningful construct, we argue that the affective
components have to be considered as well. Despite this, in practice, this can be
difficult to achieve. As part of the work described in Sect. 4.3.1.2, we found the
concept of annotating for the entire engagement construct to be extremely complex.
In fact, we found ourselves asking “how should one annotate for both attention
and enjoyment at the same time?”. For this exact reason, we have started to explore
engagement in a de-constructed format, considering engagement-related components
individually.
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4.2.3.1 Decomposition of the Engagement Construct

Attention and enjoyment are descriptive states in their own right. It is this decom-
position of the engagement construct into cognitive and affective components that
we believe can account for, and thus allow for, the fact that high engagement can,
and often will, represent rather different socio-emotional states during an interac-
tion. For example, a user may show evidence of intense cognitive engagement with a
task, while the affective component might be anywhere between highly positive and
highly negative. In the immediate situation, the assessment of attention and cognitive
engagement with the task may initially be sufficient since it may not appear to matter
how much a user is enjoying a task, as long as she/he continues to work hard to
solve it. However, in order to anticipate eventual frustration and a high probability
of disengagement in one of the subsequent tasks, it is essential that an engagement
detector attempts to track also this affective component in order to facilitate appro-
priate and early interventions by the system.

4.2.3.2 Implicit Probes

During complex interactions, feeding sensor data directly into a computationalmodel
might not always be able to provide a accurate measure of the user’s state of engage-
ment. For example, in an educational interaction involving a robotic tutor, the system
may need to understand why the user is showing signs of disengagement—is it that
the task is too difficult, too easy, or is it because the user is simply discounting the
advice provided by the robot? In this situation, the system could use a probe to answer
some of these questions, i.e., by evaluating certain elements of the interaction.

So, what is a probe? A probe is a non-intrusive, pervasive method of extracting
additional supporting features from within the interaction itself, providing highly
standardised moments for analysis. Probes are pervasive in the sense that they can be
integrated into any stage of an interaction [5]. They do not require the collection of
any special additional types of data beyond themeasures already stated in the consent
forms. Rather, the probes define standardized situations that are naturally embedded
into the flow of the task in such a way that they appear to the subject as a com-
pletely normal part of the interaction. Their standardization allows the formulation
of substantially more meaningful predictions of behaviours within one experiment
as well as between experiments and potentially even across different experimental
paradigms. In this sense, they could also be described asmodular building blocks that
can be reused and which remain comparable even when other parts of the interaction
require more flexibility. For example, experimenters in laboratory experiments, or
doctors with a lot of experience in interviewing patients, will often use a similar
approach using highly schematic questions and small talk in order to get a first sense
of the participant or patient.

Furthermore, as probes only describe relatively short schematic modules with
few degrees of freedom, they do not impede upon the natural flow of the interaction
as opposed to, e.g., experimental designs that aim to obtain full control throughout
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the entirety of an experiment. For this reason, we argue that probes may be an
ideal solution when needs for high levels of experimental control and analyses have
to be balanced with maintaining a natural flow. Engagement, in this context, is a
particularly relevant example because any measurement of engagement has to avoid
disrupting the user engagement itself. The features extracted from these probes are
embedded within the context of the main task, and are designed to provide the most
accurate possible assessment of the user’s engagement state. More specifically, we
distinguish between two different types of probes: the social probe and the social-
task probe. This is an additional step beyond the low-level continuous observation
already employed elsewhere in HMI and related fields.

The design of a probe causes the user to respond in a certain way and it is that
response which is then used to fortify the system’s confidence that a user is in a
particular state. For example, if the agent is unsure of the user’s engagement state
because confidence levels are low and social interaction hasn’t occurred recently
enough to make any inferences, then the agent can trigger a probe by attempting to
socially engage the user in a one-to-one interaction. If the user stops what they are
doing and responds to the agent’s attempt, then we can increase the value associ-
ated with social engagement and also increase the overall confidence. Other metrics
relating to immediacy, responsiveness and whether or not the user maintains their
attention to the social interaction will further affect those values.

Social Probes: The social probe involves a simple, standardised piece of interaction
between the agent and the user. Its purpose is to provide a standardised moment in
which we can gauge how socially receptive the user is to the agent. To illustrate, in
Fig. 4.1, we provide a time-line example of a social probe. The first three seconds
are used to attract the attention of the user and the following two segments, lasting
five seconds and three and a half seconds respectively, are used for analysis. As an
example of this, if the user maintains gaze toward the agent across both maintainer
segments, he/she is deemed as showing signs of high attention. We can also use this
highly standardised piece of interaction to detect other non-verbal behaviours, such
as smiles and facial expressions, including their temporal location within the probe.

Fig. 4.1 An example of an interaction time-line for a social probe. Timings relate to the amount
of interaction allocated to the attractor and two maintainer segments
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Actual implemented examples of the content used in this particular type of probe are
provided in Sect. 4.3.1.2.

Social-Task Probes: The social-task probe is concerned with the collaborative aspect
of an interaction involving an agent and a user, such as the teacher-student or master-
apprentice relationship. With this type of probe we can measure how receptive the
user is to the agent’s suggestions and assistance, e.g., by directing gaze toward specific
items, or encouraging specific actions. From this we can also measure how reliant
or independent the user is on assistance from the agent. In other words, social-task
probes are designed to measure aspects of engagement in social-task interactions.

4.3 Practice

4.3.1 Case Study 1: Engagement in Social Robotics

To explore the engagement concept in a task-orientated scenario, we conducted a
Wizard-of-Oz (WoZ) style data collection study using a robot. The study was carried
out in the classroom environment of an English secondary school. The participants
were children aged between 11 and 13; ten boys and ten girls. The demographics
survey shows that all of the children had someexperience using computers andknowl-
edge of geography, but none had experience with robots. The WoZ-style approach
was adopted as it is a common practice in HMI and related fields [24], allowing for
a smoother and more believable interaction than what can be achieved on the basis
of a fully autonomous robot in the early stages of development. With the help of the
wizard, the robot can display realistic behaviours and respond to the child in a timely
fashion, without having to implement a fully functioning autonomous system that
was not yet available at the time of this case study.

4.3.1.1 Scenario

The children were asked, by their geography teacher, if they wanted to take part in
an educational map reading activity with one-to-one support from a robotic tutor.
However, the children were not informed, until after the study, that the robot was
being controlled by the wizard, i.e., a human. The children were required to employ
their existing geography-related knowledge, while also learning how to navigate
the map using various combinations of the compass, ruler and map key. The robot
provided the child with support that would not only help them to progress further
in the task, but also help them to think about how the skills they were learning
could be applied to a range of map-related problems. An activity script, using the
appropriate level of difficulty, as identified in previous mock-up studies, was written
and tested with the help of several teaching experts, ensuring that the content was
in-line with the England and Wales National Curriculum for Geography. The robot,



38 L.J. Corrigan et al.

Fig. 4.2 Child interacting
with the robot in a social
exchange

a NAO,1 started each interaction by introducing himself and then asking the child
for his/her name, which was then repeated back to the child in a welcome statement.
Next, the robot provided the child with a brief tutorial, including an overview of
the activity to help familiarize the child with the interface, tools and the type of
support they could expect from the robot. The robot provided support throughout the
interaction, and at timeswhen the robot did not need to intervene, it used several idling
animations to sustain a certain level of activity, realism, and presence. Additionally,
when addressing the child, the robot would attempt to maintain an acceptable level
of mutual gaze, looking away occasionally so not to be freaky. It was able to track
the child’s face and maintain the gaze even as the child moved around in front of the
robot. The aim of these activities was to make the robot appear more intelligent and
lifelike.

4.3.1.2 Method

Technical Set-Up

The technical set-up for theWoZstudy (seeFig. 4.2) comprises of a large touch-screen
table that was embedded horizontally into a supporting aluminium structure, forming
an interactive table-top surface, a torso-only version of the NAO humanoid robot,
three video cameras positioned in frontal, lateral and top-down locations, aMicrosoft
Kinect,2 an Affectiva Q Sensor3 for measuring skin conductivity and OKAO vision
software by OMRON for measuring smile intensity and eye-gaze direction.

Implementation of Social Probes

Social Probe 1:
Attractor: “Nice to meet you Joe”
[PAUSE]
Maintainer (A): “I hope that you are doing well today”
[PAUSE]

1NAO, http://www.aldebaran-robotics.com/.
2Microsoft Kinect, http://www.microsoft.com/en-us/kinectforwindows/.
3Affectiva Q Sensor, http://www.qsensortech.com/.

http://www.aldebaran-robotics.com/
http://www.microsoft.com/en-us/kinectforwindows/
http://www.qsensortech.com/


4 Engagement Perception and Generation for Social Robots and Virtual Agents 39

Maintainer (B): “and that you’ll have fun hanging out with me for a little while”

Social Probe 2:
Attractor: “Joe, Have you ever seen Wallace and Grommit?”
[PAUSE]
Maintainer (A): “I think that there is actually a Wallace and Gromit film with robotic
trousers.”
[PAUSE]
Maintainer (B): “I wonder what it would be like to have legs myself”

Social Probe 3:
Attractor: “Thank you so much for all you help!”
[PAUSE]
Maintainer (A): “I hope you had a good time!”
[PAUSE]
Maintainer (B): “I thought you did really good!”

Level of Automation

All aspects of the interaction, including robot control, helping the child to progress
through the activity, implementing the correct teaching strategies, and engaging in
social exchanges, were remotely controlled by a qualified teacher using a bespoke
interaction control interface (see Fig. 4.3).

Data Collection

The corpus of data collected from case study 1 included more than seven hours
of video material for each of the three viewing angles, interaction data recorded
from involvement with the activity and data from the low-level sensors, such as skin
conductance, facial action units, smile intensity, posture-related lean information
and gaze direction. Data was cleaned of certain artefacts, including sensor noise
and incomplete cases, and the raw low-level information was binned into discrete
instances of time, more specifically 250ms, which allowed us to process, analyse
and model the data using statistical and machine learning methods.

Fig. 4.3 Wizard’s view of
the interaction control
interface
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Annotating the Video Material

The simplestmethodof annotatingvideomaterial is to use relative ratings anddiscrete
segments of videomedia. However, in this work we require continuousmeasures that
allow at least a rough estimation of the timing of relevant changes. Such continuous
annotation data has the potential to add substantial flexibility to use thefinal computed
‘ground truth’ for different purposes, such as statistical analysis and training of
machine learning algorithms. However, the trade-off for obtaining continuous data
is that the precise moment of changes in subjective states such as engagement can
be difficult to pinpoint even for trained raters, resulting in an overall lower reliability
compared to a single global Likert scale. Nevertheless, this work follows the more
novel approach of adopting the continuous measure which could, potentially, encode
far more interesting information.

Annotation Software: Off-the-shelf annotation software could not provide the flex-
ibility to perform continuous annotations that allow the simultaneous presentation
of multiple video streams of data, and the input modality is typically fixed to either
mouse or keyboard. We wanted to explore the use of a game-pad, or more specifi-
cally the thumb stick of a game-pad. The assumption here is that releasing the thumb
stick can be used naturally to indicate a return of the annotated measure back to a
neutral state extremely quickly, whereas a mouse or keyboard would cause periods
of uncertainty in the output signal, due to the fact that some active effort and time
is required to return the rating back to neutral. Furthermore, the latter modalities are
unable to offer the same fine grained resolution as an analogue thumb stick. CAT,
or Continuous Annotation Tool, is a custom solution designed to facilitate these
seemingly “unusual” annotation requirements, i.e., synchronously displaying three
different views of the interaction such as, e.g., frontal, lateral and top-down, and
providing a simple visual representation of the rating intensity (in real-time) on a
vertical slider bar, which transitions from green at the very top to represent a posi-
tive or high intensity, orange in the centre to represent a neutral intensity and red at
the bottom to represent an extremely low intensity (see Fig. 4.4). In CAT, annotator
ratings are automatically logged with two decimal point precision, with maximum
and minimum extremes set to 1 and -1 respectively.

Fig. 4.4 CAT: Continuous
Annotation Tool: Bespoke
software, developed
specifically for the use with
continuous ratings
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Annotators: For each annotated signal, i.e., social attention and valence, we used the
same three annotators. So, for social attention, the annotators were: (1) a pedagogical
researcher who could look at attention from a teacher-student perspective, (2) a
psychologist to look at attention from a behavioural aspect, and (3) a researcher,
specialising in automatic non-verbal behaviour analysis for social robotics.

Annotator Agreement: The issue of reaching agreement is an important part of the
annotation process. Our methodology was to reach an acceptable level of agreement
in advance, ensuring that the final output signals were the best that we could achieve
with the time and resources we had.We adopted a three-step approach, startingwith a
discussion of the overall objective criteria, in an attempt to pre-emptively list potential
indicators, and later in the process the annotators were asked to produce a voice over
account and a single continuous rating for the same randomly selected interaction,
to visualise the different output signals in a side-by-side analysis. Obviously, there
were differences between the signals, but an acceptable level of difference, i.e., less
than a second, was achieved.

Ground Truth Extraction

Computing and then extracting a ground truth is an essential process for this type
of non-verbal behaviour recognition. The output of the extraction process, which
involves aggregating the ratings from multiple annotations into a single signal, rep-
resents the final measure for a particular criterion, such as social attention or valence.
Producing a ground truth can be a relatively straightforward process when working
with discrete labels, but the very nature of our continuous rating process renders
many existing methodologies as impractical [13]. In fact, many researchers choose
to completely ignore the concept of agreement in favour of simpler methods, such
as using the mean from several ratings, or alternatively opting to manually assess
the ratings [16]. We wanted to ensure that we were not introducing biases or losing
information, so we opted to explore other more suitable methods.

An in-depth review of the literature uncovered two potential methods for comput-
ing a ground truth, based on annotator agreement. The first method focuses on the
use of a correlative threshold, specifically 0.45, meaning that ratings from annotator
pairs with correlative coefficients smaller than 0.45 are quite simply omitted from the
computation of the ground truth. In contrast to this method, we consider it to be of the
utmost importance that the ratings from all annotators are included when computing
the ground truth, even those who are in disagreement with the others. This provides
a more realistic ground truth that takes into account the different backgrounds and
perspectives of the annotators. Therefore, we adopted the alternative method of using
weighted correlations, similar to the work by Nicolaou et al. [16], which we then
further extended for our interaction length non-segmented continuous signals. Here,
ratings from all annotators are considered in the computation with the condition that
the most highly correlated annotator pairs are given more weight than disagreeing
annotators (see Fig. 4.5 for an example of the output ground truth signal). The graph
in Fig. 4.6 provides an estimate of inter-rater reliability, in terms of intraclass cor-
relation (ICC), more specifically, we have used ICC (2,3), which denotes the ICC
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Fig. 4.5 Segment showing the continuous measure of social attention from three annotators (light
dashed lines) with the final computed ‘ground truth’ (dark solid line)

Fig. 4.6 Graph showing an estimate of inter-rater reliability for each of the twenty child-robot
interactions, i.e., in terms of intraclass correlation (ICC)

values are calculated for each interaction using Case 2 from the work by Shrout and
Fleiss [28], involving the same three annotators for each case.

4.3.1.3 Analysis and Results

Analysis of the corpus has, so far, been two-fold: an interaction-length analysis of
the gaze with the social attention signal, and a social probe-interval focussed analy-
sis of the behaviour-related variables with the social attention and valence signals.
The motivation for this analysis is to explore what features may be descriptive of
engagement in HMI.

Analysis A: Interaction-length

Here, we report the results of a point biserial correlation analysis between the social
attention signal (interval scale) and a pre-processed dichotomous nominal scale relat-
ing to robot gaze, the two levels are 0 (if the learner was not looking at the robot)
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Table 4.1 Results of a point biserial correlation analysis between social-related attention andgazing
at the robot

ID rpb Sig. N ID rpb Sig. N

1 0.49 p < 0.001 3234 11 0.57 p < 0.001 2290

2 0.41 p < 0.001 4124 12 0.25 p < 0.001 2028

3 0.4 p < 0.001 1822 13 0.4 p < 0.001 2258

4 0.55 p < 0.001 1650 14 0.41 p < 0.001 2160

5 0.59 p < 0.001 2744 15 0.45 p < 0.001 2024

6 0.64 p < 0.001 2184 16 0.42 p < 0.001 2362

7 0.45 p < 0.001 1954 17 0.39 p < 0.001 2214

8 0.47 p < 0.001 2086 18 0.45 p < 0.001 1874

9 0.62 p < 0.001 2258 19 0.56 p < 0.001 1566

10 0.38 p < 0.001 1826 20 0.51 p < 0.001 1586

The columns represent interaction ID, point biserial correlation coefficient, statistical significance
and number of low-level instances used in the analysis, respectively

and 1 (if the learner is looking at the robot). The results of the analysis, set out in
Table4.1, show that, on average, gazing at the robot is moderately correlated with
social attention (rpb = 0.47, p < 0.01).

Analysis B: Social Probe-interval

To understand which, if any, behaviour-related variables are an indication of engage-
ment, samples extracted from the social probes are compared with samples taken
from similar areas of the interaction, +/-30 s, i.e., samples extracted from areas that
do not involve social probes, in this work wewill refer to these as samples taken from
“non-social probes”. The samples taken from the social probes have been extracted
in a way that they surround and capture the entire piece of probe-related interaction.
There are three social probes embedded into each interaction and the duration of each
probe was: 17.75, 13.5, and 6.25 s, respectively, with no overlap between segments
(see Sect. 4.3.1.2). The non-social probe samples were extracted from other random
moments outside of the probe-intervals, using an identical process. This process was
repeated for each of the 20 interactions, providing a total of 2420 instances of raw
low-level data for each case. A comparison of the social probes with just a single
case of non-social probes does not actually tell us anything useful, therefore, we
extracted three different cases of non-social probes to further support our analysis.

Social Attention

For social attention we consider information from gaze, smile and facial expressions.
Pearson product-moment correlation coefficients have been computed to assess rela-
tionships between gaze, smile and facial expressions, and the social attention signal,
obtained from the ground truth extraction process (Sect. 4.3.1.2). The results of the
analysis are set out in Table4.2.
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Table 4.2 Results of a Pearson product-moment correlation between the behavioural indicators and
the social attention signal, i.e., for samples taken from the social probes and three other non-social
probes (NSP)

Social attention signal

Social Probe NSP 1 NSP 2 NSP 3

Smile 0.329** 0.325** 0.359** −0.082**

AU1 inner brow raise 0.046* 0.085** 0.052*

AU2 outer brow raise −0.102** −0.157** −0.073**

AU4 brow lower 0.041* 0.094** 0.046* 0.067**

AU5 eye widen 0.237**

AU9 nose wrinkle 0.187** 0.241** 0.308** 0.160**

AU10 lip raise 0.083** 0.187**

AU12 lip corner pull −0.222** −0.116** −0.178**

AU14 dimpler 0.137**

AU15 lip corner dep −0.169**

AU17 chin raise −0.218** −0.040* −0.077**

AU20 lip stretch −0.197** 0.134** 0.107**

AU6 cheek raise 0.134** 0.219** 0.200** 0.245**

AU7 lids tight 0.152** −0.115** −0.100** −0.062**

AU18 lip pucker −0.146** −0.153**

AU23 lip tightener −0.111** −0.163** −0.281** −0.170**

AU24 lip presser −0.183** 0.094** 0.068**

AU25 lips part −0.060**

AU26 jaw drop 0.104** 0.291** 0.189** 0.143**

AU28 lips suck 0.160** −0.086**

AU45 blink eye closure 0.054** 0.051*

NormEDAValue −0.230** −0.218** −0.150** −0.065**

Gaze@Robot 0.498** 0.537** 0.456** 0.446**

Gaze@Table L −0.281** −0.134** −0.070**

Gaze@Table R −0.331** −0.294** −0.281** −0.340**

Gaze@Elsewhere −0.041*

This table only shows significant correlations, figures marked with ** represent significance at the
0.01 level and others marked with * represent significance at the 0.05 level

Valence

For valence, the affective component of engagement, we focus on behavioural indi-
cators. Pearson product-moment correlation coefficients have been computed to
assess relationships between the smile and facial expressions, and the valence signal,
obtained from the ground truth extraction process (Sect. 4.3.1.2). The results of the
analysis are set out in Table4.3.
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Table 4.3 Results of a Pearson product-moment correlation between the behavioural indicators
and the valence signal, i.e., for samples taken from the social probes and three other non-social
probes (NSP)

Valence signal

Social probe NSP 1 NSP 2 NSP 3

Smile 0.524** 0.532** 0.537** 0.108**

AU1 inner brow raise 0.055** 0.069** 0.061**

AU2 outer brow raise −0.077** −0.100** −0.071** −0.072**

AU4 brow lower −0.099** −0.066** −0.079** −0.086**

AU5 eye widen 0.098**

AU9 nose wrinkle 0.125**

AU10 lip raise −0.118**

AU12 lip corner pull 0.179** −0.075** −0.043*

AU14 dimpler 0.320** 0.171** 0.154** 0.135**

AU15 lip corner dep 0.180** 0.150**

AU17 chin raise −0.059**

AU20 lip stretch −0.130** 0.124** 0.122** 0.068**

AU6 cheek raise 0.210** 0.055** 0.089** 0.067**

AU7 lids tight 0.429** 0.158** 0.132** 0.067**

AU18 lip pucker 0.205** 0.069** 0.102**

AU23 lip tightener −0.227** −0.232** −0.241** −0.129**

AU24 lip presser −0.230** 0.078** 0.067** 0.054**

AU25 lips part −0.075** 0.089**

AU26 jaw drop 0.067** 0.089** 0.106** 0.054**

AU28 lips suck 0.152** 0.051* 0.070**

AU45 blink eye closure 0.079**

This table only shows significant correlations, figures marked with ** represent significance at the
0.01 level and others marked with * represent significance at the 0.05 level

4.3.1.4 Discussion

The most obvious finding to emerge from the analysis of the social probe versus
non-social probe samples, is that correlations appear to be stronger, in the majority
of cases, in samples taken from the social probes. A possible reason for this is that
the social probes can be expected to have been particularly engaging in the sense
of a simultaneous recruitment of different highly over-learned behavioural response
systems. That is, in this case, the existence of well learned norms appears to have led
more clearly and consistently communicated social signals—whereas, in the non-
social probe case there are substantially less contextually defined social schemata to
help guide the encoding as well as decoding of the behaviours.
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4.3.2 Case Study 2: Engagement with Virtual Agents

The development of autonomous virtual agents and animated characters capable
of engaging humans in real-time interaction faces many of the same challenges as
similar attempts using physical embodiments such as social robots. These include the
task of obtaining robust real-time detection of engagement-related behaviour from
human users, timely responses from virtual agents, and the generation of appropriate
behaviours by agents that are capable of properly expressing their state of engagement
and focus of attention. This section describes an example scenario that involved
engagement between a human and a virtual agent. The interaction was primarily
shaped by gaze behaviour, in particular when it was directed at predefined objects
and locations within an artificial scene (for a review, see [26]).

4.3.2.1 Gaze Detection and Representation

There are, in principle, a large number of measures that can be used to detect user
engagement. These include, for example, monitoring verbal and non-verbal behav-
iours, taking physiological measurements and tracking task related actions that are
conducted inside an application or virtual environment. However, not all of these
measured may be needed at once for a basic analysis of engagement processes. In
this scenario, the main method for detecting engagement was based on the gaze
behaviours of the user as they engaged in an object identification task with a virtual
agent capable of referring to objects non-verbally through its own gaze behaviours.

Gaze Detection

The gaze detection system used facial feature analysis of the image captured from a
standard web camera to capture the user’s gaze direction (head and eye directions)
inside and outside of the screen. The detection process commenced with the eye-
centers, which are easily detected, in order to allow the estimation of the eye corners
and eyelids and positions on the eyebrows, nostrils, and mouth region. These were
subsequently tracked using a Lucas Kanade tracker [12], capable of operating under
a wide variety of conditions. Head-pose estimation was calculated based on the
displacement of the midpoint of the eye centers from an initial head position in
which the user was facing the screen frontally.

Embedded Representations

Since the user’s focus of attention is usually highly transient as it shifts around a
scene, it can be informative to use predefined objects to track these changes more
systematically. Virtual Attention Objects (VAOs) simplify the analysis of what is
being looked at in the scene by storing, on a per-object level, when and how much
each part of the scene has been looked at. A single VAO is attached to each scene
object for which we wish to accumulate user attention information. For example, a
single VAO may be defined for each visible object in the scene, including the virtual
agent itself. Depending on the requirements of the application, the virtual agent may
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Fig. 4.7 A scenario involving a virtual agent and several objects. The user’s gaze behaviour (left) is
tracked as the agent conducts gaze behaviours towards various objects (centre). Gaze and attentive
behaviours towards specific elements of the scene are recorded in real-time throughVirtualAttention
Objects (right) as a basis for monitoring user engagement in the scenario [21]

be represented by a single VAO, or a separate VAO may be defined for each part
of the virtual agent for which information about user attention is required. VAOs
may also be defined for more abstract objects. For example, a single VAO may be
defined to represent the area outside of the screen. This VAO can then be used to
record whenever the user gaze wanders outside of the scenario area, which renders
it a useful metric for disengagement.

Furthermore, VAOs operate in a simple manner: Screen coordinates relating to
user gaze are resolved to the specific associated VAO or VAOs. On this basis, the
estimated level of attention can be adapted accordingly. The combined VAOs there-
fore represent a history of how much and when the user has fixated on each object
in the scene. Figure4.7 illustrates a virtual scene from [21], including a virtual agent
and a number of objects, and an accompanying VAO representation.

4.3.2.2 Engagement Modelling

In this work, the focus was not only on the different components of engagement, but
also the level and quality of those components. Expanding measures beyond what
has already been discussed in this chapter, in order to capture varying degrees of
engagement and related components. More specifically, we refer to directedness,
level of attention, level of engagement and quality of engagement.

Directedness relates to the momentary orienting of the user’s body parts with respect
to another entity or object from the perspective of that entity or object. The metric
is inspired by Baron-Cohen’s eye, head and body direction detectors [2] and related
work [21]. Directedness as a concept refers to transient and momentary processes
that alone do not imply attention or engagement. For example, high directedness was
assumed if the eye and head direction was sampled from a user while they are in the
process of a gaze change to an alternative location. However, the consideration of
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directedness over time (and with respect to other aspects of the scene and user) is an
important building block towards a model of engagement measurement. Depending
on the scenario and, especially, the sensory capabilities of the detection system, the
directions of the eyes, head, body and even locomotion trajectories may contribute
to directedness measurements.

Level of attention is based on directedness and refers to gaze falling within certain
regions over a period of time. It therefore corresponds to the concept of a focus
of attention and corresponding dwell time by the eye. An important issue in this
respect relates to the clustering of the foci of interest of the user. For scenes that
are clearly composed of objects, VAOs may be used as one method for clustering
fixation locations on a per-object basis.

Level of interest is based on the stored attention levels over time for each member
of a set of VAOs. Each member is categorised according to whether it is a scene
object, the agent, the background, or a special object representing the area outside
of the screen. It is at this level that specific forms of context can be accounted for:
By dynamically defining a set of VAOs containing only those objects relevant to the
current interaction, such as recently pointed to or discussed objects, the attention
of the user can be compared with this set to obtain a measurement of their level of
interest in the interaction itself, referred to here as the level of engagement.

Level of engagement encapsulates howmuch the user has been looking at the relevant
objects in the scene at appropriate times. These will be recently referenced objects
in the interaction, e.g. those looked at, pointed to and/or verbally described. These
measures are made possible by considering the specific set of VAOs corresponding
to currently and recently referenced objects in the interaction. When the agent is
talking, but does not refer to anything in the environment, it will be the only VAO in
the set, and when it stops talking, this VAO set will be empty.

Quality of engagement accounts for the fact that attention paid to the scene does
not necessarily indicate engagement in relation to a particular activity, in this case,
interaction with the agent. For example, the user may be looking at the scene for
superficial reasons without engaging in the interaction. It provides a slightly more
detailed assessment of the type of engagement that the user has entered into. For
example, a user who is not engaged in the interaction may not necessarily be looking
outside of the scene. Instead, they may be attending to the scene in a superficial
manner, looking at objects of interest that are irrelevant to the ongoing interac-
tion. In particular, they may appear to be affectively disengaged from the interac-
tion. We therefore define three broad quality levels: (i) engaged in the interaction
(ii) superficially engaged with the scene and action space and (iii) uninterested in
the scene/action space. In this way, the behaviour of the user is not being considered
in isolation, but in the context of what the agent is doing. If the agent is describing
something important for example, a user’s disengagement can be considered more
serious than if the agent is not doing anything at all.
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4.3.2.3 Human Perception

In order to support sustained interactions between humans and virtual agents, models
of engagement should not only account for the detection of behaviour from users
and the generation of expressive behaviours by agents, but also how humans perceive
artificially generated behaviours. This is an important consideration that may involve
many factors, such as the embodiment and expressive capabilities of the system, the
qualities of the expressive motion, the effects of context on perception and more.
One of the fundamental methods of signalling attention and engagement by artifi-
cial systems involves gaze [26] and numerous studies have considered the human
perception of gaze and other attention related behaviours made by artificial systems.

Gaze and Direction of Attention Perception

Gaze direction perception, which primarily involves eye and head movements and
their relationships with objects in the environment from the perspective of a wit-
ness [23], can be extended to a more general concept that relates to the perception
of the direction of attention of others. Here, the orientation of the eyes, head, body,
and even locomotion trajectories, may contribute to one’s impression that they are
potentially being attended to by others. For example, at a distance, the eyes of the
other may not be clearly visible in which case head and body directions may offer
more prominent clues as to the direction that the other is attending to.

Opening Interactions

An example of the use of the concept of direction of attention perception is proposed
in [19] for the purposes of opening interactions between interactants in virtual envi-
ronments and the human perception of the attentive behaviours of virtual characters.
Kendon [9] describes a sequence of opening cues for meeting interaction, noting
interaction fundamentals, such as the requirements for participants to see each other,
while Goffman notes [7] that we generally seek to avoid the social embarrassment
of engaging in interaction with an unwilling participant. Therefore, some degree of
confidence of interaction reciprocation is necessary, through subtle gaze behaviours
for example, before more explicit actions are made, such as verbal greetings. Based
on this, a model of engagement opening is described for virtual agents based on a
combination of their own gaze behaviours towards others that they wish to interact
with and also their interpretations of the gaze and locomotion behaviours of others.

4.3.2.4 Discussion

Important future work is waiting to be done to establish better relationships between
the expressive qualities of behaviours of virtual characters, their style and embod-
iments, and human perception. In humanoid characters, for example, small move-
ments, such as saccadic eye movements and eye-blinks, may play important roles
in signalling that the character is concentrating heavily, rather than simply day-
dreaming or momentarily unresponsive. Embodiment issues related to the use of
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virtual characters versus their physical counterparts is also an interesting research
area. For example, [15] have found that faces that are physically-projected onto face-
like surfaces may have a number of advantages over virtual faces constrained to flat
screens, especially in relation to the character’s ability to engagewith individual users
and for cueing real objects in the environment. The studies represent some important
foundations for constructing artificial entities capable of engaging humans.
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Chapter 5
Social Development of Artificial Cognition

Tony Belpaeme, Samantha Adams, Joachim de Greeff,
Alessandro di Nuovo, Anthony Morse and Angelo Cangelosi

Abstract Recent years have seen a growing interest in applying insights from devel-
opmental psychology to build artificial intelligence and robotic systems. This endeav-
our, called developmental robotics, not only is a novel method of creating artificially
intelligent systems, but also offers a new perspective on the development of human
cognition. While once cognition was thought to be the product of the embodied
brain, we now know that natural and artificial cognition results from the interplay
between an adaptive brain, a growing body, the physical environment and a respon-
sive social environment. This chapter gives three examples of how humanoid robots
are used to unveil aspects of development, and how we can use development and
learning to build better robots. We focus on the domains of word-meaning acquisi-
tion, abstract concept acquisition and number acquisition, and show that cognition
needs embodiment and a social environment to develop. In addition, we argue that
Spiking Neural Networks offer great potential for the implementation of artificial
cognition on robots.

Keywords Human-Robot interaction · Social robots · Cognitive systems · Spiking
artificial neural networks

5.1 Introduction

The recent, but fast expanding technological and financial investments in the produc-
tion of intelligent robots rely on the design of robots with effective and believable
sensorimotor, cognitive and social capabilities. For example, robots acting as assis-
tive and social companions for the elderly must be able to autonomously navigate in
the private home (or care home) where the elderly person lives, have fine manipula-
tion skills to handle objects, be capable of understanding and using natural language
for communication, and have believable social skills to enrich the experience of
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its elderly owner. Moreover, robots must be able to adapt to the requirements of
the specific user, to react dynamically to changing environments and to learn new
behavioural and cognitive skills through social interaction with the human user.

Cognitive robotics offers a feasible methodology for the design of robots with
adaptive and learning capabilities, which can develop new skills through social inter-
action and learning. Cognitive robotics is a subfield of robotics in which robots are
built based on insights gleaned from psychology, physiology and neuroscience, with
the goal of replicating human-like performance on artificial systems [20, 78]. Cogni-
tive robots are—as opposed to industrial robots—intended to work in open, unstruc-
tured and dynamic environments, the environments in which people typically feel at
home, but robots do not. If someone asks a child to give a cup of water, the child can
recognise and grasp the intended cup from among other objects, offer it, and do that
while having a conversation. All this seems effortless to the child, but robots are—at
this time—not able to do this in an open and dynamic environment. Robots might be
programmed or trained to hand over a cup in a carefully controlled environment, but
this would not generalise to handing over, say, a towel. As a rule of thumb, anything
that seems effortless to humans is currently very hard for robots. And vice versa,
we can build artificially intelligent systems and robots that can do things—such as
playing chess or welding at a precise rate—that only very few of us ever master.

So why do classical approaches to building artificial intelligence and robots, that
serve well to build chess playing computers and plan assembly tasks, fail to build
AI that deals with unstructured and dynamic problems? The answer might lie in the
study of development: young children seemingly effortlessly pick up skills which
are very hard or impossible for robots to master. The question presents itself: can the
same processes that are so successful in growing children be used to build intelligent
robots? Developmental robotics is the interdisciplinary approach to the autonomous
design of a complex repertoire of sensorimotor and mental capabilities in robots that
takes direct inspiration from the developmental principles and mechanisms observed
in the natural cognitive systems of children [7, 16, 79]. Developmental robotics
relies on a highly interdisciplinary effort of empirical developmental sciences such
as developmental psychology and neuroscience, and computational and engineering
disciplines such as robotics and artificial intelligence. Developmental sciences pro-
vide the empirical bases and data to identify the general developmental and learning
principles, mechanisms, models, and phenomena guiding the incremental acquisi-
tion of cognitive skills. The implementation of these principles and mechanisms into
a robots control architecture and the testing through experiments where the robot
interacts with its physical and social environment simultaneously permits the val-
idation of such principles and the actual design of an increasingly complex set of
complex behavioural and mental capabilities in robots.

Developmental robotics follows a series of general principles that characterise its
approach to the design of intelligent behaviour in robots. Two of the key principles are
the exploitation of embodiment factors in the development of cognitive capabilities
and the focus on social learning.
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Embodiment concerns the fundamental role of the body in cognition and intel-
ligence. As Pfeifer and Scheier [57] claim, “intelligence cannot merely exist in the
form of an abstract algorithm but requires a physical instantiation, a body” (p. 694).
In psychology and cognitive science, the field of embodied cognition (also known
as grounded cognition [10]) demonstrates the important roles of action, perception,
and emotions in the grounding of cognitive functions such as memory and language
[55]. For example, sensorimotor strategies, as postural changes, support the child in
the early acquisition of words [63]. Gestures like pointing and finger counting are
crucial in the acquisition of number knowledge [3]. Such developmental psychology
studies are consistent with neuroscience evidence on embodied cognition, as brain-
imaging studies showing that higher-order functions such as language share neural
substrates normally associated with action processing [59]. The principle of social
learning in developmental psychology is based on child development research on
the role of social learning capabilities (instincts) in the very first days of life. This
is evidenced for example by observations that newborn babies have an instinct to
imitate the behavior of others and can imitate complex facial expressions after just
few hours from birth [51]. Moreover, comparative psychology studies have shown
that 18–24-month-old children have a drive to cooperate altruistically, a capacity
missing in our closest genetic relatives as chimpanzees [80].

This chapter offers a summary of two recent studies on the modelling of embod-
iment and social learning in developmental humanoid robots. Both use the iCub
humanoid platform both to exploit the properties of humanoid body configuration
for embodiment modelling purposes and also for the benefits of using such humanoid
platforms in social robotics scenarios.Wewill also discuss the potential of neuromor-
phic methods and hardware, as a first step for a brain-inspired approach to modelling
the embodied basis of cognitive and communicative skills.

5.2 Why Embodiment Matters

Embodiment matters, not only in the development of natural cognition, but also
in constructing artificial cognition. The brain or, in the case of robots, the control
software cannot be seen as separate from the body in which it operates. Human
cognition is deeply rooted in the shape of our bodies and how our bodies interact
with theworld. Likewise,whenbuilding artificial cognition, it is important to consider
the full package of both the artificial intelligence inside the body interacting with the
physical and social environment [4, 56].

In this chapter we provide an illustration of how an embodied perspective is used
to imbue a robot with human-like skills. This requires a robot: we use the iCub
platform, a child-sized humanoid robot specifically designed and built to facilitate
developmental robotics [52] (see Fig. 5.1). In addition, an artificial cognitive model
is required, which forms the theoretical backbone of the model.
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Fig. 5.1 The iCub robot
learning to map words to
objects. In this experiment,
iCub knows linguistic labels
for three of the four objects.
In response to the question
where is the dax (dax is a
novel word), it points at the
unknown object. With this
iCub demonstrates
“fast-mapping”, which is
also observed in young
children when they learn to
map words to objects relying
on only a few exposures and
certain learning
constraints [77]

5.2.1 The Origins of Abstract Concepts and Number:
A Detailed Study

Recent studies have proposed that multiple representational systems, involving both
sensorimotor as well as linguistic systems, might be playing a primary role in how
children acquire abstract concepts and words (e.g. [48]). Theories such as the LASS
theory [11], according to which both the linguistic system as well as the sensori-
motor system (through simulation) are activated in the processing of word meaning
to different degrees under different task conditions, and the WAT (Words as Tools)
approach proposed by Borghi and Cimatti [13], have suggested and furnished evi-
dence on the synergetic role both language and sensorimotor experience play in the
acquisition of abstract concepts, and on how important the modality by which these
words are learned is.

Finger counting has been shown to be have an important role in the development
of number cognition [3, 30]. Embodied cognition researchers find this innate ability
particularly interesting, because of the sensorimotor contribution that it makes to the
development of numerical cognition, and some consider it as “the most prominent
example of embodied numerical cognition” [9]. Evidence coming from develop-
mental, neurocognitive as well as neuroimaging studies suggest that finger counting
activity helps build motor-based representations of number that continue to influence
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number processing well into adulthood, indicating that abstract cognition is rooted
in bodily experiences [33]. These motor-based representations have been argued to
facilitate the emergence of number concepts through a bottom-up process, starting
from sensorimotor experiences [5].

In our view, finger counting, can also be seen as a means by which direct sensory
experience can serve the purpose of grounding number words as well as numerical
symbols, initially as low level symbols from the combination of already grounded
ones, something known as grounding transfer [15, 40].

A number of connectionist models have simulated different aspects of number
learning. A multi neural net approach was presented in [2] to explore quantification
abilities and how theymight arise in development, using a combination of supervised
and unsupervised networks and learning techniques to simulate subitization (the phe-
nomenon by which subjects appear to produce immediate quantification judgements,
usually involving up to four objects, without the need to count them) and counting.
The authors used a combined and modular approach, providing a simulation of dif-
ferent cognitive abilities that might be involved in the cognition of number (each
of which would have their own evolutionary history in the brain), and is in keeping
with Dehaenes triple codemodel [25]. In [60], using a hybrid artificial vision connec-
tionist architecture, authors targeted aspects of language related to number such as
linguistic quantifiers. They ground linguistic quantifiers such as few, several, many,
in perception, taking into consideration contextual factors. Their model, after being
trained and evaluated with experimental data using a dual-route neural network, is
able to count objects in visual scenes and select the quantifier that best describes the
scene.

Not many robotics studies have attempted to extend this. A cognitive robotics
paradigm was used in [61, 62], where the authors explored embodied aspects of
mathematical cognition such as the interactions between numbers and space, repro-
ducing three psychological phenomena connected with number processing, namely
size and distance effects, the SNARC effect and the Posner-SNARC effect.1 The
focus was on counting and on the contribution of counting gestures such as pointing.
These models, however, did not consider the role of finger counting in numerical
abilities.

Using a cognitive developmental robotics paradigm we explore whether finger
counting and the association of number words (or tags) to the fingers, could serve to
bootstrap the representation of number in a cognitive robot [23, 31, 32]. Our embod-
ied robot experiments indicate that aspects of the development of this knowledge
can be accounted for not only by way of bodily representations, but that a relatively
simple artificial neural network is sufficient to achieve this.

The complete architecture proposed is shown in Fig. 5.2: the lower layer contains
the motor controller/memory, and the auditory and the vision sub-systems. These
are directly connected to the robotic platform. In the upper part there are the units

1SNARC, spatial-numerical association of response codes, is the effect whereby quantities seem
to be spatially organised. People respond faster to small numbers with their left hand, and respond
faster to large numbers with their right hand.



58 T. Belpaeme et al.

Fig. 5.2 Schematic of the
robots cognitive system for
number cognition

with abstract functions: the associative network and the competitive layer classifier.
Note that the recurrent system’s external inputs coincide with the outputs, indeed
proprioceptive information from the motor and auditory systems is an input for the
system during the training phase, while it is the control output when the system is
operating.

Inputs are the joint angles, read from the encoders of the iCub hands, the mel-
frequency cepstral coefficients (MFCC) to represent each number word from one
to ten, and digits of 5×2 black and white pixels to represent number symbols. All
numbers are in the range [−1, 1]. For number symbols, each element can be either
−1, when the pixel is white, or +1 when the pixel is black.

The role of the competitive layer classifier is to simulate the final processing
of the numbers, after a number is correctly classified into its class, the appropriate
action can be started, e.g. the production of the corresponding word, of a symbol, the
manipulation of an object and so on. The competitive layer classifier is implemented
using the softmax transfer function that gives as output the probability/likelihood of
each classification. We ensure that all of the output values are between 0 and 1, and
that their sum is 1. The Switch/Associative Layer operates as a feedback systemwith
the possibility to start and reset themotor/auditory layers and to derive the activations
of one layer from the ones of the other.

Several experiments are run with the above architecture using the iCub robotic
platform. In the first experiment [23], the main goal is to test the ability of the pro-
posed cognitive system to learn numbers by comparing the performance of different
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ways of training the number knowledge of the robot with: (1) the internal representa-
tion (hidden units activation) of a given finger sequence; (2) the MFCC coefficients
of number words out of sequence; (3) the internal representation of the number
words sequence; (4) the internal representation of finger sequences plus the MFCC
of number words out of sequence (i.e. learning words while counting); (5) internal
representations of the sequences of both fingers and number words together (i.e.
learning to count with fingers and words).

Looking at the developmental results, we again see that number words learnt out
of sequence are the least efficient to learn. Conversely, if number words are learnt
in sequence and internal representations are used as inputs, the learning is faster in
terms of precision of classification, but is not as strong as when the learning involves
also the use of fingers. Indeed, best results are obtained when internal representation
of words and fingers are used together as input (Figs. 5.3 and 5.4).

A second experiment [31] focuses on learning associations between the internal
representations (i.e. hidden unit activations) of number digits and the number words.
Abstract concepts like the written representation of numbers is an important mile-
stone in the childs unfolding cognitive development [81]. The young math learner
must make the transition from a concrete number situation, in which the counting of
objects (with fingers often being the first), to that of using a written form to stand for
the quantities the sets of objects come to represent. This already challenging process

Fig. 5.3 Average likelihood with number classes with varying epochs

Fig. 5.4 Developmental learningof the association betweennumberwords anddigits. Four different
weight training methods are compared
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is often coupled to that of learning a verbal number system, which depending on the
particular language being used is not always transparent to children.

In this experiment four training strategies are considered:Batch, network weights
are updated at the end of an entire pass through the input data; Incremental (3 strate-
gies), network weights are learned with incremental updates after each presentation
of an input order. Inputs are presented in sequential (i.e. from 1 to 10 each epoch),
random (the order is randomly shuffled at each epoch), or cyclic order (the order
is shifted after each epoch). Hidden unit activations are evaluated from the network
with the best (lowest value of) performance function.

From this study we can conclude that the batch learning and the sequential strate-
gies are less effective compared to others. They are slower to learn (i.e. they need
more epochs) the final error (measured as sum of squared errors, or SSE) is several
orders of magnitude higher than for random and cyclic order incremental training.

Once the number sequences are learnt, an interesting feature of the proposed
cognitive system is the possibility to easily build up the ability tomanipulate numbers
with the development of the switch-associative network. Indeed, this ability can be
modelled by extending the capabilities of the associative network from the simple
start and stop, to its transferring and mapping to the basic operation of addition. The
operation of addition can be seen as a direct development of the concurrent learning
of the two recurrent units (motor and auditory). Indeed, if one of the two does the
actual counting of the operands, the other can be used as a buffer memory to add
the result, when it is done, the final number can be transferred from the buffer to the
other unit and then inputted to the final processor (the classifier in our system). Here
we want to build on this to show how the proposed architecture can take advantage
of the previously learnt capability.

As an example let us consider 2+2, in this case the following steps will be taken:

1. The first operand is recognised by the visual system and, thanks to the associative
network, the auditory internal representation is activated.

2. Auditory and motor networks will count until the corresponding activation of
number 2 is reached. This step corresponds to the idle, start, counting (cycled
twice) then done statuses of the associative network.

3. The sum operator is recognised so the associative layer resets the auditory net-
work, while the first operand remains stored in the motor memory.

4. The second operand is recognised by the visual system, so the other networks
restart counting as in step 1, until the auditory network reaches the activation
corresponding to the number 2. In the meantime, the motor network reaches the
activation of the number 4.

5. After the auditory network stops, the associative network recognises that the work
is done so the total (4) is incepted from the fingers network to the auditory network
thanks to the associative connection.

6. Finally the output of the resulting number (4) is produced for final processing (in
our case the classifier).

The steps are depicted in Fig. 5.5.
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Fig. 5.5 Example of the execution of the operation of sum

5.3 Learning Through Social Interaction

As argued in the previous section, the seat of cognition is not the brain, but instead
cognition emerges from the interaction between the brain, the body and the physical
environment.While this holds for cognitive development ofmost animals, this picture
is incomplete for some social species, and most significantly it is incomplete for
humans. For human cognition to develop, one last element is required, namely the
social environment. When including the social environment in cognition, this is
sometimes known as “extended cognition”2 [64].

While some elements of human cognition in all likelihood develop without input
from the social environment (grasping and manipulation, for example, most likely
develop without relying on social interaction), human infants grow up in a rich social
environment. In this environment, social input in various shape and form is offered
to the child, impacting on its cognitive development. Children learn from observing
others: mimicry and imitation are potent mechanisms for acquiring cognitive skills
[54] and rely on more skilled others to ostensibly demonstrate a skill, which is then
imitated by the learner. Quite often the demonstration will be tailored as to promote
successful interpretation of the demonstration by the young learner; demonstrating
more slowly or emphasising salient elements of the skill to be acquired. The demon-
strator also is able to provide feedback on the success of the demonstration, and can
actively correct elements of the skill that are not yet fully established. Imitation, in

2Not to be confused with the Extended Mind hypothesis, in which cognition is argued to extend to
the external world. As such external objects, such as canes, notepads and calculators, are seen as
being integral to human cognition [21].
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some form or other, is observed in many animals—primates and birds are known
to imitate extensively—and as such imitation is a form of social learning that is not
uniquely human [41]. However, language is uniquely human. While many species
communicate, no other species has access to the open communication system that
language is.

It has been claimed that language is such a hard problem that is unlearnable,
and can only result from an innate language of thought pre-specified by genetic
evolution [19, 35, 36, 58]. How else could the child, a passive observer viewing
a cluttered scene, know to which feature or collection of features a spoken word
referred? By contrast, embodiment views the learning child as anything but passive
[73]; their attention is clearly focused and they are ‘doing’ (reaching, holding, bang-
ing, manipulating…) sometimes being physically lead by the caregiver [82]. Words
are not merely spoken either, child directed speech is not simply speech directed
at the child, but is manipulated to highlight events, and is just as much directed by
the child’s attention and reaction. Smith et al. [68] go further, highlighting just how
dominant a held object is in the infants’ field of view. From this perspective the lan-
guage learning child is not really aware of all the perceptual clutter (the held object
is simply occluding most of it), and the spoken words often relate to what the child
is currently doing, holding or attending to. As such, the learning of simple concrete
item-based word-object and word-action mappings becomes possible, and we have
demonstrated the basic principles involved on robotic systems [53, 77].

Moving beyond simple word-object mappings, Tomasello [75] further highlights
that from a concrete item-based vocabulary children gradually (over many years)
develop the ability to construct more abstract and adult-like linguistic constructions.
This gradually increasing complexity of language presents a significant challenge
to the hypothesis that language is innate. We therefore suggest that language is
not symbol manipulation in the head but is a sensorimotor process, whereby words
prime or predict associated features (be they combinations of sensory features, motor
actions, or affordances), and likewise these features prime their associated words.

Language has many functions, next to its obvious function as communication
system, it also supports cognition in ways that are not always recognised. One is
that language is used in concept acquisition. Humans are, in the words of Terrence
Deacon, a “symbolic species” [24]. We cut up our perceptual experience in concepts,
and can subsequently order these concepts into hierarchical concepts. Concepts allow
us to reason and are the brain’s way of compressing sensory input into fewer, finite
units. When we assign a linguistic label to a concept (a word, utterance or linguistic
construction), that concept can be communicated to others. Concepts are central to
human cognition, but it is not clear where concepts come from. Are they learnt by
a child when growing up? Are some concepts innate, and some learnt? If so, which
concepts are innate and which are learnt? And, when concepts are acquired, how
exactly are they acquired?

This latter question is important: how can a child acquire concepts? And by
extension, can similar processes be used to let an artificial system, such as a robot,
acquire human-like concepts? Sect. 5.2.1 shows how linguistic labels (i.e. words) can
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be used to bind external perception with internal representations. In this section we
look into the contribution of the social interaction on word-meaning acquisition.

As children develop, there is a rich and frequent interaction between the child
and the environment. Not only the physical environment is explored, but also the
social environment. And while the physical environment does not actively respond
to actions by the child, the social environment (i.e. the child’s siblings, parents or other
carers) do actively respond to the developing child. In language learning, phenomena
such as infant-directed speech—where carers address the child in a simpler and
hyperarticulated language—aids language acquisition. Likewise, when learning the
semantics of language, the carer-child dyad often engages in rich interactions in
which joint attention and deictic pointing is combined with the naming of objects
or actions. Together with a number of learning biases [76], this enables the child to
rapidly acquire a set of words and semantic associations [50].

Inspired by these observations, we explore if similar mechanisms could be used
to accelerate robot learning. In our study, the robot learns from people in a way that
is similar to how children learn from others. In this socially guided machine learning
[47] the machine is not offered a batch of training data to learn from, but instead
engages in a high-resolution interactionwhich a human, whereby themachine invites
the human to offer tailored training data to optimise its learning.

We focus on the task of learning associations betweenwords and referents [12], for
which the learner has to construct internal representations linking linguistic symbols
with external referents. These dynamics of meaning acquisition have been explored
in detail, often using simulations in which agents bootstrap a shared symbol sys-
tem and meanings—e.g. [70–72]. However, in these simulations the agents do not
actively influence the learning process by querying their social environment. Early
simulations have shown that active learning can result in improved performance [29].
When an agent uses strategies to actively elicit better training examples from other
agents, the learner learns faster and better. The strategies consist of active learning
(whereby the learner points out a referent in the world which it would like to know
the linguistic label for, similar to a child pointing out something in the presence of
a carer), knowledge querying (whereby the learner verifies its internal knowledge
by using it and asking the carer for feedback, mimicking the way in which children
name objects in their environment and invite adults to correct them or confirm their
linguistic labels) and contrastive learning (in which an association between a word
and a referent is increased, but association between that word and other referents is
decreased).

While the strategies result in better learning in simulation, we wish to confirm if
this would still hold in the real world: where a social robot is learning from a human
tutor. To this end we design a setup in which a social robot sits across a human tutor
(see Fig. 5.6). Between the robot and human, a touchscreen is placed through which
the interaction takes place. The participants are asked to teach the robot the concepts
of animal classes (mammal, insect, invertebrate, …), using images of animals (e.g.
a bear, an ant, a lizard, …).

The robot uses learning strategies identical to the simulation model [29], the
contribution of the social robot setup is on the one hand the learning from people
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Fig. 5.6 Experimental setup, with the social robot sitting across the participant. The participant is
invited to teach the robot to correctly match images of animals with animal classes

rather than from other simulated agents, and on the other hand the introduction of
additional communication channels, such as eye gaze and affective communication.
To aid social communication and to invite people to help the robot learn, the robot
is deliberately designed to resemble a young child [26].

The experiment uses two conditions: in one condition people interact with a social
robot, using the learning strategies detailed above and using congruent linguistic and
facial expressions to support the active learning, in the second condition, the robot
learns, but does not use any of the above strategies to learn more efficiently; we refer
to this condition as the “non-social robot”. 19 subjects interacted with the social
robot, and 20 with the non-social robot condition. Full details can be found in [28].

Results show that in both conditions, the robot learns to correctly match instances
of animals to animal classes, illustrating that the learning algorithms works as
expected. The social robot learning is faster and slightly better than that of the non-
social robot, as predicted by the simulation results. It is interesting to observe that
there is a marked gender effect in the results: female participants achieve a sig-
nificantly higher learning success when interacting with the social robot, and this
drops significantly for the non-social robot. Male participants achieve similar learn-
ing results for both conditions (see Fig. 5.7). This suggests that female participants
in our study are more sensitive to the social cues expressed by the robot, while this
is not the case for the male participants.

Finally, a careful analysis of the data shows that people readily form a “mental
model” of the robot: both in the social and non-social condition people will offer
training data to the robot that are tailored to the current performance of the robot
[28], thereby showing that people form a model of the robot’s mental state.
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Fig. 5.7 Word-meaning
learning of the social and
non-social robot; note how
the social robot learns more
from female participants in
our experiment, while it
learns significantly less from
male participants. Error bars
are 95% confidence intervals

This experiment convincingly illustrates that social robots can elicit better training
experiences. The careful design of the appearance and the behaviour of the robot can
lead to improved learning on robots, and taps into the human propensity for tutoring.

5.4 Powering Artificial Cognition with Spiking
Neural Networks

The desire to endow robots with sophisticated human-like capabilities raises some
major challenges as traditional computing and engineering approaches can only
achieve so much. They can and have been used to mimic human capabilities to vari-
ous levels of abstraction but it is difficult to make artificial systems that behave in the
same way as natural ones do if we do not fully understand all the neural processing
which generates our own behaviour. It is also often difficult to translate biological
concepts into a traditional computing/engineering framework without making severe
compromises. The sensory pre-processing and higher level cognitive processing that
is required to achieve such human-like learning capabilities in an embodied devel-
opmental robotics scenario likely requires significant computing power which is in
conflict with the limited energy resources available on an autonomous robot. It should
be noted, however, that natural neural systems manage to operate in real time, be
fault tolerant and flexible despite having very low power requirements. Therefore,
it seems logical to explore more in depth bio-inspired approaches to robotics. For
example, where artificial brains and nervous systems are implemented using tech-
niques inspired by greater understanding of how real neurons work. Arbib et al. [6]
defines the field of Neurorobotics as

… the design of computational structures for robots inspired by the study of the nervous
system of humans and other animals.

and suggests that neural models more closely matching the biologymaymore clearly
reveal the computational principles necessary for cognitive robotics while illuminat-
ing human (and animal) brain function.
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In parallel, the field of Computational Neuroscience (the study of brain function
using biologically realisticmodels of neurons overmultiple scales from single neuron
dynamics up to networks of neurons) hasmade considerable progress on spiking neu-
ron based models of sensory and cognitive processes in the mammalian neo-cortex.
Spiking Neural Networks (SNNs) are the “third generation” of Neural Networks [49]
andmimic how real neurons compute: with discrete pulses rather than a continuously
varying activation. The spiking neuron is, of course, still an abstraction from a real
neuron but depending upon the application and required level of biological detail,
there are various types of spiking neuron model to choose from. However, there is
also a trade-off between the level of biological detail and computational overhead
(for a review and discussion see [42]).

In neurobiological experimental studies neuron responses have been predomi-
nantly measured as a spike rate, however there is accumulating evidence that spike
timing is also important. Experimental evidence exists for fast processing (occur-
ring within 100ms of an image presentation) in the human visual system [74] which
implies that spike timing information may be more important than spike rates as
there is not enough time to generate a meaningful spike rate in very short time inter-
vals. Spike timing also seems to be important in learning: Spike Timing Dependent
Plasticity (STDP) is a currently favoured model for learning in real neurons. Experi-
mental and modelling studies have shown that this form of Hebbian plasticity, where
the relative firing times of pre and post-synaptic neurons influence the strengthening
or weakening of connections, is the mechanism that real neurons use [69]. When
firing times are causally related (i.e. the pre-synaptic spike is emitted before the
post-synaptic spike) then the synapse is strengthened (Long Term Potentiation or
LTP). When firing times are not causally related (i.e. the post-synaptic spike occurs
before the pre-synaptic one) then the synapse is weakened (Long Term Depression
or LTD).

Of particular relevance to modelling human cognitive function, some neurobio-
logical experiments have suggested that spike-timing is also directly important at the
cognitive/behavioural level as well as in learning [8, 66].

There have been a few research projects involving robotic implementations based
upon human-like capabilities using spiking neural networks. Three notable examples
are the Darwin series of robots [34, 44], the humanoid CRONOS/SIMNOS project
[38] and the control of an iCub arm with an SNN and STDP [14].

The iSpike API [39] has a lot of promise for facilitating interfacing between
SNNs and humanoid robots but as yet no practical demonstrations exist. Therefore,
it is only relatively recently that works using spiking neural networks for practical
humanoid robotics applications havebegun to emerge.Certainly advances in software
and hardware over the last ten years or so have made SNNs an increasingly feasible
option for robotics applications. On the software side several general purpose spiking
neuron simulators are freely available which means that researchers do not have to
code a modelling framework from scratch, and they also benefit from a community
of users using the same tool. Desktop computing hardware is now available that can
perform parallel processing (e.g. GPU) at an affordable price. But this can only take
us so far. Until now, in practice most Neurorobotic systems, e.g. Chersi [18] have
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simulated the neural component on an external host PC which limits the ability of
the robot to truly perform autonomously in real time.

The emerging field of Neuromorphic Engineering is making it possible to sim-
ulate large neural networks in hardware in real time. Neural chips are massively
parallel arrays of processors that can simulate thousands of neurons simultaneously
in a fast, energy efficient way, thus making it possible to move neural applications
on board robots. This technology is currently being employed in dedicated hardware
devices to perform specific bio-inspired functions, for example, the asynchronous
temporal contrast silicon retina [27] and the silicon cochlea [17]. There have also
been several larger-scale projects for general purpose brain modelling. For exam-
ple, the CAVIAR project; a massively parallel hardware implementation of a spike-
based sensing-processing-learning-actuating system inspired by the physiology of
the nervous system [65], the FACETS project (completed in 2010) delivering both
neuromorphic hardware and software and the NeuroGrid project at Stanford which
has developed a hybrid analogue-digital neuromorphic solution capable ofmodelling
up to 1 million neurons (reviewed in [67]). More recently, the SpiNNaker project has
delivered a state-of-the-art real-time neuromorphic modelling environment that can
be scaled-up to model up to a billion point-neuron models [43].

The parallel advances in computational neuroscience and in the hardware imple-
mentation of large-scale neural networks, provide the opportunity for an accelerated
understanding of brain functions and for the design of interactive robotic systems
based on brain-inspired control systems. However, currently there are very few prac-
tical robotics implementations using neuromorphic systems. Two notable works are
[46] which developed a solution using both a silicon retina, an FPGA and neuro-
morphic hardware to enable a humanoid robot to point in the direction of a moving
object, and, more recently [22] which developed a line following robot using a silicon
retina and a prototype 4-chip SpiNNaker neuromorphic board.

Adams et al. [1] recently introduced a Neurorobotics system integrating the
humanoid iCub robot and a SpiNNaker neuromorphic board to solve a behaviourally
relevant task: goal-directed attentional selection. Using an enhanced version of an
existing SNNmodel with layers inspired by real brain areas in the mammalian visual
system [37], iCub was equipped with the ability to fixate attention upon a selected
stimulus. Although in this particular implementation the selected or “preferred” stim-
ulus was fixed in advance the network has the option to enable STDP learning to
learn the preferred stimulus.

This study demonstrated the first steps in creating a cognitive system incorporating
several important features for prospective Neurorobots:

1. Universally configurable hardware that can run a variety of SNNs.
2. Standard interfacing methods that eliminate difficult low-level issues of connec-

tors, cabling, signal voltages, and protocols.
3. Scalability—the SpiNNaker hardware is designed to be able to run very large

SNNs and the optimal placement of networks onto the hardware is abstracted
away from the user.



68 T. Belpaeme et al.

More work needs to be done to develop practical applications that have a solid
biologically-inspired theoretical basis and which can be scaled up and transferred
seamlessly to run on neuromorphic hardware to take advantage of their special-
ist processing capabilities and low power requirements. For realistically large and
effective SNNs to become possible in robotic hardware, ensuring that future neural
models and simulations are actually implementable in neuromorphic hardware is
important. It is also important to develop models which challenge the capabilities of
such hardware and stimulate further developments.

5.5 Conclusion and Outlook

The studies described here illustrate how artificial cognition, just as its natural coun-
terpart, benefits from being grounded and embodied. This occurs at several levels: the
body of the cognitive system shapes its cognition, but so does the physical environ-
ment and the social environment. Human-like cognition results from the tight interac-
tion between these four constituents, see Fig. 5.8. When one of the four constituents
is missing, it is still possible to recreate certain aspects of cognition. For example, the
social component is missing in much of animal cognition and some aspects of human
cognition—such as manipulation or locomotion—can develop in the absence of the
social environment. Or when the body is missing, systems have been shown to still be
able to reach human levels of performance on specific tasks. Latent Semantic Analy-
sis, for example, is able to pass synonymy tests just using statistical co-occurrence
information of words in large text corpora [45]. However, to replicate natural human
cognition in its full scope, we make argue that all four components—body, brain,

Fig. 5.8 The four
constituents of human
cognition: the brain, the
body, and the physical and
social environment. We
argue that no human-like
cognition can develop
without the presence of these
four components
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physical environment and social environment—are required, and that all four cannot
be seen as separate entities, rather they intertwine and operate in close association
with each other. In addition, we believe that a thorough understanding of the neural
processes underpinning natural cognition will aid in the design and implementation
of artificial equivalents; key to this might be spiking neural networks.
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Chapter 6
Going Further in Affective Computing:
How Emotion Recognition Can Improve
Adaptive User Interaction

Sascha Meudt, Miriam Schmidt-Wack, Frank Honold, Felix Schüssel,
Michael Weber, Friedhelm Schwenker and Günther Palm

Abstract This article joins the fields of emotion recognition and human computer
interaction.Whilemuchwork has been done on recognizing emotions, they are hardly
used to improve a user’s interaction with a system. Although the fields of affective
computing and especially serious games alreadymake use of detected emotions, they
tend to provide application and user specific adaptions only on the task level. We
present an approach of utilizing recognized emotions to improve the interaction itself,
independent of the underlying application at hand. Examining the state of the art in
emotion recognition research and based on the architecture of Companion-System,
a generic approach for determining the main cause of an emotion within the history
of interactions is presented, allowing a specific reaction and adaption. Using such an
approach could lead to systems that use emotions to improve not only the outcome
of a task but the interaction itself in order to be truly individual and empathic.
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6.1 Introduction

In recent years, interaction with computer systems has become ubiquitous as already
predicted by Mark Weiser in 1991 [79]. Today, people are surrounded by computers
throughout their daily lives, be it in the form of smartphones, different components
in modern cars, smart TVs, and even home appliances like vacuum robots or internet
connected fridges. Information technologies and services are everywhere, not only
in everyday life activities, but in the workplace as well. Human-computer interaction
(HCI) as a scientific discipline is not restricted to systems used by few experts, but has
influence on almost every human being, at least in modern civilizations. Therefore,
HCI has the responsibility to create usable, universal and useful technologies as Ben
Shneiderman states in his foreword in [71]. This can be achieved by building systems
that “... empower individuals, enrich human relationships, encourage cooperation,
build trust, and support empathy” (ibid.).

In this article, we focus on the closely related aspects of individuality and empathy
in HCI. A system can be attributed to be user-individual, if it takes into account the
user’s particular abilities, preferences, requirements as well as the user’s current
needs. In addition, an empathic system can be considered as being aware of a user’s
situation and emotional (affective) state, and is able to adapt via diverse established
system components (cf. [5]), even on different levels. This kind of systems are also
called Companion-Systems [80] and consists of different components which are
able to continuously adapt to the context of use (CoU) [30, 36]. This context [21]
comprises (amongst others things) a user model and an environment model [35].

In order to adapt to and deal with the user, the system has to record sensory
inputs via cameras, microphones or even measuring tools for bio-physiological data
and derive the user’s explicit messages and equally important the implicit cues. The
ability to recognize this affective state of the communication partner is not only
essential in human-human interaction (HHI) but also in HCI [17, 55].

However, there are severe problems concerning the solution of such a multi-
modal recognition task. Most of the available datasets for training consist of acted
emotions [14, 76], which are often more expressive than emotions in real-life sce-
narios. If users are recorded in a more natural environment, emotional expressions
occur quite rarely [20]. In addition, there exist different psychological emotion mod-
els such as Basic Emotions [23] or Valence-Arousal-Dominance [61], which can be
used as background for the labeling process. But it is still an unanswered question,
which model fits best or if it is more promising to use descriptions, as for example
(un-)challenged or (un-)motivated.

The indicators for the user’s affective state can have their origin in the video
channel: facial expression [13, 24], body posture [4, 27] as well as hand gestures
[12, 51] provide adequate information. In addition, audio signals can deliver infor-
mation concerning the user’s emotional state [54, 59], and even detection of laughter
can give some insights in the user’s condition [11]. The third source for emotional
indication is the bio-physiological channel. Features extracted from heart rate or skin
conductance can be used to estimate the user’s affective state by utilizing appropriate
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tools for measurements [56]. These manifold features are then utilized as input for a
classification model to recognize the occurring emotions.

The use of emotions in HCI is manifold. In terms of affective computing [55] and
with focus on the systems’ possible output, systems are able to express diverse emo-
tional states in order to simulate empathy. The thereby applied modalities range from
simple emoticons to complex live-like virtual representations using multiple modali-
ties [3] or solid embodiments [6]. Emotional expressions can also be used to support
non-verbal communication [25, 33]. Additionally, emotions can be interpreted as
implicit user inputs for further reasoning of adaptive system behavior.

According to [9] the effects of emotional affect have influence on a person’s atten-
tion, memory, performance, and assessment of situations. Therefore, these effects are
addressed in serious games or e-learning software [60]. The user can be supported in
his educational progress via an individual adaptation of the system’s applied strategy
of education, or even by adapting the course or content of the dialog (e.g. by praising,
criticizing, or encouraging). Thereby, the decision for adaptation can be attributed to
the user’s current task performance (e.g. time to completion) but also to a recognized
emotion, as described in [52].

In the last decades, humans gained insights into the complex topic of emotion,
and we learned to distinguish emotion from related terms like mood, and sentiment.
Emotions have been identified to be object-directed, as they “imply and involve
relationships with a particular object” [26]. That’s why emotions can be seen as a
reaction to a specific situation and their strongest effect is to capture attention [9].

As stated by [44], not only emotions but also affective states are of interest in
HCI. According to them, it is important to know if a user is “satisfied, more confused,
frustrated, or simply sleepy”, in order to provide additional feedback or to proceed
with the current way of interaction. The authors of [44] go on with a description
of possible influences of emotions on different concepts as e.g. focus and attention,
perception, memorizing and learning, motivation and performance, goal-generation,
decision making, strategic planning, and communication. All these concepts are
important to address, if a system shall be able to act as Companion-System.

We think of Companion-Systems as smart systems, which are able to recognize
emotions on the one hand, and to react on them by adaptation on different levels
on the other hand (see Fig. 6.7). This follows a still ongoing challenge, as motivated
in [44] with the principle “that computers should be adapting to people rather than
vice versa.” But these possibilities for adaptation on different levels come with the
decision problem, which is concerned with the reasoning about the right level of
adaptation, and thus with the emotion’s related object. If, for example, a user dislikes
the current user interface (e.g. the use of a smartphone screen in bright sunshine),
it is unnecessary to adapt on any other levels. The suggestion of a different task, or
the adaptation of the currently used dialog structure won’t be as effective, as e.g.
offering an additional speech interface in such a situation.

In the remainder of this article, we focus onCompanion-Systemswith their ability
to perceive affect, but without the ability to express affect in terms of an avatar.
This does not mean that affect does not occur in the system’s output at all, but it is
rather subtle (e.g. with the use of an adaptive dialog structure using terms for excuses
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(cf. [1]) and encouragements, orwith the use of emotion-adaptive backgroundmusic).
According to Picard’s “four categories of affective computing” [55], we locate the
named Companion-System in the fourth category, as a systems which is able to
perceive and express affect.

To the best of our knowledge there is no system or approach, that meets the
following three contributions in combination: (1) enabling a system to sense emotions
using multi-modal cues, (2) offer the ability to infer the emotion-related cause of a
sensed change in the user’s affective potential, and (3) to react in an adequate way
on the cause-related architectural layer with an adaptation of the used strategy for
input and/or output.

6.2 How to Classify Emotional States

As humans have to learn to interpret the emotional states of their fellows from child-
hood on, aCompanion-Systemneeds to gain this ability, too. Themethods ofmachine
learning can give this kind of advantage to computers. This approach is data driven
and needs to learn from examples as humans do. Therefore it is necessary, on the one
hand, to have adequate emotional labels, which mostly derive from psychology and
we discuss their power for HCI in Sect. 6.2.1. On the other hand, it is necessary to
have convenient data sets at one’s disposal, which can be used as training material.
The second part in Sect. 6.2.2 is all about the data, its characteristics and the associ-
ated challenges that come with it. The preprocessing steps, such as feature extraction
or selection, are presented in Sect. 6.2.3, followed by the concepts of classification
in Sect. 6.2.4.

6.2.1 Psychological Emotion Models Leading to Labels

Over the last decades, psychologists developed different models to categorize human
emotions.Oneof thefirst researchers dealingwith this topicwasCharlesDarwin [18].
The varied categories can be divided in three classes: by name, categorical and
(quasi)continuous.

The most famous concept to give the emotions names was developed by Paul
Ekman [23]. He stated, that there exist six Basic Emotions universally recognized
by all humans of different cultures: anger, disgust, fear, happiness, sadness, and
surprise. These classes certainly are not sufficient enough to describe the emotions
occurring in HCI.

Plutchik’s wheel of emotions [57] is based on the idea of basic emotions, whereas
he announced two more: anticipation and trust (see Fig. 6.1). On the one hand, this
circumplex model is an emotion circle, so that similar emotions are located side by
side and very different (bipolar) emotions on the opposite side. On the other hand,
the model is like a color wheel, where the intensities of the different emotions are
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Fig. 6.1 Circumplex and
opened representation of
Plutchik’s emotion model:
the eight bipolar emotions
are arranged according to
their similarity. The color
saturation accentuates the
intensities of the emotions,
and the combinations of the
basic emotions are written in
between. Image adapted
from www.puix.org

displayed by color saturation. He claimed, that all other emotions are combinations
of these eight primary, genetic based emotions. Hence, he categorized the named
emotions.

The Geneva Emotion Wheel (GEW) [63, 64] is also a categorical model. Ver-
sion 2.0 consists of 40 emotions arranged in 20 families. Two axes (one for negative
and positive valence and the other for low and high control) split the emotions in four
separate groups. Also, a neutral class (or other emotion) is included in the center of
the wheel.

The first dimensional approach was initiated by Wilhelm Wundt [81], who sug-
gested that human emotions or feelings can be integrated in a three-dimensional
space. The emotions differ in their quality (negative-positive), in their intensity (low-
high) and in their tension (relaxed-tense). Based on this idea, James A. Russell and
Albert Mehrabian [61] formed the three-dimensional concept of Valence-Arousal-
Dominance (VAD). These three continuous axes allow to arrange emotions more
flexible and therefor more subjective. The first axis describes the valence of the emo-
tion between negative and positive. The second represents the intensity of the felt
emotion, whereas the third axis values the control you have over a specific situation.
The so-called Self-Assessment Manikin (SAM) [8] allows persons to integrate their
experienced emotion very easily in the VAD space (see Fig. 6.2). If possible, the
self-rating is included in the recording of data sets.

Unfortunately, not all scenarios can be designed in the way, that the subjects
designate their experienced emotion and, as mentioned before, not all data sets offer
their emotional labels by design. Then it is necessary to label afterward, whichmeans
that some experts have to analyze the material several times in order to identify
the emotional states. This procedure takes a lot of time and qualified personnel is
needed. The only way to enhance the labeling process is to use good and handy
tools, potentially take over some of the work. The ATLAS annotation tool offers
these benefits [50]. It is a graphical tool (see Fig. 6.3), which allows to inspect and
work with the raw data, but also with labels, features or even outputs of pre-trained
classifier modules. There are several other annotation tools, but ATLAS is (as far as
the authors know) the only one which includes active learning techniques, which

www.puix.org
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Fig. 6.2 The SAM used to rate the affective dimensions of valence (top panel), arousal (middle
panel), and dominance (bottom panel). The subject can select the manikin in each line, which fits
best the experienced emotion. Afterward, the values can be transferred in the three-dimensional
VAD space

Fig. 6.3 Screen shot of the ATLAS annotation and analysis tool. The most important windows are
shown (line-track window, video windows, main controls, label details window, tabular label view
and the legend window)

means that the system utilizes already labeled parts to suggest labels for unseen
sections. The annotator just needs to accept or change the recommendation, which
is much less time-consuming than analyzing the whole data single-handedly.

6.2.2 Emotional Data Sets and Their Attributes

In the beginning of emotion recognition research, most data sets were recorded in a
controlled environment, containing expressive acted emotions. In addition, they are
restricted to one modality, like video stream (Cohn-Kanade data base [14]) or audio
stream (Berlin EMO-DB [10]). Furthermore, the data sets are composed of short
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sequences without context. The achieved recognition rates on these data sets are
promising [41, 67], but classifiers trained on this data perform extremely poor when
applied in real-live scenarios. The reason is, as mentioned before, that the provided
emotions are acted and exaggerated, whereas real-live conditions are influenced by
changing light conditions, background noise and so on.

In recent years, several data sets have been published, trying to reduce the gap
between acted and real-live scenarios. One idea is to record data in a so-called
Wizard-of-Oz (WoZ) scenario [43], where an instructed expert controls an apparently
smart system from a separate room, while the user interacts with it. The user is not
aware of the expert and gets involved with the system, leading to real emotions.
The expert needs to follow a restricted story book to induce predefined emotions at
predefined points in time. This procedure leads to labels given by design [78]. The
main drawback is that there is no control at any point (design, execution, analysis),
whether or not the emotion induction was successful. An other idea is to arrange
a more realistic scenario and don’t limit the subjects in their behavior. This can be
achieved by establishing a conversational situation between the subject and an avatar,
leading preferably to a free, emotional colored interaction, as in [75]. But then it is
not possible to assign labels previously, they have to be identified later. This process
can be difficult and can lead to numerous problems (see Sect. 6.2.1).

In both cases,WoZ scenario and free interaction, the emotions occur rarely.Hence,
the data bases are unbalancedwith amajority of neutral states. This is a huge challenge
for the classification process, as the problem that most of the data sets consist ofmany
subjects, each with little samples. Since every person reacts slightly different, the
best results can be achieved by treating each subject individually [7]. Therefor, plenty
of samples are needed (see also Sect. 6.2.4).

Another aspect is the concept ofmultimodality in the data sets. Since each channel
(audio, video) delivers other information about a user’s condition, often at different
points in time, the possibility to access both input streams can lead to much better
classification results [69]. Nowadays, a third modality begins to play an important
role in emotion recognition: the bio-physiological channel. Features extracted from
sources such as heart rate or skin conductivity are not as controllable by the subject as
facial expressions [42]. Despite that, the development of small and wearable measur-
ing devices is flooding the market. In the near future, data sets will be published with
other interesting modalities, originating from measuring tools such as time-of-flight
cameras or gyroscopes.

6.2.3 Different Feature Types and Further Processing

To ensure proper classification results, it is necessary to extract adequate features,
containing the required information to distinguish the annotated classes. The first
step is the improvement of the raw signal, by applying filtering methods to reduce
noise and detrend the signal, and normalization methods to accentuate contrasts.
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Afterward, numerous features can be extracted. In the following, a fraction of well-
known features is introduced, divided in video, audio and bio-physiological source.

6.2.3.1 Video Features

The feature extraction methods can be split in two groups: model-driven or data-
driven. The model-driven approaches utilize the knowledge, that HCI involves
humans. Therefor, faces and body parts appear in the video stream. Particular ele-
ments, such as eyes or the mouth, can be important for the emotion recognition.

Facial Action Coding System (FACS): FACS is a method to code facial expres-
sions, depending on involved muscles. Paul Ekman andWallace V. Friesen devel-
oped it in 1976 [24]. Each muscle movement is related to a so-called Action Unit
(AU), which offers the possibility to represent each facial expression as combi-
nation of AUs. For instance, AU1 indicates the raise of the inner eye brow. The
six basic emotions (see Sect. 6.2.1) can be described by specified combinations
of AUs. FACS was developed as technical manual for human experts to annotate
the occurred expressions. The computer vision community researches automatic
FACS identification algorithms, e.g. the Computer Expression Recognition Tool-
box (CERT) [45].

The data-driven feature extraction methods are not limited to faces or body parts.
Hence, they are used in a huge variety of classification tasks regarding pictures or
video streams beyond HCI.

Optical Flow Estimation: This feature depends on the movement of pixels from
one image to another. The result for each pixel is a vector u = (u1, u2), containing
the direction of the movement (for more information see [73]). These vectors can
be transformed in a scalar valuewith su = atan2(u1, u2) and they can be registered
in a histogram, which can be used as input for a classifier. Because this methods
calculates a feature out of two images, it is only applicable for video streams and
not for single images.

Local Binary Patterns from Three Orthogonal Planes (LBP-TOP): The Local
Binary Patterns (LBP) are features depending on the texture in an image (for
more information see [53]). The 3 × 3 neighborhood of each pixel is considered
to calculate a special value for the pixel, including the texture information of the
whole region. These values are registered in a histogram and can be used as input
for a classifier.

The LBP-TOP extends this idea by taking the time into account and can be applied
on video data [83].Avideo segment can be seen as voxel cuboidwith three orthogonal
planes: XY, XT and YT. Each direction leads to a LBP histogram, as mentioned
before. The three histograms are concatenated to one, which can be used as input for
a classifier.
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6.2.3.2 Audio Features

Typically, audio features are extracted from short, overlapping windows, where
the so-called Hamming function is applied. It is defined as: w(k) = 0.54 + 0.46 ·
cos( 2πk

M ), k = −M
2 , . . . , M

2 − 1, with window size M and sample index k. This fil-
tering function prevents edge effects which can cause problems in later calculations.

Mel Frequency Cepstral Coefficients (MFCC): This representation is motivated
by the way how humans hear. Sound waves stimulate specific cells in the cochlea,
depending on their frequency and the perceived loudness is measured in this
region by the number of impulses. The relation between frequency and perceived
loudness is mapped on the so-called Mel scale (for referenced sound signals).
The MFCC is a representation of the power spectrum in the frequency domain,
mapped on the Mel scale [46]. They are utilized because of their compact ability
to represent the important information in speech processing applications while
retaining most of the phonetical significant acoustics.

Linear Predictive Coding (LPC): In LPC the speech sample s(t) is approximated
by a linear combination of the past p samples [38]: s(t) ≈ a1s(t − 1) + · · · +
aps(t − p), where the coefficients a1, . . . , ap are assumed to be constant in a short
signal segment. This results in a p dimensional vector corresponding to a curve
fitting the peaks of the short term log magnitude spectrum of a signal. As in the
previous features the information is compressed, avoiding a transformation from
time to frequency domain.

Voice Quality Features (VQ): Voice quality features are a group of features which
are responsible for different speaking styles [47]. They all depend on the human
vocal tract, the glottal flow and the lip radiation. These three parts are utilized to
build a so-called Liljencrants-Fant model of the speech production process, which
then leads to a variety of features. The parameters of the model are estimated from
the scanned speech signal. One feature is the amplitude level difference �H1,2,
which measures the offset between the first two harmonics of the narrowband
glottal source spectrum H1 and H2.

6.2.3.3 Bio-Physiological Features

These statistical feature types are extracted from biological signals in humans, such
as brain activity or heart rate. Unlike with the before mentioned sources, it is almost
impossible to suppress or influence the bio-physiology behavior, which makes it
so crucial for emotion recognition. To record these signals in time, special devices
are needed. Some of them have to be adjusted precisely on the human body (elec-
troencephalogram, electromyogram), others are much simpler and can be integrated
in consumer devices such as mobile phones, smart watches or even in intelligent
materials. Due to this big advantage, we focus just on these features, although the
electroencephalogram and the electromyogram are of huge importance for emotion
recognition.
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Skin Conductance (SC): The German physiologist Emil Heinrich Du Bois-Rey-
mond was the first scientist who discovered the electrical conductivity of the
human skin in 1849. The skin conductance is highly related to the activities of
the sweat glands. If the sympathetic nervous system of a person is stimulated,
the perspiration increases and the resistivity of the skin descents. The so-called
electrodermal activity (EDA) can hardly be influenced and is one of the simplest
measurements that can be utilized for affective state recognition.

Blood Volume Pulse (BVP) and Heart Rate (HR): TheBVP indicates the relative
amount of blood flowing through a blood vessel by a photoplethysmographic
sensor, normally fixed at one finger. It is depending on the heart beat volume and
on the vessel resistance. An infrared light is sent on/through the finger and the
reflection is quantified, whereat the intensity of light reaching the sensor is higher
when the blood flow is greater. At each heart beat, the BVP curve changes and
it is possible to measure the heart rate (number of peaks in one minute) and the
heart rate variability (variation in beat-to-beat interval).

Respiration (R): To investigate the respiration, a flexible sensor band can be placed
around the thorax and it measures the relative expansion/contraction of the chest.
The respiration rate (number of breaths taken in one minute) can provide informa-
tion about the stress level of the human, also about eventually occurring panic or
asthma attacks. Nowadays it is possible to integrate respiratory rate detectors in
car seats and belts or even measure the respiration rate via phase detection radar
or acoustic signals.

6.2.3.4 Feature Post Processing

Typically, extracted features still have a sparse information density, which can be
improved by different methods, which either try to find the most relevant samples in
a data set or reduce the dimensionality in the feature space to the most informative
ones. By annihilating redundancies and focusing on the most relevant information
in the features, computation time can be saved and the errors rates can be reduced.

Instance Selection: This method “cleans” the training data set by discarding
extracted feature instances which have less or even confusing information for
the classifier by keeping only the most relevant ones. This can be done, for exam-
ple, by training a weak classifier on the whole data set and utilize it afterward on
the training data set. Instances, where the classifier’s decision and the ground truth
do not match are discarded from the training set, also instances where the initial
classifier has low certainty in the results [49]. Afterward, the reduced data set is
more separable and less noisy, resulting in a more accurate classifier. In the event
of large noisy data sets, the procedure can be repeated several times. To avoid the
problem of training and testing on the same subset of the data, the reclassification
can be executed as a cross-validation procedure.

Principal Component Analysis (PCA): This procedure is a very common, unsu-
pervised statistical dimensionality reducingmethod, utilizing an orthogonal trans-



6 Going Further in Affective Computing: How Emotion Recognition … 83

formation to map a data set of correlated variables into a set of values of linearly
uncorrelated variables, the so-called principal components [40]. This transforma-
tion is defined in such a way, that the first principal component lies in the direction
of the highest variance in the data, followed by the next one in orthogonal position,
and so on.

Linear Discriminant Analysis (LDA): This method is closely related to PCA, but
includes the label information of the data points [2]. The resulting transformation
reduces the dimensionality, always being aware of the class memberships and
tries to find a projection of the data points where the classes are separated as best
as possible.

Forward Backward Selection: This procedure is a feature reduction process [32].
Initial, a classifier is trained on each feature separately. Then every possible
remaining feature is added iteratively, the classifier trained and evaluated. In each
step, the most significant feature is selected and added. This procedure is repeated
until the classifier’s performance does not increase any longer or even decreases.
Now the backward step begins by testing each feature for its impact on the clas-
sification performance. The least significant feature is dropped and the reduced
model is trained. This procedure is repeated until nomore increase in the accuracy
can be achieved. The remaining features are designated to be the most informa-
tive ones. Due to the selection process the selected features are not necessarily
the global optimum. Additionally, it can be observed in the emotion recognition
domain that the selected features strongly depend on the data set and the result is
normally not intuitive [41].

6.2.4 Different Concepts for Classification

After the extraction of adequate features, the necessary post processing steps, and the
agreement on labels associated with the occurring emotions, a classifier architecture
can be build. As mentioned before, the machine learning concept is data driven and
learns the best possible mapping of the feature instances on the emotional classes
through training and adaptation. Afterward, it has the ability to classify new data
samples depending on their similarity to already known ones.

Over the last decades, several classification concepts, models and architectures
were developed and enhanced ever since. Also the idea to fuse available information
on different levels gained influence. In the following, some well-known classifier
architectures are described for example in Sect. 6.2.4.1 and analyzed towards their
performance in HCI. Then, the different fusion levels are illustrated and their advan-
tages are shown in Sect. 6.2.4.2. One absolute important aspect, concerning emotion
recognition, is the existence of uncertainty. Experts, who label emotions, are often
discordant and to not loose this information through voting, one can use fuzzy labels.
Additionally, sensors can be noisy and to deal with this problem, each sensor gets
a confidence value. How to deal with uncertainty and solve possible problems is
described in Sect. 6.2.4.3. The last part of this chapter in Sect. 6.2.4.4 concerns the
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idea of classifier adaptation. During the system is operating, new data can be col-
lected. A classifier, which has not the ability to adapt, has to be trained from scratch
with the old plus the new data. An adaptive classifier is able to include the new
information, without retraining.

6.2.4.1 Classifier Architectures and Their Potential for HCI

In the following, some elementary different classification approaches are presented.
Support vector machines belong to the supervised two-class classifiers, but can easily
be adapted to more than two-class problems. They are one of the most utilized clas-
sification concepts, because of their huge adjustability. The hidden Markov models
utilize an underlying Markov process to deal with time dependencies and are there-
fore often used for feature sequences. They can also easily deal with uncertainty in
the labels (see Sect. 6.2.4.3). The third idea regards the existence of large and most
notably complex emotional data sets, which are used by Deep neuronal networks
utilizing cascades of different layers to learn different representations corresponding
to different abstraction levels.

Support Vector Maschine (SVM): A SVM optimizes a hyperplane between two
classes in the way that the margins between the classes and the hyperplane is
maximized [15]. This hyperplane is defined by selecting informative data points
from the input set, so-called support vectors, which are as close as possible to the
hyperplane (see Fig. 6.4). New examples are then compared to this hyperplane
and predicted to belong to a category based on which side of the plane they fall
on. SVMs can efficiently perform a non-linear classification using what is called
the kernel trick, implicitly mapping their inputs into higher-dimensional feature
spaces. Non linear classification is important in the HCI domain, due to the non
linear and overlapping structure of typical HCI data. Furthermore, they can also be
utilized to solve multi-class problems by implementing so-called one-versus-one
SVMs, where all pairs of possible two-class SVMs are trained and the decision
is made by voting. There exist many extensions of the basic SVM algorithms,
like fuzzy input fuzzy output SVM’s (F2SVM) [66, 74] which can deal with
uncertainty of the given labels and can also emit uncertainty information. Also

Fig. 6.4 Example of a
SVM: hyperplane h
separates the classes 1 and 2
with the greatest possible
margin. The support vectors
on the border are marked
with thicker edges
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adaptive SVM (aSVM) [82] and transductive SVM (tSVM) [39] are useful in
dealing with large partially labeled data sets.

Hidden Markov Model (HMM): Compared to SVM learning, where each feature
vector is computed independently, HMMs are utilized for the classification of
sequential data. The time window of a feature is often shorter than the experi-
enced emotion, hence emotions can be composed of several time segments and
build sequences of features. Therefore, HMM gain more and more importance
for HCI [58]. A HMM is a statistical model, which is composed of two random
processes. The first is a Markov chain consisting of a fixed number of states and
assigned state transition probabilities. This process is hidden and only the out-
put, the second random process is visible. Each of the states has a probability
distribution over all possible output tokens (Fig. 6.5). Therefore the sequence of
tokens, generated by aHMMgives some information about the sequence of states.
Usually one single HMM is trained for each class and the unknown sequence is
presented to each of them. The HMM with the highest logarithmic likelihood
output of the possibility, that the presented feature sequence was produced by it,
designates the class.

Deep Neuronal Network (DNN): Due to the increasing computation power and
availability of large emotional data sets, deep learning became more and more
popular in recent years. One manifestation of deep learning are DNNs [72] which
are inspired by the way our human brain is build, where also large neuronal
structures of complex layered structures can be found. The idea is to represent
different abstraction levels of the input data in the different layers and model
eventual non-linear relationships between them. In lower layers basic structures
of an object are learned, whereas in upper layers this structures are more andmore
merged to complex compositional models up to the model of the final class. The
necessary structures are learnedby the network itself.DNNsare typically designed
but not limited to feed forward networks. Convolutional deep neural networks
(CNNs) [48] have been applied in computer vision and adapted to vision based
emotion recognition, to acoustic modeling for automatic speech recognition and
to speech based emotion recognition. Due to the complex and large structure of
DNNs, a lot of trainingmaterial is neededwhich leads to computational expensive
training.

6.2.4.2 The Concept of Fusion on Different Levels

Towards the multi-modal character of human emotion expressions, building a proper
fusion architecture is crucial. The different data sources (e.g. camera, microphone)
record information at the same time, but not necessarily with the same content. It is
possible, that one sensor is not reacting on the user’s emotional changes, because of
a malfunction or because of situative reasons, e.g. the user is not looking towards the
camera, not speaking or not touching a sensitive surface. Also not every emotional
behavior can be detected in every modality. For example a short smile does not
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Fig. 6.5 Example of a HMM: The Markov Chain consists of three states (Z1-Z3) and one initial
state (Z0). The corresponding state transition probabilities are assigned to the edges. The second
random process concerns the output, which is often defined by Gaussian mixture models

 

 

Fig. 6.6 Schematic drawing of fusion architectures. From left to right: Early, midlevel and late
fusion. The most left boxes depict the feature instances going into the classifier modules (next
column of square boxes). In the midlevel fusion, internal data representations evolve from the
classifiers and are passed to the next level. The circles stand for the crisp classifier decisions

necessarily cause a change in the skin conductance. The fusion techniques have to
deal with this problems [22, 65], accordingly to the existing reason. Figure6.6 gives
an overview of the fusion architectures presented in the following.

The most simple fusion architecture is the early fusion, where the feature vec-
tors are just concatenated and treated as one high dimensional vector. This method
enforces feature vectors which specify the same period of time. Since in HCI not all
features are based on the same period in time, it is impossible to combine the under-
lying modalities. For example, audio and video features cover milliseconds up to a
seconds, whereas changes in bio-physiological features, as heart rate or respiration,
can only be detected in much longer windows up to 30s length [77].

Late fusion assumes an individual classifier for each feature, giving an emotion
class prediction. These predictions are then simply voted or melted to a final agree-
ment. This can be very complex like a Markov fusion network (MFN), which is
a probabilistic model for multi-modal and temporal fusion introduced in [28, 29].
These so-called ensemble methods or mixture of experts, typical consist of many
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similar independent weak classifiers, while a final strong decision is computed out
of the divergent weak single decisions. Empirically, ensembles tend to yield better
results when there is a significant diversity among the models. In special cases it is
helpful to use different classifier architectures as weak classifiers in order to increase
diversity. Unfortunately, information might get lost on the way to the decision, due
to the strong compression to just class labels in the step before. In order to increase
the efficiency of late fusion it is desirable to use additional uncertainty information
from the input level and use the fuzzy labels for the fusion step.

As a hybrid architecture, mid level fusion covers the advantages of both methods
by simultaneously dropping the disadvantages. Mid level fusion consists of several
classifiers and fusion stepswhich combine results at different steps in time,when they
are meaningful or intuitive. For example, similar features, concerning the underlying
period in time, can be combined in a relatively early stage (see early fusion), whereas
different features have to meet late (as in the late fusion). Otherwise, the time scaling
problem can be reduced by adding temporal fusion modules to the architecture.
Additionally, the classes of a inner fusion module do not necessarily need do be the
same ones utilized for the final output. For example, a smile detector can combine
several video features and is then utilized as input for a later fusion step, which maps
to the big six emotions.

6.2.4.3 Treatment of Uncertainty

Having the goal in mind to build realistic interaction systems with the ability to
handle the user’s emotional behavior, dealing with uncertainty is crucial. On the one
hand, the ground truth of training data is uncertain due to the complexity of emotions
in the HCI domain. Hence, the classifiers have to deal with fuzziness or uncertainty
on their input side. It is not realistic, that every emotional state of the user is 100%
clear. Even though the emotional states are labeled by experts, it can happen that they
do not agree on the labels. On the other hand, the classification of real-life emotions
is difficult and the reached classification rates are not always convincing. So it can
happen that a classifier makes a decision for one class just because the result was a
little bit higher than for the second class. Hence, if the result is going to be passed to
a fusion architecture, the fuzzy output can be the better one to work with. To sum up,
it is necessary to map uncertainty from the input up to the classifiers output and give
the system information about the reliability of the given emotional state prediction
at any point during the classification process.

One approach to deal with uncertainty is formulated by Arthur P. Dempster
and Glenn Shafer known as the Dempster-Shafer theory (DST) [70]. The theory
allows the combination of evidence from multiple sources and results in a value
for the degree of belief, which is described by a belief function taking into account
all the available information. Dempster introduced methods to combine degrees of
belief from items of multiple sources and his student Shafer developed a method to
obtain degrees of belief for one question, using probabilities for a related question.
This means, each classifier can be treated as an expert giving an answer to a question.
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Using Dempster’s rule of combining [19], these degrees of belief can be combined
to solve the one question about the classification label. The output consists of two
related values: the probability for one class and the belief in it. The system can then
decide, how to treat this information.

6.2.4.4 Individual Adaptivity of the Classifier to One User

The classification and the fusion process have in common that a huge amount of date
is needed to build adequate models, which are then able to describe the human emo-
tional behavior. These large data sets are mostly collected from a group of humans,
where the data of each person forms just a small part of the whole data set. Empirical
knowledge shows instead, that emotion recognition performs better if each human’s
behavior is modeled individually. Hence, a huge data set for each person is needed.
Another approach to deal with the gap between weak performing inter-individual
recognition and well performing individual recognition, is to utilize adaptive classi-
fiers and adaptive fusion architectures. In this case, a initial structure is trained on a
large data set in order to learn general human emotional behavior. Then, this initial
structure is adapted to one user individually by using training material collected in a
short recording session. It is also possible to further adjust the classifier during the
interaction between the user and the system with additional data, gathered during the
system’s inquire phases (see Sect. 6.3.2.2). Model adaption is only reasonable, when
it works without retraining the whole model with the initial data set and the new
recorded samples. It must be possible to include the new information easily and fast
in the existing classifier. When working with SVMs for example, adaptation can be
achieved by comparing the new data samples only with the existing support vectors
and decide afterward if one of the new points is going to be a new support vector and
replaces an old one. This is a much faster procedure than to learn a new and probably
similar hyperplane with the whole data set.

6.3 Concept of Emotion-Adaptive Companion-Systems

In this section we explain the possible components of a Companion-System along
with our component stack. Then, we motivate and explain our approach for system-
atically emotion-related adaption of dedicated components.

6.3.1 System Architecture

The different layers of our system architecture (see Fig. 6.7) can be mapped to the
arch model from Gram and Cockton [31]. The presented components allow the
system to operate as follows (cf. [36]). The highest level in Fig. 6.7 contains the
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Fig. 6.7 Adaptive architectural component stack of a Companion-System. All presented eight
component clusters (i. e. Application, Planning, Interpreter, Phraser, Fusion, Fission, Input, and
Output) from four different layers are able to react to a recognized change in the user’s emotional
state

functional core of an application (e.g. a media player with functions for decoding
media and managing the media library). This level can also contain a component for
AI planning of assistance. If the user needs to solve a complex problem, the planner
is in charge to infer a sequence of tasks which lead to a solution of the problem. The
level of the dialog and core adapter serves as modality-independent interface to the
core’s functionality on the one hand, and is able to communicate the content of each
necessary task step, on the other hand. The Phraser has to provide a user-individual
dialog structure for the system’s intended output. The interpreter has to interpret
user inputs and has to decide about which of the core’s functions have to be called,
or which of the planner’s tasks are fulfilled.

The next level represents the logical interaction layer. The fission component
refines the dialog management’s abstract output and reasons about the modality-
specific output. Thereby, it decides about the use of the later applied device compo-
nents and sensors [36]. The second component on this level is the fusion component.
This component is able to fuse multimodal inputs and derive semantic meaning,
which serves as input for the dialog management’s interpreter. The lowest layer for
physical interaction comprises all available device components for input and output.
Output components are determined by the fission component and render the dialog
manager’s intended output in a multimodal manner. In the same way, input sensors
are provided with specific grammars or configuration data, which allow to recog-
nize possible implicit (e.g. user’s emotional state or location) as well as explicit user
inputs (e.g. user’s speech, touch, or gesture input).

6.3.2 Identifying the Cause of Emotions for Proper Reactions

Possibilities for adaptation on each of these different levels rises the question of:
When shall what component on which level perform an emotion-related adaptation?
It is obvious, that performing adaptations on every level whenever possible do not
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lead to the desired result in terms of emotion-reflective behavior. As an example,
if a user does not like the current layout of the system’s user interface (UI) when
working on a specific taska, it is better to only adapt the UI for that task via an
adaptation within the fission process on the logical interaction layer, than to provide
the user with another taskb, by performing an adapting the current task sequence via
the planner component on the planning layer (cf. Fig. 6.7). Therefore, we aim on the
following. If necessary, a successful identification of the cause of a sudden change
in emotion shall allow a systematic adaptation in only one single emotion-related
component cluster.

The success in doing so, mainly depends on the ability to identify the emotion-
related object which can be most probably assumed to be the cause of a sensed,
but unwanted emotional effect. Therefore, we advise to keep track of each compo-
nent’s actions. See Fig. 6.8 for an exemplary sequence of system outputs and inputs
with layer-specific events over a certain period of time. These component specific
action events are kept in memory and form a hierarchical, time-based event history,
the so-called interaction history (see Fig. 6.9). Each item in the history represents
a 5-tuple 〈 time,component, trigger,action, expectedAffectiveReaction 〉, a so-called
action item. Where component represents one of the system’s components that per-
formed a specific action at a known time stamp time (e.g. UNIX time), activated
by a given trigger. Since the system is aware of its actions and the quality of its
own output [34], it can even expect emotional reactions in some cases. For exam-
ple, if the system is aware that it cannot respect privacy issues in a specific UI
setting [34, 62] (e.g. if a password prompt can only be realized via a device com-
bination (speaker/microphone) that cannot enforce a desired privacy policy), or if

Fig. 6.8 Layers of action events over time. In the output direction (top down) actions on higher
levels usually cause actions on lower levels and vice versa on the input direction (bottom up).
Actions can not only originate from user inputs, but from any layer, caused by an adaptation to a
change in the current context of use. The temporal-marked events are kept in memory as so-called
action items. They allow a later reasoning about the possible mapping of an action as cause to a
possible occurred emotional effect. For simplification, actions with causal relationship are printed at
the same point in time, though implementations of this concept have to deal with offset time shifts.
Another simplification is used on the physical interaction layer. Events from different interaction
concepts (a.k.a. modalities) are visually summarized and printed as one single node, if they occur
at the same time
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Fig. 6.9 The process of emotion-based action rating. Active components form diverse layers pro-
vide their action items. The items are stored in the interaction history for later use. Expected affective
reactions are summarized to configure the ongoing emotion recognition. Components are updated
if a user likes or dislikes a particular action

an unpleasant information has to be announced (e.g. the warning of a traffic jam
ahead). This last sub-item is optional, because not every action item can provide
such information about an expected affective reaction. If an action item provides
such information, it can be used as useful hint to configure and support the process
of emotion recognition (see Fig. 6.9), and can additionally be used to support the
identification of the emotion-related object.

Whenever a shift of a user’s emotion is detected, the system inspects its inter-
action history to identify the possible actions that took place right before the start
of the sensed change in emotions. Thereby we can distinguish different cases for
identification as described below.

6.3.2.1 One Possible Reason

In the best case, the inspection of the interaction history reveals only one possible
item which could be identified as emotion-related object. As example, if the user
rotates his smartphone the layout may switch from portrait to landscape, and this
may result in a cropped view of the UI where some UI elements can not be displayed
without the need to scroll. The user does not like the adapted layoutwith the scrollable
UI. Such an action could be saved in the interaction history as action item 5-tuple
〈1430923042637, phone.display, enterLandscapeMode, adaptationOfLayout, neg-
ativeReaction 〉 (cf. action at t8 in Fig. 6.8). The referenced component’s action from
the fetched action item can be identified as the emotion-related object.

6.3.2.2 Multiple Possible Reasons

As mentioned before, the CoU can lead to a change in any of the architectural layers.
In an exemplary situation, the output is transferred fromone screen to another because
of a moving user, as described in [36]. In such a case, the decision about the output
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takes place in the interaction management’s fission component (cf. action at t6 in
Fig. 6.8). In the given example, this initial action causes a follow-up action on the
lowest level with the involved output components. The former screen has to switch
to idle mode, and the newly addressed one has to render the designated output.

Based on our approach, in such a case, a change in emotions can be mapped
to multiple possible reasons. In the given example, the interaction history provides
three possible action items that are linked with t6 in Fig. 6.8.1 The next paragraphs
describe strategies how multiple possibilities can be reduced, in order to identify the
one emotion-related reason.

Identification Based on Expectation: As motivated above, action items can con-
tain an optional sub-item that provides information about an expected affective
reaction. Such information can be used to disambiguate possible emotion-related
objects and decrease the number of possible reasons. Items, forwhich the expected
reaction equals the sensed affect can be attributed with a higher evidence for being
the emotion-related object, than those with none or other expected reactions.

Reduction Based on Causality and Dialog History: Since the layers of action
depend on each other, it is most likely that action items depend on a causal
relationship if they occurred at (almost) the same time. In such cases, causal
dependencies can be inferred by matching the trigger and action markers from
each involved item as stored in the interaction history. For each causal chain (or
hierarchy) that can be built up based on the equality of the action and trigger
markers, we try to refuse subordinate action items based on the history showing
that they are not involved.

In that regard, a history of uninvolvement can arise from similar former actions,
at which no negative affect was recognized. If, for example, a media application
continues in playing a playlist and starts a new song, this could cause actions on
all lower layers (cf. t2 in Fig. 6.8). But if the user was pleased with the system’s
former decisions when relaxing on the sofa while listening to the past songs, and
the CoU has not changed (despite the song), we can rule out the actions on the
lower levels (use of the same: dialog strategy, logical interaction, and speaker
settings on the physical level) for being the cause of the emotion. So in that case,
the newly played song might be the negative emotion-related object.

User Clarification: If the aforementioned strategies are not able to cut down the
possibilities to one action item, a Companion-System is able to autonomously
generate a new dialog at runtime and ask the user for clarification, as described
in [37]. The content for such a template-based selection can be derived from the
remaining action items’ component and action data. Thereby, each selection item
refers to one possible emotion-related object.

1In the referenced Figure, the two action items from the both displays are visually summarized and
printed as one single node.
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6.3.2.3 Summary

The presented approach is able to support emotion recognition at runtime by provid-
ing hints about expected user reactions. Further, it allows to map sensed emotions to
interaction related objects. Thereby a multi-layer interaction history is used to iden-
tify an emotion-related object as well as to gather evidence for the correct decisions
of the system (cf. Fig. 6.9). If the Companion-System cannot identify the referenced
object by itself (with sufficient certainty), a dialog with the user can be initiated
to clarify the cause of an unwanted user emotion. The so-gained knowledge about
the system’s emotion-related action items allow the system to perform layer-specific
adaptations, which is not supported by other concepts, to the best of our knowl-
edge. In the following we describe possible emotion-related adaptation strategies
with focus on the two layers of logical and physical interaction.

6.4 Examples of Emotion-Based System Behavior

The interaction of a user with a Companion-System is realized via the logical and
physical interaction layers (cf. Fig. 6.7). Thus, in order to perform a meaningful
adaptation within these layers, the cause of change in the affective state of the user
must lie within these layers as well. Overall, the goal of emotional adaptivity in the
interaction layer is to decrease negative affect (or valence) and thus prevent dialog
interruptions and avoid dissatisfaction. Depending on whether the input or output
of the system is concerned, the causes of emotional user reactions, the reactions
themselves, as well as the adaptions undertaken by the system may differ largely. To
give some examples for emotional adaption, we will use the scenario of car driving.
On the one hand, this scenario allows multiple different interactions with technical
systems, on the other hand, the environment can easily be equipped with diverse
sensors for emotion recognition. In the following sections, concrete examples of
interaction situations with emotional adaptivity in the scenario are elucidated.

6.4.1 Physical Interaction Layer: Automatic Volume Control

Most of today’s cars offer a built-in speed dependent volume control (a.k.a. SDVC,
SCV, GAL or GALA). This feature adjusts the audio system’s volume to the car’s
current speed. In that way the passengers do not have to adjust the volume manually,
as driving noise increases with speed. In cases, where speed decreases abruptly, the
volume may drop in a noticeable manner (cf. transitions of actions for automatic
volume adaptation from t7 to t8, Fig. 6.8). Some drivers may not manage to fine-tune
the settings for this adaptation process.Hence, it is possible that the automatic volume
controller’s adjustment decisions do notmatch the driver’s opinion in some situations.
A negative emotional expression can be detected by using a camera looking towards
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the driver’s face. Short term features like LBP-TOP and FACS can be captured
from this stream. Due to possible changes in the surrounding noise level, the audio
information might not be used as input. Since the driver is in continuous contact with
the steering wheel, it is possible to get additional information about the SC, which
typically is responsible for immediate changes towards negative feelings. Decision
level fusion is able to combine the facial and SC information to a final estimation of
appearance of a negative emotional event.

A time-based look-up in the interaction history reveals the automatic volume
adaptation as cause of the negative emotion (cf. process in Fig. 6.9). This finding is
passed to the action item’s linked active component, the automatic volume controller.
Based on that feedback, the volume can be re-adjusted.

6.4.2 Automatic Modality Selection on the Logical
Interaction Layer

In this section we focus on a Companion-System’s fission component which has to
decide about the mapping from a logical interaction concept to its physical repre-
sentation (cf. Fig. 6.7), i. e. the fission reasons about the use of different modalities.
This reasoning process can originate from actions within the two highest layers, but
it can also be triggered from changes in the CoU, as described in the example below.

The driver is a commuter who regularly takes the same route from his home to the
office and back. Despite the fact that he knows his route, he activates the navigation
system on each trip. He does not want to take the risk of getting stuck, because
of traffic jams. After several equal tracks, the Companion-System gained enough
evidence and assumes, that the driver is familiar with these everyday routes, and
would be happy if the system would suppress its ongoing verbal announcements for
the already known turn-by-turn navigation.

The fission component decides on the logical level, that the traffic warnings shall
still be presented via the graphical user interface (GUI) plus a verbal text-to-speech
(TTS) output on the physical layer. The turn-by-turn announcements, in contrast,
shall be solely presented on the GUI without any additional acoustic output as long
as the driver stays on the well-known route. This adaptation to the CoU is represented
by the transition from t2 to t3 (cf. Fig. 6.8). At the first turn without the accustomed
acoustic announcement, the system detects slight confusion in the driver’s affective
expressions. The sensed expression can be dated to t3.

Weak confusion is mostly expressed in slight changes of facial expressions,
detectable by FACS based recognition or short term optical flow extraction. Despite
the fact that verbal or bio-physiological reactions are not expected, they can also be
monitored in cases where the driver is very expressive. A late or midlevel fusion
method is able to get the correct estimation, even if there is only an evidence in one
of the input modalities.
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To identify the emotion-related object, the system starts its analysis on the physical
interaction layer. Since the driver did not complain about the turn-by-turn announce-
ments on the GUI in the past, the system gained evidence that the user liked the
use of this device for that particular purpose (cf. Fig. 6.9). That is why the fission
component can be identified as emotion-related object via its causal relationship (see
t3 in Fig. 6.8). Based on that new “dislike”, the Companion-System might be able to
discard its assumption, that the user would prefer the visual channel, and thus could
continue using the former variant with multimodal output.

6.4.3 Multiple Layers: The Announcement of Traffic
Warnings

Imagine a situation in the car, in which the navigation system wants to announce
the current traffic warnings (cf. action at t2 on the functional core and planning
layer, Fig. 6.8). The respective action item is kept in memory as part of the interac-
tion history. The navigation system knows by implementation, that warnings about
upcoming traffic jams may cause negative emotions. That is why this action item
offers optional information about an expected negative emotion as its designated
sub-item (cf. Sect. 6.3.2). Invoked by the navigation system, the dialog management
applies its only strategy for such a case; it prepares the output with a list of all iden-
tified warnings. Thereafter, the fission component gets activated with this modality-
independent list of warnings on the logical interaction layer. Next, on the physical
layer, each warning could be presented via different output concepts, like TTS or
GUI. In this simplified example, the fission has to decide between the following
three output options: GUI, TTS, or GUI+TTS. Based on knowledge about the actual
CoU, the system ranks the options and decides that using GUI+TTS is definitely
the best way to offer the proposed warnings. This new output supersedes the former
output. The music from the radio task gets stopped. The linked meta-information
about singer and song on the display give way to display the traffic warnings, and
the speakers are used for TTS output.

Right after the aural announcement catches the driver’s attention, the system
detects a negative emotion and dates its origin at t2. Again the video stream and
short term bio-physiologic data are suitable to get knowledge about this emotional
change. In case of verbal reactions of the driver, the audio information is also useful
as input of the fusion architecture. In case of uncertainty about the detected emotion,
the information about the expected reaction can be used as additional classification
input. Due to the temporal character of the driver’s reactions and themeta information
about the expected behavior, a MFN is useful as fusion method here.

In this example, a chain of causal dependencies leads to the identification of four
possible action items, one on each layer. Since the driver did not complain about
the use of display and speaker in the past, we have evidence to refuse the possible
emotion-related object on the physical layer, as described in Sect. 6.3.2.2. In this case,
the process for emotion-related action item identification can succeedwithout further
user assistance, because only one of the three remaining action items comes with an
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expectation for negative emotions. Based on the strategy described in Sect. 6.3.2.2,
the navigation system’s action item gets the highest evidence for being the emotion-
related object. Since the sensed emotion was expected for this action, the system
does not have to adapt its behavior.

6.4.4 Interaction Input Layer: Navigation Misunderstanding

A typical task in a car driving scenario is the specification of a destination, for which
modern cars offer a speech input to avoid distracting text entries. To make sure the
speech recognition was correct, often speech input has to be explicitly confirmed and
misunderstandings require explicit user inputs. With an emotion aware system, these
cumbersome dialog steps could be easily avoided, as no emotional reaction implicitly
confirms the previous input. Explicit inquiries are only necessary and automatically
triggered, when a negative emotion is detected, as described in the following.

Imagine the situation where the user says “Newark” to enter a destination. The
speech recognizer misunderstands “New York” as the most probable input and for-
wards this to the upper layers in the component stack (cf. actions at t1, Fig. 6.8). As
soon as the assumed (but wrong) destination is displayed on the navigation display
(cf. t2, Fig. 6.8), the user would show a negative emotion in the form of confusion
and/or anger.

Anger mostly causes facial reactions of the eyebrows which can be detected
utilizing FACS. Additionally, a driver’s verbal reaction like “oh” is possible and a
fewMFCC or LPC instances can be extracted. In case of interacting with the system
while driving, the driver touches the steering wheel and therefore bio-physiological
information is available (HR, SC). Because of the unclear situation which sensor
is currently delivering information, a MFN is suitable as fusion architecture. In this
case, anger appears suddenly and the classification of confusion and anger takes place
at the same time. This can be realized by either two separate classifiers, resulting in a
multi-label answer or via one single network, specialized on confusion driven anger.

As previous speech inputs have worked as expected, the reason for the emotion
can be assigned to the physical interaction layer, i. e. the speech sensor. The system
is now aware of the misunderstanding and displays the possible alternatives (in order
of their recognition confidences) or provides an option to repeat the input. As the
correct destination “Newark” is within the list of alternatives, the user can select it
and start navigation.

6.4.5 Interaction Input Layer: Seat Belt Reminder False
Positive

Let’s assume the family puts a heavy object (e.g. a heavy travel bag) on one of the
rear seats. This could be interpreted by the occupant detection system as a person
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sitting there, although that is not the case (hence the term false positive). Thus, the
seat belt reminder would issue an event at t1, leading to an annoying warning signal
at t2 in Fig. 6.8. This might cause an emotional reaction of surprise at first and even
anger after a while.

Surprise often causes strong facial reactions which can be detected utilizing any
short term feature described in Sect. 6.2.3. Additionally, a driver’s verbal reaction
like “oh” is conceivable and useful. However, VQ features can not be extracted
from such short utterances, so MFCC or LPC need to be used. Bio-physiological
information are only suitable when the driver touches the steering wheel for some
time, giving the system time to calibrate itself. In the beginning of this scenario, this
is not necessarily the case. Due to the strong presumption of missing inputs a MFN
is suitable as fusion architecture. The change towards annoying anger needs some
time, thereforewe can assume that the system is now calibrated and bio-physiological
information about HR and SC are available, also respiration is suitable due to the
slow change towards anger. Overall, a selection of the full bag of features can be
used to drive a probabilistic mid level fusion architecture, to make the system aware
about the user’s anger.

As the interaction history contains only actions (of the other layers, e.g. creating
a warning dialog) that do not allow any variations in handling such a warning, the
only remaining possibility can be assigned to the initial input of the seat occupancy
system to be a false positive. Therefore, the system could ask the user to temporally
disable the warning message when the seat is not occupied by a human. Because the
warning is safety relevant, we would not recommend a silent automatic deactivation.

6.4.6 Interaction Input Layer: Media Control False Negative

The rear seat entertainment allows for convenient multimodal interaction to control
the play state of media by using gaze and voice commands in combination. For
example, if the system detects the gaze on the media screen, voice commands can be
used to play/stop/pause the current movie or audio track. Thus, cumbersome touch
interactions can be avoided, which is especially helpful for kids having difficulties to
reach the monitor when the seatbelt is fastened. Let’s assume a situation, where the
child is listening to somemusic and is watching the scenery passing the side window.
Now he/she wants to stop the music in order to ask the fellow travelers for the name
of the region they are crossing. Therefore, it gazes at the media screen and utters the
“stop” command. In such a situation it can easily happen that the voice commandwas
too quiet to trigger a speech input in such a noisy environment. As the speech sensor
does not react upon an actual event, we call this a false negative. Because nothing
happens, the child respondswith an emotion of impatience that could be detected by a
cheep camera placed in the media screens frame. Additionally, acoustic information,
which is too silent for speech recognition, can be clear enough to get some affective
state information from it. Furthermore, a reaction like “hmm” can be considered as
reaction of impatient. Bio-physiological data can not be used in this case, because
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there is no contact to a corresponding sensor. In our opinion, impatience needs up to
several seconds to raise, so features driven from windows up to a second or two
can be used. This includes almost all video and audio features except VQ due to the
shortness of the utterance. It is not advisable to use all features as they are, because of
computation time, therefore the dimensionality of video features should be reduced
by using PCA or LDA methods. In this special case, we suggest an early fusion to
recognize a continuous impatient value, which is easy to perform when using similar
window lengths for the audio and video features.

In this particular situation of complementary input according to the CARE prop-
erties (cf. [16]), only the speech modality (input device component) is responsible
for the false negative and the gaze sensor still provided some input. Such way, evi-
dence for a possible false negative in the input layer is available, in addition to the
interaction history as shown in t8 of Fig. 6.8.

As an immediate reaction, the systemapologizes for the failure and kindly requests
to repeat the input that is detected correctly now. To avoid such false negatives in the
future, the system could increase the sensitivity of the affected input device, i. e. the
speech sensor in this example. Despite this obvious adaption that bears the risk of
inducing other errors, there exists another possibility for the given multimodal case.
As pointed out in [68], when the typical temporal relation of the involved modalities
is known (maybe even in a user individual way), such information can be used in
the fusion of the logical interaction layer to detect and resolve such false negatives
in the first place.

6.5 Discussion and Future Work

After an comprehensive discussion of theories of emotion and the state of the art in
emotion recognitionwepresented an architectural layer stackofCompanion-Systems
that comprise specialized components for interaction and dialogmanagement, aswell
as forAIplanning.Using this layeredmodelweproposed a specific interactionhistory
and a corresponding process that can be utilized to solve the problem of assigning a
detected emotion to a specific component as the root cause for the emotion. Having
identified which component of a system is responsible for the detected emotion,
adequate adaptations can be initiated to reduce any negative affect. Positive affects
can be used to identify the system’s applied strategies, which are favored by the user.
Future work can include such hints when reasoning about the most adequate action,
dialog strategy or form of output. As described in several examples of an in-car
scenario, the approach allows adequate reactions of the interaction components to
detected changes in the emotional state of a user.

The limits of feasibility for the proposed process need further exploration. Until it
is implemented into a test-bed application suitable for extensive user-tests, it remains
unclear if it will work as expected, or to what extent heuristics will have to be
incorporated to guide the reasoning process. We expect problems when a strategy
uses causality and historic evidence (Sect. 6.3.2.2), as long as the interaction history is
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rather small. Additionally, strategies to resolve unclear reasoning results and applied
adaption strategies (some of which are exemplified in Sect. 6.4) must be further
investigated.

Another topic open to discussion is the use of a dedicated model of emotions
for HCI, as the classical psychological models (cf. Sect. 6.2.1) often appear either
too generic or lack adequate categories needed in HCI. Though building such a
model needs further and extensive research, it is of utmost importance to drive the
development of emotion recognition components which are suitable, sensitive and
robust enough to be used in HCI as described here.
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Chapter 7
Physical and Moral Disgust in Socially
Believable Behaving Systems in Different
Cultures

Barbara Lewandowska-Tomaszczyk and Paul A. Wilson

Abstract The aim of the present study is to use the GRID, online emotions sorting
and corpus methodologies to illuminate different types of disgust that an emotion-
sensitive socially interacting robot would need to encode and decode in order to
competently produce and recognise these and other types of physical, moral and
aesthetic types of complex emotions in social settings. We argue that emotions in
general, and different types of disgust as an instance of these, differ with respect to
the amount of cognitive grounding they need in order to arise and social robots will
successfully use such emotions provided they do not only recognise and produce
physical, bodily manifestations of emotions, but also have access to large knowledge
bases and are able to process situational context clues. The different types of disgust
are identified and compared cross-culturally to provide an evaluation of their relative
salience. The study also underscores the conceptual viewpoint of emotions as clus-
ters of emotions rather than solitary, individual representations. We argue that such
clustering should be at the heart of emotions modelling in social robots. In order to
successfully use the emotion of disgust in their interactions with humans, robots need
to be sensitive to possible within-culture and cross-culture differences pertaining to
such emotions, exemplified by British English and Polish in the present study. Given
the centrality of values to the emotion of disgust, robots need to have the capacity
to update from a knowledge base and learn from the situational context the set of
values for each significant human that they interact with.
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7.1 Introduction

7.1.1 Role of Emotions in Social Robotics

The success that robots achieve in their assistance of human functioning in everyday
life depends on the extent to which they are able to interact with humans at a social
level. The arguments aptly presented in Hudlicka and McNeese [13] explicitly show
the reasons why and to what extent artificial agents (robots) should develop the prop-
erties which are judged as intentional and expressive when interacting with humans.
It is socially believable robots, expressing emotions and perceiving emotional states
in humans, which will be perceived as acceptable social partners in interaction.

Emotions also serve regulatory mechanisms in social robots and influence their
adaptive function. One of the most crucial challenges facing the adaptive functions
of emotion–sensitive interactive robots is their ability to interact socially in differ-
ent languages and cultures. Our recent observation of differences in the profiles of
joy, sadness, fear and anger in British English and Polish show that culture-specific
modelling of affective behaviour is a crucial property of socially believable behav-
ing systems [34]. Being at the centre of morals, values and rights violations, the
present study into British English versus Polish representations of disgust places
social robotics at the heart of issues that are of fundamental importance to human
life.

7.1.2 Typology of Disgust

7.1.2.1 Disgust Event Scenarios

In Lewandowska-Tomaszczyk and Wilson [19] we propose that emotions arise in the
context of particular Emotion Events as in the following structure of a prototypical
Emotion Event scenario:

Prototypical Emotion Event Scenario EES: Context (Biological predispositions of Expe-
riencer, Social and Cultural conditioning, On-line contextual properties of Event) [Stimulus
→ Experiencer{(internally experienced) Emotion [EMBODIED mind—METAPHOR] +
(internally and externally manifested) physiological and physical symptoms} → possible
external reaction(s) of Experiencer (approach/avoidance, language) i.e., EXBODIED mind

Extended Emotion Event Scenarios involve cases of experiencing more than one
emotion of the same valence at the same time, i.e., emotion clusters on the one hand,
and so-called mixed feelings, experienced as two contradictory emotions at the same
time on the other.

Disgust, etymologically derived from Latin in the original meaning ‘exposed to/in
the way of harm, injury, danger’, arises in a conceptual space inhabited by a cluster of
related emotions such as aversion, revulsion, repulsion (Pol. awersja, zniesmaczenie,
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obrzydzenie, wstręt, niesmak). They are situated either within the same cluster or
connected to other emotions and emotion clusters of the same negative polarity
such as anxiety, terror, anger, pain, gloom, displeasure, self-loathing, contempt and
fear. Such chains of senses, either intra- or inter-cluster members, have a significant
frequency of occurrence in the analysed corpus data.

Disgust is characterised by a combination of facial gestures, body posture and
movements as well as behavioural features, some of them difficult to realistically
reproduce with robots but less problematic for recognition. When such features
appear with the human agent they will serve as plausible sources of information
for the interacting robot to identify a particular emotion or rather emotion cluster.

We assume that in many cases both the expression and recognition of a particular
emotion is involved in a whole cluster of emotions related strongly enough to be
perceived as one category. The materials we consider in our research are both bodily
reactions as identified in questionnaires as well as large collections of language data
(corpora), which serve as a source to acquire vocabulary involving both emotional
language, i.e., language used in an emotional state, as well as language referring to
and describing individual emotions and their conditioning in terms of an Emotion
Event scenario [19].

7.1.2.2 Physical Versus Moral Disgust

Our claim argued for in the present paper refers to a distinction between more phys-
ically based and morality based emotions on the example of the emotion of disgust.
One of the ways in which physical disgust differs from moral disgust is in terms of
cognitive processing. For example, the model advanced by Ortony et al. [23] argues
that disgust (and surprise) do not require much cognitive processing. We propose
that while this applies to physical disgust, moral disgust requires background infor-
mation and knowledge of the outside world. Moral emotions such as disgust then
require wider and deeper cognitive grounding, expressed in terms of knowledge of
a particular culture and the experiencer’s beliefs and preferences than, for example,
fear.1

The extent to which physical and moral disgust can be regarded as valid instances
of disgust has been questioned. One viewpoint is that it is only physical disgust that
is a true emotion and that moral disgust is a metaphor of this that is used to convey
indignation, resentment or disapproval [14, 26]. By referring to moral disgust as
indignation, Moll et al. [21] highlight that it is conceptually related to but distinct
from disgust.

Other theoretical stances, as Lee and Ellsworth [18] explain, propose that physi-
cal and moral disgust are two valid but distinct clusters of disgust that have distinct
conceptual proximities to anger and fear. Using the GRID methodology they showed

1However, as argued in Lewandowska-Tomaszczyk and Wilson [19] and Wilson and Lewandowska-
Tomaszczyk [34], even such basic emotions as fear, sadness, joy or anger cannot be considered fully
universal emotions, devoid of cultural impact.
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that whereas moral disgust is characterised relatively more by anger, there is a rel-
atively greater salience of fear in physical disgust, which evolved to enhance the
protection of the organism from germs, parasites and contaminated food [28]. More
specifically, it was found that moral disgust and anger are characterised by social
norm violation and features pertaining to an orientation towards others and pun-
ishment. In contrast, physical disgust and fear are more associated with weakness,
submissiveness, avoidance and compliance. In a more refined examination of moral
disgust in a study in which participants’ responses to verbal descriptions of a norm
violation involving either the body (bodily moral) or rights and harm (socio-moral),
Gutierrez, Giner-Sorolla and Vasiljevic [10] observed “that anger was greater when
socio-moral harm was described, and disgust was greater when bodily moral vio-
lations were described” (p. 60). Bodily moral disgust concerns disgust that occurs
in response to norm violation associated with the body and includes issues such as
incest and homosexuality and other departures from what is seen as sexual norms, as
well as societal standards regarding diet, including the types and parts of animals that
are considered part of the dietary norm. The violation of rights and moral norms is
characterised by socio-moral disgust, which pertains to values such as equality, trust,
exploitation, dishonesty, betrayal, racism and sadism. All in all, whereas physical
and moral disgust are characterised relatively more by fear and anger, respectively, a
more precise focus on moral disgust reveals the possibility that whereas bodily moral
disgust is associated more with disgust, socio-moral disgust is conceptually closer
to anger.

7.1.2.3 Examples of Disgust Types

To explain the distinction more fully, whereas physical disgust involves responses
to physical objects and situations, either as biological, almost instinctive, reactions
to their physical properties, moral disgust occurs in response to infringements of
rights and ethical or moral laws and norms. Within what we might refer to as ‘moral
scenarios’ are those which are clearly infringements of social rules (e.g., the mal-
treatment of animals), although not necessarily moral rules in the prototypical sense.
Morality is an extremely fuzzy notion—for example, in the Pussy Riot, nakedness in
public places—particularly churches—was certainly provocative and breaking the
religious community’s code of conduct. In a wider religious sense, as proposed by
Brinkmann and Musaeus [3], “disgust is related to the code of divinity: When what is
pure and sacred is polluted and degraded, disgust is the relevant emotional reaction.
Clear examples are found in relation to the (cultural and religious) normativities
around food, but also many other degradations of the sacred can be found” (p. 135).
Other non-religious examples can include milder cases—our students not coming to
classes because of their laziness or a child being late to school or not brushing his
teeth. We accept such cases as instances of immorality, which shows how context
specific and dynamic this concept is. It also means that we assume morality to be
synonymous with any type of social rules of a general and community-bound kind.
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In this respect, aesthetic disgust can be considered to be related to moral disgust,
especially with reference to abstract objects.

A typology of disgust can thus be proposed accordingly, exemplified by authentic
data:

(Physical) disgust, which appears with reference to physical objects as stimuli.

(1) he had the most disgusting rotten teeth
(2) (culture-specific) if people eat food which is thought of as disgusting and unclean

what are these people like?
(3) After a few weeks on an unsweetened diet, it is remarkable how disgusting

anything sugary tastes

(Ethical/Moral) disgust, which typically appears with reference to abstract con-
cepts and events. Physical objects (animates, things) can function as stimuli of moral
disgust by metonymy (i.e., a figure of thought in which they conceptually stand for
a whole event or an abstract concept).

(4) down the gangplank complaining vaguely to his friends that there had been
disgusting favouritism somewhere

(5) I do have slight vegetarian principles like I think it’s disgusting to use animals
for luxury things like cosmetics and fur coats

(6) which had earlier tended to be pro-Nazi in their sympathies—stated that a disgust
about the Part was building up among the people

(Aesthetic) disgust, which is an exbodiment of the experiencer’s judgment con-
cerning beauty versus ugliness.

(7) We eat with our fingers—they think that is dirty and disgusting
(8) pork pie and cold sausages, occasionally varied by Albert’s own cooking in a

disgusting frying pan when the spirit moved him

Aesthetic disgust is related to moral disgust when it refers to abstract objects.

(9) I think you’re like some disgusting little animal, some creature from another
planet

(10) At 40, you developed something flabby, disgusting and unavoidable called
middle-aged spread and your waist disappearing along …

(11) They would probably play that disgusting game of spitting on people from a
great height

Mixed types of disgust (physical, ethical, aesthetic).

(12) The prevailing mood is disgust; at the pathetic inarticulacy of the great ape on
a rugby field, Frank Machin …

(13) ritual slaughter scenes—some fainting, and others leaving the cinema in disgust
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7.1.2.4 Metaphor and Disgust

Disgust is one of the basic emotion categories. In its physical sense it is also evidenced
in the majority of languages as the most characteristic metaphoric pattern for moral
disgust disgust is nausea [16]:

Alternate names: mental disaffection is unpleasant visceral reaction
Source Domain: nausea
Target Domain: disgust

Examples:
You make me sick!
His behaviour made me want to throw up.
She’s a nauseating person.
It’s obnoxious (obnoxious is etymologically related to harmful, poisonous).

Therefore, mentally disgusting or repulsive stimuli bring about similar biological
and cognitive reactions to those present with regards to physically disgusting food or
other objects considered obnoxious (political issues, social judgments), even those
which would be considered acceptable and even desired by others.2

7.1.3 Overview of Present Study

In the present paper we investigate disgust scenarios in British English and Polish
as instantiations of two languages and cultures. Our project makes an attempt to
propose a discussion of a model in which emotions have a potential role in action
selection with artificial systems. Emotions function as monitoring and regulatory
mechanisms by means of behaviour modelling parameters and cognitive-evaluative
system (morality)—the robot performs behaviour selection on the basis of these two
types of mechanisms to retain stability (homeostasis) and viability (survival). The
human or artificial agent, when experiencing an emotion, shows either a behavioural
reaction in the sense of pursuing a goal (approach reaction), or withdrawing (avoid-
ance strategy), or displaying a still more complex behaviour [19]. Disgust is one of
the emotions which results in the avoidance, withdrawal, rejection strategy. Contrary
to Cańamero and Gaussier [4], who do not identify disgust as one of the six cru-
cial mechanisms for behaviour adaptation, it is argued here that it is disgust which
combines two facets of the monitoring mechanisms—physical and moral (ethical
and aesthetic) and it is precisely disgust as one of the basic mechanisms that helps
to monitor the selection as opposed to the rejection of the ensuing action as a result
(e.g., human aversion to endorse harm in simulating murder in Cushman et al. [5]).

2A related viewpoint is that of a semantic framework of impoliteness incorporated into a system
of communicative behaviour management [32], which builds on the argument that (im)politeness
behaviours are manifestations of offence management, where offence is rooted in disgust.
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A fundamental element of the present study is the identification of core features of
disgust as produced and identified cross-culturally on the example of British English
and Polish. The other challenge is the problem of the identification of core crite-
rial properties of individual emotions. We propose in Lewandowska-Tomaszczyk
and Wilson [19] that both the production and recognition of emotions are products
of emotion clustering rather than single emotions. In a study by Breazeal [2], who
administered a task that required participants to choose, from a number of basic
emotions, those emotions that provided the best match of facial expressions of pic-
tured robots, the recognition rate with respect to disgust was 70.6 %, while 17.6 % of
subjects recognised disgust as anger, 5.9 % as fear, and 5.9 % as sternness (unfriend-
liness, displeasure). However, as emotion expression is conveyed through the entire
body as well as emotional language, what we aim to present in the subsequent sec-
tions is a comparison between behavioural, cognitive and linguistic properties in
two different cultures, British English and Polish, to achieve less fuzzy profiles of
the emotion in cross-cultural settings. As will be argued in the present paper, the
properties of the basic emotion of disgust in British English are only asymmetri-
cally related to its putative lexicographic equivalents in Polish. Modelling of socially
believable behaviour of robots in the affective domain needs to take these differences
into consideration.

7.1.3.1 Aims

The present study underscores the conceptual viewpoint of emotions as clusters of
emotions rather than distinct, unified representations. We argue that such clustering
should be at the heart of emotions modelling in social robots. It is also clear that
if such robots are to successfully use the emotion of disgust in their interactions
with humans they need to be sensitive to possible within-culture and cross-culture
differences pertaining to this emotion. Given the centrality of values to the emotion
of disgust, they would also need to mimic humans in their capacity to, for example,
update and learn the set of values for each significant human that they interact with.

The main aim is to employ the GRID, online emotions sorting and corpus method-
ologies to compare the different types of disgust that an emotion–sensitive socially
interacting robot would need to encode and decode in order to competently use
such variants in social settings in Britain vis-à-vis Poland. The different types of
disgust (disgust and revulsion in British English, and wstręt ‘repulsion, revulsion’,
obrzydzenie ‘repulsion, disgust, revulsion’ and zniesmaczenie ‘disgust’ in Polish)
will be compared to provide an evaluation of their relative salience and importance
in the everyday lives of human beings. A major focus of this comparison will be on
the relative salience of physical versus moral disgust in each of the disgust types,
which will be determined by withdrawal orientation and moral transgression as well
as, following Lee and Ellsworth [18], their conceptual proximity to fear and anger,
respectively.
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7.2 Materials and Methods

The comparison of disgust scenarios in British English and Polish was achieved with
the use of three complementary methodological paradigms: the online emotions
sorting, GRID, and cognitive corpus linguistics methodologies.

7.2.1 Online Emotions Sorting Methodology

In the emotions sorting methodology, emotion terms are typically presented simul-
taneously on a desk in front of participants who are free to categorise them into as
many or as few groups as they wish. In the online version the sorting takes place
on the computer desktop. In the only study employing the category sorting task in a
cross-cultural perspective (to our knowledge), the conceptual structure of Dutch ver-
sus Indonesian was investigated by Fontaine et al. [8]. The category sorting task has
also been used to determine the conceptual structure of a specific emotion feature—
pleasure [6].

In the present study we adapted the NodeXL [29] tool to provide information
pertaining to the disgust cluster in British English and Polish and the relationship
between each of these to their respective anger and fear clusters. Although the most
common use of NodeXL is to analyse relationships between individuals using online
social media networks, we employ NodeXL to create graphical representations of the
Polish and British English co-occurrence emotion matrices. The graphs created are
similar to those produced by the synonyms rating methodology employed by Heider
[12] to compare and contrast emotion terms across three Indonesian languages. In
Heider’s [12] study participants provided a synonym emotion for each target emotion
term and in the maps of the emotion domains the nodes are represented by the
individual emotion terms. For the sake of consistency, we adopt the same terminology
as Heider [12] where possible. The main difference is in the terms used to refer to the
links that show the relationships between the nodes; whereas for Heider connection
strength refers to the between-subjects frequency with which an emotion term is given
as the synonym for another, the connection strength in our NodeXL graphs represent
the co-occurring frequency of the emotion terms in the online emotions sorting data,
and are hence sometimes referred to as co-occurrence values or interconnections.

7.2.1.1 Procedure

Participants volunteered to take part in the study either through direct contact by one
of the authors or in response to adverts placed on internet forums. Each volunteer
was sent a link to the experimental platform and was allowed to take part in the
experiment at a time and location of their choosing, with the request that they do
the experiment in seclusion. The first page presented the British and Polish flags and
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the participants clicked on these according to their nationality. Then the instructions
page appeared in the appropriate language. Initially, there was a brief introduction
outlining that the study was concerned with finding out about how people think
some emotions “go together” and other emotions belong in different categories.
More detailed instructions regarding the specific sorting task were as follows:

You will be presented with 135 emotions on the computer screen. We’d like you to sort these
emotions into categories representing your best judgement about which emotions are similar
to each other and which are different from each other. There is no one correct way to sort
the emotions - make as few or as many categories as you wish and put as few or as many
emotions in each group as you see fit. This study requires careful thought and you therefore
need to carefully think about which category each emotion belongs rather than just quickly
putting emotions in categories without much thought.

Following this, participants were told they would watch a video (about 8 min) that
would demonstrate the procedure. They were told that this would be followed by a
practice session that involved the categorisation of food items, and once this had been
completed the proper experiment with emotion terms would begin. The following
message appeared in a central window on the experimental page:

You need to click on the “New Emotions Group” button and drag emotions to create your
emotion groups. When you have finished creating your emotion groups, click on the orange
“DONE” button and the experiment has been completed.

7.2.1.2 Participants

There were 58 British English participants (27 females, mean age = 42.7 years) with
the following occupations: academic departmental manager, administrator (3), civil
servant, cleaner, company director, IT (4), consultant (3), editor, events manager,
executive coach, housewife (3), lecturer (5), manager, psychologist (2), radiogra-
pher, retired (6), tailoress, scientist, self-employed, student (11), supported housing
officer, teacher (4), teaching assistant, unemployed, volunteer (one participant did
not state their occupation). There were 58 Polish participants (27 females, mean age
= 35.8 years) with the following occupations: account manager, accountant, career
advisor, cashier, cultural studies specialist, doctor, IT (3), lecturer (14), marketing
employee, office employee (2), pedagogist, project manager, psychologist, student
(10), teacher (16), translator (3).

7.2.2 GRID

The GRID instrument [9, 27] employs a system of dimensions and components,
which bring about insight into the nature of emotion prototypical structures. The
GRID project is coordinated by the Swiss Center for Affective Sciences at the
University of Geneva in collaboration with Ghent University and is a worldwide
study of emotional patterning across 23 languages and 27 countries. The GRID
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instrument comprises a Web-based questionnaire in which 24 prototypical emotion
terms are evaluated on 144 emotion features. These features represent activity in all
six of the major components of emotion. Thirty-one features relate to appraisals of
events, eighteen to psychophysiological changes, twenty-six to facial, vocal or ges-
tural expressions, forty to action tendencies, twenty-two to subjective experiences
and four to emotion regulation. An additional three features refer to other qualities,
such as frequency and social acceptability of the emotion. Participants are asked to
rate the likelihood of these features for the various emotions. This methodology is
comprehensive in its scope as it allows the multicultural comparison of emotion con-
ceptualisations on all six of the emotion categories recognised by emotion theorists
[7, 22, 27].

7.2.2.1 Procedure

Participants completed the GRID instrument in a controlled Web study [25], in which
each participant was presented with four emotion terms randomly chosen from the
set of 24 and asked to rate each in terms of the 144 emotion features. They rated the
likelihood that each of the 144 emotion features can be inferred when a person from
their cultural group uses the emotion term to describe an emotional experience. A 9-
point scale was employed that ranged from extremely unlikely (1) to extremely likely
(9)—the numbers 2–8 were placed at equidistant intervals between the two ends of
the scale, with 5 ‘neither unlikely, nor likely’ in the middle and participants typed
their ratings on the keyboard. It was clearly stated that the participants needed to
rate the likelihood of occurrence of each of the features when somebody who speaks
their language describes an emotional experience with the emotion terms presented.
Each of the 144 emotion features was presented separately, and participants rated all
four emotion terms for that feature before proceeding to the next feature.

7.2.2.2 Participants

The mean ages and gender ratios of the participants for each of the emotion terms were
as follows: disgust (35 British English-speaking participants; mean age 21.9 years, 18
females); wstręt (25 Polish-speaking participants; mean age 21.8 years, 18 females).

7.2.3 Language Corpus Data

In order to extract the context of the use of emotion terms in English and Polish, we
resort to large language corpus data, particularly collocations (words co-occurring
more frequently than by chance, minimally 5 times in the materials consulted) and
their frequencies. Two selected association scores are computed for each colloca-
tional combination: t-score (TTEST) and mutual information (MI). By analysing
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authentic language we can detect shifts in meaning for the same linguistic form
and we can also describe the contexts which support such shifts. Based on the fre-
quency of occurrence, corpus-based methods let us statistically determine which
linguistic meanings are most salient. The materials we use come from the British
National Corpus (100 million words) and the National Corpus of Polish (nkjp.pl),
which contains 300 million units of balanced data, to which we apply the process
of (corpus size) normalisation to enable comparison across these differently sized
large datasets. Polish-to-English and English-to-Polish translation corpora and the
tools of their alignment (http://clarin.pelcra.pl/Paralela/) show a number of cross-
linguistic correspondences within the disgust cluster. The materials contained in the
BNC and NKJP are structurally comparable to a large extent and contain language
from similar domains, styles and genres, although the narrow contexts in which the
forms of the disgust/wstręt clusters are used are not always identical in the two lan-
guages. The quantitative data are analysed using cognitive linguistic instruments,
particularly with reference to construal [17] of disgust event scenarios as expressed
by structural properties of the language involved and metaphors and other figurative
language uses [15].

7.3 Results

7.3.1 Online Emotions Sorting Results

7.3.1.1 Intra-linguistic Differences

In terms of Lee and Ellsworth’s [18] observations of greater conceptual contiguity
between physical disgust and fear and between moral disgust and anger the intercon-
nections between disgust in Polish and British English and fear and anger suggest
a greater salience of moral disgust in both languages. This is shown in the rela-
tively higher co-occurrences between the anger cluster emotions and both the British
English disgust emotions (e.g., anger—disgust (32) and anger—revulsion (25)) and
the Polish disgust emotions (e.g., złość ‘anger 1’–wstręt ‘repulsion, revulsion’ (25),
złość ‘anger 1’—obrzydzenie ‘repulsion, disgust, revulsion’ (18) and złość ‘anger
1’—zniesmaczenie ‘disgust’ (8)). In contrast, the relatively lower interconnections
between the fear cluster emotions and both the British English disgust emotions
(e.g., fear—disgust (9) and fear—revulsion (6)) and the Polish disgust emotions
(e.g., strach ‘fear’—wstręt ‘repulsion, revulsion’ (14), strach ‘fear’—obrzydzenie
‘repulsion, disgust, revulsion’ (11) and strach ‘fear’—zniesmaczenie ‘disgust’ (4))
show that disgust is characterised by relatively less physical disgust in both languages
(see Figs. 7.1, 7.2 and 7.3). The only caveat to be highlighted is that zniesmaczenie
‘disgust’ has more of a relative balance in terms of moral and physical disgust than
the other types of disgust.

http://clarin.pelcra.pl/Paralela/
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Fig. 7.1 Co-occurrence values between British English disgust and anger and fear clusters

7.3.1.2 British English Versus Polish Disgust—Anger Cluster
Co-Occurrences

It can be seen in Fig. 7.1 that disgust has relatively high co-occurrences with British
English anger cluster emotions (e.g., wrath (34), fury (34) and anger (32)). In contrast,
there are lower interconnections between wstręt ‘repulsion, revulsion’ and Polish
anger cluster emotions (e.g., furia ‘fury’ (23), złość ‘anger 1’ (25) and gniew ‘anger
2’ (20)) and between obrzydzenie ‘repulsion, disgust, revulsion’ and Polish anger
cluster emotions (e.g., irytacja ‘irritation’ (24) and furia ‘fury’ (20))—see Fig. 7.2.

The co-occurrence values between revulsion and the British anger cluster emo-
tions are somewhat lower than the co-occurrences between disgust and the British
anger cluster emotions and somewhat higher than the co-occurrences between wstręt
‘repulsion, revulsion’ and the Polish anger cluster emotions.

The co-occurrence strengths between wstręt ‘repulsion, revulsion’ and the Polish
anger cluster emotions are somewhat higher than the interconnections between obrzy-
dzenie ‘repulsion, disgust, revulsion’ and the Polish anger cluster emotions and both
of these are much higher than the corresponding interconnections for zniesmaczenie
‘disgust’ (see Fig. 7.3).
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Fig. 7.2 Co-occurrence values between wstręt/obrzydzenie and anger and fear clusters

7.3.1.3 British English Versus Polish Disgust—Fear Cluster
Co-Occurrences

Comparing British English and Polish co-occurrences in Figs. 7.1, 7.2 and 7.3 it can
be seen that the co-occurrences between fear cluster emotions and wstręt ‘repulsion,
revulsion’ (e.g., groza ‘awe, dread, terror’ (16), histeria ‘hysteria’ (14) and panika
‘panic’ (14)), obrzydzenie ‘repulsion, disgust, revulsion’ (e.g., groza ‘awe, dread,
terror’ (14), histeria ‘hysteria’ (15) and panika ‘panic’ (18)) and revulsion (e.g.,
dread (10), terror (15), hysteria (13) and panic (12)) are higher than the corresponding
values for both disgust (e.g., dread (8), terror (9), hysteria (11) and panic (8)) and
zniesmaczenie ‘disgust’ (e.g., groza ‘awe, dread, terror’ (8) and histeria ‘hysteria’
(10)). The similar pattern of results for revulsion and obrzydzenie ‘repulsion, disgust,
revulsion’ reveals that physical disgust is also a salient element of these emotions.
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Fig. 7.3 Co-occurrence values between zniesmaczenie and anger and fear clusters

By contrast, disgust and zniesmaczenie ‘disgust’ are characterised less by fear and
therefore physical disgust is less prominent in these emotions.

7.3.1.4 Conclusions

All in all, compared with the interconnections with the fear cluster emotions, the
relatively higher co-occurrences between both the British English and Polish disgust
emotions and the anger cluster emotions point to the relatively greater salience of
moral disgust. An explanation for this becomes clear when it is considered that
moral disgust is at the heart of human values and is elicited by important instances
involving, honour, trust, the violation of norm and rights etc.

Further results showed cross-linguistic differences in the different types of dis-
gust in terms of the relative salience of moral versus physical disgust. By virtue of
its relatively greater co-occurrences with the anger cluster emotions, disgust is char-
acterised more in terms of moral disgust than the other disgust types. The respective
co-occurrence values between the anger cluster emotions and disgust, revulsion and
wstręt ‘repulsion, revulsion’, suggest that revulsion is characterised by somewhat
less moral disgust than disgust but somewhat more moral disgust than wstręt ‘repul-
sion, revulsion’. The similarity of the lower co-occurrence values between anger
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cluster emotions and both wstręt ‘repulsion, revulsion’ and obrzydzenie ‘repulsion,
disgust, revulsion’ suggests that moral disgust is less salient in both of these emo-
tions, particularly in obrzydzenie ‘repulsion, disgust, revulsion’. The corresponding
low interconnection scores for zniesmaczenie ‘disgust’ were the lowest of the five
emotions, possibly indicting very low levels of moral disgust.

The relatively greater element of fear in wstręt ‘repulsion, revulsion’, revulsion
and obrzydzenie ‘repulsion, disgust, revulsion’ suggests that these types of disgust
are characterised relatively more by physical disgust. By contrast, disgust and znies-
maczenie ‘disgust’ are characterised less by fear and therefore physical disgust is
less prominent in these emotions.

7.3.2 GRID Results

The GRID analyses on disgust are designed to provide a further comparison of the
elements of physical and moral disgust in disgust and wstręt ‘repulsion, revulsion’.
The conclusion drawn from the online emotions sorting results that disgust is char-
acterised more by moral disgust on the basis of its conceptual propinquity with
anger means that disgust should be related more closely to features of both anger
and moral transgression. It is therefore hypothesised that GRID features pertaining
to moral transgressions and anger are significantly more likely to occur for disgust
compared than wstręt. On the basis of the online emotions sorting results showing
that wstręt ‘repulsion, revulsion’ is characterised relatively more in terms of physi-
cal disgust due to its conceptual proximity with fear, it is additionally hypothesised
that GRID features relating to fear are significantly more likely to occur for wstręt
‘repulsion, revulsion’ than disgust. As the usual experience of fear when confronted
with a revolting, physically disgusting situation is likely to often be accompanied by
withdrawal, it can be further predicted that the GRID features relevant to withdrawal
will also be more likely to occur for wstręt ‘repulsion, revulsion’ than disgust.

Different sources were consulted in the selection of GRID features to be included
in the present study. All of the features present in Lee and Ellsworth [18] were used
as either withdrawal/fear features or moral transgression/anger features. In addition,
the features that Soriano [30] identified as desire to act features pertaining to anger
were included in the moral transgression/anger features. Also, the fright/low power
features that were used in our analyses of fear [19] were added to the withdrawal/fear
features. There were 25 withdrawal/fear features and 23 moral transgression/anger
features (see Table 7.1).

The means of the withdrawal/fear features and the moral transgression/anger fea-
tures pertaining to disgust were determined for each participant. A 2 × 2 Anova was
performed on these means that had one between-subjects variable (language group:
British English disgust versus Polish wstręt). There was also one within-subjects
variable (GRID features: withdrawal/fear features versus moral transgression/anger
features—see Table 7.1). There was a significant main effect of language group,
F(1, 57) = 4.83, p < 0.05. British English disgust was associated with a higher
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Table 7.1 GRID features characterised by withdrawal/fear and moral transgression/anger

Withdrawal/fear features Moral transgression/anger features

Caused by chance Incongruent with own standards and ideals

Felt weak limbs Violated laws or socially accepted norms

Had a lump in the throat Treated unjustly

Decreased the volume of voice Caused by somebody else’s behaviour

Had a trembling voice Required an immediate response

Fell silent Consequences avoidable or modifiable

Spoke slower Moved against people or things

Felt the urge to stop what he or she was doing Increased the volume of voice

Wanted to undo what was happening Had an assertive voice

Wanted to comply with someone else’s wishes Spoke faster

Wanted to hand over the initiative to someone
else

Wanted to go on with what he or she was doing

Wanted to submit to the situation as it is Wanted to be in control of the situation

Wanted someone to be there to provide help
and support

Wanted to take the initiative him/herself

Lacked the motivation to do anything Felt urge to be active, to do something,
anything

Wanted to do nothing Wanted to move

Lacked motivation to pay attention to what was
going on

Felt urge to be attentive to what is going on

Wanted to prevent or stop sensory contact Wanted to do damage, hit, or say something
that hurts

Wanted to disappear or hide from others

Wanted to make up for what he or she had done Wanted to oppose

Wanted to run away in whatever direction Wanted to tackle the situation

Felt submissive Wanted to destroy whatever was close

Felt powerless Wanted to act, whatever action might be

Felt negative Felt powerful

Felt bad Felt dominant

Felt weak

likelihood of occurrence on both sets of GRID features than Polish wstręt (means of
5.75 and 5.3, respectively). There was also a significant interaction between language
group and GRID features, F(1, 57) = 26.06, p < 0.001. Contrasts were performed
to beak down this interaction. There was a significant difference between disgust
and wstręt on the moral transgression/anger features, F(1, 57) = 20.41, p < 0.001.
Figure 7.4 shows that the moral transgression/anger features are relatively more
salient for disgust than wstręt (means of 6.0 and 4.82, respectively). By contrast,
there was no significant difference between disgust and wstręt on withdrawal/fear
features, F(1, 57) = 1.58, p > 0.05. Disgust had significantly higher scores on the
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Fig. 7.4 Means of disgust versus wstręt on withdrawal/fear features versus moral transgres-
sion/anger features

moral transgression/anger features (mean = 6.0) than the withdrawal/fear features
(mean = 5.5), F(1, 57) = 4.24, p < 0.05. Wstręt had significantly higher scores on
the withdrawal/fear features (mean = 5.79) than moral transgression/anger features
(mean = 4.82), F(1, 57) = 19.76, p < 0.001.

7.3.2.1 GRID Conclusions

The data suggest that whereas wstręt is characterised relatively more by with-
drawal/fear, moral transgression/anger is relatively more salient in disgust. When
comparing disgust with wstręt, the results show that the moral transgression/anger
features were rated higher on disgust than wstręt. However, there was no significant
difference between the two emotions on withdrawal/fear features. It can be con-
cluded that whereas withdrawal/fear is relatively more of a feature of wstręt, moral
transgression/anger is more of a salient element of disgust, and that the hypotheses
are therefore supported.

7.3.3 Corpus Results

7.3.3.1 Somatic and Bodily Symptoms of Disgust Expression

The words that are semantically related to disgust in physiological terms are vomit
and excrement, which is the reason why a person feeling disgust expressively displays
it as a shudder of disgust in English and as dreszcz obrzydzenia in Polish. Bodily
symptoms of disgust can be identified both as facial expressions (moue, grimace,
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look of disgust), body movements (recoil) gastric processes (vomit, in the pit of the
stomach) and language (shouting exclamations of disgust), as is evidenced in the
monolingual and translation corpus data:

Expressiveness (bodily symptoms)—usually with reference to physical disgust
(repulsion)

(14) A sort of vomit of disgust
(15) Burden made a moue of disgust
(16) though not without a grimace of disgust, did we swallow it
(17) He recoiled in apparent disgust
(18) shouting exclamations of disgust
(19) this has always been a constant, the feeling of disgust in the pit of the stomach
(20) reached into the bin with a look of disgust on his face
(21) Pol. strach i obrzydzenie zatamowały

mu jednak głos w piersiach
Eng. but fear and aversion restrained
the voice in his bosom

(22) Pol. Wstręt, bezgraniczny, mdlący
wstręt [lit. ‘unbounded, sicken-
ing repulsion] nie pozwalał mu się
zatrzymać.

Eng. His indefinite nausea would not
let him stay.

(23) Pol. A nie odpychał od niego
najgłębszy wstręt

Eng. instead of shrinking from him
with the strongest repugnance

(24) Pol. Chciał tego Loerke, ale pow-
strzymywał go nieodparty wstręt

Eng. He wanted it, but was held back
by some inevitable reluctance.

The somatic and behavioural responses in a disgust event are similar cross—
linguistically; what is different though is the intensity, degree of arousal and the
unpleasantness judgement in such cases.

7.3.3.2 Elements of DISGUST Scenarios

The acquisition of data from large language corpora makes it possible to build pro-
totypical Emotion Event scenarios. Properties of the emotions expressed by means
of Adjectival collocates, typical characteristics of emotion expressions displayed by
relevant Verbs, as well as Noun collocates of the words derived from particular emo-
tion terms, e.g., disgusting, are the materials which provide, as exemplified below,
relevant information on the scenarios of emotions studied.

7.3.3.3 Disgust and Its Objects

We compare textual collocates, i.e., words which co-occur in corpora more fre-
quently than by chance, for a number of words used in the expression or descrip-
tion of wstręt/disgust scenarios in Polish and English. A Colosaurus comparison
(http://pelcra.pl/hask_en/GraphGenerator)3 between the Adj disgusting, repulsive

3Colosaurus and the collate generator are the tools developed by Piotr Pęzik [24]. Colosaurus is
used for comparing the textual collocates of selected words.

http://pelcra.pl/hask_en/GraphGenerator
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and revulsive and Noun combinations below shows both their frequency pattern with
the adjective disgusting to be used most frequently and in the widest range of con-
texts. The exception is the collocate with the Noun force, which is used uniquely with
the attribute repulsive in the field of physics. The adjective revulsive is not listed in
any collocate combination as it does not exceed the frequency of 3 or above.

List 1: Colosaurus disgusting (d)–repulsive (r)

Collocate Count d_A d_TTEST d_R r_A r_TTEST r_R
behaviour 1 3 0.73 2 0 – 0
book 1 3 −1.15 3 0 – 0
creature 1 3 1.43 3 0 – 0
display 1 4 1.63 3 0 – 0
force 1 0 – 0 14 3.57 11
habit 1 4 1.74 3 0 – 0
language 1 3 0.0 3 0 – 0
object 1 3 0.97 3 0 – 0
thing 1 16 1.43 13 0 – 0
way 1 7 −2.91 7 0 – 0

Objects of wstręt in Polish

List 2: obrzydliwy (derivative of brzydzić się ‘to shudder, shrink from something
ugly or dirty’)

# Collocate POS Aa TTEST MI3
1 coś noun 62.0 6.66 14.61 ‘something’
2 smak noun 23.0 4.68 14.51 ‘taste’
3 zapach noun 13.0 3.41 11.61 ‘smell’
4 rzecz noun 19.0 2.85 10.03 ‘thing’
5 ruda noun 9.0 2.84 10.57 ‘red-haired’
6 pomówienie noun 8.0 2.80 12.68 ‘slander’
7 smród noun 7.0 2.60 11.51 ‘stink’
8 fetor noun 6.0 2.44 13.41 ‘stench’
9 ciało noun 10.0 2.29 8.51 ‘body’
10 czyn noun 7.0 2.26 8.41 ‘deed’
11 postać noun 10.0 2.25 8.43 ‘figure’
12 pająk noun 5.0 2.20 10.67 ‘spider’
13 kawa noun 6.0 2.16 8.27 ‘coffee’
14 manipulacja noun 5.0 2.14 9.33 ‘manipulation’
15 plotka noun 5.0 2.10 8.78 ‘gossip’

aThe symbol “A” denotes raw frequencies of collocates, i.e., words typically co-occurring
with other ones with a frequency greater than chance
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List 3: wstrętny (derivative of wstręt ‘repulsion’)

# Collocate POS A TTEST MI3
1 coś Noun 30.0 4.24 11.97 ‘something’
2 rzecz Noun 20.0 3.43 10.75 ‘thing’
3 baba Noun 12.0 3.38 12.68 ‘woman’ (offensive)
4 zapach Noun 12.0 3.32 11.76 ‘smell’
5 bachor Noun 8.0 2.82 15.00 ‘child, brat’ (offensive)
6 odór Noun 8.0 2.81 14.13 ‘odour’
7 babsko Noun 7.0 2.64 14.52 ‘woman’ (offensive)
8 okropna Noun 7.0 2.61 11.92 ‘terrible’
9 typ Noun 10.0 2.54 8.99 ‘type’
10 smak Noun 7.0 2.50 9.86 ‘taste’
11 dziad Noun 6.0 2.40 11.09 ‘old beggar’ (offensive)
12 chłopak Noun 7.0 2.32 8.65 ‘boy’
13 plotka Noun 5.0 2.14 9.27 ‘gossip’
14 obca Noun 5.0 2.09 8.60 ‘foreign’
15 ptaszysko Noun 4.0 1.99 12.58 ‘bird’ (augmentative)
16 egoista Noun 4.0 1.99 11.66 ‘egoist’

The collocates are mostly Nouns referring to the sense of smell on the one hand or to
augmentative suffixed-Nouns that are offensive or vulgar; in the list there are three
offensive forms addressed to females.

The physical sense of wstręt can also be caused by dirt as evidenced in the Polish
translation data in which the original dirty is rendered as causing repulsion:

(25) A czy zawsze budził w pani wstręt?
lit. ‘did he always wake up (metaphoric)
repulsion in you?’

“And was he always dirty?” he asked.

List 4: niesmaczny (derivative of niesmak ‘dis+taste’, lexically related to znies-
macznie, used with reference to physical and abstract objects)

# Collocate POS A TTEST MI3
1 żart Noun 23.0 4.76 16.49 ‘joke’
2 coś Noun 15.0 3.14 10.22 ‘something’
3 dowcip Noun 8.0 2.80 12.76 ‘joke’
4 scena Noun 8.0 2.62 9.80 ‘scene’
5 jedzenie Noun 6.0 2.37 10.27 ‘food’
6 spektakl Noun 5.0 2.15 9.43 ‘spectacle, performance’
7 mięso Noun 5.0 2.15 9.35 ‘meat’
8 farsa Noun 3.0 1.72 11.23 ‘farce’
9 zjedzenie Noun 3.0 1.72 10.88 ‘eating’
10 troszeczkę Noun 3.0 1.71 10.13 ‘somewhat’
11 przesada Noun 3.0 1.69 8.91 ‘exaggeration’
12 potrawa Noun 3.0 1.68 8.30 ‘dish’
13 danie Noun 3.0 1.67 8.18 ‘dish’
14 piwo Noun 3.0 1.58 6.73 ‘beer’
15 reklama Noun 3.0 1.52 6.24 ‘advertisement’
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It is only with the adjective niesmaczny ‘dist-tasteful’ that the most frequent collocate
refers to a moral judgment (niesmaczny żart/dowcip ‘disgusting joke’), but starting
from the object identified in (5), the collocates are physical objects, usually food or
drink. The concept of niesmak (lit. ‘non-taste, dis-taste’) can be understood either
as a physical sensation or moral distaste (10). In the formal language of official
documents, it is an equivalent of Eng. distaste or aftertaste respectively, much less
frequently—disgust.

List 5: Polish wstręt ‘repulsion, revulsion’

Adjectival collocates

# Collocate POS A TTEST MI3
1 wrodzony adj 12.0 3.43 14.12 ‘inborn’
2 fizyczny adj 12.0 3.08 10.35 ‘physical’
3 wszelki adj 13.0 3.01 10.01 ‘any’
4 nieprzezwyciężony adj 9.0 2.99 17.40 ‘invincible’
5 wyraźny adj 8.0 2.61 9.75 ‘clear’
6 pełny adj 11.0 2.42 8.81 ‘full’
7 nagły adj 6.0 2.29 9.13 ‘sudden’
8 niepohamowany adj 5.0 2.22 12.39 ‘uncontrollable’
9 głęboki adj 6.0 2.09 7.96 ‘deep’
10 powszechny adj 6.0 1.99 7.60 ‘common’
11 nieprzeparty adj 4.0 1.99 12.88 ‘uncontrollable’
12 sam adj 27.0 1.80 10.12 ‘only’
13 nieprzełamany adj 3.0 1.73 15.37 ‘unbreakable’
14 niekłamany adj 3.0 1.72 10.69 ‘sincere’
15 straszny adj 4.0 1.72 6.84 ‘terrible’
16 heteroseksualny adj 3.0 1.72 10.44 ‘heterosexual’
17 pomieszany adj 3.0 1.71 9.97 ‘mixed’
18 organiczny adj 3.0 1.67 8.03 ‘organic’
19 przejęty adj 3.0 1.63 7.39 ‘filled with/taken over by’
20 zwyczajny adj 3.0 1.57 6.65 ‘common’
21 zimny adj 3.0 1.56 6.53 ‘cold’

A characteristic property distinguishing between obrzydzenie and wstręt is the fact
that wstręt is considered a stronger emotion, judging by a significantly higher number
of synonymic Adjectival collocates of wstręt used in the sense of ‘uncontrollable’
such as the metaphoric conceptualisations in terms of invincible (nieprzezwyciężony),
impossible to stop (niepohamowany), unbreakable, unbanned (nieprzełamany),
irrefutable (nieodparty) or lit. without lying, true, real (niekłamany), all absent from
the obrzydzenie combinations. The metaphoric conceptualisations of wstręt present
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a range of Source Domains relating to the enemy frame (winning scenario), engine
(with the brakes to stop the emotion), argument (not to refute) or truth. It is also
wstręt, and not obrzydzenie, that can be considered cold, organic or deep. The ver-
bal collocates are semantically closer to each other and point to bodily reactions
connected with disgust such as abhorring, shudder, or twist(ed) (grimaces).

English disgust has more elements of Polish obrzydzenie than of wstręt but more
clearly shows some properties combined with contempt, indignation, and rejection
(unacceptance). Polish wstręt and obrzydzenie are members of the same cluster. The
basic prototypical sense of both is more frequently related to a physical aversion and
withdrawal than in the case of English disgust. The construal of the disgust event
is not identical across English and Polish. The list of Verbal collocates below makes
it possible to build a prototypical wstręt scenario in Polish:

List 6: Pol. wstręt ‘repulsion, revulsion’
Verbal collocates

# Collocate POS A TTEST MI3
1 czuć verb 108.0 10.19 19.21 ‘feel’
2 budzić verb 90.0 9.41 19.94 ‘wake up’ (metaphoric)
3 mieć verb 120.0 7.12 15.33 ‘have’
4 napawać verb 28.0 5.28 18.98 ‘fill with’
5 odczuwać verb 28.0 5.23 16.17 ‘feel’
6 czynić verb 21.0 4.45 13.94 ‘do’
7 odrzucić verb 18.0 4.14 13.76 ‘reject’
8 odwracać verb 17.0 4.09 15.14 ‘turn away’
9 poczuć verb 17.0 3.98 13.05 ‘start feeling’
10 nabrać verb 15.0 3.81 13.95 ‘take’
11 wywoływać verb 15.0 3.78 13.31 ‘call forth’
12 patrzyć verb 16.0 3.56 11.20 ‘look’
13 żywić verb 12.0 3.42 13.75 ‘feed’ (metaphoric) ‘feel’
14 wzbudzać verb 12.0 3.41 13.42 ‘wake’
15 przejmować verb 11.0 3.24 12.36 ‘take from’
16 ogarnąć verb 10.0 3.11 12.77 ‘overwhelm’ perf
17 ogarniać verb 9.0 2.96 12.97 ‘overwhelm’
18 odsunąć verb 9.0 2.95 12.48 ‘move away’
19 napełniać verb 8.0 2.81 13.56 ‘fill with’
20 otrząsnąć verb 7.0 2.63 13.36 ‘shake off’
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List 7: Pol. obrzydzenie (derivative of brzydki ‘ugly (caused by ugliness)’
Verbal collocates

# Collocate POS A TTEST MI3
1 czuć verb 61.0 7.54 16.72 ‘feel’
2 budzić verb 56.0 7.38 17.87 ‘wake up’
3 napawać verb 38.0 6.15 20.29 ‘fill with’
4 patrzyć verb 35.0 5.61 14.57 ‘look’
5 splunąć verb 22.0 4.68 18.92 ‘spit’
6 wzbudzać verb 19.0 4.32 15.40 ‘wake’
7 brać verb 19.0 3.90 11.75 ‘take’
8 poczuć verb 14.0 3.58 12.20 ‘start feeling’
9 nabrać verb 13.0 3.54 13.31 ‘take’
10 spojrzeć verb 14.0 3.54 11.84 ‘look’
11 wywoływać verb 13.0 3.51 12.68 ‘call forth’
12 wywołać verb 13.0 3.47 12.17 ‘call forth’ perf
13 krzywić verb 12.0 3.45 15.99 ‘twist’
14 skrzywić verb 12.0 3.45 15.13 ‘twist’ perf
15 ogarniać verb 12.0 3.43 14.20 ‘overwhelm’
16 wzdrygnąć verb 11.0 3.31 16.05 ‘wince, abhor’
17 otrząsnąć verb 11.0 3.30 15.30 ‘shake off’
18 odczuwać verb 10.0 3.06 11.70 ‘feel’
19 wstrząsać verb 9.0 2.99 14.91 ‘shake, shudder’

The results of the corpus-based analysis of English disgust and Polish wstręt show
that the meaning of wstręt overlaps to a great extent with that of ‘repulsion, revulsion’
emotions, characterised, similarly to repulsion/revulsion, by greater physical disgust
and its manifestations in shrinking, sickness, etc.

A significantly higher number of synonymic Adjectival collocates of wstręt with
the meaning of ‘uncontrollable’ (invincible nieprzezwyciężony, impossible to stop
niepohamowany, unbreakable nieprzełamany, irrefutable), which are not identified
for obrzydzenie combinations, points to the experiencer’s higher arousal in the case
of wstręt when compared with obrzydzenie. The verbal collocates of wstręt indicate
bodily reactions that are also connected with disgust such as abhorring, shuddering,
and facial grimaces.

7.3.3.4 Translational Data

The semantic overlap of co-occurrence values of wstręt with other negative emotions
such as hate, anger, and fear is evident in the translational Polish-to-English and
English-to-Polish data.
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DISGUST Cluster Wstręt/Disgust
Disgust and fear

(26) Mam wstręt [lit. repulsion/disgust] do
parweniuszów

I have quite a horror of upstarts.

(27) Trzeba panu wiedzieć, że nie cierpię fir-
cyków, mam po prostu wstręt do nich.

You must know I have a vast dislike to
puppies—quite a horror of them

Disgust and hate

(28) Kłamstwo w pani ustach wzbudziłoby
we mnie wstręt [lit. your lying would
arouse disgust/repulsion in me].

I should almost have hated you, had you
flattered and lied

(29) poczułem taki wstręt i taką nien-
awiść [lit. repulsion and hate], że
zapieczętowały mi one usta.

I was supported by a scornful detestation
of him that sealed my lips

Disgust is an emotion which is most frequently expressed in language as either the
property of the emotion itself, its bodily or mental reaction or else as another emotion,
which is causally linked to disgust. In numerous other contexts a number of other
English disgust cluster related emotion concepts function as equivalents of Polish
wstręt. Polish wstręt is semantically related with the physical object more frequently
than English disgust, which is linked to a number of intracluster members, used most
frequently with morally unacceptable objects and events.

Polish wstręt lit. ‘repulsion’, brzydzić się lit. ‘to find something dirty and to abhor
because of that’, wzdrygnąć/wzdrygać się lit. ‘shrink from something’

English disgust, aversion, nausea, distaste, horror, despise, loathe, shrinking (from
something), execrate, repugnance, hate, speech becomes insipid, abominance, to be
put upon somebody, to be sick of sb/smth, scorn, seldom have a pleasure, scornful
detestation, dislike, revulsion, antipathy, animosity, reluctance, bad feeling, nausea

Individual members of English disgust and Polish wstręt clusters have a number of
common properties, particularly with reference to physical objects of disgust/wstręt
and physical, somatic and bodily manifestations of these emotions. And yet, they are
not full equivalents when considered in terms of individual one-to-one correspon-
dences. Rather, they can be taken to act as corresponding clusters, which, as will
be additionally argued below, display culture/language-bound inter-cluster associa-
tions.4

4The consultation of the additional semantic resources, where common semantic properties
and relations between the two languages are presented, such as the ‘synsets’ in English and
Polish Wordnet, does not reveal additional information at the investigated conceptual level:
Eng. (Noun) disgust (strong feelings of dislike), Verb: disgust, gross out, revolt, repel (fill
with distaste; disgust, revolt, nauseate, sicken, churn up (cause aversion in; offend the moral
sense of); http://wordnetweb.princeton.edu/perl/webwn?c=0\&sub=Change\&o2=\&o0=1\&o8=

http://wordnetweb.princeton.edu/perl/webwn?c=0&sub=Change&o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&i=-1&h=000&s=disgust
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7.4 Conclusions

The results of the online emotions sorting study showing that disgust in British
English and Polish is characterised more by anger than fear, points to the greater
salience of moral disgust in conceptualisations of this emotion in both cultures. As
moral disgust is central to our code of values, and hence an integral part of the essence
of humanity, it is rather obvious that it is more salient than physical disgust. The only
possible exception to this pattern, although this is not confirmed in the corpus data,
is zniesmaczenie ‘disgust’, which has more of a relative balance in terms of moral
and physical disgust.

Overall, the corpus, GRID and online emotions sorting methodologies produced
generally consistent results regarding the comparison of British English and Pol-
ish types of disgust. Consistent results showing that wstręt ‘repulsion, revulsion’
has higher ratings on the withdrawal/fear GRID features and has relatively high co-
occurrence values with fear cluster emotions supports the hypothesis that this emotion
is characterised by relatively greater physical disgust. The salience of physical dis-
gust in obrzydzenie ‘repulsion, disgust, revulsion’ is demonstrated by the similarity
it shares with wstręt ‘repulsion, revulsion’ in terms of its relatively high intercon-
nections with the fear cluster emotions, compared with the lower corresponding co-
occurrences for disgust. This pattern is consistent with the corpus results showing
that both wstręt ‘repulsion, revulsion’ and obrzydzenie ‘repulsion, disgust, revulsion’
have more of a sense of physical aversion and withdrawal than disgust. As one would
expect of emotions related more to physical disgust, wstręt ‘repulsion, revulsion’ and
obrzydzenie ‘repulsion, disgust, revulsion’ have similar interconnections with Polish
fear cluster emotions as revulsion does to its respective British English fear cluster
emotions.

The relatively greater element of moral disgust in disgust is seen by the higher rat-
ings for this emotion than wstręt ‘repulsion, revulsion’ on moral transgression/anger
GRID features and the relatively high co-occurrence values with the anger cluster
emotions. The corpus results similarly show that disgust is similarly linked with
more moral aspects than both wstręt ‘repulsion, revulsion’ and obrzydzenie ‘repul-
sion, disgust, revulsion’, which can be seen in more of its properties related to con-
tempt, indignation and rejection. Obrzydzenie ‘repulsion, disgust, revulsion’ shows
slightly lower co-occurrence values with anger cluster emotions than wstręt ‘repul-
sion, revulsion’ and therefore suggests that moral disgust is also less characteristic of
this emotion. The corresponding low interconnection scores for zniesmaczenie ‘dis-
gust’ indicates very low levels of moral disgust. In comparison, the interconnections
between revulsion and the anger cluster emotions suggest that compared with disgust

1\&o1=1\&o7=\&o5=\&o9=\&o6=\&o3=\&o4=\&i=-1\&h=000\&s=disgust. Pol awersja, repul-
sja, obmierzłość, odraza, obrzydzenie, (obrzydliwość) http://plwordnet.pwr.wroc.pl/wordnet/
3efcdb76-c0f8-11e4-ac52-7a5d273e87eb. It might be interesting, in a separate study, to compare
the results we also gained from the online study with the location of these forms in the database
and with more extended disgust/wstręt elaboration paths in these resources.

http://wordnetweb.princeton.edu/perl/webwn?c=0&sub=Change&o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&i=-1&h=000&s=disgust
http://plwordnet.pwr.wroc.pl/wordnet/3efcdb76-c0f8-11e4-ac52-7a5d273e87eb
http://plwordnet.pwr.wroc.pl/wordnet/3efcdb76-c0f8-11e4-ac52-7a5d273e87eb
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and wstręt ‘repulsion, revulsion’, revulsion is characterised by an intermediate level
of moral disgust.

Robots might display what would be considered disgust behaviour, building rep-
resentations of emotions on the basis of sensory input data and knowledge acquired
from large storages of data. They are not able to replicate human cognitive and
emotional mechanisms at present [31, 33], but can recognise and signal intentions
indirectly by means of bodily movements and gestures, which makes the task sim-
ilar to producing and reading affective states. They can learn from the information
implicit in emotions, and recognise the emotional states of human interactants, aug-
mented by the knowledge acquired from large corpus data and real-life contexts.
However, in the light of the developing field of machine ethics the mere encoding
and decoding of disgust might in the future be secondary to a more fundamental role
of this emotion. As Anderson and Anderson [1] explain, “of the many challenges
facing those who choose to work in the area of machine ethics, foremost is the need
for a dialogue between ethicists and researchers in artificial intelligence” (p. 25).
Given the important element of ethics and morality in disgust, it is clear that this
emotion is central to the development of ethical robots.

While for physical disgust it is sufficient to have a number of basically exter-
nal causes/stimuli (important corpus generated lists) and external (bodily reactions)
with basic lexical/prosodic linguistic patterns identified, moral disgust requires more
sophisticated conditioning and involves more extensive cognitive representations.
This study focuses mainly on disgust but has relevance to other social and moral
emotions. Although the moral emotion megacluster disgust is a member of and
shares properties with the ‘other-condemning’ emotions, anger and contempt [11],
it is distinct from them on the basis of physical stimulus conditioning, behavioural
reactions and effects. Self-conscious emotions on the other hand, particularly guilt
and regret, enter a distinct interactional pattern than the disgust cluster, with guilt
being more internally directed than either shame or disgust [20]. Other moral emotion
clusters like compassion and gratitude display a more socially oriented, interactional
character, and are similar to disgust in their moral manifestation, although they are
distinct on their polarity marking, which is positive in their case and associated with
different stimulus objects and conditioning. Their behavioural and facial properties
as well as linguistic expression also build a profile that is specific for particular emo-
tions. Cross-cultural properties of disgust, exemplified by English and Polish in the
present paper, also involve systematic external differences in their manifestation,
particularly with reference to their stimuli and exbodiment, i.e., enactment of partic-
ular cultures [35], which are potentially recognisable for socially believable systems
in affective robotics.
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Chapter 8
Speaker’s Hand Gestures Can Modulate
Receiver’s Negative Reactions
to a Disagreeable Verbal Message

Fridanna Maricchiolo, Augusto Gnisci, Mariangela Cerasuolo,
Gianluca Ficca and Marino Bonaiuto

Abstract Herewe report the results of an experiment aimed to investigate the effects
of different hand gestures on emotional and attitudinal reactions of receivers through
the measure of physiological indexes (facial muscles activity, heart rate, and eye
blinking). A videotape was shown to 50 University students, in which an actress pre-
sented a speech with a disagreeable verbal content, namely the proposal of increas-
ing University fees. The verbal message included the presentation of four arguments
(two strong and two weak) in support of the proposal. During her speech, the actress
manipulated “Gesture Type” in order to achieve five conditions (ideational gestures,
discursive gestures, object- and self-adaptors, and no gesture as control). ANOVAs
reveal that the different type of gestures differently modulate the negative impact
of disagreeable verbal content on receivers in different moments of the speech and
interact with strong or weak arguments in determining negative reactions to the dis-
agreeable verbal message. In particular, it seems that discursive (conversational and
ideational) gestures are more capable to counteract the negative effect of the argu-
ments. These results give a further contribution to a better understanding of the crucial
role of gestures in providing characteristics of speech perception, also in terms of
persuasion.
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8.1 Introduction

Oral communication is based on two main channels: verbal and non-verbal (ges-
tures). It is known that hand gestures are crucial elements of verbal communication,
since they help the speaker in language planning and production [1–3] as well as
in conveying his/her emotions or cognitive effort [4]. Co-speech gestures are an
integral part of the dialogue [5], in that they add a significant amount of informa-
tion to a speaker’s message (e.g., [6–8]) and provide communicative advantages for
both the speaker and the listener, offering a shared ground for an effective and suc-
cessful interaction [9]. For instance, it has been shown that co-speech gestures help
non-native language learners by letting them better comprehend unfamiliar parts of
the spoken message [10]. According to this research line, a recent study on neural
activity during conversation shows that perceiving hand movements during speech
modulates the neural activation in listeners, specifically involving biological circuits
for both motion perception and verbal comprehension [11]. These findings clearly
indicate that listeners seek to find meaning not only in the words they hear but also
in the hand movements they see [12].

Since hand gestures can serve a better comprehension of the speaker’s message
[13], they are likely to increase or decrease the impact of a verbal message on the
receiver. Listeners have to monitor two different—but integrated—sources of infor-
mation from the speaker: verbal content and gesture. Different co-speech gestures
are differently perceived [14, 15] and differently affect receivers’ evaluations of the
speaker and the conveyed message [16].

For what said so far, a clear understanding of hand gestures’ implications might
contribute to implement a coded system of this kind of verbal-analogic interaction:
such a system would definitely facilitate “intelligent machines” to better detect the
overall meaning of human speech.

Co-speech hand gestures are generally distinguished in different categories. Partly
inspired by traditional McNeill’s classification system [3] and Kendon’s further pro-
posals [2], our group has recently developed a gestures’ taxonomic system, according
to which it is possible to distinguish: (a) illustrators or ideational gestures, related
to the semantic content of concurrent speech and aimed to describe and illustrate it;
(b) conversational gestures, accompanying the prosodic of speech, aimed to mark
discourse fluidity or cohesion, [3, 17] and without a relation to the semantic content.
(c) adaptors, which include self- person-, and object-addressed movements, which
are not related to speech, but are mainly directed to manage emotional states, such
as tension or anxiety [18].

The majority of the authors agree on the fact that different kinds of gestures
may exert different effects on the perceivers according to their specific features. It
has been proposed that illustrators improve the attention [20], the understanding
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accuracy [6] and the recognition and recall about the content described by the sender
(speech-gesture agent) in her/his speech (e.g., [14, 21]). Itwas hypothesized that these
gestures might have the property of “disambiguating” and clarifying the content of
speech (e.g., [22, 23]). Butterworth and Hadar [24] argue that beats (small single
movements stressing the words, as described in [25]) may improve communicative
effectiveness of emphatic speech.

Speaker’s gesturing can elicit some kind of meaningful reaction on the receiver,
i.e., on his/perception of the speaker’s and the message’s characteristics, such as its
effectiveness and persuasiveness. In a previous study ([16], by manipulating only
gestures (through five conditions: ideational, conversational, object-, self-adaptors,
and absence of gestures) of a female speaker in a video-message, it was shown that
gesturing deeply affect the perceivers’ explicit evaluation of both the message and
the speaker: these effects concern, for instance, the perception of message persua-
siveness, as well as the speaker’s composure and competence and her communi-
cation style efficacy. These results were based only on data obtained through self-
administered questionnaires after presentation of pictures and/or videos, and were
providing information only on explicit measures, which are meant to capture the
more cognitive and evaluative aspects within the general attitude [26] and might be
not fully concordant with the “implicit” one. One possible way to get hints on the
implicit attitude is by measuring the changes of those physiological variables which
have been consistently proposed as correlates of positive or negative attitude towards
stimuli with a different degree of pleasantness.

The most consistent data concern the activity of two facial muscles, the zygo-
matic major and the corrugator supercilii, respectively shown to be correlated to the
perception of pleasant and unpleasant stimuli [27, 28]. Data had been also collected
about changes in the activity of the two abovementioned muscles as a function of
individuals’ reaction towards verbal messages with positive or negative content (see,
for example, [29, 30]).

A major issue raised by this body of evidence is whether these effects depend,
partly or totally, on changes of vigilance and attentional levels. Since, to our knowl-
edge, no study has yet investigated this aspect, it is necessary to think about possible
measures of arousal and vigilance/attention complementing the assessment of mus-
cular activity.

To these purposes, heart rate represents awidely usedvariable for themeasurement
of emotional arousal; it has been shown that changes in heart rate parallel the vision
of emotionally involving movies, either pleasant or unpleasant [31], as well as the
involvement in stress-inducing tasks such as public speaking [32].

In addition, the relationship between the perception of different kinds of gestures
and spontaneous eye blinking may also be taken into account. An increase of spon-
taneous eye blinking has been consistently found for complex attention-demanding
situations where executive functions are involved, such as elaborating visual stim-
uli [33] or being engaged in a conversation [34]. Pivik and Dykman [35] actually
propose that blinks are regulated in conjunction with selective attention processes.
Furthermore, the information-related aspects of stimuli might be involved in trig-
gering spontaneous blinks [36]. Thus, by looking at eye blinks, it can be better
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understood whether any effect of gesturing is mainly conveyed via modifications of
attentional system engagement or, alternatively, whether it depends more on a pure
emotional channel, less modulated by cognitive higher functions.

The present study aims to investigate: (a) how gestures accompanying a disagree-
able verbal message affect receivers’ emotional reactions; (b) how strong and weak
supporting arguments affect the intensity of the reactions and (c) how and to what
extent these reactions can be modulated by different kind of gestures accompanying
the verbal content. Access to the emotional attitudewas provided by themeasurement
of four physiological variables: heart rate, eye blink rate, zygomatic major activity
and corrugator muscle activity. We are especially interested in this latter measure,
because it is a reliable index of the intensity of negative reactions [30].

The working hypotheses were that:

(1) A disagreeable content evokes a negative emotional reaction (i.e., it increases
corrugator muscles activity);

(2) The intensity of a negative reaction tends to increase during the message, in
particular in the middle of the speech;

(3) The negative reactions to the message are modulated by different gestures and
different (strong vs. weak) arguments in support of a disagreeable topic;

(4) Such reactions are modulated by different gestures, which evoke different type
of feelings (positive and negative), on their turn indexed by the muscular activity
of two facial muscles.

The effects of different gestures on each of the abovementioned physiological vari-
ables were tested. It is expected that ideational gestures would increase the inten-
sity of negative reactions to the message, because, being tightly related to speech
semantics, they would enhance the impact of the unpleasant content. Instead, other
gestures, even though affecting physiological arousal and/or attention, would not
significantly change receiver’s attitude, being capable to divert receivers’ attention
from the message’s verbal content either to its form and its prosodic aspects (con-
versational gestures) or the speaker’s body actions (adaptors).

8.2 Method

Participants. Fifty healthy subjects (35 females, 15 males), aged 19–37 (mean age
22,2 ± 2,8), all University students, participated in the study. They were randomly
selected from a wider list of subjects who had given their availability and their
informed consent prior to the inclusion in the study.

All subjects satisfied the following inclusion criteria: (a) no history of psychiatric
illness; (b) normal physical status, without any major medical, neurological and/or
ophthalmological illness; b) at time of testing, no cold, flu, headache or any clini-
cal conditions impairing vigilance and attention; (c) no contact lenses or any other
condition interfering with visual perception.
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Materials. In this study the same source of stimuli was used as in a previous research
of ours [16], namely a video message, in which a professional actress provides
arguments supporting the introduction of a 20% increase of university fees for the
Faculty attended by students participating to the experiment.

The increase of university fees was selected as experimental topic after running a
preliminary survey, consisting of a series of qualitative interviews and questionnaires
aimed to evaluate the students’ degree of involvement, knowledge, and agreement
about a wide number of university issues. It was found that the message’s verbal
content on the increase of university fees was perceived as relevant by the students
and they showed a negative attitude towards it: in fact, students in the preliminary
survey generally showed, towards this proposal (on a scale ranging from 1 to 7),
medium-high interest (4.88 ± 1.99), a medium degree of knowledge (4.41 ± 1.94)
and low agreement (2.04 ± 1.16).

The verbal message structure was defined by selecting four key points support-
ing the proposal (two strong and two weak arguments): therefore, from the student
preliminary survey, we selected two strong points which had evoked medium-high
agreement (m > 4.85) and high interest (m > 5), whereas other two (weak) points,
not coming out from the qualitative interviews and absent in the preliminary survey,
were created ad hoc.

Five experimental conditionswere prepared, differing from each other only for the
gestures acted by the actress during her speech, whereas the content of the message
was kept identical. Four types of gestures were selected and classified, according to
the most common taxonomical systems [3, 18, 19]:

(1) conversational gestures (cohesive and beats), linked to the speech structure and
rhythm; (2) ideational gestures (i.e., illustrators and emblems), linked to the speech
content; (3) object-adaptor gestures, that imply touching objects; (4) self-adaptor
gestures, that imply touching parts of one’s own body.

Hand gestures, whose number was the same in each gesture condition, were
scripted ahead and occurred synchronously with the speech (see the Appendix in
Maricchiolo et al. [16], for a detailed description).

In a fifth condition, the same speech was delivered in absence of gestures (control
condition).

An accurate description of the stimuli and of specific gestures performed in each
condition can be found in the Appendix of Maricchiolo et al. [16].

Measures. Subject’s poly-graphic recordings were obtained by means of a Grass
Model 78 polygraph, and included the following channels: (1) Vertical Electroocu-
logram (EOG); (2) Horizontal EOG. Both 1 and 2 were used to detect spontaneous
eye blinks. To this aim, 0.25cm gold skin electrodes filled with electrolyte paste
were placed 3.0cm above and 2.0cm below the left eye, as measured from the center
of the pupil to the center of the electrode (vertical EOG), and at the outer canthi
(horizontal EOG). An eye blink was defined, according to previous studies [32–34],
as a sharp high amplitude wave higher than 100µV and no longer than 400ms. Blink
rate corresponds to the number of eye blinks/minute; (3) Mean electromyographic
(EMG) activity of zygomatic major muscle (4) Mean electro-myographic (EMG)
activity of corrugator supercilii muscle. Electromyograms were recorded by placing
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0.25cm gold skin electrodes respectively on the left cheek and at the median end
of the left eyebrow, according to Fridlund and Cacioppo guidelines [37]. Raw EMG
signals were amplified through a 10.000 gain, with high- and low-pass filter set-
tings at respectively 50 and 500Hz, and subsequently averaged in 1-s intervals; (5)
Electrocardiogram (EKG), to measure heart rate, which was calculated by each R-R
interval. Interbeat intervals were reduced off-line to heart rate in beats per minute.

Signals’ digitalization of the signals was carried out through the Grass Polyview
software according to conventional method (i.e., Codispoti et al. [28]).

Procedure: Ten subjects were randomly assigned to each of the five experimental
conditions, making sure that the number of females and males would be the same in
all conditions (F = 7, M = 3). All the experimental sessions were carried between
11 AM and 1 PM. Lighting conditions were held constant by excluding sunlight
through black curtains and using artificial dim lights at the back of subjects’ seat.

At arrival, subjects were prepared for polygraphic recordings and, after the elec-
trodes’ montage, instructed to sit as comfortably as they could in front of a flat
monitor screen (Fig. 8.1).

Polygraphic recordings had a total duration of ten minutes, according to the fol-
lowing schedule: fiveminuteswere allowed for habituation, then subjectswere shown
a 150s naturalistic documentary, showing Arctic animals in a landscape without any
people and requiring low arousal levels and low attentional engagement. This was
used as baseline reference (BL video). Soon after the end of the documentary, sub-
jects were shown the 150s experimental video (EXP video). All biosignals were
continuously recorded throughout the whole trial in “real-time” measurements, as
illustrated in Fig. 8.1, and the abovementioned dependent variables were obtained by
taking into account the central 120s of each recording.

Design and Data Analysis. Four 2× 5 ANOVAs (Neutral video—BL—vs. Exper-
imental Video—EXP—x 5 gesture conditions) were carried out to test the effects
of each category of gesture on each physiological variable. In order to look at the

Fig. 8.1 Experimental
setting
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progressive change of listeners’ physiological measures while watching the videos,
indexing modifications of arousal, attention and positive/negative feelings, we sub-
divided the 2-min recordings in 10-s chunks at regular intervals, obtaining 12 time-
points along the speech. In such a way, we could carry out a 12× 5 ANOVA (time
points x gesture conditions).

To test the hypothesis regarding the effects of strong and weak arguments on neg-
ative reactions, we subdivided the central 120s of the polygraphic recordings in five
20-s epochs, each corresponding to the presentation of a specific part of the experi-
mental video: T1 topic introduction (“First of all I’d like to express my opinion about
an increase of University fees. I think there are many reasons to support the proposal
of raising University fees by 20%.”); T2 strong argument (“It would improve Uni-
versity teaching and the didactic organization of theoretical units, laboratories, and
exams. It could improve both the theoretical knowledge and the practical compe-
tences of prospective graduates and give them more work opportunities”); T3 weak
argument (“It could push the development and progress of Italian scientific research
in the psychological field. It will allow to keep pace with the other international
scientific communities regarding both knowledge and results.”); T4 weak argument
(“thanks to this administrative action the Faculties of Psychology could become com-
parable to other scientific faculties such as Chemistry, Biology, Medicine and others,
which have already considered a 20% increase University fees”); T5 strong argu-
ment (“The increment in fees would permit the improvement of premises and a higher
environmental quality. Rooms and facilities would be more adequate; laboratories
could be better equipped, libraries would be richer; bulletin boards would be more
easily accessible; secretarial offices and Internet information service would become
more efficient”). An ANOVA 5× 5 (gesture conditions x arguments) was carried out
on the corrugator activity to test the interaction effects of gestures with the different
arguments presented during the message on the degree of negative reactions.

8.2.1 Results

1. Effect of gesture videos on physiological measures

As for those variables indexing arousal and attention, namely Heart Rate (beats/min)
and eye blinking rate (blinks/min), the Type of Video*Condition 2× 5 ANOVA
shows a significant effect of Type of Video (the experimental –from now on
EXP—vs. the baseline one—from now on BL -) but no significant Type of Video*
Condition interaction (Heart rate: Type of Video F1, 45 = 39.1, p < 0.0001; Type
of Video*Condition F4, 45= 0.7, n.s.; Eye Blink Rate: Type of Video F1, 45= 14.7,
p < 0.001; Type of Video*Condition F4, 45 = 1.2, n.s.). As shown in Table8.1, the
mean values (±S.D.) of heart rate (indexing arousal) and eye blink rate significantly
increased in EXP relative to BL for all categories of gestures.

For the abovementioned measures, ANOVA again detects a significant effect of
Type of Video, but no significant Type of Video*Condition interaction, on the EMG
activity of the corrugator muscle, indexing negative feelings (Corrugator Supercilii:
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Table 8.1 Differences between the EXP and BL videos in the heart rate (beats/min)—, index of
arousal—and eye blinking rate (blinks/min)—index of attention—

Heart rate (beats/min, mean + SD) Eye blink rate (blinks/min, mean + SD)

Gestures’ categories BL EXP BL EXP

Control (no gestures) 80.0 ± 14.9 83.1± 13.1 19.1 ± 11.6 27.6 ± 15.6

Self-adaptor 77.0 ± 10.1 82.0 ± 14.0 19.6 ± 13.7 21.9 ± 11.0

Object-adaptor 78.5 ± 12.3 81.4 ± 12.8 17.8 ± 10.7 19.9 ± 11.6

Conversational 74.9 ± 13.5 79.2 ± 14.4 18.7 ± 9.6 21.9 ± 13.0

Ideational 82.5 ± 12.5 88.0 ± 8.6 15.5 ± 7.8 19.9 ± 6.3

Table 8.2 Differences between the EXP and BL videos in muscular activity of the zygomatic
major muscle—index of positive feelings—and the corrugator supercilii muscle—index of negative
feelings

Zygomatic major (mV, mean + SD) Corrugator supercilii (mV, mean + SD)

Gestures’ categories BL EXP BL EXP

Control (no gestures) 12.7 ± 4.0 14.0 ± 6.1 9.9 ± 3.5 12.8 ± 7.2

Self-adaptor 13.8 ± 5.2 14.0 ± 6.7 10.1 ± 6.7 11.6 ± 3.4

Object-adaptor 12.9 ± 3.9 14.1 ± 5.0 8.0 ±1.6 11.5 ± 4.4

Conversational 15.6 ± 7.0 15.2 ± 6.9 12.2 ± 7.9 13.3 ± 9.2

Ideational 14.2 ± 4.6 17.6 ± 9.2 9.8 ± 5.3 12.9 ± 13.3

Type of Video—F1, 45 = 6.1, p = 0.02; Type of Video*Condition—F4, 45 = 0.2,
n.s.), and no significant effects either of Type of Video or Type of Video*Condition
on the EMG activity of the zygomatic muscle, indexing positive feelings (Zygomatic
Major: Type of Video F1, 45 = 2.2, n.s.; Type of Video*Condition F4, 45 = 0.8,
n.s.). Therefore, the vision of the experimental videos is associated to an increased
activity of the corrugator muscle only. Table8.2 displays the mean values (±S.D.) of
the zygomatic and corrugator supercilii muscle activity (measures are both expressed
in mV) averaged over the total duration of the videos, in the EXP compared with the
BL videos.

8.3 Time Course of Physiological Variables in Real-Time
Measurement

The Condition*Time 5× 12 Mixed ANOVAs showed that all variables were sig-
nificantly affected by Time (Heart Rate: F11,495 = 11.58, p < 0.0001; Eye-Blink:
F11,495 = 25.47, p < 0.0001; Zygomatic: F11,495 = 2.642, p = 0.011; Corrugator:
F11,495 = 3.58, p = 0.007); however, only for the corrugator activity (F(44, 495) =
3.410, p = 0.000) there was a significant interaction effect (gesture x time point).
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Fig. 8.2 Time-course of negative feelings for each experimental condition, obtained by measuring
the corrugator muscle activity at twelve regular 10-s intervals (T1-T12). Legend: rhombuses self-
adaptors, squares object-adaptors, triangles ideational, dots conversational, crosses no gestures)

The time-course of corrugator muscle activity, indexing implicit negative attitude
while watching the video, is displayed in Fig. 8.2 for each experimental condition.
This activity increases up to about the mid-point of the speech in the object-adaptor,
ideational and control conditions; after that, it keeps stable at a plateau for ideational
gestures, whereas it goes back to starting values in the no-gesture condition and
decreases to intermediate values between the start and the mid-point peak for object-
adaptor gestures. Despite the similar trends for the three conditions, an higher peak
of negative emotions is reached during the no gesture speech.

8.4 Change of Physiological Measures in Response to
Gestures and Arguments’ Different Strength

A significant “gesture x arguments” interaction was found (F(16,180) = 4.005; p <

0.001; partial η2 = 0.263) on the corrugator muscle activity. Gestures interact with
strong or weak arguments contained in the spoken message in determining negative
reactions to the disagreeable message. In other terms, implicit listeners’ reactions
to strong or weak arguments are differently modulated according to what gestures
categories are used by the speaker.

As displayed in Fig. 8.3:

• in the self-adaptors condition, no differences of corrugator activity appears in
response to the different segments of the speech, corresponding to the introduction
and the exposure of weak and strong arguments;



142 F. Maricchiolo et al.

Fig. 8.3 Corrugator activity values in response to different segments of the speech, corresponding
to the introduction and the exposure of weak and strong arguments in different gesture conditions
(T1 Introduction, T2 Strong argument n.1, T3WeakArgument n., T4WeakArgument n.2, T5 Strong
Argument n.2). On y axis, corrugator muscle tone measured in millivolts)

• during the no gesture condition and the object-adaptors condition, receivers had
a higher degree of the corrugator activity after weak arguments, especially at T4,
rather than after strong ones and topic introduction.

• In the conversational gestures condition, receivers tend to increase the corruga-
tor activity, indicating a negative reaction, during the introduction of the topic.
The corrugator activity decreases while arguments in favor of an increase of the
University fees are presented. This is particularly true for the strong ones.

• In the ideational gestures condition, the corrugator activity is rather flat with no
substantial differences among the arguments.

8.5 Discussion

A significant increase at the experimental gesture video (EXP video), relative to
baseline (BL video), was found in the levels of arousal, attention and negative think-
ing/emotions, as indexed respectively by an increase of the heart rate, the eye blink
rate and the corrugator muscle activity respectively. These results are in line with
our expectations, since the verbal content of the spoken message was a sequence of
political arguments in favour of university taxes, representing a negative news for the
university students to whom the message was submitted. Together with the absence
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of any significant increase at the experimental video in positive feelings—assessed
through the zygomatic muscle activity—this evidence show that the proposed nega-
tive message had overall a strong negative impact on the receivers, as we had planned
during the experimental design.

Indeed, we were particularly interested on listeners’ negative reactions. To this
regard, a very intriguing picture emerges from our analysis on the time profile of
the corrugator muscle activity, based on subdividing the recordings durations in 10-s
chunks, in order to look at the unfolding over time of the physiological measures (and
therefore of the implicit psychological variables indexed by them) while subjects are
receiving the message. Over the course of the video message, negative feelings and
thinking are differently modulated by gestures. In fact, the verbal message increased
negative emotions and thinking in the “no gestures” condition, with a very high
peak reached at three quarters of the speech (T9) and a successive decrease, possibly
due to habituation, which does not bring the corrugator muscle activity to the initial
levels. This is not really surprising, since it is a control condition with the following
negative characteristics: (a) no gesture may interfere with the direct effect of the
verbal content; (b) a very lowdegree of ecological validity: at an impressionistic level,
the actress who is not producing any gesture during her talk is probably perceived
as highly unnatural. These two elements would then potentiate each other and cause
the steep increase of the corrugator activity, up to a moment when a certain degree
of habituation is reached to the unusual message’s style. This habituation slightly
reduces the negative attitude toward the spoken message, even though it remains
higher than before the message was presented. We believe that this is because the
absence of gesturesmakes themessage less persuasive and the speaker less competent
than when gestures are exploited, as also previously shown by a previous study of
ours on explicit measures [16].

The significant “time*condition” interaction is mainly due to the increase of the
corrugator muscle activity in the “object-adaptor” condition: after a progressive rise
up to the speech mid-point, such activity returns to initial levels. Instead, the corru-
gator activity during ideational gestures is rather flat. It is possible to speculate on the
mechanism beneath this particular pattern by taking into account what is known on
the effects of object-adaptor gestures on explicit judgments: in fact, a female speaker
producing object-adaptor gestures is evaluated quite positively as far as her com-
petence, style effectiveness and persuasiveness are concerned, but at the same time
she is judged rather negatively with respect to her composure, i.e., she is seen inse-
cure, nervous and uncomfortable [16]. Therefore, the following sort of “two-steps”
pattern can be hypothesized: in the beginning, object-adaptor gestures enhance the
perceiver’s unpleasant feelings, such as fear, danger, suspiciousness and displeasure,
because they convey an impression of discomfort; as the speech goes by, this impres-
sion is progressively replaced by an opposite one of competence. Also, it cannot be
ruled out that the initial enhancement of the negative attitude in the object-adaptor
condition depends, in line with our initial working hypotheses, on an attentional shift
from the verbal content to the formal features of gesturing.
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As for ideational gestures, they have strong connections with the verbal message
and can be regarded as “semantic gestures” (see [3], among others) because they
repeat the information provided with the speech. Therefore, they contribute to clearly
illustrate the content of the talk, which ends up in being more persuasive along
the unfolding of the talk: in other words, despite the negative content is correctly
elaborated and affects the overall level of the corrugator activity, which is higher
than at the baseline video, there is no further increase over time because the speaker
is perceived as persuasive and competent.

The overall scenario becomes more complex and intriguing when looking at con-
versational gestures which show, also at the time course analysis and at the “gesture
* argument” interaction analysis, a remarkable “counterbalancing” effect on the neg-
ative content of the verbal message, differently from other types of gestures. It may
be worthwhile noting that, opposite to the ideational, conversational gestures have
no semantic link with the speech content, since they are mainly connected to the
formal, non-propositional, aspects of the message [3].

Finally, analyzing how different gestures interact with the different arguments of
the spokenmessage,we found that there is amodulating effect of themon the negative
impact of the different arguments on the receivers. Weak arguments negatively affect
receivers in the object-adaptors condition. Instead, in the conversational gesture con-
dition, negative receivers’ reactions tend to increase during the topic introduction,
while decrease during the arguments’ presentation, in particular the strong ones.
Therefore, it can be hypothesized that the aforementioned counteracting effect of
conversational gestures is specifically concentrated in the more meaningful parts of
the message (the strong arguments being the more unpleasant and consequently the
more likely to be contrasted by non-semantic gestures). Furthermore, in the absence
of gestures, listeners’ negative reactions increase along the whole speech, and in
particular during the weak arguments’ presentation.

8.6 Conclusions

This study represents a first experimental attempting to investigate negative emo-
tional implicit reactions to a disagreeable verbal message by means of physiological
indicators, taking into account: (a) the global role of gestures on these reactions;
(b) how gestures and reactions interact over time during the message reception; (c)
how gestures modulate the presentation of different kind of arguments supporting
the message.

Our results demonstrates that receivers were globally aroused and attentive—as
indexed by increased heart rate and eye blink rate, respectively, in the experimental
videos compared to the baseline video—but negatively affected by the spoken mes-
sage, with respect to the baseline videos (proved by the increase of EXP vs. BL. on
corrugator activity and by the absence of any increase in zygomatic muscle activity).
However, some gestures categories, in particular the conversational ones, seem able
to partly reduce the negative impact of the verbal content, as shown by the time course
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of the corrugator muscle activity during the message presentation. Such results are
of utmost importance when negative messages must be communicated, for exam-
ple in crisis communication, designed to protect and defend an individual, company
or organization facing a public challenge to its reputation, when an unpredictable
event threatens important expectancies of other persons and can seriously impact an
organization’s or individual’s performance and generate negative outcomes [38, 39].
Other contexts of application can be those situations in which unpleasant information
(e.g., medical test results, layoff, etc.) must be reported.

The present panel of results appears relevant to the development of intelligent
algorithms for human-machine interaction that are requested to sense humans not
only to correctly satisfy their requests but also to mediate their perception of the
whole interaction. In this context, gestures may play a significant role to make these
systems “socially believable”.
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Chapter 9
Laughter Research: A Review
of the ILHAIRE Project

Stéphane Dupont, Hüseyin Çakmak, Will Curran, Thierry Dutoit,
Jennifer Hofmann, Gary McKeown, Olivier Pietquin, Tracey Platt,
Willibald Ruch and Jérôme Urbain

9.1 Introduction

Laughter is everywhere. Somuch so that we often do not even notice it. First, laughter
has a strong connection with humour. Most of us seek out laughter and people who
make us laugh, and it is what we do when we gather together as groups relaxing and
having a good time. But laughter also plays an important role in making sure we
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interact with each other smoothly. It provides social bonding signals that allow our
conversations to flow seamlessly between topics; to help us repair conversations that
are breaking down; and to end our conversations on a positive note.

Currently, attempts are being made to create computer agents that interact with
humans in the same way humans do, understanding their social signals (cf. review
by Vinciarelli et al. [133]). However, laughter has not received as much attention
in the area of Human Computer Interaction (HCI), despite its huge importance in
social interactions, and as we will see, being one of the most important non-verbal
vocal social signals. Gathering new knowledge on laughter, from both engineering
and human sciences perspectives, and transferring this understanding to the design
of computer agents will enable them with both emotional and conversational com-
petence that will increase their impact and application potential. This was the goal
of the ILHAIRE1 collaborative research project. It has been supported by the Future
and Emerging Technologies branch of the 7th framework program for research of
the European Union. It started in September 2011 and ran until September 2014.
It included an interdisciplinary team in different areas of human sciences and engi-
neering: psychology of laughter, emotion-oriented computing, automatic recognition
and synthesis of communicative behaviors and signals, study of non-verbal social
communication cues, and virtual agents.

This chapter provides a summarized account of the context of this research topic
and a comprehensive overview of the ILHAIRE research results, as well as refer-
ences to pioneering works. It is organized as follows. Section9.2 covers the roles and
functions of laughter, during both hilarious as well as conversational interactions.
Such knowledge is fundamental when reaching towards endowing computer agents
with the capability to understand and apply this social signal. Section9.3 covers
another fundamental building block, the more precise understanding of the different
characteristics of the signal itself, and how they affect the way laughter is perceived
and impacts us, together with the personality factors that matter. Such studies are
heavily relying on observations drawn from multimodal corpora of human-human
and human-computer interactions. The advances in available databases and their
annotation are reported in Sect. 9.4. Corpora are also key in designing computa-
tional approaches enabling to embed laughter in HCI, which imply methods to accu-
rately detect and recognize laughter, to produce natural-looking and natural-sounding
laughter, to perceive the communication scene and make use of the communication
context in order to laugh the right way at the right time. These are respectively
addressed in Sects. 9.5, 9.6 and 9.7. They cover the different facets of laughter, in
particular the sound, the gestures and bodymotion/posture and the facial expressions.
Finally, application perspectives are drawn in Sect. 9.8 while research perspectives
are outlined in Sect. 9.9.

1http://www.ilhaire.eu/.

http://www.ilhaire.eu/
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9.2 Roles and Functions

Laughter is an ubiquitous social signal in human interaction; it occurs very often
and only a fraction of the occurrences seem to be related to humour. The ILHAIRE
projectmade an initial distinction between laughter thatwas social and conversational
in nature and laughter that was hilarious, with the latter kind of laughter being more
directly related to humour. The research conducted within ILHAIRE bore out this
distinction, with laughter intensity being one important distinguishing variable. To
understandwhy these separate forms of laughter may have arisen, andwhat functions
each serves, we can look to their evolutionary origins and to the situations in which
social and hilarious laughter are found.

Laughter is an evolutionarily ancient behaviour which arguably precedes spoken
language [18, 19]. This is borne out by the observation of laughter-like behaviours
in many primate species. Preuschoft and van Hooff [101] argue that the smile and
laughter distinction has its origin in two different sets of signals, and that both sets of
signals have important social functions in regulating and enhancing social affiliation.

Laughter-like behaviour in chimpanzees prolongs play actions [70], suggesting
that it is an important tool for promoting social affiliation and developing coopera-
tive and competitive behaviours [19], and similar behaviour is observed in human
infants [106].

Smile-like behaviours have been observed in primates signalling affiliation,
appeasement, reassurance, and submission; again a social bonding element seems to
unify these functions. Thus from an evolutionary perspective, laughter and smiling
can be viewed as key adaptive behaviours because of their facilitative effect on social
cohesion. Preuschoft and van Hooff [101] propose that, within a number of primate
species and especially humans, the boundaries between smile- and laughter-like sig-
nals have become blurred and intensity-related phenomena enable an ambiguous yet
gradual transition of function from social and (in the case of humans) conversational
laughter to stronger amusement related laughter.

Social and conversational laughter predominates at low levels of intensity. Here
there seems to be a strongly ordered and rule bound nature to laughter production.
These rule sets have been most firmly elucidated within the Conversation Analysis
tradition [36, 50, 88], but also confirmed in some more experimental work [7].
Laughter in conversation tends to be initiated by one member of an interaction, but
others can join in and it is typically a shared rather than competitive activity. Laughter
can be received as an invitation to shared laughter that can lead to reciprocated
laughter, or responded to with silence or serious talking. A response to silence can
be the further pursuit of shared laughter while serious talking is an active declining
of the invitation [36]. While the latter response can often extend the exploration
of a topic of conversation, accepting an invitation to laughter can lead to a topic
change. In this way laughter has a regulatory function in conversations by serving as
a turn-taking cue or signaling that the speaker may be approaching a transition point
in their topic or theme [50, 88]. Other conversational rules suggest that in dyadic
conversations the speaker is more likely than the listener to laugh first, while in group
conversations the listeners are more likely to laugh first [36].
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An important feature of laughter that facilitates these conversational dynamics is
that it has an inherent ambiguity. This is most apparent at low levels of intensity, but
the transition to higher levels of intensity (related to exhilaration) also seems to be
reasonably weakly defined. Within the ILHAIRE project experimentation showed
that, when removed from its conversational context, laughter becomes hard to clas-
sify in terms of classic emotional or sociolinguistic labels. This suggests that context
plays a strong role in the interpretation of laughter, as has been recently highlighted in
more general valance and emotion-based stimuli [54].McKeown et al. (under review)
have argued based on ILHAIRE research that ambiguity plays an important role in
servicing and maintaining social interaction. Holt [50] suggests that, as laughter as
a signal has no propositional content, it can be safely interspersed within conversa-
tions; because of its lack of propositional content, laughter serves as a social bonding
signal that allows an abstraction from the content of the conversation, it is this that
allows safe turn-taking transitions, topic changes and terminations. McKeown et al.
suggest that this ambiguous property of laughter allows multiple interpretations of
the same content to be held by different interlocutors, which facilitates the repair
of conversations. Further, they propose that laughter ambiguity also facilitates the
holding of two separate interpretations of the same content in the minds of both
interlocutors at the same time. Consequently laughter can aid the safe exploration
of possible taboo areas, hypothetical scenarios, and impropriety while retaining the
possibility of plausible deniability. Laughter requires an ambiguous nature to enable
this social exploration, allowing it to be abstracted from the content and to be easily
interpreted in multiple ways. The ambiguous nature of laughter has been underlined
by an important study within the ILHAIRE project, in which similar-intensity laugh-
ter from different contexts within the same conversation, as well as from different
conversations, was interchangeable with minimal impact on the perceived genuine-
ness of the conversational interaction.

Laughter also has clear relationships with humour. In ratings of laughs extracted
from their conversational context, consistent strong positive correlations (in the range
of r = 0.65 to r = 0.7) were found between ratings of intensity and rating of asso-
ciation with humour. Not surprisingly, high intensity laughter appears to be strongly
related to humour. McKeown [76], has argued that humour production is a hard-to-
fake signal of creativity (following Miller [79] and Greengross and Miller [38]) and
of mind-reading ability. Correspondingly, McKeown et al. [74, 75] have argued that
laughter also serves as a hard-to-fake signal of humour appreciation. The construct
of exhilaration indeed describes the effective response to humour [107, 110]. The
laugh features that arise with increasing laugh intensity are important to convince an
interlocutor that the laughter is related to a genuine felt emotion state. Yet, the bound-
aries of where this transition to laughter associated with the felt state of amusement
and laughter that serves more socio-communicative functions remain ambiguous.

Beside felt amusement following humour, laughter is actually related to other
enjoyable emotion states. Ekman [28] proposed that there are at least sixteen enjoy-
able emotions rather than simply a global emotion of joy. He hypothesized that even
though theywould all go alongwith theDuchenne display, namely, the joint and sym-
metric contraction of the zygomatic major and orbicularis oculi muscles (pulling the
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lip corners back- and upwards and raising the cheeks and compression of the eyelids
causing eye wrinkles, respectively), the main differences in the facets of joy would
lay in the parameters, such as timing of onset and offset or intensity. While inves-
tigating the responses of those with a fear of being laughed at within ILHAIRE,
Platt et al. [100] discovered that, of those sixteen emotions, some were consistently
associated with the expression of laughter (e.g., amusement, relief, tactile pleasure,
schadenfreude).

Finally, although there are individual differences in the susceptibility or willing-
ness to engage in the moment, signals that are displayed when positive emotions are
being experienced are contagious, in as much as others who decode those signals
will often feel enjoyment [41]. Again, laughter has a strong role in maintaining social
connection.

Overall, the roles and functions of both conversational and enjoyment laughter,
and the laughter linked to the experience of and the contagion of positive emotions
will be key for the smooth interaction with virtual agents.

9.3 Characteristics, Perception and Effect

Laughter hence appears as one of the most important non-verbal vocal social signal.
But beyond understanding its roles and functions and knowing the contexts where it
is relevant, it will also be crucial to understand more precisely what are its different
characteristics (also referred to as features here under), and how these affect the way
the signal is perceived, and impact on people. Laughter can indeed be very varied, and
although in many cases it has a strong inherent ambiguity, we will see that specific
laughter features can have a significant impact on its perceived naturalness, emotional
color (valence, arousal, dominance), maliciousness (or alternatively friendliness),
and contagiousness. Besides, inter-individual difference in experiencing laughter
signals have been identified, including people with a fear of being laughed at, as
well people with autism spectrum disorders. It is hence fundamental when creating
virtual agent equipped with laughter to understand which of the social signal facets
need to be designed with care.

Works on laughter perception can be divided into subtopics, guided by the modal-
ity that was the focus of investigation (face, voice, body). Before ILHAIRE, most
work has been done on the perception of only auditorily presented laughs. Within
ILHAIRE, we have worked on all three modalities and investigated the percep-
tion of naturally occurring laughs (spontaneous), acted laughs, manipulated laughs,
and virtually portrayed/synthesized laughs. Novel insights have been obtained, and
some of those then guided technological and experimental developments, exposed
in Sects. 9.5, 9.6 and 9.7.
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9.3.1 Perception of Facial Features

Coeval writers of Charles Darwin, stemming from the historic German field of
Ausdruckspsychologie (expression psychology; for example Piderit 1867 or Bore
1899, cf. [111]) delivered extensive descriptions of the vocal and facial markers
of qualitatively different laughter types. Thus, the perception-related studies within
ILHAIRE started with two investigations of the facial features of laughter basing
on historic knowledge [49, 111]. The two studies concentrated on the facial fea-
tures of four different laughter types (joyful, intense, schadenfreude laughter, and
grinning). These four laughter types were chosen because (a) at least four historic
authors had described them in their laughter classification, and (b) the authors had
delivered a visual illustration as well as verbal description (cf. [111] for details). A
total of 18 illustrations were first examined for their facial features with a technique
allowing for the objective assessment of all visually discernible facial actions [29].
Then, the decoding of these laughter types by laypersons was investigated in two
online studies. The results showed that illustrations of laughter involving a Duchenne
Display (DD; the symmetric and simultaneous contraction of the zygomatic major
muscle and orbicularis oculi, pars orbitalis muscle) were perceived as joyful laughter,
irrespective of their initial classification by the historic writers. Only the DD config-
uration could be reliably morphologically differentiated and was recognized at high
rates. In intense laughter, the intensity of the FACS coded zygomatic major muscle
action predicted the perception of intensity by the laypeople. The proposed changes
in the upper face highlighted in the literature, i.e., the presence of an additional
eyebrow-lowering frowning, did not predict the perception of intensity. Even more,
the presence of eyebrow-lowering frowningwas antagonistic to the perception of joy.
Schadenfreude and grinning did not have high recognition rates, but these displays
were also highly heterogeneous in their portrayals. For schadenfreude laughter, two
hypotheses were put forward [49]: Schadenfreude may either be a blend of a positive
and negative emotion (entailing facial features of both), or expressed by a joy display
with regulation or masking attempts (as it is not socially desirable to laugh at the
misfortune of others, [28]). Hofmann and colleagues have tested these hypotheses
in two encoding studies within the ILHAIRE project [45, 47], showing that indeed,
schadenfreude was often dampened or down-regulated when expressed in social con-
texts.Whilemany historic writers had claimed facial morphological differences from
joyful to intense joyful laughter, our decoding studies did not support the proposed
changes, but indicated that the presence of markers beyond the Duchenne markers
did not increase the perceived intensity, but led to a change in the perceived valence
of the laughter. If eyebrow-lowering frowning (a proposed marker of laughter inten-
sity) was present, the laughter was consequently rated as more malicious. Therefore,
we investigated this notion further within ILHAIRE by manipulating the presence or
absence of eyebrow-lowering wrinkles in synthesized avatar laughter. Basing on syn-
thesized laughter animations with refined facial wrinkles [81, 94], two studies were
conducted to investigate the influence of the presentation mode (static, dynamic) and
eyebrow-lowering frowning on the perception of laughter animations of different
intensity [42]. In a first study, participants (N = 110) were randomly assigned to
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two presentation modes (static pictures versus dynamic videos) to watch animations
of Duchenne laughter and laughter with added eyebrow-lowering frowning. Ratings
on the intensity, valence, and contagiousness of the laughter were completed. In a
second study, participants (N = 55) saw both animation types in both presentation
modes sequentially. Our results confirmed that the static presentation mode lead to
eyebrow-lowering frowning in intense laughter being perceived as more malicious,
less intense, less benevolent, and less contagious compared to the dynamic presen-
tation, just as we found in the study of historic illustrations. This was replicated for
maliciousness in the second study, although participants could potentially infer the
“frown” as a natural element of the laugh, as they had seen the video and the picture.
Hofmann [42] concluded that a dynamic presentation is necessary for detecting grad-
uating intensity markers in the joyfully laughing face. While these studies focused
on general differences in laughter perception, we also investigated inter-individual
differences within the ILHAIRE project. Hofmann and colleagues [44] studied the
responses to photos of different smiles and laughter and found that gelotophobes
assigned the joyfully laughing face not only joy, but also contempt. Thus, for geloto-
phobes, the “smiling face may hide an evil mind”. Ruch and colleagues [113] looked
at how the fear of being laughed at (gelotophobia, cf. [112] for a recent review on this
topic) influenced the perception of laughter animations (face and upper body avatar
portrayals, synthesized laughter sounds with four different modifications, faceless
full body stick figure animations). For the perception of the face, the results showed
that gelotophobes found medium intensity laughs that gave the impression of being
contrived or regulated as most malicious.The shape and appearance of the lips curl-
ing induced feelings that the expression was malicious for non-gelotophobes and
that the movement round the eyes, elicited the face to appear as friendly. This was
opposite for individuals with a fear of being laughed at: they perceived those features
as indicative of maliciousness.

9.3.2 Perception of Acoustic Features

Most previous studies on laughter acoustics have focused on the decoding of natural,
posed, and manipulated laughs. These studies of laughter mainly followed the notion
that single laughter elements2 and changes in acoustic parameters are important for
the identification and evaluation of a given laugh [57, 58]. In Table9.1, findings on
the perception of laughter features are summarized (adapted from [43]).

Table9.1 shows that voicing is a potent predictor of the perception of the positive
valence in laughter [2–4, 20]. Basing on this finding, many studies concentrated on
voiced laughs and modified acoustic parameters of such laughs to investigate per-
ceptual changes. F0 variations were found to influence the perception of valence,
arousal, and dominance (see Table9.1). For example, the descending pitch (F0) in
successive laughter elements was evaluated as more friendly or genuine than laugh-

2Laughter elements correspond to individual bursts of energy, whose succession is characteristic of
laughter.
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Table 9.1 Findings on the perception of laughter acoustics

Dimension Acoustic features Stimuli

Naturalness/Realness/
Genuineness

• Serial patterns with varying parameters =
ratings close to natural laughs

Natural + manipulated
laughs [8, 56–58, 134]

• Faster is perceived as more real/natural

• Series with stereotyped patterns are
perceived as less natural and genuine

• Descending F0 in successive laughter
elements is perceived more genuine than
laughter series of elements with a constant
pitch

Arousal •More rapid is perceived as higher aroused Posed laughs [121]

• Higher laugh rate is perceived as higher
aroused

• Lower inter-bout duration is perceived as
higher aroused

• Higher pitch is perceived as higher
aroused

• Higher levels of high-frequency (HF)
energy is perceived as higher aroused

Dominance • Higher intensity parameters more
dominant

Posed laughs [121]

•More precise articulation (lower F0 band
width, lower jitter) more dominant

• Energy more strongly concentrated in the
high frequency range more dominant

• Prolonged vocalic segments more
dominant

• Temporal distance between bouts shorter
perceived more dominant

• Lower harmonic energy (less voiced
elements) perceived more dominant

• Dominance is predicted by the interval
from vowel to vowel (58%)

Natural + forced
laughs [62]

• Dominance is predicted by F0 (mean,
max) of the noise vowel reiteration
(31–31%)

• Dominance is predicted by Small versus
large amplitude diminishment (31%)

Valence • Higher number of segments, higher laugh
rate, lower inter-bout duration is perceived
more positive

Posed laughs [121]

• Voiced laughs are perceived more positive
than unvoiced

Natural laughs, modified
laughs [2–4, 20, 56–58]

• Duration of the initial expiratory noise
predicts 42% of the positive valence rating

Natural, forced
laughs [62]

F0 = pitch
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ter series of elements with a constant F0 [56]. In subsequent work, [57] modified
naturally occurring laughter in different laughter series. The results indicated that
experimentallymodified serieswith decreasing pitch and variable duration, aswell as
the serieswith sub-phrases,were evaluated as good as spontaneous laughter. In partic-
ular, series with decreasing parameter courses such as decreasing pitch or declining
durations in successive elements were rated as “friendly” and “laugh-like”. Also,
series with rhythmic patterns “long-short” and “long-short-long” (accents within the
rhythm of a laughter-series) evoked more smiles and laughs in listeners than all other
series [56–58]. Moreover, stereotyped patterns in the course of the F0 received less
good evaluations. Kipper and Todt [57] concluded that the evaluation of laughter
depends on the dynamic changes of acoustic parameters in successive elements of
laughter.

A different methodology was utilized by Tanaka and Campbell [122]. In their
study, students first labeled laughter examples from natural conversations in four
pre-defined laughter categories. Most laughs were categorized as sounding “polite”
or “mirthful”. Second, they performed an acoustic analysis of all the laughs that
were labeled as “polite” or “mirthful” to identify acoustic features discriminating
between these two types. Polite laughter was related to low maximum power and
mirthful laughter to high maximum power, long duration, and a high number of
bouts. They further reported that the best predictors of the two laughter types were
the pitch (mean andmaximumvalue), the number of bouts, power, spectral slope, and
measures of prosodic activity. With these features, a classification was performed,
leading to 79% classification accuracy between polite and mirthful laughter. Thus,
listeners distinguished between laughter types in auditory stimuli, which indicated
that those types have a distinct signal value. Nevertheless, there were also group-
related differences. For autistic individuals, differences in global laughter evaluations
were found. Hudenko and Magenheimer [51] found that autistic childrens voiced
laughs were perceived as more positive than normally developed childrens voiced
laughs. The latter were generally lower pitched, and shorter (but no differences in
F0 were found). When comparing individuals with a fear of being laughed at to
individuals with no fear, Ruch and colleagues [113] found within ILHAIRE that the
fundamental frequency modulations and the variation in intensity were indicative of
perceived maliciousness. Fast, non-repetitive voiced vocalizations, variable and of
short duration were perceived as most friendly by individuals with a fear of being
laughed at.

9.3.3 Perception of Bodily Portrayals

Enjoyable emotions are aligned with laughter, that involves open mouth smiling,
vocalized laughter sounds, but also bodily changes such as dropping or relaxing the
shoulders, and shaking of the trunk.Within ILHAIRE, another strong focus did hence
lay in the investigation of laughter in the body and the perception of such cues.Within
ILHAIRE, Griffin and colleagues [40] analyzed participants perception of laughter
from body movements. The participants task was to categories animations of natural
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laughter from motion capture data replayed using faceless stick figures (characters
with trunk, limbs and heads simply represented by edges). In general, animations
that were perceived as representing a laugh differed in torso and limb movements
compared to stimuli categorized as non-laughter. Also, the distinguishing features
differed for laughter stemming from sitting or standing avatar positions. Perceived
amused laughter differed from perceived social laughter in the amount of bending of
the spine. Similarly, Mancini et al. [67] found that laypersons were generally very
good in distinguishing full-body animations of laughter from non-laughter (79.70%
of the stimuli were categorized correctly), with high levels of confidence in rating
either stimulus category. When assessing the perceptions of gelotophobes and non-
gelotophobes, Ruch and colleagues [113] found that in the virtual body portrayals
(faceless full body stick figures), backwards and forward movements and rocking
versus jerking movements distinguished the most malicious from the least malicious
laugh.

9.3.4 Perception of Multimodal Portrayals

Sestito and colleagues [117] investigated the decoding of audio-visual laughter stim-
uli. They found that the correct decoding of laughter was high above chance rate and
that in audio-visual incongruent stimuli, the visual modality was prioritized in the
decoding over the acoustic dimension. Using electromyographymeasurements of the
zygomaticmajormuscle activity, they also reported that rapid and congruentmimicry
toward laughter stimuli occured. Within ILHAIRE, several studies have investigated
the perception of multimodal portrayals of human laughter (spontaneous and acted/
fake laughs; presented with visual-auditory stimuli). McKeown and colleagues [74]
conducted two experiments to assess perceptions of genuine and acted male and
female laughter and amusement facial expressions. The main results showed that
participants were good in detecting fakeness in laughs by males. When women faked
laughs,males distinguished cues of simulation, but judged fake laughs also to bemore
genuine. When judging other women, female participants perceived genuine laughs
to contain higher levels of simulation. With a focus on inter-individual differences,
Ruch et al. [114] investigated the verbal and facial responses of 20 gelotophobes
and 20 non-gelotophobes towards videos of people recalling memories of laughter-
eliciting positive emotions (amusement, relief, schadenfreude, tactile pleasure). The
facial expressions of the participants were clandestinely filmed and evaluated by
the FACS [29]. Smiles of enjoyment and “markers of contempt” were coded and
verbal ratings of the participants obtained. Gelotophobes responded with less joyful
smiles andwithmore expressions of contempt to laughter-eliciting emotions than did
non-gelotophobes. Gelotophobes also perceived the degree of joy expressed by par-
ticipants in the video clips of tactile pleasure and relief lower than non-gelotophobes.
No differences occurred in the perception of joy for schadenfreude and amusement.
Thus, spontaneous affective responses and cognitive responses through ratings have
to be distinguished.
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9.4 Naturalistic Databases

At the start of the ILHAIRE project, there were a small number of existing databases
that provided examples of laughter for research purposes. The most useful of these
were the AudioVisual Laughter Cycle database (AVLC) [127] and the MAHNOB
laughter Database [97], both of which contain laughter from individuals watching
funny video clips.While these databases serve their purposewell, they are limited to a
certain style of laughter and context and both had similar aims in the style of laughter
targeted. The ILHAIRE project sought to collect a much larger amount of laughter
and from amuchmore diverse range of settings and contexts than had been previously
gathered. The goals of the ILHAIRE laughter database were to collect laughter from
a broad range of contexts. Thus in addition to collecting laughter of people observing
amusing scenarios (e.g. watching comedy), we also targeted laughter occurring in
social interaction and, importantly, in situations that led to what was termed hilarious
laughter and what was deemed to be more social and conversational in style. There
were further goals of collecting laughter data from more than one culture and from
interactions that tookplace inmore than one language. In addition the range of sensors
that gathered the information was to be extensive, including high quality audio and
video, but also incorporating depth, motion capture information, respiration and
facial expression information where possible. The project also sought to provide as
much annotation as resources would allow and devise an annotations scheme for
laughter to facilitate this.

As a result of these diverse goals the ILHAIRE laughter database is not a database
in the traditional sense but something of a meta-database; it incorporates a number
of different databases and sources with the overarching goal of providing a useful
laughter-focused set of resources and stimuli for the research community. There were
three main phases to this: the collection and annotation of laugh stimuli from existing
databases (also summarized in McKeown et al. [71]), the collection of hilarious
laughter, and finally the collection of conversational and social laughter. The first
phase is distinct due to the nature of the task. However, the other two phases are
less distinct as it is not straightforward to define what distinguishes a hilarious laugh
and a social laugh and these laugh types both commonly occur in any given social
interaction and as argued on the basis of ILHAIRE research the boundaries between
these laughs are ambiguous (underdetermined).

9.4.1 Existing Databases

Belfast Naturalistic Database

The Belfast Naturalistic Database [25] was an early attempt to gather a broad swath
of audio-visual material of people who at least appeared to be experiencing genuine
emotion with material sourced mainly from television programmes. 53 of the total of
127 video clips contain laughter, but only five can be made available due to copyright
issues.
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HUMAINE Database

The HUMAINE database [26] was created with the purpose of demonstrating the
existing breadth of material related to a broad understanding of the word emotion—
termed “pervasive emotion”. From fifty video clips 46 instances of laughter of vari-
able quality were extracted, and are useful as illustrations of the variety of situations
in which laughter occurs.

Green Persuasive Database

The Green Persuasive Database [26] contains audiovisual clips recorded to capture
interactions with strong feelings, but not basic emotions. The scenario involves one
participant convincing another to adopt an environmentally friendly lifestyle. There
is a strong power imbalance between participants as the persuader is a University
Professor and the listeners are students. There were eight interactions in total lasting
between 15 and 35min. From these eight participants, 280 instances of laughter were
extracted.

Belfast Induced Natural Emotion Database

The Belfast Induced Natural Emotion Database (BINED) [119] represents a delib-
erate effort to induce specific kinds of emotional behaviour. The goal was to use a
series of tasks to generate spontaneous and dynamic emotional material that could
replace the posed static photographs often used in studies of emotion. Laughs were
extracted from Set 1 of the database including tasks designed to elicit: amusement,
frustration, surprise, disgust and fear. 289 instances of laughter were extracted from
a total of 565 clips with 113 participants (43 female, 70 male).

SEMAINE Database

The SEMAINE database [77] provides high quality audio-visual clips from a Sen-
sitive Artificial Listener (SAL) task. In this task one participant took the role of the
user and another played the role of an embodied conversational agent, using one
of the four SAL characters in the SAL system. The laughter in these interactions
was largely conversational and social, and was incidental to the task of interacting
with the avatar or with a person pretending to be an avatar. In total 443 instances of
laughter were extracted from 345 video clips.

9.4.2 Hilarious Laughter Collection

UCL Motion Capture Stick Figure Stimuli

There were a variety of data gathering sessions dedicated to gathering hilarious
laughter. One of the goals of these sessions was to gather data related to body move-
ment, so a focus was on motion capture elements. Two data gathering sessions were
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dedicated to collecting this data. One in Belfast developed the laughter induction
techniques [73], and was followed by a similar session conducted at UCL in which
the motion capture data was made available as part of the database [39, 72]. The
available data consists of 126 animated “stick figure” video stimuli of laughter that
has been categorized as either hilarious, social, fake, awkward or not a laugh.

Multimodal Multiperson Corpus of Laughter in Interaction (MMLI)

The MMLI database [86] focused on gathering multimodal full body movement
laughter data. This data was collected during recording sessions of French speakers
made in Paris. It contains both induced and interactive laughs from human triads. 500
laugh episodes were collected from 16 participants. The data consists of 3D body
position information, facial tracking, multiple audio and video channels as well as
respiration data.

Belfast StoryTelling Corpus

The Belfast Story-telling corpus was comprised of six sessions of groups of three
or four people telling stories to one another in either English or Spanish. The story-
telling taskwas based on the 16Enjoyable Emotions InductionTask [48]. Participants
prepared stories related to each of 16 positive emotions or sensory experiences and
were seated around a central table, and each participant wore a head-mounted micro-
phones. HD webcams and depth cameras (Kinect) captured audiovisual streams,
facial features, face direction and depth information. Participants took turns at recall-
ing a story with occasional open discussion. Synchronized recording of data streams
was achieved using the Social Signal Interpretation (SSI) framework [136].

9.4.3 Conversational Laughter Collection

Although there was much laughter that could be termed conversational laughter
within the Belfast Story-telling Database, the activity that the participants were
engaged in was not strictly a conversation. To ensure that the database contained
laughter that was taken from conversations between people, we devised a very mini-
mal task to capture conversations that were as natural as possible given the presence
of cameras, microphones and depth sensors, and between only two participants.
There were two versions of this task, one recorded in Belfast, and the other in Peru.
Participants were asked to talk on a topic randomly selected from a pre-determined
list, but to continue talking freely until they felt a new topic was needed. Sessions
lasted for an hour. Some dyads used up to 10 topics in their session, whereas many
used only one.
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Belfast Conversational Dyads

While the task differed from the one used in the Belfast storytelling database (the
random topic task instead of the 16 enjoyable emotions task) the recording set up
was almost identical. HD webcams, head-mounted microphones and Kinect sensors
were used to record interactions between participants who sat opposite each other.
The various data streams were once again synchronized using the SSI software. 10
pairs were recorded.

Peruvian Conversational Dyads

A mobile version of the data capture system was devised and taken to Peru to cap-
ture interactions between Peruvian conversational pairs. Unfortunately, the depth
sensors could not be made to function, but the same HD webcam and headmounted-
microphones were sued to ensure quality recordings. The data streams were syn-
chronized using the SSI software, and 20 interacting dyads were recorded. These
recordings involved the speakers interacting in Spanish.

9.4.4 Annotation

An annotation scheme, which had seemed a straightforward endeavor at the outset of
the ILHAIREproject, proved to be amuchmore difficult proposition.Wehave argued
that the inherent ambiguity and underdetermined nature of laughter mean that it does
not yield easily to simple a classification system (ref underdetermined). However,
within the project we did develop a set of guidelines for the segmentation of laugh
episodes; thesewere used to create a significant amount of annotatedmaterial thatwas
then rated along a number of dimensional scales. A substantial amount of laughs have
been annotated and rated and this information is available at the ILHAIRE laughter
database website.3 In conclusion, the ILHAIRE laughter database has achieved its
goals and now represents the most comprehensive set of laughter resources currently
available for use by the research community. It remains an active research database
and new materials and annotations continue to be added. We encourage researchers
to send us any annotations or data gathered using the database materials so we can
incorporate them into the database for the use of other researchers.

9.5 Automatic Detection, Recognition and Characterization

Systems that understand and can also positively impact on social communication
require algorithms for the detection and recognition of laughter.

3http://www.qub.ac.uk/ilhairelaughter.

http://www.qub.ac.uk/ilhairelaughter
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This can rely on knowledge, models and technologies in sensor systems, signal
processing, machine learning, and in particular related to automatic detection and
classification of audio-visual signals.Microphone and video cameras can provide raw
signals to analyse acoustic and visual modalities. Nowadays, cheap depth cameras
are also available through their popularization for use in video gaming. They provide
for each pixel a measure of the distance of solid opaque objects from the camera
sensor. With these, it is hence possible to get improved accuracy in the capture of
3D cues from the face and the body, where video-only cameras could otherwise fail.
In some cases, researchers can also have recourse to more specific equipment, such
as respiration sensors, or accurate tracking solutions, for instance based on optical
motion capture and gaze tracking.

Then, it is necessary to research on the features to be extracted from the raw
sensor signals, on the categories and characteristics that are useful to be recognized
and measured, and on the models to be used. This can rely on knowledge about the
morphological features of laughter (cf. Sect. 9.3) that really matter.

As machine learning remains a state-of-the-art tool for detection and recognition,
also in this area of social signal processing, large annotated corpora containing many
instances of the phenomena of interest are also necessary (cf. Sect. 9.4).

Early work essentially focused on designing laughter detectors from audio sig-
nals and recognized facial expressions. Such work was actually fueled by research
projects starting around the year 2000. At the time, data collection was first achieved
through microphones only, sometimes in naturalistic social settings, such as group
meetings [53]. Multimodal capture systems including video cameras came a bit later.
Since 2010, it is also possible to capture 3D information using cheap hardware, to
the benefit of research on leveraging body motion and multimodal approaches. How-
ever, this had not been done for laughter analysis before ILHAIRE. Most modalities
have actually been further considered, and multimodal approaches for combining
them have been proposed. Studies covered detection, characterization of important
dimensions such as laughter intensity, and classification of laughter in generic cate-
gories. On the side of acoustic analysis, the project came up with novel approaches
for making use of automatic recognition of either phonetic or else purely data-driven
symbolic units whose local statistics have been used for laughter recognition, yield-
ing beyond state-of-the-art performance. Also, a special focus has been on estimating
laughter intensity, one of its most important facet, with first studies on that aspect.
Besides, to our knowledge, there was also no previous work on automatic laughter
detection and analysis from body movement and respiration signals. The project
closed these gaps. Finally, on the side of multimodal integration, a novel approach
outperfoming previous proposal of early and late fusion has also been published. The
following sections are organized according to the covered modalities.

9.5.1 Acoustic

Early studies on laughter detection often used acoustic features initially designed
for speech analysis as well as automatic recognition, classification, statistical mod-
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eling and time series modeling, in particular Hidden Markov Models (HMMs) with
GaussianMixture models (GMMs). Spectral coefficients and HMMs have been used
in [65]. In [11], Mel-Frequency Cepstral Coefficients (MFCCs) and perceptual fea-
tureswere applied togetherwithHMMs. In [55], the authors used a different approach
relying on Support Vector Machines for classification, still fed with MFCCs though.
In [124], the authors used Artificial Neural Networks (ANNs) fed with Perceptual
Linear Prediction (PLP) features. In [61], a similar approach but with longer tempo-
ral feature windows allowed to reach better performance. Reported results in terms
of detection equal error rate (false positive rate and false negative rate) range from
about 30% down to 8% in [61]. A figure of 3% has been achieved but using speaker
dependent models and pre-segmented laughs.

Within ILHAIRE, such approaches have been appliedwhile novel techniques have
also been developed. Although laughter is mostly non-verbal and non-articulated,
it nevertheless exhibits some vocal tract configurations close to phonetic sounds.
Automatic laughter transcription through phonetic labels has hence been found use-
ful [130]. Following up, in [135], detection has been addressed through a two stages
approach. Instead of estimating the probability of laughter using a model based on
acoustic features directly as in previous work, it first uses a generic phonetic recog-
nizer to obtain a symbolic sequence. Short audio segments are then characterized by
one or two histograms describing the distribution of symbols in the sequence. These
constitute feature vectors on which to base a classification model. When combined
with more traditional features, it was possible to detect laughter and filler events with
88% accuracy (unweighted average area under curve (AUC)), hence 4% absolute
above a baseline approach on a published benchmark [116]. A related approach is
to use n-gram models of such symbolic sequence to model the patterns of laughter,
as evaluated in [92]. A detection F-measure of 75% has been reached. An addi-
tional specificity of that development is to use non-phonetic symbolic units that are
defined automatically using the Automatic Language Independent Speech Process-
ing (ALISP) method, hence presenting some potential for improved modeling of
non-verbal vocal sounds.

Categories and Intensity

Once laughter is detected, onewouldwant to identify some of its important character-
istics. Early results by others on recognizing laughter categories have been obtained
in [12], where phonetic features and HMMs were applied to classify among four
types (hearty, amused, satirical and social) with an accuracy close to 75%.

As explained earlier, an important facet to bemeasured is laughter intensity, which
has been shown to correlate with the social versus amused categories, while having
the advantage of being continuous instead of categorical. Within ILHAIRE, in [82,
126], a research on the audio and visual cues that can be extracted automatically
and correlate with the perception of laughter intensity has been conducted. On the
acoustic side, the range of variation of several of the MFCC coefficients, but also of
the spectral flux, loudness and pitch were found to be the most important acoustic
features, with a correlation coefficient of the best features with laughter intensity
ratings reaching 83%.
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9.5.2 Facial Expressions

Recent possibilities for automated tracking of specific facial features or action units
have started to be applied to laughter detection and characterization. In [52], spatial
locations of facial feature points are tracked using markerless video processing, and
used for laughter detection. In [103], principal component analysis of tracked spatial
location of feature points is used to obtain features from video signals, and GMMs
as well as SVMs were used for classification. In [95, 96], head movement and facial
expressions, obtained through facial feature points tracking from the video channel
too. These different publications actually applied a multimodal framework, com-
bining acoustic features with visual features reaching detection and classifications
accuracies above those obtained when using individual modalities. In [95], an accu-
racy of 75% to distinguish three classes, namely unvoiced laughter, voiced laughter
and speech, is reported.

Within ILHAIRE, evaluations of face tracking approaches for estimating Facial
Animation Parameters (FAPs) and intensities of Action Units (AUs) have been per-
formed [102]. A smile detector based on estimated action units has also been used as
one of the component of laughter detection and laughter intensity estimation within
a multimodal approach, evaluated in interactive settings.

Categories and Intensity

The previously mentioned works [82, 126] also covered the visual side of intensity
estimation. It was shown that the maximum opening of the mouth/jaw as well as
the lip height and lower lip protrusion were identified as the most important, with
a correlation coefficient of the best features with laughter intensity ratings reaching
68%. A study of audio and visual features that differ in laughter inhalation and
exhalation phases was also proposed. Some features present different patterns finally
enabling to distinguish these phases automatically.

9.5.3 Body Movement and Gestures

Body movement during laughter has less background work and available corpora to
base the studies on. Although some previous studies described the morphological
attributes of laughter, it was still necessary within ILHAIRE to gather more detailed
statistics related to specific motion patterns appearing during laughter [40]. These
studies used recordings done within the project and including motion capture using
high-end optical hardware. Following a preliminary visual inspection, statistics were
drawn from laughter segments exhibiting cues from all threemodalities (audio, facial
and body), hence covering essentially laughter of high intensity (amused emotion).
Shoulder shaking has been identified as the most frequent. Then, torso rocking, torso
throwing, knee bending and torso leaning were second, each two times less frequent
than shoulder shaking. Finally, head shaking and shoulder contraction appeared,
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but only rarely. Given the importance of torso movement, subsequent research on
automatic detection focused essentially on that aspect.

In [66, 132], shoulder movement was tracked either based on a body skeleton
extracted from a depth sensor signal, of from shoulder tracking based on machine
vision. Features characterizing this motion are then computed, including the correla-
tion between the movement of the two shoulders, the overall kinetic energy, and the
periodicity of themovement.Basedon that, a system for the automatic detection using
commodity hardware (video and depth cameras used in conjunction) has then been
proposed and evaluated in [67, 69]. Several motion features were extracted, account-
ing for shoulder motion correlated with torso (trunk) motion, but also directly torso
and head. Evaluation relied on Kohonen self-organising maps, showing significantly
above chance estimation results.

Categories and Intensity

The previously referenced work from ILHAIRE [69] also proposed an evaluation
of the selected body motion features for automatic estimation of intensity, showing
significantly above chance estimation results too.

Another proposal was made earlier [39, 40] within the project where body
motion was investigated for laughter type recognition among five categories (hilari-
ous, social, awkward, fake, and non-laughter). Features characterizing hand gesture,
shoulder movement, neck/spine bending, as well as kinetic energy of several upper
body articulations were extracted. Several classification approaches were compared
(k-nearest neighbors, multilayer perceptron, linear and kernel ridge and support vec-
tor regression, random forests) with the random forest method yielding the best
performance. Tests were made using motion data captured using full-body motion
capture equipment. Automatic recognition performance reached about 66%, which
was also shown to approach human rating levels.

In addition to movement directly induced by laughter, the phenomenon may also
trigger complementary movement due to the amused state or the need to replace
speech with other cues (using pointing, clapping, illustrator, or other gestures). Stud-
ies towards understanding these are ongoing.

9.5.4 Respiration and Muscular Activity

Physiological responses such as elevated heart rate can accompany laughter. Also,
its production is intimately linked to respiratory patterns, as described in [109]. A
distinctive pattern can indeed be observed, consisting in a rapid exhalation followed
by a period of smaller exhalations at close-to-minimum lung volume. This pattern,
accompanied by contractions of the larynx and epiglottis and facial patterns, result
in the specific sound, facial and body movement being observed. On may hence try
to detect and characterize laughter directly from respiration measurements, and their
underlying muscular activity. In previous work by other [35], myoelectric signals



9 Laughter Research: A Review of the ILHAIRE Project 165

from the diaphragmatic muscle were measured. Detection of laughter was shown
to be possible through a threshold-based approach on the amplitude of the high-
frequency component of the captured signal. No formal evaluation of the detector
itself was proposed however.

Another approach studied in ILHAIRE was to rely on measurements of the tho-
racic (chest) circumference [132]. Features enabling the detection of laughter from
these respiration signals are computed including the following sequence of events:
a sharp change in current respiration state, a period of rapid exhalation resulting in
rapid decrease in lung volume, a period of very low lung volume. Formal evaluations
were performed later, using recognition through HMMmodels, with a classification
accuracy of 69%, validating the approach (results not published yet).

9.5.5 Multimodal Fusion

Previous studies by others on combining acoustic and visual cues have been pub-
lished. In [95, 96] (already introduced here above), late fusion (decision level) has
been applied using a sum rule or an artificial neural network. In [52], the output of
the acoustic and facial detectors are combined with an AND operator, hence a form
of late fusion too. Decision level late fusion was also used in [103].

Within ILHAIRE, late fusion of estimations from audio, body and respiration
modalities has been implemented in [132] for laughter detection. In [64], an event
driven real-time fusion system was proposed. It rather corresponds to a late fusion
mechanism, with some additional time-based accumulation. This approach proved
particularly robust for the case of laughter detection, since it does not directly fuse
identical time frames throughout modalities, but rather computes probabilities indi-
rectly by accumulating shorter, detection-indicating and possibly time-shifted events.
Evaluation was performed on an enjoyment detection task (enjoyment defined as an
episode of enjoyable emotion, which may hence also include just smile segments).
From 54 and 72% accuracy for audio-based and image-based detection, the fusion
approach reached about 79%, outperforming more traditional early or late fusion
schemes (only reaching between 65 and 68%).

Experimental studies on tuning of laughter analysis to genre and culture were
also carried out with promising results. They rely on a range of techniques actually
enabling the parameters of detection/classification models to be adapted to specific
demographic subgroups or subjects, similarly to what is done in speech synthesis
and recognition technology.

Finally, for more information, a survey on multimodal fusion within human-agent
dialogue has been proposed by André et al. [1].
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9.6 Automatic Generation and Synthesis

Having a proper understanding of the nature of multimodal signals during laughter
is necessary, not only to inform on the proper features and models for detection and
characterization purposes but also on the proper models for generating signals that
sound and look natural, or to enable experimental protocols. Therefore generation
and synthesis are covered here.

9.6.1 Acoustic Synthesis

Despite previous work on synthesizing “emotional speech” (cf. review by Burkhardt
and Campbell [9]), acoustic laughter synthesis is an almost unexplored domain.
In 2007, Sundaram and Narayanan [120] synthesized laughter vowels by Linear
Prediction. To obtain the repetitive laughter pattern, theymodeled the laughter energy
envelope with the equations of an oscillating mass-spring system.

The same year, Lasarcyk and Trouvain [63] compared laughs synthesized by a
3D modeling of the vocal tract and diphone concatenation. The articulatory system
gave better results, but synthesized laughs could still not compete with natural human
laughter. Beller [5] proposed an original approach to laughter synthesis, as voiced
laughter is synthesized from a neutral speech sentence.

Sathya et al. [115] synthesized voiced laughter bouts by controlling several
excitation parameters of laughter vowels: pitch period, strength of excitation and
amount of frication. After analyzing these features on a range of human laughs,
Sathya et al. concluded that the pitch contour and the strength of excitation of laugh-
ter calls can be approximated by quadratic functions, while the amount of frication
tends to decrease within and across calls.

Cagampan et al. [10] synthesized laughs by concatenating syllables. Laughs were
segmented into syllables with different labels denoting laughter vowels (‘ha’, ‘he’,
‘hi’, ‘ho’, ‘hu’), grunt- and snort-like syllables, as well as the laughter onset and
offset. These units were then combined to form laughs with four syllables in the
apex, plus the possibility of an onset and an offset.

A real-time laughing instrument has been developed by Oh and Wang [90]. Their
main objectives were expressivity and control, rather than the quality of the synthesis
or laughter naturalness. They synthesized vowels by formant synthesis (source-filter
decomposition).

Moreover, recent works from Oh and Wang [89] to modulate speech and make it
sound like speech-laugh, as opposed to all previous attempts on pure laughter. The
method takes speech as input and segments it into syllables, based on the energy
envelope. Then they provide control over several parameters of the syllables that
can be affected by laughter: intensity contour, maximum pitch value, tempo regular-
ity (the degree to which segmented speech syllables are fetched to an isochronous
tempo), rhythm (the periodicity of syllables between 4 and 6Hz).
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Within ILHAIRE an HMM-based approach was utilized. This method is based
on a framework which became popular in the field of speech synthesis in the last
decade. In HMM-based parametric speech synthesis, the spectrum, F0 and duration
of phonemes are modeled in a unified framework [137]. Based on the resulting
HMM, a maximum-likelihood parameter generation algorithm is used to predict
the source/filter features [123], which are then sent to a parametric synthesizer to
produce the waveform. Urbain et al. exploited this technique to performHMM-based
acoustic laughter synthesis [125, 128, 130, 131, 134]. They investigated the synthesis
audio laughter from arousal curves by comparing the arousal curve given as an input
to the arousal curves of laughter syllables that were available in the database. The
transcriptions of the best matching syllable were used to drive the HMM-based
acoustic laughter synthesis system. In [6], Bollepalli et at. they compared the use of
different vocoders for the specific purpose of acoustic laughter synthesis. Using the
same approach, “speech-laugh”, namely the phenomenon of laughter occurring at
the same time as speech by intermingling with it or by interrupting it, an HMM-based
speech-laugh synthesis system has been developed by El Haddad et al. [32]. This
system involves first creating HMM models of laughter and speech-smile. Then,
some vowels in the synthesized speech-smile sentences are replaced by laughter
bursts.

9.6.2 Visual Synthesis

As for the synthesis of laughter sound, very few studies exist regarding the synthesis
of laughter facial and body behaviour. Since the few existing studies focused either
only on facial synthesis or else only on body synthesis, this section is organized as a
chronological survey of studies which are related to visual laughter synthesis without
further categorization.

In 2008, a parametric physical chest model, which could be animated from laugh-
ter audio signals, was proposed byDiLorenzo et al. [21]. Themodel is able to produce
realistic upper body animation but facial animation is not addressed.

The next year, Cosker et al. [16] studied non-verbal articulations including laugh-
ter. They explored the possible mapping between facial expressions and their related
audio signals. HiddenMarkovModels (HMMs) were used to model the audio-visual
correlation. As with DiLorenzo et al., the animation was audio-driven.

Further research has been pursued within ILHAIRE. In 2012, Niewiadomski et
al. compared three possible approaches regarding visual laughter animation [84].
The same year, Niewiadomski and Pelachaud [80] considered how laughter intensity
modulates facial motion. A specific threshold is defined for each key point. Each key
point moves linearly according to the intensity if it is higher than the corresponding
threshold. So, if the intensity is high, the facial key points concerning laughter move
more. In this model, facial motion position depends only on laughter intensity.

More recently, in 2013, two studies [85, 132] included the use of laughter capa-
ble avatars for human-machine interactions. Two different avatars animated from
recorded data were proposed. One of them is the Greta Realizer [83] which takes as
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controls either high level commands using the Facial Action Coding System (FACS)
or low level commands using Facial Animation Parameters (FAPs) of the mpeg-4
standard for facial animation. Greta generates an animation corresponding to the
initially recorded laughter (copy-synthesis). The other avatar is the Living Actor4

which plays a set of manually drawn animations.
A recent study published in 2014 aiming at synthesizing facial laughter was pro-

posed byÇakmak et al. [14]. The approach followedwas tomodel facial deformations
bymeans of landmark trajectories. The basic steps followed throughout the work are:
recording of the 3D data using a motion capture system, post-processing to shape
the data for training, training of Hidden Markov Models (HMMs) on this data, syn-
thesizing trajectories based on this data and retargeting the synthesized trajectories
on a 3D face model to finally render a video output. To be able to build accurate
models, this study needed the building of a specific audio-visual laughter database
containing synchronous audio and 3D motion capture data in sufficient amount for
a single subject [13].

The same year, Ding et al. [22, 24] developed a generator for face and body
motions that takes as the input the sequence of pseudo-phonemes and their dura-
tion [22, 23]. Lip and jaw movements are further driven by laughter prosodic fea-
tures that are based on a contextual Gaussian Models approach. The relationship
between input data (pseudo-phonemes and acoustic features) and motion features is
first modeled and then the model is used to produce laughter in real-time. Head an
eyebrow generation is based on the selection and concatenation of motion segments
from the database. Torso and shoulder motions are derived from head motion.

Another study in 2014 by Niewiadomski et al. [87] propose a procedural method
to synthesize rhythmic body movements of laughter based on spectral analysis of
laughter episodes. For this purpose, they analyzed laughter bodymotions frommotion
capture data and reconstructed them with appropriate harmonics.

Niewiadomski and Pelachaud [81] studied the identification and perception of
facial action units displayed alone as well as the meaning decoding and perception of
full-face synthesized expressions of laughter.They focused on three factors that may
influence the identification and perception of single actions and full-face expressions:
their presentation mode (static versus dynamic), their intensity, and the presence of
wrinkles. They used a hybrid approach for animation synthesis that combines data-
driven and procedural animations with synthesized wrinkles generated using a bump
mapping method.

9.7 Interaction Modeling

Enabling conversational agents with laughter capabilities is not only about being
able to recognize and synthesize audio-visual laughter signals. It is also concerned
by an appropriate management of laughter during the interaction. There is thus a

4http://www.cantoche.com/.

http://www.cantoche.com/
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need for a laughter-enabled interaction manager (IM), able to decide when and how
to laugh so that it is appropriate in the conversation. Despite the body of work in so-
called dialogmodeling, there was no previous work specifically adressing laughter as
indeed, previous research was essentially focused on verbal social communication.

It remains uneasy to define what an appropriate moment to laugh is. This can be
seen as a decision making process. These decisions have to be taken according to the
interaction context which can be inferred from laughter, speech and smile detection
modules (detecting social signals) but also by the task context (for example, if the
human is playing a game with the agent, what is the status of the game). Formally,
the IM is thus a module implementing a mapping between interactional contexts and
decisions. Lets call this mapping a policy.

Describing the optimal policy of the agent is a very tricky task. It would require
the perfect knowledge of rules prevailing to the generation of laughter by humans.
Interpreting sources of laughter or predicting laughter from a cognitive or psychology
perspective is non-trivial. Therefore, a data-driven method has been preferred in the
ILHAIRE project. Especially, we adopted a Learning from Demonstrations (LfD)
framework to learn the IM policy. Indeed, humans are implementing such a policy
and they can provide examples of natural behaviors.

LfD is a paradigm in which an artificial agent learns by observing another agent
(artificial or human) performing optimally the task at sight. Several generic meth-
ods can be used to implement this paradigm among which two have been explored
within the ILHAIRE project: (1) Imitation Learning (IL); (2) Inverse Reinforcement
Learning (IRL).

Imitation learning reduces the problem of learning the optimal policy to a classi-
fication problem. Indeed, one can see the policy as the result of a process that assigns
a decision to an interactional contexts which is similar to the standard classification
problem consisting in assigning labels to inputs. For instance, a simple K-nearest
neighbors algorithm has been used in [85]. Taking as input the results of audio-
visual processing systems able to detect speech and laughter of other participants,
this method generated a laughter/silence decision every 200 ms. Yet, classification
algorithms usually underperform when trained on unbalanced data. This is the case
with laughter which is way less frequent than speech and silence in human-human
interactions. For this reason,we introduced a structured-classificationmethod in [98],
enabling to emphasize more on laughter and improve classification performances.

Inverse Reinforcement Learning considers laughter as a sequential decision mak-
ing process. In this framework, the decisions taken by the conversational agent at a
given time are supposed to have an impact on the reactions of the user(s) right after
or even later and, so, on the course of the interaction. Therefore, the optimization
of this module should take the whole interaction into account, including the impact
of local decisions onto the future. Sequential decision making processes are gen-
erally addressed under the Reinforcement Learning (RL) paradigm in the machine
learning literature. In RL, the agent is assumed to optimize a cumulative function
of immediate rewards, provided after every decision. Because it learns to maximize
the sum of rewards, it learns a sequence of decisions instead of local decisions as in
imitation learning. Yet, the problem of defining the reward remains. IRL is a method
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by which, observing an expert agent, another agents learns the unknown reward the
expert is optimizing. This is unfortunately an ill-posed problems. Indeed, the null
reward makes any decision policy optimal. In addition, IRL often requires observing
expert and non-expert data which is obviously impossible in laughter studies (what
is a non-expert laughter?). During the ILHAIRE project, we thus developed innov-
ative IRL algorithms that could learn non-trivial rewards from expert-only data [59,
60] and applied them successfully to laughter/silence decision in the final project
demonstrator.

9.8 Application Perspectives

Many applications could benefit from results of research on human laughter. The
applications mentioned here stem from the ILHAIRE project results and from previ-
ous research. First, the automatic detection of laughter episodes and the extraction of
their characteristics could be useful for indexing and searching speech and conversa-
tional databases, such asmeeting recordings. Laughter is often related to amusement,
so its detection could help in detecting jokes. Laughter also has a role as regulator
of conversations and is a marker of dialog turns and topic changes. Its detection
could hence facilitate automatic speaker diarization and topic segmentation. Laugh-
ter also affects the perception of emotional valence, arousal and dominance. Effective
laughter detection could hence provide an additional layer of automatic enriched tran-
scriptions, one that would help infer speaker roles and moods. The interpretation of
responses to laughter would also offer information about the emotional state and
personality traits of the subjects. There are indeed demonstrated inter-individual dif-
ferences in the way laughter is perceived and what kind of feedback expressions it
triggers in return.

The integration of “laughing skills” into interactive systems (such as robots, vir-
tual conversational agents, computer mediated inter-personal communication sys-
tems) would offer several other benefits. Laughter would not only make interaction
with such systems more natural, it would also offer an additional mean for com-
puters to influence the course of conversations. Using computers to regulate multi-
party conversations/meetings has already been suggested in [105]. This remains to
be researched whether such systems will face negative perceptions (similar to an
uncanny valley effect) and how much work will be necessary to bridge that gap if
any. Besides, ethical issues will need to be considered.

Being a frequent natural indicator of positivemoods and emotions (amusement but
also other enjoyable emotions), such laughing machines would be better equipped to
align their expressive behaviour to the emotional color of the interaction. This would
lead to increased naturalness and impact. Positive mood changes induced by con-
versational systems using laughter have been demonstrated within ILHAIRE as well
as by others, in media consumption setups [35, 46, 85, 129], in “affective” instal-
lations [78, 93, 118], and in games played with virtual conversational agents [68].
More specifically, when a virtual agent was interactively responding to laughter, a
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level of contagion associated with spontaneous laughter as well as exhilaration was
experienced by the users (Niewiadomski et al. [85], Hofmann et al. [46]). Actually,
it has been shown that some properties of laughter trigger different perceptions of
valence and arousal. A system able to generate laughter from amore varied repertoire
would hence be better equipped to trigger different reactions in return. Here again,
ethical issues will need to be considered, especially those related to the flip side of
laughter when it is associated with negative feelings (such as ridicule).

Others [34] have also studied some of the positive effects of laughter on learning.
Laughter could indeed contribute to improved motivation and self-image in various
applications, such as learning, rehabilitation or fitness exercises. In ILHAIRE, a
virtual tutor equipped with laughter increased the positive perception of the learning
experience (results not published yet).

Laughter is also an important marker of social bonding. It reduces the sense of
threat and facilitates cooperation in a group [27, 91]. It could hence be used within
computer mediated inter-personal communication systems to favour collaborative
and positive outcomes, and as a complement to the inter-personal skills of humans.
Laughter, together with its accompanying body postures and movements, can also
convey sexual bonding messages that range from solicitation to aversion, depending
onwhich andhowmanydifferent signals are present [37].Novelists and screenwriters
maybebetter armed to speculate about the use of such functions by computer systems.

Empathy is a significant and particularly interesting component of social bonding.
Recent experimental results support the hypothesis that anthropomorphismpositively
affects the empathy of people towards robots. This was tested in [104], where Riek
et al. used robots (along a chosen anthropomorphic range) shown to be experiencing
mistreatment by humans, hence targeting the pro-social behavioral component of
empathy (i.e. the component of empathy that leads to helping behavior toward others
in need). Although those experiments were only covering the physical appearance
of anthropomorphism, the authors speculate that these results are in fact compatible
with Simulation Theory, which states that people mentally simulate the situation
of other agents in order to understand their mental and emotive states. Being so
pervasive, laughter is also likely to encourage humans to empathize more easily with
virtual agents and robots.

In all these applications, the underlying social context has a strong influence.
Given the interpersonal differences in perception and feedback to laughter, person-
ality traits constitute a crucial contextual element. Analyzing reactions to laughter
could hence offer information that would enable systems to better understand and
adapt to individual personality. Gelotophobes constitute a specific group that has
been studied within ILHAIRE. They exhibit a fear of being laughed at and display
negative expressions in reaction. This constitutes a significant social handicap given
the pervasiveness of laughter in society. Another opportunity to be pursued in the
future would hence be to build interactive systems and interventions designed to help
these people. They could participate more frequently in social activities through vir-
tual agents making use of laughter expressions that are not perceived negatively.
They could also combat their fear through gradual habituation to natural expressions
of laughter.
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We believe these applications will be facilitated by technologies for the recogni-
tion, understanding, interaction modeling, generation and synthesis of a wide range
of laughter expressions. These need to be adaptable to varied social contexts, con-
tents, moods and personalities. Also, these should be based on strong knowledge in
psychology and machine learning.

9.9 Research Perspectives

Bringing together the fields of engineering and psychology can only strengthen each
other. The psychological impact of human-computer interaction systems should be
considered as a key metric for the evaluation of their success. However, safeguards
must be taken in order to benefit from extrapolating the information gathered. As
discussed in [99], this is especially true when evaluating humorous laughter, as many
aspects of humour revolve around individual differences. Indeed, there are personal
preferences in the type of humour an individual finds funny. Also, as discussed
earlier, personality traits matter a lot. Researchers should hence continue to take care
of formalizing the experimental protocols and environments as much as possible.
Further research on the sense of humour is of particular interest too [108].

Future research should also concentrate on eliciting laughter in natural situations
and study its morphology, subjective experience, and social consequences. The stud-
ies should also aim towards the inclusion of multiple modalities in laughter coding.
Here, the respiration and body movements as well as the interplay of their features
may be considered. Future works should also attempt to arrive at a classification of
laughter that spans over more than one modality.

Regarding automatic synthesis, the quality achieved with HMM-based systems
is significantly higher than with other laughter synthesis approaches. Such synthetic
laughs nevertheless remain far from actual human laughs. Future work needs to
focus on improving the naturalness, and on the synchronization between the audio
and visual modalities, as shown in a first exploratory study by Çakmak et al. [15].
Other aspects include the level of control and diversity of laughter categories and
characteristics, and the desired reactivity (hence the ability to change the desired
synthesis output on the fly, adapting to a change in context or interaction state).
Studies [17, 33] focusing on reactive laughter synthesis provided interesting results.
Recent research on increasing the diversity of laughter that can be produced by the
computer [30, 31] also yielded promising results.

Laughter-enabled interaction management remains a tricky task even though
Learning from Demonstrations (LfD) proved to be a promising way to handle it. Yet
it requires a lot of annotation work, new data collection campaigns for each task, inte-
gration of non-trivial contextual information. To address these issues, machine learn-
ing offers several perspectives that can be envisioned among which semi-supervised
learning to train the models from little amounts of labeled data, transfer learning to
capitalize knowledge acquired from task to task and automatic feature selection com-
bined with non-parametric methods to scale with the dimensions of the input space.



9 Laughter Research: A Review of the ILHAIRE Project 173

The Imitation Learning (IL) and Inverse Reinforcement Learning (IRL) algorithms
developed within the ILHAIRE project could be easily extended to implement most
of these methods. On another hand, even though IRL considers the laughter/silence
decision process as a sequential decision process, it only models the long-term influ-
ence of the artificial agent on the interaction. Another direction of research would
therefore be tomodel the interaction as amulti-agent problemwhere the human users
would also try to influence the agents behavior (like trying to generate contagion to
the agent).

9.10 Conclusions

Laughter will be a key component of “future socially believable behaving systems”.
This chapter reviewed recent work on endowing computer systems with the ability
to master this crucial social signal, in humorous as well as more general conversa-
tional contexts. It covered a range of fundamental and technological topics including:
(1) studies on the roles, functions and perception of laughter, and (2) technological
developments on recognizing and synthesizing laughter, and on modeling interac-
tions including laughter.

Research on laughter in human communication and on its use by computers is
currently gaining in popularity. A comprehensive review within the limits of a book
chapter is already becoming difficult to achieve. Here, we focused essentially on
the work done within the ILHAIRE project, together with what we identified as
pioneeringwork by others.We invite the readers to continue their exploration through
recent publications by us and by other researchers active in this area. One may look
in particular for publications by Pelachaud, André, Camurri, Berthouze (participants
in ILHAIRE), as well as Devillers, Campbell, Trouvain, Truong, and numerous other
researchers we can not cover here. We hope this chapter will be the starting point
for a fascinating journey, back in time through the evolutionary roots of laughter,
amusement and social behaviour; and into the future of people engaging with digital
media.
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Abstract The multimodal HuComTech corpus aims at annotating, studying and
publishing data related to a wide spectrum of markers of human behavior in human-
human spoken dialogues. By doing so the final goal is to both understand human
cognitive behavior in conversational settings and contribute to the enhancement of
human-machine interaction systems. One of the main issues still leaving wide spaces
for further development is related to speech prosody, the understanding of its associ-
ation with possible cognitive processes for the expression of emotions as well as the
online production of speech utterances. Since the latter often results in incomplete
structures, the study of the relation between grammatical incompleteness and prosody
can both contribute to a better understanding of human cognition and the enhance-
ment of cognitive infocommunication systems. The data and analyses presented in
this paper are intended to serve both these purposes. Two different approaches will
be presented as methods of data exploration: the study of static temporal alignments
within the ELAN annotation tool, and the discovery of dynamic temporal patterns
using the Theme framework.
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10.1 Introduction

In our verbally centered world we may often forget about the fact that the default,
lexical meaning of a word or a phrase often differs from its intended meaning in
a conversation. Indeed, we can use the word ‘yes’ for denial, or the word ‘no’ for
assertion, all depending on how we produce these words. We can pronounce ‘yes’
with a high falling tone for assertion and a rising tone for doubt or even denial; we
usually assign the meaning ‘denial’ for ‘no’ with a high falling tone and ‘doubt’ or
‘assertion’ with a rising tone. It does not, however, mean that lexical meaning as such
is non existent: it only means that speech prosody, including intonation, intensity and
duration are an essential building block of the information structure of an utterance.
We can look at prosody as operating on the default lexical meaning of a word or
a phrase with the effect of accommodating this meaning to the intensional context
of the conversation. This function of accommodation is not necessarily secondary
to the lexical meaning: it can go so far as the verbal content of the utterance may
even be hidden and prosody alone prevails. Prosody is by no chance the entrance
of a newborn baby into the spoken world: even without being able to use content
words and words in general, it can deliver and reflect to the most essential pieces
of information by simply selecting the elements of prosody suitable to the actual
purpose of communication.

If prosody has this degree of importance in communicating information, it appears
reasonable to believe that it needs to have an outstanding role in cognitive infocom-
munication as well. Significant advances in this respect have been made in text-to-
speech systems to be used in an ever increasing number of applications [1–4]. With
all these achievements, infocommunication will especially become more ‘cognitive’
if it takes an even more proactive route by considering the emotions and, through
them, the intentions of the speaker(s). By employing a dynamically changing scheme
of prosody suitable to the emotional-intentional content and context of the conversa-
tion even an interaction between a human and a non-human will become smoother,
more flexible and, ultimately, more successful.

Even with these insights intended to improve human-machine interaction, one
needs to keep in mind also some understandably fundamental differences between
a human and a machine: we are not going to build machines by “recreating” or
“reinventing” humans embodied in a machine, and it is not even an expectation on
the human side: all we, humans, want in the long run is to build “cognitive machines”
(cf. the Human Speechome Project [5]) with capabilities of interacting with humans
at many but not necessarily all levels of human communication. These machines will
essentially be based on the principle of multimodality ensuring that the interplay of
the temporal and sequential alignment of markers of various modalities results in a
complex of information that reaches beyond the mere sum of the individual pieces of
information delivered by the individual modalities, without, however, being a copy
of human behavior. Accordingly, these machines will embody “cognitive states”
of their own but which are, at the same time, compatible with human cognition.
This is the line of thought present in the current research in the emerging field of
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cognitive infocommunication [6, 7], and this is how the term “speechability” is to be
understood: machines are expected to have capabilities both analogous to in certain
ways and different in others from human speech [8]. As such, the description and
study of the prosody of human speech relevant to cognitive infocommunication is to
be both inclusive (extended to capture a wide spectrum of its physical and contextual
properties including its relation to syntax, semantics and pragmatics) and restricted
to those which are implementable for the given machine [9].

The multimodal HuComTech corpus of Hungarian dialogues is intended for the
collection and supply of large amounts of data for learning more about the interplay
between the verbal, lexical characteristics of conversations on the one hand, and
its nonverbal, emotional and interpretative content on the other. In what follows,
with focus on prosody, in particular intonation (pitch movement) we are going to
present data on and investigate the interplay between intonation and events pointing
to certain cognitive functions, such as emotions, incomplete syntactic constructions
and utterance initial adverbials.

10.2 Material

The multimodal HuComTech corpus is a set of 50h of dialogues comprising of 110
formal conversations (simulated job interviews) and 110 informal ones (guided by
a standard scheme). Annotation work on the corpus started in 2009 and was com-
pleted by the end of 2015. Annotations include video annotations for gaze, head
movement, hand movement, posture, facial expressions, audio annotations for tran-
scription, fluency of speech, turn management, emotions, as well as prosody (the
latter done automatically) for pitch movement, intensity and pause. In addition, the
manual annotations are uniquely extended to spoken syntax and, to our knowledge
also as first of its kind, to unimodal (video only) pragmatics complementing mul-
timodal pragmatic annotation. All these different layers of annotation are meant to
be studied simultaneously, allowing for the description of the eventual temporal and
structural alignments of all available multimodal markers. Whereas our annotation
data published and accessible in The Language Archive are available in the .eaf for-
mat of ELAN 1 they can also be accessed as an SQL compatible relational database.

For the purpose of this paper, we are going to look in more detail at the attributes
of (a) emotions as represented in the category facial expressions, (b) syntactic com-
pleteness/incompleteness in the category syntactic, (c) conversational adverbials in
the category transcription. In all cases we are going to analyze data referring to
the interviewee only. Since we are going to present comparative data across several
layers, and since data analysis is still ongoing, we will rely on data from 61 files (30
formal and 31 informal conversations, about 15h of recording) only. Data will be
cumulative, not distinguishing between the two types of conversation.

1https://hdl.handle.net/1839/00-0000-0000-001A-E17C-1@view

https://hdl.handle.net/1839/00-0000-0000-001A-E17C-1@view
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10.2.1 Facial Expressions

The following attributes were annotated all manually: natural, happy, sad, surprised,
recall, tense. Only the video was used, the audio was not present in this work. In
assigning these interpretative attributes the annotators (two for each file) followed the
FACS facial action coding scheme [10] and inter-annotator agreementwas ensured by
regular consultations. In addition, before starting a new file each annotator observed
the behavior of the participants on the recording for a reasonable time in order to
“learn” the behavior of the given participant to be annotated.

The distribution of the above emotion attributes for the 61 files is as follows (total
# of emotions annotations: 5816) in Table10.1.

10.2.2 Syntactic Completeness/Incompleteness

The syntactic annotation has a particular importance in understanding the cognitive
aspects of communication as organized via spoken utterances: since speech is in
some way or another the online reflection of some underlying cognitive processes,
and since these processes are certainly faster than speech production involving the
physical movement of the participating articulatory muscles, it is often the case that
the speaker will “fall short of time” to produce a fully organized—grammatical—
sequence ofwords. This conditionmay eventually result in grammatically incomplete
clauses or whole sentences that may be hard to understand without their context or
may even be filtered out (left unanalyzed) in the flow of speech. With all these
misgivings, such incomplete structures are part of everyday conversation, and as
such need to be considered in designing amore complete human-machine interaction
system [11].

The distribution of the syntactic attributes is as follows (total # of clauses: 16957)
in Table10.2.

(The rest of the syntactic types also annotated but not mentioned here reflect such
missing elements as the verb, the grammatical subject, the object, the adverb, etc.,
which do not occur at either left or right clause boundaries and do not affect the
overall prosody of a clause, therefore they are not considered here.)

Table 10.1 Distribution of emotion attributes

Natural Happy Sad Surprise Recall Tense

929 (15.97%) 3802
(63.37%)

39 (0.67%) 246 (4.23%) 425 (7.31%) 375 (6.45%)

Table 10.2 Distribution of syntactic attributes

Type 1 (complete clause) Type 13 (incomplete clause) Type 14 (single sentence
words)

2708 (15.97%) 729 (4.3%) 3130 (18.46%)
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10.2.3 Prosody: Pitch Movement (Intonation)

The annotation of pitchmovement has the following challenge: although the acoustic
features of speech can be measured physically, intonation is the product of our per-
ception. Whereas speech sounds as represented in a waveform are a complex of a
wide range of frequencies and associated intensity values changing in minute units
of time, we perceive them as a combination of four main parameters: fundamental
frequency (F0), timbre, intensity, and duration, all with a much “smoother” temporal
resolution. Out of these parameters it is fundamental frequency that contributes to
our interpretation of the speech sound as intonation or speech melody. Thus we can
see that the annotation of speech prosody is similar to, say, the annotation of the
visual characteristics of nonverbal behavior: its formal aspects can be captured by
certain physically definable parameters, but in a holistic sense these parameters are
just the form, they actually are subjects to interpretation. And this is where one meets
the challenge: how can we capture those data that are significant for our perception
and disregard those which are not. For the HuComTech project an annotation tool,
ProsoTool was developed [12, 20] to produce the automatic prosody annotation of
the corpus with the aim to model human perception. As for pitch annotation, five lev-
els of fundamental frequency were assigned to the pitch range of the given speaker,
namely, from the deepest tone space to the highest tone space, as L2, L1, M, H1,
H2. Pitch movements are assigned to well definable minimal tone contours and are
characterized by the following relative attributes: stagnant (pitch remaining within
the given tonal space), descending (lowering tone crossing one or more tonal spaces),
fall (lowering tone rapidly crossing one or more tonal spaces), upward (rising tone
crossing one or more tonal spaces), rise (rising tone rapidly crossing one or more
tonal spaces). Accordingly, a falling tone can end up at a higher pitch than a rising
tone, or a stagnant tone can be in a lower or higher tonal space than a rise or a fall. This
interpretative annotation is supplemented by the annotation of the exact bordering
pitch data, i.e. data reflecting the measured starting and ending frequency values of
the given minimal tone contour. The overall tone contour of a longer speech segment
(such as a clause or sentence) is the result of the concatenation of the component
minimal tone contours, each referred to with one of the above labels.

The subcorpusweare describinghere has the distributionofminimal tone contours
is shown in Table10.3.

The following is shown in two-member sequences are frequent sequences (see
Table10.4: total number of occurrences in the formal and the informal dialogues)
(see Tables10.5, 10.6, 10.7, 10.8).

Table 10.3 Distribution of tone contours

Fall Rise Stagnant Descending Upward

8173 (43.78%) 6435 (34.47%) 2350 (12.59%) 1018 (5.45%) 694 (3.72%)
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Table 10.4 Two-member sequences

Sequence Formal Informal

Rise + fall 870 2012

Rise + rise 96 205

Fall + fall 212 437

Fall + rise 972 2119

Table 10.5 Sequence: rise + fall

Formal Informal

Rise Fall Rise Fall

Average duration 709.8 862.4 657.5 777.9

Standard
deviation

517.6 716.8 407.5 532

Table 10.6 Sequence: rise + rise

Formal Informal

Rise Rise Rise Rise

Average duration 666.8 682.2 623.1 611.3

Standard
deviation

517.4 478.6 377.6 354.8

Table 10.7 Sequence: fall + fall

Formal Informal

Fall Fall Fall Fall

Average duration 746.9 808.8 700.5 768.8

Standard
deviation

497.1 671.6 474.1 554.3

The following three-member sequences are frequent sequences (see Tables10.9,
10.10, 10.11, 10.12, 10.13).

There are two relatively frequent sequences (see Table10.14).
The above and similar shorter sequences of patterns may be repeated so as to be

concatenated into longer stretches of a tonal contour. These longer stretches may, in
principle, offer somemore insight into the specific prosody of certain communicative
events. From among the above patterns the following are repeated to form longer
pieces of a tonal contour: rise + fall (formal: 132, informal: 445), fall + rise (formal:
161, informal: 463), fall + stagnant + rise (formal: 1, informal: 6), rise + stagnant
+ fall (formal: 1, informal: 1), rise + rise + fall (formal: 0, informal: 1), fall + fall
+ rise (formal: 1, informal: 2), fall + stagnant + rise + fall (formal: 0, informal:1).
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Table 10.8 Sequence: fall + rise

Formal Informal

Fall Rise Fall Rise

Average duration 846.7 691.7 801.6 675.4

Standard
deviation

630.2 508.1 540.8 404.8

Table 10.9 Three-member sequences

Sequence Formal Informal

Fall + stagnant + rise 86 191

Rise + stagnant + fall 43 87

Rise + rise + fall 47 89

Fall + fall + rise 84 192

Table 10.10 Sequence: fall + stagnant + rise

Formal Informal

Fall Stagnant Rise Fall Stagnant Rise

Average
duration

574.9 1615.2 516.6 612.9 1350.7 516.4

Standard
deviation

344.5 1531.9 195.9 329.8 1027.5 232.5

Table 10.11 Sequence: rise + stagnant + fall

Formal Informal

Rise Stagnant Fall Rise Stagnant Fall

Average
duration

413.1 1008.5 687.7 470.4 1002 542.6

Standard
deviation

145.2 570.8 609.6 149.7 655.5 262.8

Clearly, it is the tonal segments with alternating directions (fall versus rise) that are
the ones that appear to form part of longer tonal contours (Tables10.15 and 10.16).

As a first approximation to associate one of the important attributes of prosody,
i.e. pitch movement with any communicative functions, we tested the variance of the
average duration of occurrences of the individual pitch patterns above in each of the
30 formal and 31 informal dialogues using F-test and repeatedmeasures for the effect
of the given dialogue types on the character of pitch movement. We found significant
difference in the between-subject comparison, i.e. between the two dialogue types
in all patterns (see in Table10.17).
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Table 10.12 Sequence: rise + rise + fall

Formal Informal

Rise Rise Fall Rise Rise Fall

Average
duration

612 679.7 774 613.7 657.2 772.7

Standard
deviation

440.7 458.2 532 313.6 400.2 488.8

Table 10.13 Sequence: fall + fall + rise

Formal Informal

Fall Fall Rise Fall Fall Rise

Average
duration

765.9 823.3 623.5 749.7 731.8 632

Standard
deviation

503.8 666.1 311.9 542.4 489.6 362.2

Table 10.14 Four-member sequences

Sequence Formal Informal

Fall + stagnant + rise + fall 38 98

Rise + stagnant + fall + rise 20 48

Table 10.15 Sequence: fall + stagnant + rise + fall

Formal Informal

Fall Stagnant Rise Fall Fall Stagnant Rise Fall

Average
duration

554.7 1508.8 504.3 799.4 611 1279.8 514.5 773.6

Standard
deviation

230.2 1308.3 170.4 771 310.8 870.1 240.9 567.1

These data support our intuition and everyday experience: not only do speakers
differ in the phonetics of their speech (voice), they also differ in the more global
patterns of the way they speak, i.e. in their prosody. It is the within-subject variability
of data that could shed light on the possible role of prosody (in our case: the formation
of tonal contours). As for this latter, there were only two patterns found with a
significant F-test in the within-subject comparison: rise-fall (F = 4.2036, N = 29,
p = 0.0495), rise-stagnant-fall-rise (F = 11.2435, N = 29, p = 0.0022).

These data clearly suggest that the type of dialogue (whether it is conducted in a
formal or informal manner) does indeed affect the way participants in the commu-
nicative event make use of speech prosody. It however further investigation is needed
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Table 10.16 Sequence: rise + stagnant + fall + rise

Formal Informal

Rise Stagnant Fall Rise Rise Stagnant Fall Rise

Average
duration

370.7 1169.7 807 622.2 468.2 1040.9 580.8 618.4

Standard
deviation

230.2 1308.3 170.4 771 310.8 870.1 240.9 567.1

Table 10.17 Between-
subject comparison of pitch
movements in formal and
informal dialouges

Pattern Result

Rise + fall F = 688.7305, N = 29,
p > 0.0001

Rise + rise F = 192.9638, N = 20,
p > 0.0001

Fall + fall F = 350.5749, N − 28,
p > 0.0001

Fall + rise F = 509.9192, N = 29,
p > 0.0001

Fall + stagnant + rise F = 259.8849, N = 22,
p > 0.0001

Rise + stagnant + fall F = 268.8140, N = 13,
p > 0.0001

Rise + rise + fall F = 340.0877, N = 14,
p > 0.0001

Fall + fall + rise F = 172.0493, N = 20,
p > 0.0001

Fall + stagnant + rise + fall F = 323.4265, N = 20,
p > 0.0001

Rise + stagnant + fall + rise F = 37.3226, N = 29,
p > 0.0001

to find out why these patterns involving an initial rise and including a fall appear
to be those contours that show this specific divide between the formal and informal
dialogues.

10.3 Methods

The fundamental challenge in dealing with multimodal behavioral data is that mul-
timodality at a given point of time or for a given pattern of behavior cannot simply
be captured by the complex of all data available at the given moment across all rel-
evant modalities. It is an essential property of multimodality in behavior that this
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complex is dynamic: the availability of certain participating modalities may have
both an intra- and inter-subject variability both across time and across event types.
Accordingly, but probably strikingly at first glance, virtually any of the multimodal
markers for virtually any behavior is optional. It has the consequence that one can
hardly attribute a default set of modality markers to any single moment leading up to
an event type. As an example, when someone shows agreement, one can say “Yes”
accompanied by a nod and a gaze directed towards the interlocutor, however, none of
these moments in any of these modality is obligatory: one can agree without saying
“Yes” and/or nodding or gazing. Even more, one can even show/suggest agreement
while saying “No” instead of “Yes”, all this interpretation depending on yet another
modality, prosody. Rather than considering such alignments of multimodal markers
at single moments, our interpretation and judgment is based on evaluating the tempo-
ral variation of markers in various modalities, which, if repeated several times, will
be considered as formal configurations constructed along the timeline. Those config-
urations which are interpreted as contributing to the expression of certain behavioral
functions will be considered as patterns of behavior, whereas other configurations
not associated with such functions will not be perceived as such. This understanding
of the difference data the formal and the functional properties of configurations of
signals underlines the role of interpretation for them to possibly become patterns
of behavior. And, interpretation being also influenced by non-formal (contextual,
attitudinal etc.) factors, the variable nature of behavioral “markers” (variable across
subjects, both across time and event types) can obviously be justified. Therefore,
in order to properly describe multimodality in behavior, one needs to consider the
temporal alignments of various signals, the temporal configurations of such repeated
signals and, finally, functionally evaluate these configurations as patterns of behavior.

There are several tools available for the study of the alignment of multimodal
markers. In the next section we will present alignment data (and data on their linear
sequence) using the software tool ELAN enabling us to find temporal alignments
of markers within a preset threshold across an unlimited number of modalities and
associate them with respective frequency data (for a description of the temporal
sequences of multimodal data in the HuComTech corpus cf. [18]). By doing so we
obtain a large amount of descriptive data offering a general view of the landscape
of the composition of data by sequencies and frequencies. The alignments and their
sequencies alone, however, do not tell us whether they form actual patterns charac-
teristic of given behavioral patterns. Namely, we can find out whether our assumed
alignments or their sequences are at all manifested in the data and, if they are, with
what frequencies, but with these descriptions we cannot determine whether they rep-
resent real functional patterns and, even if they do, what is the probability that they
are specific to a given behavior.

Due to the essential optionality of multimodal markers mentioned above we need
to expect that patterns are at least partly hidden from the naked eye: they are composed
of a potentially discontinuous sequence of markers, such that the distance between
the elements considered adjacent in the pattern can be variable. Search for preset
sequences as performed in ELAN or a similar environment will not result in such,
typically behavioral patterns.
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In order to identify at least some of the patterns underlying our behavioral data
we use a radically different approach, offered by the software Theme [13]. Designed
for the discovery of hidden patterns of behavior, this statistical framework searches
for temporal patterns between events associated with time. The search is dynamic
in the sense that it tests the statistical probability of the temporal configuration of
virtually all events across all modalities and within a variable temporal distance
between the events. Using our earlier example, it attempts to discover the temporal
pattern (T-pattern) of the behavioral event type of “agreement” even if “Yes” is not
immediately aligned with a nod or a given gaze. It is not looking for the frequency
of a multimodal complex consisting of “Yes”, a nod and a gaze, but it attempts to
find what multimodal markers (events) are temporally associated with the behavioral
function of “agreement” and with what probability, regardless of any other events
possibly happening within the same time interval.

In the next sectionwewill present data derived from the use of bothmethodologies
mentioned: descriptive data about alignments and their sequences using ELAN, and
interpretive data about possible temporal patterns using Theme. For the purpose of
building a system of infocommunication, both kinds can prove to be useful: whereas
the descriptive data contribute to building an inventory of the possible means of
behavior, the interpretive ones contribute to understanding the multimodal nature of
the given behavioral types.

10.4 Discussion

In this section it will be shown how the overall picture of individual attributes of facial
expression (emotions), syntactic completeness/incompleteness and utterance-initial
conversational adverbials are aligned with intonation (description using ELAN) and
what configurations can functionally be discovered as actual behavioral patterns
(probability and interpretation using Theme).

10.4.1 Facial Expressions

It can be observed that, in general, the expression of facial emotions coincides with or
has some temporal precedence to its vocal (prosodic) expression. In the annotation of
the HuComTech corpus we annotated perceived emotions at three different levels: at
the level of video only (the annotators did not here the actual speech), audio only (the
annotators had no access to the video) and video+audio (with simultaneous access
to both modalities). In what follows, we will look at the video+audio condition and
cases when the annotation of the facial emotion is shortly (<500ms) followed by
some pitch movement; cf. Table10.18.

According to Table10.18, the three emotions natural, happy and recall are the
most frequent ones, indirectly reflecting the topics and mood of the conversations.



194 L. Hunyadi et al.

Ta
bl

e
10

.1
8

Fa
ci
al
em

ot
io
ns

fo
llo

w
ed

by
pi
tc
h
m
ov
em

en
t

Pi
tc
h
co
nt
ou
r

E
m
ot
io
n

Fo
rm

al
/in

fo
rm

al
Fa
ll#

(%
)
[a
ve
ra
ge

du
ra
tio

n,
m
s]

R
is
e#

(%
)
[a
ve
ra
ge

du
ra
tio

n,
m
s]

St
ag
na
nt
#
(%

)
[a
ve
ra
ge

du
ra
tio

n,
m
s]

D
es
ce
nd
in
g#

(%
)
[a
ve
ra
ge

du
ra
tio

n,
m
s]

U
pw

ar
d#

(%
)
[a
ve
ra
ge

du
ra
tio

n,
m
s]

N
at
ur
al

F
88

(4
4.
7)

[7
94
.7
]

46
(4
2.
6)

[9
94
.1
]

17
(2
9.
3)

16
88
.4
]

14
(5
8.
3)

[2
30
0.
3]

5
(3
1.
3)

[3
35
7]

I
12
2
(3
7.
5)

[8
60
]

69
(3
4.
8)

[7
13
.2
]

34
(3
9.
5)

[1
72
0.
2]

17
(4
2.
5)

[2
37
0.
3]

12
(3
3.
3)

[1
32
5.
5]

H
ap
py

F
28

(1
4.
2)

[7
24
.9
]

25
(2
3.
1)

[7
30
.7
6]

8
(1
3.
8)

[2
10
5/
9]

3
(1
1.
5)

[6
29
0.
3]

2
(1
2.
5)

[3
47
4.
5]

I
98

(3
0.
2)

[7
64
.1
]

66
(3
3.
3)

[6
47
.9
]

27
(3
1.
4)

[1
18
9.
6]

15
(3
7.
5)

[1
71
4.
2]

14
(3
8.
9)

[7
29
.4
]

Sa
d

F
3
(1
.5
)
[4
69
.3
]

0
0

0
0

I
3
(1
.5
)
[7
41
.5
]

3
(1
.5
)
[4
89
.7
]

0
1
(2
.5
)
[2
81
3]

1
(2
.8
)
[4
84
5]

Su
rp
ri
se
d

F
2
(1
)
[4
12
.5
]

2
(1
.9
)
[6
04
.5
]

1
(1
.7
)
[1
35
0]

0
0

I
2
(0
.6
)
[1
08
7.
5]

5.
(2
.5
)
[8
11
.2
]

2
(2
.3
)
[1
32
1.
5]

0
1
(2
.8
)
[7
03
]

R
ec
al
l

F
60

(3
0.
5)

[7
77
]

25
(2
3.
1)

[7
34
.7
]

22
(3
7.
9)

14
16
.8
]

7
(2
6.
9)

[1
82
0]

8
(5
0)

[3
09
7.
4]

I
92

(2
8.
3)

[7
25
.4
]

55
(2
7.
8)

[6
84
.7
]

23
(2
6.
7)

13
36
.7
]

7
(1
7.
5)

[3
80
9.
3]

8
(2
2.
2)

[1
75
2.
6]

Te
ns
e

F
16

(8
.1
)
[9
58
.3
]

10
(9
.3
)
[6
17
.9
]

10
(1
7.
2)

[1
00
7.
7]

2
(7
.7
)
[6
44
.5
]

1
(6
.3
)
[8
06
]

I
0

0
0

0
0



10 Prosody Enhances Cognitive Infocommunication … 195

Regarding the distribution of the total occurrences of the individual tonal contours,
in the between-subject comparison we find that the distinction between formal and
informal as dialogue types is significant for natural (F = 1.0081, N = 9, p =
0.0242) and recall (F = 6.0973, N = 9, p = 0.0356) only. Tense could not be
tested due to the total lack of data in the informal dialogue. Regarding the average
durations of the individual pitch contour types, the between-subject comparison
shows a significant distinction between the two dialogue types in all types with
sufficient data (sad and tense were not sufficiently manifested); cf. natural: F =
7.3150, N = 9, p = 0.0242, happy: F = 9.2406, N = 4, p = 0.0384, surprise:
F = 21.1170, N = 2, p = 0.0442, recall: F = 14.0392, N = 4, p = 0.0200). The
within-subject comparison was not significant in the absolute occurrence or average
duration condition, either suggesting that the distribution by occurrence and duration
of pitch contours, respectively, followed a fairly similar pattern across pitch contour
types within the given dialogue types. In all, these statistical data tend to support our
intuition that the type a given dialogue takes place in does actually influence the tonal
structure of our speech. However, one can also argue that it is not just the frequency or
duration of a given tonal contour that matters, but the concatenation of these contours
into longer stretches of prosody that may become meaningful and discriminative for
some communicative function. But in order to identify such patterns we must be
aware that frequency and duration do not independently bear any function, instead,
they are part of a more complex prosodic phenomenon: the alignment or sequence
of prosodic constituents must be organized in a statistically significant way so that a
given functional interpretation can be associated with them.

Thus in order to go beyond searching for alignments and their sequences on a
predefined basis we used Theme in an attempt to automatically identify statistically
significant patterns with behavioral function.

There are at least three important advantages of the approach offered by Theme in
comparison to traditional descriptive statistics: first, one does not necessarily have to
predefine those parameters and variables between and across which a pattern is to be
identified, second, the interval between events potentially qualifying as constituents
of a pattern does not need to be predefined either, third, and probably most impor-
tantly, the validity of patterns that are thus discovered are supported by statistical
significance.

The corpus used in Theme was the same as the one used above for descriptive
statistics including 30 formal dialogues of approximately 10min of duration each
and 31 informal dialogues with double that duration.

In the descriptive analysis shown in Table10.18 we set the distance between two
possible constituents of patterns to <= 500ms. This intuition was essentially con-
firmed by Theme: within a user-defined interval of 2000ms it set the critical interval
(Theme’s term for such a possible distance) automatically to a range very close to the
one used in our descriptive analysis: for the formal dialogues itwas 589.9ms (stdev =
307.2) and for the informal 725.7 (stdev = 303.5). The t-test showed that this dif-
ference was not significant (Prob > t : 0.5008, correlation : −0.034, N = 30).

According to the t-test, the formal and informal dialogues significantly differed in
a number of variables: number of event types in patterns (formal: 12.6, stdev = 5.5,
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informal: 17, stdev = 5.1, Prob > t :< .0001∗, correlation : 0.46709, N = 30),
number of different patterns (formal: 51.9, stdev = 41.3, informal: 99.9, stdev =
76.1, Prob > t :< .0013, correlation : 0.28855, N = 30), number of pattern
occurrences (formal: 1196.6, stdev = 1431.6, informal: 3185.5, stdev = 3367.8,
Prob > t :< .0025, correlation : −0.2237, N = 30). Even though the informal
dialogues were longer than the formal ones affecting the number of overall pattern
occurrences, the higher number of different pattern types in the informal dialogues
was essentially due to differences in the dialogue type: informal dialogues allow for
more pattern variation than formal ones.

The patterns identified with p <= 0.000005, showed that patterns quite often
select immediate constituents from the same modality; i.e. either some pitch move-
ment selecting another pitch movement, or an emotion selecting another emotion
(normally the beginning and end of a pitch or emotion, respectively, forming imme-
diate constituents of a pattern); for some more complex unimodal patterns cf. the
following examples (b and e are event types indicating the beginning and end of an
associated event, respectively):

(b, rise(e, rise b, fall))

ID = 466 N = 1181 Length = 3 Duration = 1057614 %Duration = 6

Log10(P(1)) = −1, 26 Log10(P(N)) = −323, 31
(10.1)

(b, happy, reduced(e, natural,moderate e, happy, reduced))

ID = 394 N = 26 Length = 3 Duration = 40026 %Duration = 0

Log10(P(1)) = −6, 83 Log10(P(N)) = −323, 31
(10.2)

The full list of multimodal patterns (including both pitch movement and emotion)
identified by Theme at significae level p ≤ 0.000005 in the formal dialogues is as
follows:

((b, recall b, fall)e, fall)

ID = 970 N = 106 Length = 3 Duration = 173385 %Duration = 1

Log10(P(1)) = −1, 16 Log10(P(N)) = −18, 36
(10.3)

((b, natural b, fall)e, fall)

ID = 886 N = 105 Length = 3 Duration = 120081%Duration = 1

Log10(P(1)) = −1, 30 Log10(P(N)) = −18, 79
(10.4)

(b, fall(e, fall e, recall))

ID = 358 N = 80 Length = 3 Duration = 97455 %Duration = 1

Log10(P(1)) = −2, 35 Log10(P(N)) = −323, 31
(10.5)
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(b, rise(e, rise e, natural))

ID = 470 N = 71 Length = 3 Duration = 84265 %Duration = 1

Log10(P(1)) = −2, 31 Log10(P(N)) = −323, 31
(10.6)

(b, stagnant(e, stagnant e, recall))

ID = 499 N = 39 Length = 3 Duration = 73723 %Duration = 0

Log10(P(1)) = −2, 72 Log10(P(N)) = −323, 31
(10.7)

Interestingly, we do not find the emotion happy in these patterns. Instead, the
patterns include the emotions recall and natural only. The beginning of recall is
associated with a beginning falling and its end with the end of a stagnant contour,
both tonal contours corresponding to our most probable intuition: when one is faced
with a question and is recalling, one starts with a falling pitch contour as a sign of
searching in the memory, and, continues with a low (and stagnant) pitch contour
until an answer is found.

Probably to some surprise, this was the only pattern found for informal dialogues,
even though, as our descriptive statistics above showed, informal dialogues clearly
contain many instances of emotions, including happy. Even if we may expect to find
more behavioral patterns by narrowing down the predefined p-value for searches,
the fact that at our very restricted significance (p ≤ 0.000005) the emotion recall is
identified in association with the tonal contour fall fully corresponds to our intuition
described above, too.

((b, recall b, fall)e, fall)

ID = 1225 N = 129 Length = 3 Duration = 178969 %Duration = 1

Log10(P(1)) = −1, 25 Log10(P(N)) = −17, 71
(10.8)

10.4.2 Syntactic Completeness/Incompleteness

It has often been observed that duration in terms of pauses in certain syntactic posi-
tions plays an important role in speech segmentation in general [14] and in face-to-
face conversation [15]. Variation in duration, however, often proves to be secondary
to variation in frequency [16, 17], therefore, in order to improve a human-machine
interaction system, we need to put focus on the frequency aspect of prosody as well.
In the next table we showwhat kinds of pitchmovements occur at most 500ms before
the end of a given clause (Type 1: a clause with all obligatory grammatical connec-
tions present, Type 13: a clause with several obligatory grammatical connections
missing, Type 14: sentence words) (Table10.19).
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Regarding the number of the total occurrences of a given tonal contour the
between-subject comparison does not show any statistically significant difference
between the uses of the given syntactic types in the formal and the informal dialogue
conditions. Regarding the average duration of the tonal contour types, however, the
test reveals a significant difference between them (Type 1: F = 11.7304, N = 4,
p = 0.0267, Type 13: F = 14.3082, N = 4, p = 0.0194, Type 14: F = 17.8828,
N = 4, p = 0.0134). The within-subject comparison shows no significance either for
total occurrence or duration. These data suggest that, indeed, the prosodic formation
of the three syntactic types above (complete clauses with at least one grammatical
connection, clauses with multiple missing grammatical connections and complete
clauses consisting of single words) have significantly different prosodic realization
based on the given (formal or informal) dialogue type. What exactly such realiza-
tions may mean these data do not reveal. For that, we would need to go beyond
the single alignments and predefined sequences of pitch contours and clause types.
In order to discover patterns consisting of longer stretches of prosodic contours
and the associated clause types we should, paradoxically, need to know in advance
the constituents of the patterns we are just trying to identify. Obviously, traditional
descriptive/statistical methodologies are not suitable to do this job. What we may
want to try next, instead, is to let Theme, the statistical environment designed for
identifying possible hidden patterns of events organized along the timeline find out
how syntactic types and pitch contours may form various, statistically significant
patterns that may underlie the perceived functional difference between formal and
informal types of dialogues.

As we saw before, for descriptive purposes we ad hoc predefined the pattern
internal interval at<500ms. Setting Theme to limit critical interval to 2000ms, this
intuition was essentially confirmed by Theme finding candidates for patterns with
an average critical interval close to that value: 602.9ms (stdev = 227.3.ms) for the
formal, and 618.8ms (stdev = 142.2) for the informal dialogues (the values for the
two conditions significantly correlating: Prob > t : 0.3520, correlations : 0.02916,
N = 30). According to the t-test, the formal and informal dialogues significantly
differed in a number of variables: number of event types in patterns (formal: 19.2,
stdev = 5.3, informal: 25.7, stdev = 2.9, Prob > t :< .0001∗, correlation :
0.07656, N = 30), number of different patterns (formal: 63, v = 39.9, informal:
200.5, stdev = 98.6, Prob > t :< .0001∗, correlation : 0.04469, N = 30), number
of pattern occurrences (formal: 842.9, stdev = 932.5, informal: 3532.7, stdev =
2875.3, Prob > t :< .0001∗, correlation : −0.0867, N = 30).

The patterns identified with p <= 0.000005, showed a preference for immediate
constituents from the same modality; i.e. either some pitch movement forming a
patternwith another pitchmovement, or a clausewith another clause; cf. the following
examples (b and e are event types indicating the beginning and end of an associated
event, respectively):
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(b, rise(e, rise b, stagnant))

ID = 335 N = 332 Length = 3 Duration = 384402 %Duration = 2

Log10(P(1)) = −1, 81 Log10(P(N)) = −323, 31
(10.9)

(the beginning of a rising tone is followed by the end of a rising tone followed
by the beginning of a stagnant tone, the latter following the end of the rise within an
interval shorter than the duration of the rising tone itself)

(b, synt14(e, synt14 b, synt7))

ID = 457 N = 29 Length = 3 Duration = 24740 %Duration = 0

Log10(P(1)) = −3, 07 Log10(P(N)) = −323, 31 (10.10)

(a Type 14 clause is followed by a Type 7 clause in an interval shorter than the
duration of the Type 14 clause itself)

The list of all patterns multimodal (including pitch movement and clause begin-
ning/end) by frequency in formal dialogues is as follow:

(b, rise(e, rise e, synt14))

ID = 339 N = 64 Length = 3 Duration = 51146 %Duration = 0

Log10(P(1)) = −2, 51 Log10(P(N)) = −323, 31 (10.11)

(b, rise(e, risee, synt7))

ID = 340 N = 58 Length = 3 Duration = 64736 %Duration = 0

Log10(P(1)) = −2, 46 Log10(P(N)) = −323, 31 (10.12)

(b, rise(e, rise b, synt9))

ID = 337 N = 29 Length = 3 Duration = 22049 %Duration = 0

Log10(P(1)) = −2, 91 Log10(P(N)) = −18, 66
(10.13)

(b, rise(e, riseb, synt13))

ID = 336 N = 18 Length = 3 Duration = 18133 %Duration = 0

Log10(P(1)) = −3, 22 Log10(P(N)) = −14, 46
(10.14)

(b, stagnant(e, stagnant e, synt14))

ID = 374 N = 18 Length = 3 Duration = 17207 %Duration = 0

Log10(P(1)) = −3, 27 Log10(P(N)) = −323, 31
(10.15)
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These data confirm that the end of clauses of Type 14 (complete, oneword clauses)
can form a pattern with some pitch contour further specifying what contours are part
of that pattern (the end of rise or stagnant). Type 13 (incomplete) clauses are also
confirmed to be associated with some pitch contour, but, contrary to our intuition
reflected in the descriptive data, this association is at the beginning rather than the
end of the clause. Type 1 (complete) clauses were not found to be associated with a
specific tonal contour, most probably due to the high variability of the duration of
such clauses. Unexpectedly, however, Theme found patterns associated with Type 7
(missing logical subject) and Type 9 (missing object) including a pitch rise at the
beginning and the end of the clause, respectively. We need to point out, however, that
using Theme we did not study the pattern forming capacity of all possible concurrent
variables, therefore, a study with a wider scope could lead to the discovery of further
patterns at the crossroads of syntactic type and pitch movement.

The list of all multimodal patterns (including pitch movement and clause begin-
ning/end) by frequency in informal dialogues is as follow:

(b, synt15(e, synt15 b, rise))

ID = 1138 N = 267 Length = 3 Duration = 326358 %Duration = 1

Log10(P(1)) = −2, 05 Log10(P(N)) = −323, 31
(10.16)

(b, rise(e, rise b, synt13))

ID = 628 N = 193 Length = 3 Duration = 219526 %Duration = 1

Log10(P(1)) = −2, 21 Log10(P(N)) = −323, 31
(10.17)

((e, rise b, synt13)e, synt13)

ID = 8226 N = 178 Length = 3 Duration = 254583 %Duration = 1

Log10(P(1)) = −2, 81 Log10(P(N)) = −323, 31
(10.18)

((b, synt14 b, rise)e, rise)

ID = 5281 N = 151 Length = 3 Duration = 106395 %Duration = 0

Log10(P(1)) = −2, 12 Log10(P(N)) = −323, 31
(10.19)

((b, synt14 b, rise)e, synt14)

ID = 5282 N = 145 Length = 3 Duration = 78596 %Duration = 0

Log10(P(1)) = −2, 23 Log10(P(N)) = −323, 31
(10.20)

(b, rise(e, rise e, synt14))

ID = 631 N = 133 Length = 3 Duration = 87534 %Duration = 0

Log10(P(1)) = −2, 36 Log10(P(N)) = −323, 31
(10.21)
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(b, synt9(e, synt9 e, stagnant))

ID = 1543 N = 127 Length = 3 Duration = 238926 %Duration = 1

Log10(P(1)) = −2, 32 Log10(P(N)) = −323, 31
(10.22)

(b, synt14(e, rise e, synt14))

ID = 1000 N = 124 Length = 3 Duration = 88672 %Duration = 0

Log10(P(1)) = −2, 31 Log10(P(N)) = −323, 31
(10.23)

(b, synt15(e, synt15 b, stagnant))

ID = 1139 N = 111 Length = 3 Duration = 144595 %Duration = 0

Log10(P(1)) = −2, 47 Log10(P(N)) = −323, 31
(10.24)

(b, synt15(e, synt15 e, stagnant))

ID = 1147 N = 102 Length = 3 Duration = 134391 %Duration = 0

Log10(P(1)) = −2, 63 Log10(P(N)) = −323, 31
(10.25)

((e, stagnant b, synt13)e, synt13)

ID = 9086 N = 102 Length = 3 Duration = 161976 %Duration = 1

Log10(P(1)) = −2, 68 Log10(P(N)) = −323, 31
(10.26)

(b, rise(e, rise b, synt7))

ID = 629 N = 80 Length = 3 Duration = 86706 %Duration = 0

Log10(P(1)) = −2, 66 Log10(P(N)) = −323, 31
(10.27)

(b, synt14(e, stagnant e, synt14))

ID = 1001 N = 60 Length = 3 Duration = 39866 %Duration = 0

Log10(P(1)) = −2, 74 Log10(P(N)) = −323, 31
(10.28)

(b, synt15(e, synt15 e, descending))

ID = 1146 N = 50 Length = 3 Duration = 67356 %Duration = 0

Log10(P(1)) = −2, 96 Log10(P(N)) = −19, 27
(10.29)

(b, rise(e, rise b, synt10))

ID = 627 N = 22 Length = 3 Duration = 16668 %Duration = 0

Log10(P(1)) = −3, 69 Log10(P(N)) = −18, 96
(10.30)
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When comparing the set of patterns found byTheme in the formal and the informal
conditions, the first we notice is that the informal dialogues show a larger number
and wider variety of patterns. A probable explanation is that it is the reflection of
the larger variability of behavior in an informal context in general, both due to the
variability of the context and the individual reactions to it. However, the fact that these
are patterns occurring in large numbers across subjects demonstrates that, regardless
of the various conditions underlying the variability of behavior there are still specific
general patterns the individual subjects follow.

The informal condition shows again that these patterns are mostly associated with
Type 14 clauses and at the end of the clause. Type 13 clauses have tonal patterns both
at the beginning and the end of the clause.We again find patternswithType 7 andType
9 clauses. There are 22 instances of patterns including Type 10 clauses (missing an
adverbial complement) and some pitchmovement (rise). It is especially worth noting
that Type 15 of syntactic insertion is found with high frequency forming a prosodic
pattern: either associated with the beginning of a rise or the end of a descending
tone: this is the case when there is no grammatical means available for denoting a
syntactic relation (that of insertion) and that it is prosody that assumes this marking
function [19].

10.5 Conclusions

The multimodal HuComTech corpus with its rich annotation scheme ranging from
descriptive and interpretative video and audio annotation to syntax, prosody and
pragmatics offers an opportunity to attempt to find alignments and sequences of
markers across a wide spectrum ofmodalities. Themethod presented in this paper for
identifying dynamic and partly hidden temporal patterns beyond temporal alignments
goes a significant step further in learning about the structural and functional relations
embedded in behavior.

As a result of both descriptive and structural analyses we presented data underly-
ing the possible role of prosody in enhancing human-machine interaction systems:
the variation of pitch movement in relation to syntax and expressions of emotions
can inherently play an important role in delivering information about the various
cognitive states of the speaker in spoken dialogues. Since prosody, including our
present topic, intonation, is strongly associated with our cognition, a more enhanced
employment of prosody solutions in human-machine interaction will further enhance
the development of the complex and growing scientific field of cognitive infocom-
munication as well.
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Chapter 11
Analysis of Emotional Speech—A Review

P. Gangamohan, Sudarsana Reddy Kadiri and B. Yegnanarayana

Abstract Speech carries information not only about the lexical content, but also
about the age, gender, signature and emotional state of the speaker. Speech in differ-
ent emotional states is accompanied bydistinct changes in the productionmechanism.
In this chapter, we present a review of analysis methods used for emotional speech. In
particular, we focus on the issues in data collection, feature representations and devel-
opment of automatic emotion recognition systems. The significance of the excitation
source component of speech production in emotional states is examined in detail.
The derived excitation source features are shown to carry the emotion correlates.

11.1 Introduction

Humans have evolved various forms of communication like facial expressions, ges-
tures, body postures, speech, etc. The form of communication depends on the context
of interaction, and is often accompanied by various physiological reactions such as
changes in the heart rate, skin resistance, temperature, muscle activity and blood
pressure. All forms of human communication carry information at two levels, the
message and the underlying emotional state.

Emotions are essential part of real life communication among human beings.
Various descriptions of the term emotion are studied in [21, 22, 60, 88, 92, 98, 100].
Some of the descriptions are:

(a) “Emotions are underlying states which are evolved and adaptive. Emotion
expressions are produced by the communicative value of underlying states”
[22].
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(b) “Emotions are experienced when something unexpected happens at times,” [92].
(c) “Emotions are an organism’s interface to outsideworld,” and carry three principle

functions, the significance and relevance of particular stimuli, preparation of
the organism’s physiology for appropriate action, and communication of the
organism’s state and intention to other organisms [98].

Many studies reported the relationship between emotions and expressive states.
Darwin [22] defined emotion as an inner state and expression as a communicative
manifestation of the underlying emotional state. Studies in the literature [15, 88,
92, 99, 119] have referred to the concept of “basic emotions”. Typically, “basic
emotions” are perceived cross-cultural, while non-basic emotions are learnt in a
culture-specific manner [15]. Although the concept of “basic emotions” has been
widely accepted, there has been considerable debate on the composition and number
of “basic emotions” [27, 115]. Typically, anger, happiness, fear, sadness and neutral
are identified as “basic emotions”.

In speech communication, humans have the natural ability to grasp the underlying
emotional state, as well as the lexical content. A fundamental research problem is,
given a speech signal, can the underlying emotional state of the speaker be identi-
fied? Normally, human beings perceive emotions of an unknown speaker through
deviations from normal state. For example, in the perception of angry speech, there
is increase in voice intensity, raise in pitch and faster speaking rate. From this, one
can infer that there is reference (neutral/normal), and deviations from the reference
are being perceived. The objective is to derive an emotion-specific feature represen-
tation, by focusing on the deviations in the components of the speech production
mechanism.

Progress in human-computer voice interaction systems is limited due to dif-
ficulty of the machine in recognizing and responding to even basic emotions.
Whereas, it happens effortlessly in human-human communication. Systems recog-
nizing speaker’s emotions, and also responding expressively, are essential for natural
interaction. Research on emotions in speech has applications in spoken dialogue sys-
tems, automated response systems, call centers, etc.

This chapter gives a review of emotional speech analysis, along with description
of studies addressing specific research issues in emotion analysis. The organization
of the chapter is as follows. The data collection issues for emotion related studies are
discussed in Sect. 11.2. A review of studies on emotion analysis and emotion recog-
nition is given in Sect. 11.3. Studies addressing some specific issues are presented in
Sect. 11.4. Finally, Sect. 11.5 discusses some research challenges in emotion analysis.

11.2 Data Collection of Emotional Speech

Progress in applications related to emotional speech relies heavily on the availabil-
ity of suitable databases [44]. Emotion databases developed by different research
groups can be categorized into simulated, semi-natural and natural databases [26,
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73, 112, 126]. Simulated parallel emotion databases are collected from speakers
(voice-talents) by prompting them to enact emotions through specified text in a given
language. The simulated parallel emotion databases in [17, 28, 74, 113, 138] were
collected from speakers by asking them to emote the same text in different emotions.
The main disadvantage of such databases is that deliberately enacted emotions are
quite at variance from ‘spontaneous’ emotions, and also at times they are out of con-
text [30, 126]. Semi-natural is a kind of enacted corpus, where the context is given to
the speakers. The semi-natural emotion database in German language was developed
by asking speakers to enact the scripted scenarios eliciting each emotion [13, 116].
The third kind of emotion database is a natural database, where the recordings do not
involve any prompting or eliciting of emotional responses. Sources for such natural
situations could be talk shows, interviews, panel discussions and group interactions
in TV broadcast. A brief overview of databases is given in Table11.1.

For developing high quality expressive text-to-speech (TTS) synthesis systems, a
large natural database of each target emotion is required [103]. But it is impractical
to obtain a large natural emotion database. Emotion conversion systems are adopted
as a post-processing block for speech synthesis systems. In this, a large database
of neutral speech is used to generate speech by a TTS system, which is then fed to
an emotion conversion system [88, 103]. The output speech from these systems is
unnatural, and also has the constraint of requiring parallel speech corpus [31].

As the collection of natural databases is mostly carried out from TV talk shows,
call centers and interaction with robots, speakers involved in these cases control their
emotion/expressive states. There is a trade-off between the controllability and nat-
uralness of the interaction [51]. There is also difficulty in identifying the emotion
or expressive state of a dialogue. Therefore, the annotation is described mostly by
three basic primitives or dimensions, namely, valence, arousal/activation and domi-
nance/power [51, 125]. Also, there are two other cases of ambiguity in annotating.
One of them is occurrence of mixed emotions in an utterance. For example, there is
a possibility of combinations like, surprise-happy, frustration-anger and anger-sad,
occurring in the dialogue. The second reason for ambiguity is due to unsustainabililty
of emotion throughout the dialogue. In natural communication among human beings,
emotion may not be sustainable over the entire duration of the dialogue. The emotion
is expressed mostly in some segments of the dialogue, with the rest of the dialogue
being neutral. It is also difficult to define the boundaries for the occurrence of an
emotion in continuous speech [64].

11.3 Emotional Speech Analysis

Feature representation plays a key role in developing any emotion related applica-
tions. The features used in many analysis studies can be broadly categorized into
prosody, voice quality and spectral features. In this Section, the overview of these
features is given along with the literature of emotion recognition studies.
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Table 11.1 An overview of emotional speech data collection

Simulated Semi-natural Natural

Description Collected from trained
speakers by asking
them to emote same
text in different
emotions

Developed by asking
speakers to enact the
scripted scenarios
eliciting each emotion

• Recording does not
involve any prompting
or the obvious
elicitation of
emotional responses

• Sources: TV
broadcast, call center
calls, court rooms, etc.

Examples • LDC [138] • IEMOCAP [18] • VAM [51]

• EMO-DB [17] • Belfast [116] • Call centers [77, 87]

• DES [28] • NIMITEK [44] • AIBO [117]

• IITKGP-SESC [74]

Advantages • Most commonly
used and standardized

• Near to natural
database

• Completely natural

• Comparison of
results is easy

• Even though
contextual information
is available, it is still
artificial

• Useful for real world
emotion systems
modeling

• Number of emotions
available are large

Disadvantages • It tells how emotions
should be portrayed
rather than how they
are portrayed

• Less number of
emotions are available

• Emotions are
continuous

• Context,
environment and
purpose dependent
information is absent

• If speakers are aware
that they are being
recorded, the emotions
become
unnatural/artificial

• All emotions are not
available

• Episodic in nature,
not true in real-world
situations

• Contains multiple
and concurrent
emotions

• Difficult to model

• Copyright and
privacy issues arise

Preferred applications • Emotion conversion
systems

• Emotion recognition
systems

• Emotion recognition
systems

• Expressive speech
synthesis systems

• Dimensional
emotion analysis

• Dimensional
emotion analysis

• Categorical emotion
analysis

• Categorical emotion
analysis
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Table 11.2 Summary of prosody and spectral features of emotional speech w.r.t. neutral speech

Angry Happy Sad Fear

Prosody features

Average F0 Higher Higher Lower Much higher

F0 range Wider Wider – Wider

F0 contour
(shape)

Irregular
fluctuations

Descending and
ascending
patterns at
irregular intervals

Downward
inflections

Much irregular
up-down
fluctuations

Average intensity Higher Higher Lower Normal

Intensity range Wider Wider Narrower Normal

Speaking rate Slightly faster Normal Slightly slower Faster

Spectral features

F1 mean Increase – Increase Increase

F1 bandwidth – Increase Decrease Decrease

F2 mean Increase – Decrease –

High frequency
energy

Increase Increase Decrease Increase

11.3.1 Prosody Features

Efforts have been made to understand the contribution of speech prosody fea-
tures towards production of emotion. Early studies were based on the fundamental
frequency (F0) of emotional speech [23, 36, 37, 40, 132, 133]. Along with F0,
various aspects of prosody like speaking rate, relative durations and intensity were
examined [24, 50, 87]. One of the early studies using speaking rate parameter was by
[36], where the speaking rate was described in terms of words per minute. The analy-
sis of pauses in angry, happy, fear and sad speech was also performed in the study.
The related features of speaking rate like the average duration of voiced speech, ratio
of voiced to unvoiced speech, average duration of pauses and syllables per second,
have been used in [7, 23, 24, 50, 58, 87]. A summary of the prosody features corre-
sponding to basic emotions is given in Table11.2. Some of the features share similar
properties across different emotions. As observed from Table11.2, angry and happy
utterances have similar trends in F0 and speaking rate, with respect to (w.r.t.) neutral
speech.

11.3.2 Voice Quality Features

In a broader sense, the term voice quality refers to the characteristic auditory colour-
ing of an individual’s speech [67]. In general, speakers have their own voice quality
signature. By varying voice qualities, they convey important information like inten-
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tions, emotions and attitudes. From the perspective of Laver’s approach [75], voice
quality is expressed in terms of laryngeal and supralaryngeal settings. Laryngeal
settings are described by phonation types, pitch and loudness ranges. Supralaryn-
geal settings are described by longitudinal, latitudinal, tensionmodifications of vocal
tract, and nasalisation.

In the literature, many studies performed voice quality analysis by considering the
laryngeal activity (mainly phonations). Non modal phonations are often observed in
emotional speech. Breathiness is associated with angry and happy speech [71, 88].
Vocal fry voice is observed in sad and relaxed speech [48, 71], whichmay be because
of very low fundamental frequencies in these cases. Harsh voice, which corresponds
to irregularity in voicing, was observed in fear speech [71].

Studies [4, 20, 46, 47] have shown that glottal source parameters like closed
quotient (CQ), abruptness in closing and normalized amplitude quotient (NAQ) are
useful in distinguishing different phonations. Also, these glottal source parameters
are analyzed for emotional speech [1, 121, 122, 131]. These features were extracted
from the glottal waveformderived using inverse filtering (IF) technique [3, 96]. There
are several limitations in IF based approaches such as deriving the accurate transfer
function by canceling out the effect of the vocal tract system, and obtaining the closed
phase duration of the glottal cycle [38, 45]. Although these glottal source parameters
give emotion correlates, the dynamic ranges of these features are observed to be
speaker-specific [1, 48].

11.3.3 Spectral Features

The spectrum characterized by formant frequencies and their respective bandwidths
is extensively analyzed for emotional speech [13, 100, 133]. In [133], it is observed
that the vowels in angry speech are produced with wide open vocal tract, and inferred
that the first formant (F1) has highermean than that of neutral speech. The predictions
of formants (F1, F2 and F3), their bandwidths and high frequency energy for the
emotion classes are made in [13], which are given in Table11.2 along with prosody
features.

It is also interesting to note that there are certain changes in the spectral component
which are associated with the glottal source excitation [54, 86, 133]. The syllables
produced with higher fundamental frequencies in angry speech tend to have weaker
F1 amplitudes [133]. More closed phase of glottis configuration results in relatively
higher amplitudes at high frequencies [86].

A fundamental characteristic of the spectrum of a speech signal is that it is sound-
specific [72, 83]. The deviations in spectral features are analyzed for utterances
having the same lexical content [87, 100, 133].Also, some studies on spectral features
[53, 78, 128] have shown that changes in the magnitude and shift of the formants in
emotional states vary across vowels.
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11.3.4 Emotions as Points in Continuous Dimensional Space

Viewing emotions as points in continuous dimensional space was first suggested in
[101]. Emotions are mainly viewed as combinations of three dimensions/primitives,
namely, valence, arousal/activion and dominance/power [101, 102, 104]. Several
studies [12, 23, 93, 105] have explored the relation of features like F0, durations,
loudness and spectral parameters, to these dimensions. Some important findings of
these studies are that high arousal speech (like angry and happy) is associated with
increase in the average F0, wider F0 range and decrease in spectral tilt. Low arousal
speech (like sad and disgust) is associated with decrease in the averageF0 and narrow
F0 range.

11.3.5 Studies on Emotion Recognition

Feature representation is the most important step for developing an automatic emo-
tion recognition system. The prosody-related features are statistical measures of F0

and intensity contours, and features related to speaking rate [29, 77, 80, 82, 107,
137]. The spectral features are mel frequency cepstral coefficients (MFCCs), lin-
ear prediction cepstral coefficients (LPCCs), modulation spectral features, formant
frequencies, bandwidths of formant frequencies [55, 61, 77, 107, 134]. The voice
quality features are shimmer, jitter and NAQ, which are related to the glottal excita-
tion characteristics [32, 34, 49, 95, 97, 120, 121, 123].

Feature representation is done at different levels of speech such as frame level [56,
59, 68, 80, 81, 91], segment level [25, 61, 84, 90] and utterance level [19, 29, 55,
76, 82, 85, 97, 127, 137]. A common approach adopted for feature representation
at segment and utterance levels is by statistical analysis of frame level features and
prosody features. Someof the toolkitswhich arewidely used for feature extraction are
PRAAT (prosody and voice quality features) [16], APARAT (voice quality features)
[2], OpenSMILE (prosody, voice quality and spectral features) [35] and OpenEAR
(prosody and spectral features) [33].

There are two major approaches used in the automatic emotion recognition task.
In the first approach, the utterances in a corpus are labeled with discrete emotion
categories such as anger, happiness, sadness and fear. Feature representations at
different levels are used for training models like (GMMs) [29, 61, 69, 81], support
vector machines (SVMs) [55, 97, 137], artificial neural networks (ANNs) [6], deep
neural networks (DNNs) [5], hidden Markov models (HMMs) [59, 80, 91]. The
second approach is a primitive-based classification, where emotions are described
by arousal, valence and dominance [32, 39, 50, 76, 82, 123], and the classification
is done using a hierarchical binary tree approach. For example, the activation states
are detected initially, and then the identification of valence states follows.

Most of the pattern recognition algorithms used for developing emotion recogni-
tion systems require large amount of labeled emotion data. Also, emotion recognition
systems that use spectral feature representations require a phonetically/phonemically
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balanced database. In [32, 82], it is reported that prosody features can effectively
discriminate activation states, but there is difficulty in discriminating valence states.

There are a few emotion recognition systems developed using linguistic features
[14, 25, 29, 68, 77, 94, 97, 106, 108–111, 118]. Typically there are two approaches,
one is a language modeling approach [25, 29, 68, 77, 94] and the other is a bag-
of-words approach [14, 97, 106, 108, 111, 118]. In language modeling approach,
utterances are transcribed manually, then language models are developed for each
emotion. In the testing phase, the decision of emotion is given by the likelihood
scores of eachmodel for the test utterance. The bag-of-words approachwas primarily
developed for document retrieval tasks [63, 106]. In this approach each word in the
vocabulary adds a dimension to the linguistic vector. The linguistic vectorwhich gives
the word term frequency within the utterance is used for classification of emotions.
The limitations of these approaches are that the data required for each emotion
should be large, and also these methods are based on ASR framework with its own
limitations.

11.3.6 Limitations of the Studies

The prosody and voice quality features are mostly speaker-specific, and the spectral
features are mostly sound-specific. In order to use these features for developing emo-
tion recognition systems, a phonetically/phonemically balanced database covering
several speakers might be required.

It is also observed that there are many interrelations among the type of database
used, features, approaches and evaluation procedures. Some of the emotion recog-
nition studies with various features, databases, pattern recognition algorithms and
recognition accuracies are given in Table11.3.

The following are some important observations from Table11.3.

• The performance in terms of accuracy of emotion recognition systems built and
tested using simulated parallel corpus [50, 61, 82, 120, 137] is high when com-
pared to systems built and tested with semi-natural or natural databases [11, 32,
62, 76, 97]. As per spectral analysis of emotions [78, 87, 100, 128], for speech
segments of the same lexical content, there exist deviations in the formant fre-
quencies, bandwidths and spectral tilt, in somewhat emotion-specific way. These
spectral deviations might help in discriminating emotions in the case of simulated
parallel corpus.

• There are a few emotion recognition studies focused on cross-corpora and cross-
lingual aspects [34, 62, 113, 120]. There are two ways of cross-corpora evalu-
ations, a system developed using a database and tested with other database, or
a mixture of cross-corpora used for both training and testing systems [113, 114,
120]. The reported recognition results are low in these cases.

• In several studies [6, 50, 61, 62, 69, 80, 82, 127], it is reported that there is
confusion between anger and happiness emotions. The anger versus happiness
confusion is also observed in the case of temporalmodeling of intonation variations
using HMMs [80].
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• There are a few studies on emotion recognitionwhich addressed speaker dependent
and speaker independent criteria [50, 70, 82, 85]. In these studies, the recognition
accuracies of speaker independent systems are reported to be low when com-
pared to the accuracies of speaker dependent systems. This may be because of the
speaker-specific variations in the voice quality and prosodic features.

11.4 Studies on Some Specific Research Issues

The following are the specific research issues addressed in some recent studies

• Analysis-by-synthesis to explore relative contribution of different components of
emotional speech: These experiments are performed using a flexible analysis-
synthesis tool (FAST) [41]. This tool is used to modify the components of speech
of the source utterance to that of the target, and vice-versa. These analysis-by-
synthesis experiments are discussed in Sect. 11.4.1.

• Identification of emotion-specific regions of speech: Speaker-specific neutral ver-
sus non neutral regions are detected from speech signals using neural networks
[65], and the studies are described in Sect. 11.4.2.

• Significance of excitation source features in emotional speech: The excitation
source features extracted around the glottal closure instants (GCIs) are analyzed
[42]. These studies are described in Sect. 11.4.3. A speaker-specific emotion recog-
nition system developed based on these features [66] is described in Sect. 11.4.4.

• Anger and happiness discrimination: Emotion recognition studies indicate that
there exists confusion among higher activation states like anger and happiness.
Features related to the excitation source of speech are examined for discriminating
anger and happiness emotions [43], and the studies are described in Sect. 11.4.5.

• Discrimination between high arousal and falsetto voices: Speakers tend to increase
pitch when they raise their voice intensity in natural communication. Speakers can
also shift to a falsetto register, where the pitch can be deliberately increasedwithout
raising the voice intensity. The excitation source related features are analyzed for
these two cases in Sect. 11.4.6.

11.4.1 Analysis-by-Synthesis to Explore Relative
Contribution of Different Components of Emotional
Speech

The objective of this study is to determine the components of speech that contribute
to the perception of emotion. A controlled set of experiments are conducted to mod-
ify the speech signal of the same sentence in neutral and emotional states. This is
accomplished by using a flexible analysis-synthesis tool (FAST) described in [41].

Analysis of the relative contribution ofF0 and the amplitude of the speech signal is
given in [79]. Similarly, experiments investigating the role ofF0 contour and duration



216 P. Gangamohan et al.

parameter are described in [129]. A time-domain pitch synchronous overlap and
add (PSOLA) algorithm is used for modification of these components. The general
observation is that the modification of parameters individually in neutral speech does
not give the perception of emotion.

In addition to the prosody-related components, components highlighting the char-
acteristics of the excitation source and the vocal tract system are also considered in
this section. The following five components of speech are used: Vocal tract shape,
excitation source, excitation energy,F0 contour and relative durations. The time vary-
ing vocal tract information is represented by linear prediction coefficients (LPCs) for
each frame of 20 ms with a frame shift of 10 ms. The excitation source information
is represented by the linear prediction (LP) residual signal within each glottal cycle.
The glottal cycle relates to a signal between two adjacent epochs (or GCIs). These
epochs are extracted using the zero frequency filtering (ZFF) method [89]. In the
zero frequency filtered signal, the negative to positive zero crossings corresponds
to the GCIs. The F0 contour is obtained from the intervals between epochs. The
energy of the LP residual within each glottal cycle gives the excitation energy. The
set of experiments (denoted as E1 to E31 in Table11.4) are performed to modify the
components of the source utterance to that of the target utterance.

The IIT-KGP SESC database in Telugu language [74] is used in this study. From
this database, utterances of 5 emotions (neutral, anger, happiness, sadness and fear)
of the same sentence of two speakers are considered. Two sets of studies are made:
Set-1 consists of modification of neutral to emotion, and set-2 consists of modifi-
cation of emotion to neutral. The modified speech is subjected for evaluation. The
subjective evaluation is carried out by 10 (student) listeners from the Speech and
Vision Laboratory at IIIT Hyderabad. Each subject was asked to give a similarity
score ranging from 1 to 5 for a pair of utterances. The score 5 indicates that the
utterances have high similarity. The score 1 indicates that both the utterances are
very much different. The original target utterance and synthesized speech of each
emotion category are used for determining the similarity.

The experiments with average similarity scores greater than 3.0 for different emo-
tion categories in both the sets are given in Table11.4. It is interesting to note that
the entries are almost same in both the sets, indicating that the parameters for modi-
fying neutral to emotion and vice-versa gives similar perception of target utterance.
It is interesting to note that modification of any one component is not adequate for
creating or suppressing the characteristics of any emotion category. Experiments
which include modification of F0, duration and LPCs components seem to be having
high scores in the case of anger category. Angry speech is produced under extreme
displeasure and frustration, it exhibits very high and wider F0 when compared to
other emotions [88]. Also, it is observed that there is wide opening of vocal tract
during speech in anger state [133]. Therefore, combination of these parameters might
give a better perception of anger. For the perception of sadness, happiness and fear
emotions, several combination of the components are possible.
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Table 11.4 The analysis-by-synthesis experiments with average similarity scores greater than 3.0
for two sets

Exp. Components for modification Set-1 (neutral to
emotion)

Set-2 (emotion to neutral)

E1 F0 – –

E2 Duration (dur) – –

E3 LPCs – –

E4 Excitation (exc) energy – –

E5 Excitation (exc) source – –

E6 F0 and dur AN(3.2) –

E7 F0 and LPCs HA(3.1) HA(3.1)

E8 F0 and exc energy – –

E9 F0 and exc source SA(3.1)

E10 Dur and LPCs – –

E11 Dur and exc energy – –

E12 Dur and exc source – –

E13 LPCs and exc energy – –

E14 LPCs and exc source – –

E15 Exc energy and exc source – –

E16 F0, dur and LPCs AN(3.7), HA(3.7),
SA(3.1), FE(3.7)

AN(3.5), HA(3.2), SA(3.1),
FE(3.6)

E17 F0, dur and exc energy FE(3.6) FE(3.2)

E18 F0, dur and exc source SA(3.0), FE(3.5) SA(3.1)

E19 F0, exc energy and LPCs HA(3.9)

E20 F0, exc source and LPCs HA(3.0), SA(3.7) SA(3.6)

E21 F0, exc energy and exc source SA(3.0)

E22 Dur, exc energy and LPCs – –

E23 Dur, exc source and LPCs – –

E24 Dur, exc energy and exc source – –

E25 Exc energy, exc source and LPCs – –

E26 F0, dur, exc energy and exc source AN(3.9), HA(3.4),
SA(3.4), FE(3.7)

AN(3.9), HA(3.5), SA(3.4),
FE(3.6)

E27 F0, dur, exc energy and LPCs AN(4.3), HA(3.8),
SA(3.4), FE(3.9)

AN(4.0), HA(3.6), SA(3.5),
FE(3.5)

E28 F0, dur, exc source and LPCs AN(4.1), HA(3.3),
SA(3.6), FE(3.7)

AN(3.7), HA(3.5), SA(3.7),
FE(3.6)

E29 F0, exc energy, exc source and
LPCs

SA(3.7) HA(3.3), SA(3.8)

E30 Dur, exc energy, exc source and
LPCs –

–

E31 F0, Dur, exc energy, exc source
and LPCs

AN(4.4), HA(4.5),
SA(4.3), FE(4.2)

AN(4.4), HA(4.1), SA(4.3),
FE(4.5)

(AN—anger, HA—happiness, SA—sadness, and FE—fear)



218 P. Gangamohan et al.

Table 11.5 Neutral versus
non neutral discrimination for
EMO-DB and IIIT-H Telugu
emotion databases [65]

EMO-DB
database (%)

IIIT-H Telugu
database (%)

Excitation source 91.03 94.01

Vocal tract system 83.25 88.23

11.4.2 Identification of Emotion-Specific Regions
of Speech—Neutral Versus Non Neutral Speech

In this section, the issue of (speaker-specific) neutral versus non neutral speech detec-
tion is discussed using models of neutral speech as reference. Autoassociative neural
network (AANN) models are developed for capturing the excitation source and the
vocal tract system components separately. For this purpose, LP residual and LPCs
are used as approximations of the excitation source and vocal tract system compo-
nents, respectively. A 10th order LP analysis with a frame length of approximately
twice the instantaneous pitch period of the speech signal is chosen. For extracting the
excitation source information, a 4 ms segment of the LP residual around each GCI is
chosen. The vocal tract system characteristics are represented by the 15 dimensional
weighted LPCC vector derived from the LPCs.

The network structure 33L 80N xN 80N 33L is chosen for developing the model
for the excitation source component of the neutral speech. Here L refers to linear
units, N refers to nonlinear (tanh()) output function of units, and x refers to the
number of units in the compression layer. The structure 15L 40N xN 40N 15L is used
for developing the model for the vocal tract system component of neutral speech.
For both the AANN models, a universal background model (UBM) is developed
using 15s of neutral speech from each speaker. Speaker-specific AANN models for
neutral speech are developed by training over the UBM using approximately 20s
of neutral speech data from a speaker. In the testing phase, the emotional speech
utterance is presented to the neutral speech AANN models, and the mean squared
error between the output and input is normalized with the magnitude of the input.
Since the AANN models are developed using neutral speech, it is expected that
the error should provide discrimination between neutral and emotional speech. It is
observed that, error values are high when the test utterance is not neutral, and low
when the test utterance is neutral. Using a threshold on the averaged normalized error
value, the emotion regions can be detected.

The results of neutral versus non neutral detection using the ANN models for
EMO-DB (in German language) and IIIT-H Telugu emotion database [42] are shown
in the Table11.5. From the Table11.5, it appears that the excitation source infor-
mation provides better discrimination of neutral versus non neutral states than the
vocal tract system information. It is observed that the proposed excitation source
and vocal tract system AANN models provide an improvement of approximately 10
and 3%, respectively, over the recently proposed method [8, 9] (accuracy is 80.4%)
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for EMO-DB. It is also observed that the high arousal emotion states (like anger
and happiness) are more discriminative compared to the low arousal emotion states
(sadness and boredom). This is in conformity with the studies reported in [61, 76,
114]. It is to be noted that emotion information may not be uniformly distributed
across all frames in time. It is also necessary to explore methods to combine the
evidence from the excitation source and from the vocal tract system characteristics.

11.4.3 Significance of Excitation Source Features
in Emotional Speech

This study demonstrates the significance of the excitation source features. The exci-
tation features are extracted around the epoch locations. The following four features
considered for this study: Instantaneous F0, strength of excitation (SoE), energy of
excitation (EoE) and loudness parameter (η). The instantaneous F0 and SoE features
are extracted using the ZFFmethod [89]. The slope of the zero frequency filtered sig-
nal at each epoch location is called SoE. The SoE parameter is related to the strength
of the impulse-like excitation at the epoch [136]. The EoE feature is computed using
the energy of the samples of the Hilbert envelope (HE) of the LP residual over 2
ms around each epoch. The loudness measure η gives the abruptness of the glottal
closure [52]. The η feature is given by the ratio of the standard deviation and mean
of the samples of the HE of the LP residual over 2 ms around each epoch location.

The deviations of the excitation source features of an emotional speech w.r.t.
neutral speech are analyzed in the following six 2-dimensional (2-D) feature spaces:
F0 versus SoE, F0 versus EoE, F0 versus η, SoE versus EoE, η versus SoE and
η versus EoE. Sample 2-D scatter plots for a pair of neutral and angry utterances are
shown in Fig. 11.1.

The Kullback-Leibler (KL) distance [57] measure of the distributions in the
2-D feature spaces of neutral (reference) and emotion (test) utterances is used for
representing the deviations. The KL distance measure is given by

D = 1

2

(
tr(Σ−1

1 Σ0) + (μ1 − μ0)
TΣ−1

1 (μ1 − μ0) − k − ln

(
detΣ0

detΣ1

))
, (11.1)

where D is the KL distance, k is the dimension of the features space, and Σ0, Σ1 are
the covariance matrices, and μ0, μ1 are the mean vectors of the neutral and emotion
utterances, respectively.

Three databases, namely, IIIT-H Telugu, IITKGP-SESC and EMO-DB are used
in this study. In the case of IIIT-H Telugu (semi-natural) database, 3 test utterances
for each emotion (anger, happiness, sadness and neutral) and 2 neutral (reference)
utterances for each speaker are used. TheKLdistance averaged over different test and
reference utterances are given for two speakers (1 male and 1 female) in Table11.6.
From Table11.6, the average KL distance values are low when the reference and
test utterances are both neutral. The average KL distance values are higher when the
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Fig. 11.1 2-D scatter plots of a neutral utterance (marked by ‘o’) and angry utterance (marked by
‘∗’) of a speaker [42]

Table 11.6 Average KL distance values between reference (neutral (NU)) utterance and test (angry
(AN), happy (HA), sad (SA) and NU) utterances, for IIIT-H Telugu emotion database [42]

2-D feature spaces

F0 versus
SoE

F0 versus
SoE

F0 versus
η

SoE versus
SoE

η versus
SoE

η versus
EoE

Speaker 1

NU versus NU 0.02 0.02 0.01 0.07 0.02 0.02

NU versus AN 2.10 69.70 1.60 110.00 0.40 93.00

NU versus HA 0.89 28.29 0.70 44.35 0.17 27.56

NU versus SA 0.96 0.91 0.77 0.49 0.27 0.13

Speaker 2

NU versus NU 0.06 0.09 0.01 0.17 0.06 0.09

NU versus AN 0.10 47.50 0.10 66.20 0.20 46.70

NU versus HA 0.41 22.09 0.25 312.74 0.15 20.90

NU versus SA 0.06 0.29 0.08 0.29 0.07 0.30

test utterance is not neutral, which indicates that the speakers modify the excitation
characteristics while producing emotional speech.

In the above case, the reference and test utterances have different lexical content.
In order to study the effectiveness of the excitation source features, the reference and
test utterances with the same lexical content are considered for the simulated parallel
databases (IITKGP-SESC and EMO-DB). The average KL distance values for these
databases are given in Table11.7. The average KL distance values are low when the
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reference and test utterances are both neutral, higher otherwise. This indicates that
the excitation source features are independent of the lexical content.

Apart from the above general observations, the average KL distance values are
observed to be dependent on speaker, emotion and even culture. Among all the
considered emotion categories, these values are high in the case of anger. One of the
reasons is due to higher and wider F0 variations in angry speech [88]. As anger is
extremely charged state, the resulting F0 variations might be because of increased
vocal effort. The values in the case of sadness for IIIT-H Telugu and IITKGP-SESC
databases are observed to be low. In the case of EMO-DB database, the values are
observed to be higher for sad speech.

11.4.4 Emotion Recognition System Based on Excitation
Source Features

A system for automatic recognition of emotions is developed based on the excitation
source feature deviations of emotional speech w.r.t. neutral speech. The emotions
considered for this study are: anger, happiness, neutral and sadness. Three excitation
source features, namely, instantaneous F0, SoE and EoE are used. Distributions of
pairs of F0, SoE and EoE are used (see Fig. 11.1) to derive feature representations
for the emotion recognition system [42].

The distributions of neutral utterances are first normalized as follows: Let the
distributions of F0, SoE and EoE for a neutral utterance be denoted by RF0 , RSoE

and REoE , and for an emotion utterance by EF0 , ESoE and EEoE , respectively. Let
RmF0

, RmSoE and RmEoE represent the mean values, and RσF0
, RσSoE and RσEoE repre-

sent the standard deviations of the distributions of RF0 , RSoE and REoE , respectively.
The distributions are normalized w.r.t. mean and standard deviation. The normalized
distribution for RF0 is given by

NRF0
= RF0 − RmF0

RσF0

. (11.2)

Similarly, the normalized distributions NRSoE and NREoE are obtained for RSoE and
REoE , respectively.

The distributions of the features of an emotion utterance are normalized w.r.t. the
neutral utterance as follows. The normalized distribution of EF0 is given by

NEF0
= EF0 − RmF0

RσF0

. (11.3)

Similarly, the normalized distributions NESoE and NEEoE are obtained for ESoE and
EEoE , respectively. The normalization is carried out in a speaker-specific way using
the speaker’s neutral utterance.
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Three 2-D feature distributions, D1: (NEF0
versus NESoE ), D2: (NEEoE versus NEF0

)
and D3: (NEEoE versus NESoE ) are modeled by a Gaussian distribution, represented
by mean vector and covariance matrix. These distributions capture the emotion-
specific feature deviations. In the training phase, for each speaker, for each emotion
utterance, the 2-D feature distributions (templates) are extracted. In the testing phase,
a speaker’s neutral speech is required to obtain the normalized distributions for
the test utterances. The KL distance scores are computed among the corresponding
2-D distributions of test utterance and stored templates. The emotion category with
maximum matched templates is declared for the test utterance.

A 2-stage binary hierarchical classification is implemented. In Stage 1, anger and
happiness emotions are grouped into one class, and sadness and neutral emotions are
grouped into another class. In Stage 2, the comparisons are made between neutral
versus sadness categories, and anger versus happiness categories.

The confusionmatrices for IIIT-HTelugu emotion database after Stage 1 andStage
2 are shown in Tables11.8 and 11.9, respectively. From the values listed in Table11.8,
the binary classification at stage 1 gives 96% accuracy. This is in conformity with the
studies [76], where generally the acoustic features effectively discriminate between
high arousal and low arousal emotions. From Table11.9, it is observed that the
confusion between anger and happiness states is high. The recognition for neutral,
sadness, anger and happiness emotions are 91.2, 97, 71.43 and 52%, respectively,
giving a total recognition accuracy of 79.23% for the 4 class problem.

The proposed method is also applied on the EMO-DB database, and the results
are shown in Table11.10. The emotion recognition at Stage 2 of EMO-DB is 75%.
The performance of the EMO-DB is low because the confusions between angry and
happy utterances are observed high.

The results of the proposed method indicate that the features corresponding to the
excitation source seem to carry emotion-specific information. The performance of
the system can be improved by increasing the number of reference (trained) templates
and speakers.

11.4.5 Discrimination of Anger and Happiness

The production characteristics of angry and happy speech are examined to determine
features that can discriminate these two emotions. In particular, the closed quotient
(Cq) of the glottal vibration, SoE and the ratio of high to low frequency band energies
are used.

Table 11.8 Confusion matrix
after Stage 1 for IIIT-H
Telugu emotion database [66]

Neutral/sad Angry/happy

Neutral/sad 68/68 0/68

Angry/happy 5/62 57/62
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Table 11.9 Confusion matrix after Stage 2 for IIIT-H Telugu emotion database [66]

Neutral Sad Angry Happy

Neutral 31/34 3/34 0/34 0/34

Sad 1/34 33/34 0/34 0/34

Angry 0/35 0/35 25/35 10/35

Happy 1/27 4/27 8/27 14/27

Table 11.10 Confusion matrix after Stage 2 for EMO-DB database [66]

Neutral Sad Angry Happy

Neutral 74/79 4/79 0/79 1/79

Sad 27/62 33/62 0/62 2/62

Angry 2/127 0/127 114/127 11/127

Happy 7/71 3/71 27/71 34/71

The Cq of a glottal pulse is the ratio of the closed phase duration to the duration of
the total glottal pulse, and is denoted by γ in percentage. The open and closed phases
of a glottal cycle are illustrated in Fig. 11.2 through the EGG and the derivative of
EGG (dEGG) signals. The amplitude of the EGG (current flow) signal is larger during
the close phase region due to low impedance and lower during the open phase region
due to high impedance across vocal folds. The locations of the GCI are associated
with positive peaks, and the locations of the glottal opening instant are associated
with negative peaks in the dEGG signal. The average (Aγ ) values of γ for neutral,
happiness and anger emotions, for five speakers of IIIT-H Telugu and EMO-DB
databases are given in Tables11.11 and 11.12, respectively. From the values of Aγ ,
it can be observed that the Cq has increasing trend in happiness and anger emotions
for a given speaker, with anger possessing relatively higher value.

The ratio of high (800–5000Hz) to low (0–400Hz) frequency band energy is
denoted as β. The β values are computed from the short time Fourier transform.
In [86], it was reported that, increase in Cq increases the value of β. The average
(Aβ) values of β and the average (ASoE) values of SoE for neutral, happiness and
anger emotions for 5 speakers of IIIT-H Telugu and EMO-DB databases are shown
in Tables11.11 and 11.12, respectively.

Tables11.11 and 11.12 show that the values of Aβ and ASoE can be related to the
value of Cq. Increase in Cq (γ in percentage) is observed with increase in β and
decrease in SoE. There is increasing trend in the values of Aβ and decreasing trend
in the values of ASoE for happiness and anger emotions w.r.t. neutral. The values of
Aβ are relatively higher, and the values of ASoE are relatively lower in case of anger
when compared to the case of happiness.Although these features carry discriminative
property, the dynamic ranges of their values are speaker-specific.

A speaker-specific anger versus happiness classification is implemented.A sample
2-D feature distributions (β versus SoE) of happy and angry utterances is given in
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Fig. 11.2 Illustration of open and closed phase durations. a EGG signal. b dEGG signal [86]

Table 11.11 Average (Aγ , Aβ and ASoE) values of γ , β and SoE of neutral, happy and angry
utterances for 5 speakers of IIIT-H Telugu database [43]

Neutral Happy Angry

Aγ Aβ ASoE Aγ Aβ ASoE Aγ Aβ ASoE

Speaker 1 42.21 8.63 43.53 48.38 12.89 21.63 53.12 13.32 13.47

Speaker 2 39.86 9.86 28.93 42.19 13.26 13.91 44.31 14.26 7.76

Speaker 3 41.46 7.34 37.21 46.32 13.90 19.12 51.74 13.95 11.49

Speaker 4 44.55 7.40 18.97 44.19 13.62 7.76 46.14 13.81 5.67

Speaker 5 41.87 8.78 16.45 47.43 13.56 4.98 47.23 13.96 4.04

Mean
value

41.99 8.40 29.02 45.70 13.45 13.48 48.51 13.86 8.49

Table 11.12 Average (Aγ , Aβ and ASoE) values of γ , β and SoE of neutral, happy and angry
utterances for 5 speakers of EMO-DB database [43]

Neutral Happy Angry

Aγ Aβ ASoE Aγ Aβ ASoE Aγ Aβ ASoE

Speaker 1 42.97 7.23 23.42 48.91 10.44 12.43 50.63 12.45 9.43

Speaker 2 44.14 6.32 19.34 47.89 11.02 11.34 51.01 11.53 8.32

Speaker 3 39.26 8.21 17.44 46.21 9.87 12.23 48.54 13.47 10.21

Speaker 4 44.04 5.56 11.21 48.24 8.32 3.96 49.66 9.61 3.32

Speaker 5 44.83 8.30 12.56 48.56 11.29 6.23 49.15 13.81 4.92

Mean
value

43.05 7.12 16.79 47.96 10.19 9.24 49.80 12.17 7.24
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Fig. 11.3 Feature distributions (β versus SoE) of happy and angry emotion utterances. a Entire
utterance. b High F0 regions of the utterance [43]

Fig. 11.3a. As these emotions are produced suddenly in response to a particular
stimuli, they are not sustainable. There may be neutral regions in these utterances
[88]. To reduce the effect of neutral regions, the regions corresponding to high F0

(above the averageF0) are considered. This can be justified as the speech in happiness
and anger states is producedwith increased pitch levels. The 2-D feature distributions
of high F0 regions of the happy and angry utterances are given in Fig. 11.3b. From
Fig. 11.3a, b, it is evident that there is better discrimination between happiness and
anger in the high F0 regions.

Given a set of happy and angry utterances, the 2-D feature distributions (β versus
SoE) of all utterances are computed. The feature distribution with lowmean SoE and
highmean β is considered as reference for anger emotion, and the feature distribution
with highmeanSoE and lowmeanβ is considered as reference for happiness emotion.
The remaining feature distributions are classified by computing the KL distance with
the reference feature distributions. The lower the KL distance, the closer are the test
distributions towards the reference. The classification accuracy of approximately
85% is observed for both the databases.

In general, the positive emotions possesses more rhythmic behavior than the neg-
ative emotions [88]. To exploit this characteristic, the variances of SoE values are
examined. The variance of SoE corresponding to high F0 regions is compared with
the variance of the entire utterance. A parameter called relative SoE variance is
defined. This is given by

Sv = Vh − Vt

(
μh+μt

2 )
, (11.4)

whereVh andVt are the SoE variances in the selected highF0 regions and for the entire
utterance, respectively, and μh and μt are the corresponding means. The average
value of Sv of happy and angry utterances of IIIT-Telugu and EMO-DB databases is
given in Table11.13. It is observed that the Sv value for happy utterances is mostly
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Table 11.13 Average value of Sv of happy and angry utterances of IIIT-H Telugu and German
EMO-DB databases [43]

IIIT-H Telugu German EMO-DB

Happy Angry Happy Angry

Average Sv 0.42 −0.51 −0.21 −0.58

positive in the case of IIIT-H Telugu database. The Sv value for angry utterances is
observed to bemostly negative in both the databases. Sample histograms of happy and
angry utterances are given in Fig. 11.4. Following this observation, a classification
approach is proposed. The percentage of accuracy of 75 and 68% are observed for
IIIT-H Telugu and EMO-DB databases, respectively.
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Fig. 11.4 Histograms of SoE values of happy and angry utterances. a Entire happy utterance.
b High F0 regions of the happy utterance. c Entire angry utterance. d High F0 regions of the angry
utterance [43]
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11.4.6 Discrimination Between High Arousal
and Falsetto Voices

High arousal speech is produced by a speaker in situations like emotionally charged
states, communication over a long distance and in noisy environments. High arousal
speech is often produced with increased levels of voice intensity. In natural com-
munication, speakers tend to increase their pitch in high arousal speech. Increase in
pitch can also be intentional as in falsetto register. This study is to discriminate high
arousal and falsetto voices, as either of these cases there is increase in the average
F0 w.r.t. neutral.

The vocal folds configuration is significantly different in modal and falsetto reg-
isters [124, 130]. It is observed that the Cq of the vocal fold vibration is lower for
segments of falsetto voice when compared to that of modal voice.

The average (Aγ ) values of γ and the average (AF0 ) values of F0 of neutral, happy,
angry, shout and falsetto utterances for a set of five speakers from IIIT-H Telugu
database are given in Table11.14. On observation of AF0 values, it is evident that
falsetto modes are produced with distinct pitch variations. It is also clear that the F0

range of low falsetto voice matches well with that of high arousal. The values of Aγ

increases for happy, angry and shout speech w.r.t. neutral speech. For all the cases of
falsetto, there is significant decrease in the Aγ values. It is interesting to note that the
Aγ values are decreasing with the ascending degree of falsetto. The inconsistencies
for different falsetto cases may be because of the lack of control in the voice intensity
while producing speech at higher pitch levels by these speakers, who are not trained
to produce these voices.

The glottal vibration characteristics also have an effect on the vocal tract system
response. The effective length of the vocal tract changes in the open and closed
regions of the vocal folds. Therefore, useful information of the excitation source
characteristics can be obtained from speech analysis with high spectro-temporal
resolution. A recently proposed zero time windowing (ZTW) method [135] is useful
for this analysis. A heavily tapering window in the temporal domain, given by

h[n] = 1

8sin(ωn
N )4

, (11.5)

is used at each sampling instant. The Hilbert envelope of the numerator of group
delay function (HNGD) of the windowed segment is computed at every sampling
instant.

The β feature, which is the ratio of energies in the high (800–5000Hz) and low
(0–400Hz) frequency bands of the HNGD spectra is computed. The β contour for a
speech segment is shown in Fig. 11.5. The sharp peaks in the β contour occur mainly
at GCIs. The β contour has lower values during the open phase.

The highest and the lowest values of the β contour within a glottal cycle are
denoted as βc and βo, respectively. The average (Aβc and Aβo ) values of βc and
βo, respectively, of neutral, happy, angry, shout and falsetto utterances are given in
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Fig. 11.5 a Segment of a
speech signal. b Differenced
EGG signal. c β contour
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Table11.15. From Table11.15, it is evident that there is significant increase in Aβc

for angry and shout speech. A similar, but not significant trend can be observed in the
case of happy speech. From these results, we can infer that increase in Cq increases
Aβc . In the case of low falsetto voice, Aβc is in similar range as for the neutral. But,
the results are not consistent for mid and high falsetto voices.

11.5 Research Challenges in Emotional Speech Analysis

The major issues in dealing with emotional speech analysis are the description of
emotion, data collection and feature representation. The production and perception
of emotions in speech by human beings is a complex phenomenon, which is not well
understood. A basic and widely accepted statement is that emotions are underlying
states of a speaker, and emotion expressions are the communicative value of the
underlying states [22]. In natural communication, speakers may sometimes try to
hide the underlying emotional state. It is very difficult to collect spontaneous emotion
data, and also it is difficult to annotate the collected data. This statement is supported
by the fact that many analysis studies in the literature use full-blown emotional
data. Full-blown emotional speech corresponds to intense expressions of underlying
emotional states [104].
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The features used for analysis are broadly categorized as prosody, voice quality
and spectral features. These features carry emotion correlates, but they are observed
to be speaker and sound-specific. To derive an emotion-specific feature representa-
tion, the speech production knowledge of emotions is required. In general, speech
in different emotion states is produced with distinct changes in speech production
mechanism. However, it is difficult to describe these emotion-specific deviations in
the production mechanism. This makes emotional speech analysis a difficult task.

The state-of-the-art approaches for emotion recognition are adopted from the
developments in applications like speech recognition and speaker recognition. In
these approaches, the utterances are labeled with the discrete emotion or primi-
tive categories. Pattern recognition models like GMMs, SVMs, ANNs and HMMs
are trained on the features extracted. As most of the feature representations are
speaker and sound-specific, these pattern recognition models require a phoneti-
cally/phonemically balanced data, covering several speakers. In practical sense, it is
difficult to collect such a database. Given the limitations of existing features and data
collection issues, the ideal scenario is to identify underlying emotion in speech by a
feature representation.

The experiments conducted in our research show that the excitation source features
carry significant amount of emotion related information, and these features are also
observed to be speaker-specific. It is indeed a challenge to determine the excitation
source features that are only emotion-specific.

Although it is difficult to define production characteristics that are specific to an
emotion, there are clues when emotions are viewed in the 3 dimensions/primitives
(arousal, valence and dominance). There is increase in F0 in the case of high arousal
speech, and decrease in F0 in the case of low arousal speech. But there may be cases
where speech can be produced with deliberate increase/decrease in F0. Discrimina-
tion of speech with natural increase/decrease in F0 and deliberate increase/decrease
in F0 is an important issue in emotion studies. In the case of valence dimension, in
[88], it was reported that rhythm and valence were consistently related. The positive
feelings possess regular rhythm than negative feelings. From our studies (reported
in Sects. 11.4.6 and 11.4.5), it can be said that feature representation of primitives of
emotion might help in representing emotional speech effectively. From the current
studies, it appears that emotion recognition by a machine appears to be an elusive
goal.
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