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Abstract Embodied conversational agents are capable of carrying a face-to-face
interaction with users. Their use is substantially increasing in numerous applica-
tions ranging from tutoring systems to ambient assisted living. In such applications,
one of the main challenges is to keep the user engaged in the interaction with the
agent. The present chapter provides an overview of the scientific issues underlying
the engagement paradigm, including a review on methodologies for assessing user
engagement in human-agent interaction. It presents three studies that have been con-
ducted within the Greta/VIB platforms. These studies aimed at designing engaging
agents using different interaction strategies (alignment and dynamical coupling) and
the expression of interpersonal attitudes in multi-party interactions.
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7.1 Introduction

One of the key challenges of human-agent interaction is to maintain user engage-
ment. The design of engaging agents is paramount, whether in short-term human-
agent interactions, or for building long-term relations between the user and the agent.
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Many applications of human-agent interaction such as tutoring systems [45], ambient
assisting living [12, 61] or virtual museum agents [24, 31, 58, 72] show the impor-
tance of the engagement paradigm. In ambient assisted living and tutoring systems,
for example, the challenge is to maintain user engagement over many interactions,
while in museum applications, the key issue is to invite visitors to interact and keep
them engaged during the interaction for as long as possible.

In the human computer interaction literature, the issue of engagement is addressed
from different angles. An interesting way of structuring such a literature is to rely on
the distinction provided by Peters and colleagues [105], who distinguished the two
following components underlying the engagement process: the attentional involve-
ment and the emotional involvement. It is important to notice that, even though some
studies focus more on one of these two components, they interleave, as the attention
is driven by emotions. The definitions provided by Sidner and Dzikovska [125]—
“the process by which individuals in an interaction start, maintain and end their
perceived connection to one another”—focus on the attentional involvement, while
[47, 63] focus on emotional engagement. In particular, in [63] they concentrate on
empathic engagement—“Empathic engagement is the fostering of emotional involve-
ment intending to create a coherent cognitive and emotional experience which results
in empathic relations between a user and a synthetic character”. Another major dis-
tinction provided by Bickmore et al. [14] differentiates short-term versus long-term
engagement. The former deals with user engagement in performing a task1 while
interacting with the agent. The latter implies much longer periods of interactions
with the system and concerns the degree of involvement of the user over time.

The present chapter provides a review of the various literature dealing with
the common objective of fostering user engagement in human-agent interactions
(Sect. 7.2). The literature calls in different research fields ranging from social signal
processing and affective computing to dialogue management and perceptive studies.
Then, we focus on the description of examples of studies carried out inside a common
platform—the Greta platform—(Sect. 7.3). Finally, we conclude and provide some
tracks for the future design of engaging agents.

7.2 Designing Engaging Agents—State of the Art

“Embodied Conversational Agents (ECAs) are virtual anthropomorphic characters
which are able to engage a user in real-time, multimodal dialogue, using speech,
gesture, gaze, posture, intonation and other verbal and nonverbal channels to emulate
the experience of human face-to-face interaction” [32]. Following this definition, in
this section, we review the different research themes and issues involved in the
usage of ECAs in order to foster user’s engagement. These issues are represented in

1In this case, the task can just be interacting with the agent.
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Fig. 7.1 The diagram shows the main research themes in the area of designing engaging agents.
The focus is on the generation (agent) and the recognition (user) of socio-emotional behavior

the diagram in Fig. 7.1 which also shows the main multimodal channels adopted in
human-agent interaction: non verbal and non vocal signals such as facial expressions,
vocal signals such as prosody, and verbal content, such as word choice.

First, user’s verbal and non verbal behavior should be taken into account by
analysing the different modalities, on the one hand (Sect. 7.2.1) and the ECA should
express relevant socio-emotional behavior through these modalities, on the other
hand (Sect. 7.2.2). Then, multimodal dialogue management should be considered.
In particular, we should address how to implement socio-emotional interactions
between the user and the agent (Sects. 7.2.3 and 7.2.4). Finally, evaluation issues
are paramount in human-agent interactions. The main questions are how to measure
the impact of the design of engaging agent on user’s impression (Sect. 7.2.5) and
how to evaluate the ‘success’ of the interaction by analyzing the user engagement
(Sect. 7.2.6).

7.2.1 Taking into account Socio-Emotional Behavior

ECAs aim at facilitating the socio-emotional interaction between the human and the
machine. The socio-emotional aspect is a main prerequisite for a fluent interaction
and thus for user’s engagement. It relies on the development of agents endowed with
socio-emotional abilities i.e. agents that are able to take into account user’s social
attitudes and emotions.

The user’s expression of socio-emotional behavior can be both verbal and non-
verbal (acoustic component of speech, facial expressions, gesture, body posture).
Existing studies focused on the acoustic features such as prosody, voice quality or
spectral features [27, 38, 124] and more generally on non-verbal features (posture,
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gesture, gaze, or facial expressions [89]) for emotion detection. Recently, the analysis
of emotion has been integrated in a more general domain which considers also social
behavior: the domain of social signal processing [138].

The analysis of non-verbal emotional content is widespread in human-agent inter-
action [96, 123, 128, 143]. The detection of the user’s socio-emotional behaviors
takes part in the inputs of agent’s socio-emotional interaction strategies. It can also be
considered as an input of a global user model for the building of long-term relations
between the user and the agent [14]. It is strongly linked to user engagement: the
detection of negative emotional states of the user is considered as a premise of user
disengagement in the interaction [121]. Besides, avoiding (and thus, detecting) user
frustration is also a key challenge to improve user learning in tutoring systems [77].
This statement is reinforced in [102] where they claim that it is important to consider
students’ achievement goals and emotions in order to promote their engagement and
in [45], where they provide an Affective auto-tutor agent able to detect student’s
boredom and engagement. It is also interesting to note that some studies are not con-
sidering the socio-emotional level to detect engagement or disengagement but prefer
to consider directly the signal level such as face location [17]. This last type of studies
is efficient to detect user disengagement such as quitting the interaction. However,
analyzing socio-emotional behavior as a cue of user engagement or disengagement
supports the detection of subtler changes in the user engagement process.

The verbal content of emotions corresponds more to sentiment, opinion (see [87]
for a discussion about the different terminologies) and attitude [120]. It begins to
be integrated for the analysis of user socio-emotional behaviors. Natural language
processing is yet not necessarily restricted to the analysis of the topic of user’s
utterance and can now give access to these socio-emotional cues [37]. In this way,
in [142] they provided a system based on verbal cues that distinguished neutral,
polite and frustrated user states. In [128], they proposed a classification between
positive vs. negative user sentiment as an input of human-agent interaction. In [74]
they provided a model of user’s attitudes in verbal content grounded on the model
described in [83] and dealing with the interaction context: as the previous agent’s
utterance can trigger or constrain an the user’s expression of attitude, its target or its
polarity, themodel of the semantic and pragmatic features of agent’s utterance is used
to help the detection of user’s attitude. Relying on the joint analysis of the agent’s
and the user’s adjacent utterances, in [75] they provide a system able to detect user’s
like and dislike and devoted to the improvement of the social relationships between
the agent and the user.

7.2.2 Generation of Agent’s Socio-Emotional Behavior

An engaging agent in addition to perceiving the user’s level of engagement should
alsobe capable ofmaintaining it by exhibiting the appropriate socio-emotional behav-
ior during the interaction. Two major issues arise regarding (1) the type of behavior
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to display and (2) when it should be exhibited. In this section we start by discussing
the first issue continuing with the second one in Sect. 7.2.3. In particular, we describe
several approaches adopted for the generation of multimodal behavior supporting the
expression of social attitudes and emotions.

Expression of social attitudes As for modeling multimodal behaviors associated
to social attitudes, several approaches rely on the Interpersonal Circumplex of atti-
tudes proposed by Argyle [5] and on the correlation between specific behavior pat-
terns and the expression of attitudes according to Burgoon and colleagues [22]. Two
dimensions are considered, namely liking (or affiliation) and dominance (or status)
[24, 36, 56, 76, 112]. Multimodal behaviors including gaze and head movement,
bodyorientation, facial expression, use of personal space canbe exhibited for express-
ing different attitudes. In order to find out and to be able to model such a correla-
tion between behaviors and attitudes, different methodologies have been proposed.
Bickmore and colleagues [16] have incorporated findings from social psychology to
specify the behavior of their relational agent Laura. Experimental studies have been
designed where human subjects were asked to indicate their perception of social
attitudes of virtual agents [7, 8]. They show the importance of flirting tactics through
gaze behaviors and expressive mimics in order to establish a first contact between
the agent and the user [7] and that gaze behaviors and the linguistic expression of
disagreeableness have a significant effect on the perception of dominance [8]. Sev-
eral researchers collected and analyzed corpora of interacting human participants
[36, 76], allowing the extraction of behaviors patterns linked to social attitudes.
Ravenet et al. [112] used a crowd sourcing method asking human subjects to design
agents with different attitudes by selecting multimodal behaviors through an interac-
tive interface. The perception of a behavior (e.g. a smile) may vary depending on the
chosen timing and context in which it is exhibited. For example, a smile followed by
a gaze shift conveys a different attitude compared to a smile followed by a leaning
toward the interlocutor. According to this, Chollet and colleagues [36] proposed to
model the expression of an attitude as a sequence of behaviors. From the analysis of
a corpus which has been annotated on two levels, attitudes and multimodal behav-
iors, sequences of multimodal behaviors linked to an attitude, are extracted using a
sequence mining approach as suggested in [129].

While several studies focused on expressing social attitudes in face-to-face inter-
action, others have looked at the expression of an attitude by an agent in a multi-party
interaction (e.g. in a conversing group) [55, 76, 112]. In such scenarios, the behavior
exhibited by an agent needs to take into account the behaviors exhibited by other
participants (for example in a group conversation) in order to compute the intended
attitudes. In the project Demeanour [56], they modeled the posture and the gaze
direction of virtual agents interacting with each other. The agents adapted their gaze
direction, in particular their amount of mutual gaze, based on their attitudes toward
each other. Ravenet et al. [114] went further in this direction and proposed a model
of turn-taking. Depending on the attitudes toward each other (that may or may not be
symmetrical), the agents adapt their spatial relations, their body orientation, gesture
quality. They also change their manner to take the speaking turn or to handle inter-
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ruption. For example, an agent that is dominant towards another has the tendency to
interrupt the latter while it holds the speaking turn.

Expression of emotions Early ECAs models (c.f. [11, 103]) focused on the six
prototypical expressions of emotions namely: anger, disgust, fear, joy, sadness and
surprise (see [49]). However these expressions are barely used in interaction. Later
on, researchers focused on endowing an agent with more subtle and more varied
expressions of emotions. The proposed models can be distinguished by the theoret-
ical model of emotions they used. Three main approaches can be reported: discrete
emotion theory, dimension theory and appraisal theory. Computational models of the
expressions of emotions rely on one of these models.

The discrete emotion theory introduced by Ekman [48] and Izard [68] claims that
there is a small set of primary emotions that are universally produced and recog-
nized. The expressions of these emotions can be blended as suggested by Ekman and
Friesen [49]. As above mentioned, early models were built using findings from these
theoretical models. Models of expression blending have been proposed in [21, 91].
Fuzzy logic was used to blend expressions of two emotions on the different parts of
the face.

The dimensional theory describes emotions along a continuum over two
[107, 117], or three [84], or even four dimensions [51]. The most common dimen-
sions are pleasure, arousal and dominance. Emotions are no longer referred by a label
(e.g., relief, regret) but by their coordinates in space. Computational models relying
on dimensional representations make use of this continuum. They propose to create
new expressions as the blending of facial expressions of known emotions placed in
the 2D or 3D space. One of the first models was proposed by Ruttkay et al. [118].
The authors have developed a tool called Emotion Disc. Expressions of the six pro-
totypical emotions are placed around a circle. The distance from the center to the
outer of the circle indicates the intensity of the expression. A new expression can be
created as a linear interpolation of these prototypical expressions. Other researchers
[3, 136] proposed to calculate a new expression by interpolation between the closest
known expressions. The interpolation can be done in 2D [136] and in 3D [3] space.
Such approaches allow computing intermediate expressions from existing ones.

In [18, 59] they followed a very different approach. While the methods just pre-
sented are based on the prototypical expressions, these latter authors create a large set
of facial expressions by composing randomly actions units defined with FACS [50].
Then they ask participants to rate the expressions along 2D [59] or 3D [18] space.

Appraisal theory views emotions as arising from the evaluation of an event, object,
or person along different dimensions. In particular, the Componential ProcessModel
(CPM) introduced by Courgeon et al. [119] makes predictions between how an event
is appraised and the facial response. Few attempts [39, 97], have been made to
implement how the facial responses are temporally organized to create the expression
of emotion. Thus the expression of emotion does not correspond to a full-blown
expression that arises in a block; rather it is made of a sequence of signals that
arises and is composed on the face. In [92, 141], they pushed forward this idea.
Based on a corpus analysis where multimodal behaviors have been annotated, the
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authors extract sequences of behaviors linked to emotions either manually [92] or
automatically [141] using the T-patternmodel developed by [81]. From the extraction
of the data, Niewiadomski and colleagues [92] defined a set of rules that encompasses
the spatial and temporal constraints of the signals in the sequences. Such models
allow generating the expressions of emotions as sequences of temporally-ordered
multimodal signals.

7.2.3 Socio-Emotional Interaction Strategies

In addition to the requirement of taking into account user socio-emotional behavior,
on the one hand and to generate believable and engaging socio-emotional behavior
of the agent, on the other hand, HCI requires to define the socio-emotional strategies
linking the user input to the agent output. Existing strategies do not always have the
explicit goal of fostering user engagement. In this paragraph, we focus on examples
of strategies that have been explicitly used to foster user’s engagement or to improve
feelings of rapport, a concept which is strongly linked to engagement [14].

Providing backchannels and feedbacks is a key strategy for maintaining user
engagement by providing agent’s listening behaviors [73]. Thus, in the study of
D’Mello and Graesser [45], the Auto-tutor agent provided feedback in order to help
students to regulate their disengagement (boredom, etc.). In [122], the agent was
able to generate multimodal backchannel (smile, nod, and verbal content) when it is
listening to the user, and the timing of the backchannel—that is when to trigger the
backchannel—was provided by probabilistic rules. In [135], they provided another
rule-based model in order to predict when a backchannel has to be triggered as a
reaction to prosody and pause behaviors. In [86] they used sequential probabilistic
models, an interesting method to predict jointly when and how to generate backchan-
nels in the listening phase of the agent. The timing issue of backchannel is close to
the issue tackled in turn-taking strategies, that is, when the agent has to take or
give the floor. As described in Sect. 7.2.5, researchers presented different turn-taking
strategies and evaluated their role on the user’s impressions [79, 80].

Politeness strategies are also associated with the concept of engagement. They
provide to the agent a social intelligence [139] and allow it to be perceived as more
engaged in the interaction [57]. In [4], politeness strategies were used as an answer to
the expression of negative emotional states by the user to adjust the politeness level
of their virtual guide. The more the interlocutor is in a negative emotional state, the
more the guide has to be polite. However, Campano et al. [28] showed that in certain
situations such as in video games, the agent has to express impoliteness to be more
believable.

Endowing agents with humor may be a smart answer when the user is confused in
front of some dysfunctions of the interaction system.Dybala and colleagues [47] pro-
posed a humor-equipped casual conversational system (chatbot) and demonstrated
that it enhances the user’s positive engagement/involvement in the conversation.
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A last example of smart strategies dedicated to improve user engagement is the
management of agent’s surprise. Bohus and Horvitz [17] proposed to communicate
the robot’s surprise when the user seemed to be disengaged in the interaction by
using linguistic hesitation.

7.2.4 Alignment-Related Processes

Alignment [106] of ECA’s behavior on the user is another strategy for improving
user’s engagement. Various approaches are used to design alignment processes or
similar processes. These processes differ on the way they integrate the temporal
and dynamic aspects. For example, mimicry is defined as the direct imitation of
what the other participant produces [10], while synchrony is defined as the dynamic
and reciprocal adaptation of temporal structures of behaviors between interactive
partners [42]. The processes also differ on the levels atwhich they occur.At the lowest
level, the processes concern the imitation of different modalities: body postures [34],
gestures [85], accent and speech rate [54], phonetic realizations [98], word choice
[53], repetitions [10, 140], syntax [19] and linguistic style [90].

The higher levels are mental, emotional or cognitive levels. Emotional reso-
nance [60], affiliation [130]—that is alignment on users opinion or attitude (see
Sect. 7.3.3)—and alignment at the level of concepts [20] are examples of high-level
processes. But the different levels interleave. For example, copying gestures can be
viewed as a way to establish and maintain an empathetic connection [33].

Alignment-related processes have been largely studied through linguistic studies
dedicated to the observation of corpora. However, recent years have seen an increase
of interest in the implementation of alignment-related processes in human-computer
interactions, and in human-agent interactions, in particular. Implementations of align-
ment strategies in human-computer dialogues concernedmainly alignment on lexical
and syntactic choices [23], while the human-agent face-to-face interactions further
implementations of non verbal alignment. It is also interesting to notice that the
terminology used in human-agent interaction is slightly different from the one used
in corpus studies. In human-agent interaction, the terminology includes terms such
as: mimicry [64], coordination [60, 71], synchrony [42], social/emotional resonance
[60, 71], emotional mirroring [1], and dynamical coupling [109].

Some researchers attempted to implement complex alignment-related processes
in simulated agent-agent interactions, dealing with social resonance and coverbal
coordination in [71] and smile reinforcement between two virtual characters [95].

In summary, the literature on the design of socio-emotional interaction strate-
gies is plentiful in the ECA community. Sophisticated interaction strategies such
as alignment-related processes are even more frequent and begin to be effectively
integrated in ECA platforms.
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7.2.5 Impact on User’s Impression

Users’ evaluation of agents’ behavior and interaction strategies are fundamental
for designing believable and engaging agents. Recent studies focused on evaluat-
ing agents’ nonverbal multimodal behavior during the first interaction and, some in
particular, focused on the very initial moments. In light of Bickmore’s distinction
between short vs. long term engagement (cf. Sect. 7.1), evaluating the user’s impres-
sions of an agent addresses usability issues in both short and long term interactions.
The idea is that a more engaging agent during the first interaction is likely to form a
positive impression and be accepted by the user, thus promoting further interactions
[9, 24].

There is a great deal of information that can be picked from observing an agent’s
multimodal behavior during the interaction, some of the relevant studies presented in
this section mainly dealt with the user’s impressions of the agent’s friendliness, dom-
inance, agreeableness, warmth and competence. Therefore, the emphasis has been
on agent’s characteristics such as interpersonal attitude towards the user, personality
and skill level in a selected context (e.g. competence), that can be extrapolated from
brief observations of multimodal behavior.

Maat et al. [79, 80] showed how a realization of a simple communicative func-
tion (for managing the interaction) could influence users’ impressions of an agent.
They focused on impressions of personality (agreeableness), emotion and social atti-
tudes (i.e. friendliness) through different turn-taking strategies in human face-to-face
conversations applied to their virtual agents in order to create different impressions
of them. Fukayama and colleagues [52] proposed and evaluated a gaze movement
model that enabled a virtual agent to convey different impression to users. They used
an “eyes-only” agent on a black background and the impressions they focused on
were affiliation (friendliness, warmth) and status (dominance, assurance). Similarly,
Takashima et al. [132] evaluated the effects of different eye blinking rates of virtual
agents on the viewers subjective impressions of friendliness (a blink rate of about 18
blink/min for the avatarmakes a friendly impression), nervousness (higher blink rates
reinforced nervous impressions) and intelligence (lower blink rates gave intelligent
impression).

Niewiadomski and colleagues [93] analyzed how the emotional multimodal
behavior of a virtual assistant expressing happiness, sadness and fear influenced
user’s judgments of agent’s warmth, competence and believability. In particular,
socially appropriate emotions expressed by the agent led to higher perceived believ-
ability. Then they also found that the perception of agents’ believability was highly
correlated to the two major socio-cognitive dimensions of warmth and competence.

In [25, 26] they investigated how users interpreted an agent’s nonverbal greeting
behavior (i.e. smile, gaze and proxemics) in a first encounter in terms of friendly
interpersonal attitudes and extraverted personality [26]. In a follow-up study they
discovered that a friendly interpersonal attitude expressed with more smiling and
gazing at user is more relevant than expressing extraversion with proxemics behavior
when it comes to decide whether to continue the interaction with an agent [25].
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Bergmann et al. [9] studied how appearance and nonverbal behavior, in particu-
lar gestures, affected the perceived warmth and competence of virtual agents over
time. Their goal was to study how warmth and competence ratings changed from a
first impression after a few seconds to a second impression after a longer period of
human-agent interaction, depending on manipulations of the virtual agent’s appear-
ance (robot-like character vs. anthropomorphic virtual agent) and gestural behavior
(absent vs. present). Results indicated that impressions of warmth changed over time
and depended on the agent’s appearance. Evaluations of competence also changed
but seemed to depend more on gestural behavior.

Virtual and robotic conversational agents have been deployed in public spaces for
field studies. These deployments allowed researchers to move from the controlled
laboratory settings to a more natural real life environment. Researchers have exam-
ined different engagement strategies in first user-agent encounters in such locations
(e.g. museums, reception halls) where a multitude of users is present. Experiments
conducted in these settings yielded more natural data, but they face a challenging
environment that can be noisy, for example, in a museum there could be distracting
or competing stimuli.

Gockley and colleagues [58] built a robot receptionist installed in a hall atCarnegie
Mellon University, in USA. Valerie was able to give directions to visitors and look
up the weather forecast while also exhibiting a compelling personality and char-
acter to encourage multiple visits over extended periods of time. The robot classi-
fied users according to an attentional zone based on their proximity and orientation
(e.g. “engaged” visitors were close by the exhibit but not facing directly it).

Kopp et al. [72] installed Max in the Heinz Nixdorf Museums Forum (HNF), in
Germany. Max was projected on a life-size screen and it was designed for being an
enjoyable and cooperative interaction partner. It was able to engage with visitors in
natural face-to-face conversations with a German voice accompanied by appropriate
nonverbal behaviors such as facial expressions, gaze, and locomotion.

Cafaro et al. [24] conducted a study on Tinker at the Boston Museum of Science.
Tinker was a human-sized conversational agent displayed as a cartoonish anthro-
pomorphic robot that was capable of describing exhibits in the museum, giving
directions, and discussing technical aspects of its own implementation. It used non-
verbal conversational behavior, empathy, social dialogue, reciprocal self-disclosure
and other relational behavior to establish social bonds with users. Tinker exhibited
different greeting behaviors to approaching visitors (e.g. smiling behavior for friend-
liness). The visitors’ commitment to interact with the agent was taken as behavioral
measure of user’s engagement. In the specific context of a first approach towards
the exhibit, this measure was obtained by counting four possible actions from the
moment the visitor was in the exhibit’s area to the beginning of the interaction with
the agent. These possible actions were: (i) walking past the exhibit, or (ii) finish-
ing the approach towards the exhibit, (iii) following some instructions provided by
Tinker on how to interact and (iv) effectively starting a conversation. There weren’t
significant differences among the groups receiving different greeting styles (i.e. no
reaction, friendly and unfriendly), however trends seemed to indicate that the friendly
version encouraged visitors to undertake more actions.



7 Fostering User Engagement in Face-to-Face Human-Agent Interactions: A Survey 103

In summary, laboratory and field studies have been conducted to evaluate user’s
impressions of virtual and robotic agents. These studies focused on particular dimen-
sions of first impressions such as interpersonal attitude and personality in order to
make agents more engaging and accepted for long-term interactions.

7.2.6 Methodologies for Evaluating User Engagement
in Human-Agent Interactions

So far we discussed state-of-the-art techniques and strategies for designing engaging
ECAs in face-to-face or multi-party interactions with users. We also briefly reviewed
some studies aimed at evaluating the impact of agents’ exhibited socio-emotional
behavior on user’s impressions of ECAs. These studies focused on specific dimen-
sions of user’s impressions (e.g. agent’s interpersonal attitude, competence, warmth)
that are likely to improve the level of engagement with the agent. In this section, we
move further from the mere assessment of users’ first impressions by providing a
brief survey on existing methodologies adopted by researchers to assess the user’s
engagement.

User engagement with an ECA, in general, can be measured via user self-reports
(i.e. subjective); by monitoring the user’s responses, tracking the user’s body pos-
tures, intonations, head movements and facial expressions during the interaction
(i.e. objective); or by manually logging behavioral responses of user experience (i.e.
behavioral or annotated). This reflects a common categorization in experimental
design [40]. A researcher could attempt to adopt any of the three above-mentioned
approaches (or even combinations of those) to capture engagement.

Prior to providing some examples adopting these different methodologies, we
should consider another factor that affects the assessment of engagement. In partic-
ular, the time window within which users should be asked (or measured) to express
(or being detected) the level of engagement with an ECA. Reporting on paper or on
a digital questionnaire sheet is the most popular approach to subjective assessment
for user engagement, either asking the user upon showing a stimulus or at the end
of a series of stimuli. However, there are two extremes that could be considered.
One is focusing on real-time assessments during the interaction (mostly suitable, for
example, when taking objective physiological measurements). On the other hand,
there could be a longitudinal assessment taken over repeated interactions in a time
span that might cover days, weeks or months of user-agent interactions. We refer to
these different timings for assessing engagement as: within-interaction (during the
interaction, for example at the end of the agent’s turn), end-interaction and over-
several-interactions (i.e. in longitudinal studies over multiple interactions).

Subjective assessments of engagement to date have been obtained through ques-
tionnaires with closed or open questions, or with structured interviews. Methods
such as self-report closed questionnaires are constraining users into specific ques-
tionnaire items yielding data that can be easily used for analysis.However, there could
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be experimental noise in the responses. For example, participants might be biased
after repeated interactions and there could be users’ memory limitations about the
perceived agent’s behavior if asked at the end of interaction (post-stimuli), and self-
deception (i.e. user not providing the true responses). Example of questionnaires
adopted for measuring engagement can be found in an evaluation study presented
in [67] and as a dimension of the Temple Presence Inventory (TPI) [78]. In [126],
for instance, they adapted the TPI dimensions for studying user-robot engagement.
Furthermore, in [46] they developed the Post-Lecture Engagement Questionnaire
that required participants to self-report their engagement levels after each lecture.
There were three questions which asked participants to rate their engagement at the
beginning, middle, and end of each lecture. Participants indicated their ratings on a
six-point scale ranging from (1) very bored to (6) very engaged.

Interviewsmay offer richer information, but the nature of these less structured data
compared to quantitative data is harder to analyze. Example of these assessments are
structured interviews or free text responses (leading to, for example, adjective analy-
sis). Traum and colleagues [134] measured visitors’ engagement when interacting
with a pair of museum agents by adopting a mixed approach with both a self-report
questionnaire and interviewing subjects at the end of the interaction.

The administration of subjective assessments is usually done at the end of the
interaction or over several interactions. It might be intrusive and hard to obtain
within-interaction (i.e. questions appearing during the interaction).

Finally, an example of longitudinal assessment with focus on building a working
alliance between user and agent in the health domain can be found in [13].

Objective studies rely on automatic detection of physiological [35], verbal or non
verbal signals that can be linked to engagement. They can be driven both within the
interaction, at the end of the interaction or longitudinally (over several interactions).
Analysis of user engagement within the interaction can be provided by automatic
analysis such as the one described in Sect. 7.2.1 by analyzing speech prosody or body
postures, emotions and attitudes in order to infer user engagement. Unlike subjective
self-reports, automatic analysis provides both information on the evolution of the user
engagement within the interaction and global evaluation of user engagement. Simple
automatic measurements at the interaction level can also be provided: Bickmore and
colleagues [15] measured the total time inminutes each visitor spent with a relational
agent installed in a museum.

Another way to assess user engagement within the interaction and to capture its
evolution along the interaction is to carry out behavioral studies. Sidner et al. [126],
thus provided annotations of videotaped interactions between the user and a robot
including the duration of the interaction, the amount of shared looking (looking
the same object), mutual gazes (looking at each other), looking at the robot during
the humans turn and overall amount of time the user spent looking at the robot. In
[88] they describe a study in which a user interacted with an ECA and an external
observer watched this interaction. In addition, a push-button device was given to both
the user and the observer. The user was instructed to press the button when the agents
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explanation was boring and the user would like to change the topic. The observer
was instructed to press the button when the user looked bored and distracted from
the conversation.

A strength of behavioral and objective studies is their lack of intrusion into the
user-agent interaction experience. However, objective studies can be exposed to
detection errors, for example when automatically recognizing user’s multimodal
behavior and behavioral studies are subjected to labelers subjectivity even though
they are more shielded from subject bias than subjective studies.

Like subjective studies, objective and behavioral studies are relevant for a longitu-
dinal assessment of engagement over several interactions, an issuewhich is especially
important for applications such as assisted living [14].

7.2.7 Summary of the Key Points for the Design
of Engaging Agent

The socio-emotional component has a key role in the design of engaging agent. The
literature onusers’ emotion recognition andon thegenerationof the agent’s emotional
behavior begins to have a quite long tradition and to offer a range of satisfactory
tools for non-verbal aspects. Further work needs to be done concerning the analysis
of the user’s verbal socio-emotional content and the use of user socio-emotional
behavior in socio-emotional interaction strategies. Besides, the integration of social
component with the generation of agents’ social stances is more recent and is a
promising contribution to the engagement paradigm inhuman-agent interaction.Next
section provides a summary of studies dealing with these three scientific challenges:
integration of the verbal content (Sect. 7.3.3) and of the non verbal content in socio-
emotional interaction strategies (Sect. 7.3.2); and the expression of social stances in
multiparty group interaction (Sect. 7.3.4).

7.3 Overview of Studies Carried Out in GRETA and VIB

The design of engaging agents has been implemented by several studies around a
same platform that makes it possible to integrate the different modules required for
an engaging human-agent interaction—from the detection of user socio-emotional
behavior to the generation of agent socio-emotional behaviors: the Greta system and
VIB platform. In this section, we first present the architecture of the Greta system,
then we show the extension of this system in the VIB platform, and finally, we
present three different studies dedicated to foster user engagement that have been
implemented in VIB/Greta. The first two studies deal with computational models
of alignment-related processes (dynamical coupling and alignment) as described in
Sect. 7.2.4. In particular, Sect. 7.3.2 shows how dynamical coupling can improve user
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experience and contribute to user engagement and Sect. 7.3.3 focuses on alignment
strategies and their impact on user engagement. The third study focuses on user expe-
rience and engagement in multiparty interactions with conversing group of virtual
agents.

7.3.1 Greta System and VIB Platform

The Greta system allows a virtual or physical (e.g. robotic) embodied conversational
agent to communicate with a human user [94, 95]. The global architecture of the
system is depicted in Fig. 7.2. It is a SAIBA compliant architecture (SAIBA is a
common framework for the autonomous generation of multimodal communicative
behavior in Embodied conversational agents [70]). The main three components are:
(1) an Intent Planner that produces the communicative intentions and handles the
emotional state of the agent; (2) a Behavior Planner that transforms the communica-
tive intentions received in input into multimodal signals and (3) a Behavior Realizer
that produces the movements and rotations for the joints of the ECA.

A Behavior Lexicon (i.e. Agent Behavior Specification in Fig. 7.2) contains pairs
of mappings from communicative intentions to multimodal signals. The Behavior
Realizer instantiates the multimodal behaviors, it handles the synchronization with
speech and generates the animations for the ECA.

The information exchanged by these components is encoded in specific represen-
tation languages defined by SAIBA. The representation of communicative intents is
done with the Function Markup Language (FML) [65]. FML describes communica-
tive and expressive functionswithout any reference to physical behavior, representing
in essence what the agent’s mind decides. It is meant to provide a semantic descrip-

Fig. 7.2 The Greta system
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tion that accounts for the aspects that are relevant and influential in the planning
of verbal and nonverbal behavior. Greta uses an FML specification named FML-
APML and based on the Affective Presentation Markup Language (APML) intro-
duced by [41]. FML-APML tags encode the communicative intentions following the
taxonomy defined in [108], where a communicative function corresponds to a pair
(meaning,signal). The meaning element is the communicative intent that the ECA
aims to accomplish, whereas the signal element indicates the multimodal behavior
exhibited in order to achieve the desired communicative intent.

The multimodal behaviors to express a given communicative function to achieve
(e.g. facial expressions, gestures and postures) are described by the BehaviorMarkup
Language (BML) [70, 137].

The Greta system has been embedded in the Virtual Interactive Behavior (VIB)
platform [99].Anoverviewof theVIBarchitecture is shown inFig. 7.3.VIBenhances
Greta with additional components that allow the ECA to detect its environment
(i.e.Perceptive Space in Fig. 7.3), and to interact with the userwhile constantly updat-
ing the agent’s mental and emotional states. Thus, an ECA’s mental state includes
information such as beliefs, goals, emotions and social attitudes.

The agent’s emotional state is computed with the FaTiMa emotion model by [43].
A dialogue manger computes the utterances spoken by the agent as a function of
both its mental state and previous verbal content exchanged with the user. Currently
VIB integrates the DISCO dialogue manager developed by [116]. The output of this
component is sent to the agent’s intent planner.

Fig. 7.3 Global architecture of the VIB platform
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Different external tools plugged-in the VIB platform (i.e. SHORE facial
expressions, SEMAINE facial action units and acoustics, and speech recognition
as shown on the right side of Fig. 7.3) allow an agent to detect and interpret user’s
audio-visual input cues captured with devices such as cameras, Microsoft’s Kinect
and microphones. These information are provided to the agent via the Perceptive
Space module. A direct link between this module and the Behavior Realizer allows
the agent to exhibit reactive behaviors by quickly producing the behavior to exhibit
in response to user’s behavior, as for back-channels for example.

Finally, the Motor resonance manages the direct influence of the socio-emotional
behaviors of the user (agent perceptive space) to the ones of the agent (agent produc-
tion space) without cognitive reasoning. In particular, it allows the ECA to dynami-
cally mimic the behavior of the user.

7.3.2 Modeling Dynamical Coupling

The study presented in this section focused on the Motor Resonance module in the
GRETA platform. This study is about mirroring of human laughter by an ECA during
an interaction.We refer to this process as dynamical coupling. The tool supporting the
modeling of dynamic coupling in the platform can be used for other communicative
functions. An interface allows us to connect the detected users inputs to ECA’s
animation parameters through a neural network.

Laughter is a social signal that has many functions in dialogue. For example, it
allows someone to display a feeling of pleasure consecutively to positive events,
such as receiving compliments [110] or perceiving a humorous stimulus. Laughter
also serves to hide one’s embarrassment [66], or to be cynical. It helps to create
social bonds within groups [2], and regulates the speech flow in conversation [110].
These socio-emotional communicative functions are important in interaction. It is
then important to enable ECAs to laugh in order to improve the quality of human-
agent interaction, and to enhance user involvement. To this end, we defined a model
of laughter [44], currently integrated in the GRETA architecture, and we conducted
an evaluation that explores the role of laughter mirroring (dynamic coupling) in
human-agent interaction [100]. Our goal was to study how the adaptive capabilities
of an ECA, through the imitation of user’s behaviors, could enhance user experience
during human-agent interaction.

The setting of the experiment was an interactive installation called LoL, Laugh
out Loud (ref). In this setting, a user and an ECA are listening to music inspired
from the compositions by P. Shickele P.D.Q Bach. These recordings were created
with the aim of making the listeners laugh. The ECA is able to tune on the fly the
behavioral expressivity if its laughter according to the user’s behavioral expressivity,
hence creating a phenomenon of dynamic coupling between the ECA and the user.
The parameters for the expressivity of ECA’s laughter are the torso orientation, and
the amplitude of laughter movements. For example, if the user does not laugh and
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or does not move at all, ECA’s laughter behavior will be inhibited. On the contrary,
if the user laughs out loud and moves a lot, ECA’s laughter will be amplified.

The experimental study was conducted with 32 participants. Two conditions were
tested: (i) the ECA takes user’s behaviors into account to modulate the expressivity
of its laughter, (ii) the ECA does not take user’s behaviors into account. Once the
participants had listened to two short musical compositions, they had to answer a
questionnaire measuring ECA’s social presence. The analysis of the results revealed
that when the ECA takes user’s behavior into account to modulate its laughter, its
social presence as perceived by the participants is greater than when it does not. The
participants had the feeling that it was easier to interact with the ECA, and they had
the impression they were both in the same place and that they laughed together.

In this study, the ECA behavior was generated by taking into account the user’s
behavior. This modulation, which takes into account human acoustic and movement
features, acts upon several parameters controlling agent’s animation. We chose to
inhibit or to amplify the intensity of ECA’s behaviors in mirroring the intensity of
user’s behaviors. Mirroring can be seen as a form of alignment between an ECA
and a user. The next section presents a study exploring verbal alignment between an
ECA and a user.

7.3.3 Enhancing User Engagement through Verbal
Alignment by the Agent

Amodel of verbal alignment allowing an ECA to share appreciationswith a user [30],
referred as the Appreciation Module, was integrated in the GRETA platform as an
Intention Planner. It takes as inputs ECA’s preferences encoded in the Agent Mind.
The Appreciation Module provides supplementary functionalities for dialogue man-
agement, in addition to theDISCOdialoguemanager [116], integrated in theGRETA
platform.

The development of the Appreciation Module is conducted in the framework of
the national French project A1:1. The project’s goal is to set a life-sized ECA in
a museum where it plays the role of a visitor. The module, in particular, aims at
enabling the ECA to engage museum visitors by sharing appreciations on different
topics, such as an artwork, or a specific painting style. Expressing evaluation opinion
or judgment is a basic activity for visitors in a museum [127], and it is important
to build rapport and affiliation between two speakers, which contributes to their
engagement [144]. Our model is twofold: it focuses on how an ECA can generate
appreciation sentences, and when the ECA should effectively use them.

We modeled two types of alignment processes occurring during the sharing of
appreciations between an user and the ECA: alignment at the lexical level through
other-repetition (OR), and alignment at the level of polarity between a user’s appre-
ciation and an ECA’s appreciation on the same topic. OR is the intentional repetition
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Fig. 7.4 A user interacting
with Leonard during our
study conducted in the
laboratory

by the hearer of part of what the speaker has just said, in order to convey a commu-
nicative function that was not present in the first instance [6, 10, 104, 133], such as
an emotional stance [131].

Our computationalmodel enables anECA to express emotional stanceswith other-
repetitions [30]. This model is grounded on a previous analysis on the SEMAINE
corpus [29], where we found several occurrences of ORs expressing emotional
stances. Our model integrates 3 emotional stances: surprise, positive appreciation,
negative appreciation. The selected emotional stance depends on user’s appreciation
and ECA’s preferences, and they are expressed by the ECA in the form of a verbal
appreciation, as defined in [82] (e.g.: “I consider it beautiful.”).

An evaluation of the appreciation sentences generated by themodelwas conducted
with the ECA Leonard designed for the A1:1 project. We simulated a small museum
in our laboratory; We hung 4 pictures of existing artworks in the corridor. Each
participant was asked to watch them, then to talk to Leonard (see Fig. 7.4), and
ultimately fill in a questionnaire.

Thirty-four participants took part in the experiment. The results issued from sub-
jective reports showed that the presence or absence of ORs in ECA’s appreciations
does not seem to have an effect on the perception of user’s own engagement, or on
ECA’s believability perceived by the user. However, the presence of ORs in ECA’s
appreciations had a positive effect on participants’ feeling that they shared the same
appreciations as the ECA.

To improve these results, we developed an extension of the previous model dedi-
cated at deciding when to trigger an exchange of appreciations between the ECA and
the user [31]. This sharing of appreciations, represented as a task, is added on the fly
in the dialogue plan when the user shows a low level of engagement while interacting
with an ECA. For future work, we plan to conduct an evaluation of the model with
different conversational strategies, such as triggering a sharing of appreciations when
user engagement is high versus low.
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7.3.4 Engaging Users in Multiparty Group Interaction
with the Expression of Interpersonal Attitudes

Simulating group interactions and expressing social attitudes among participants
can be hard to achieve. The expression of the agent’s interpersonal attitude with
multimodal behavior in user-agent face-to-face interactions is supported by the Greta
platform [111]. However, moving to a more complex multi-party group interaction
required a more powerful framework that integrated the Greta platform with the
Impulsion AI Engine [101]. This latter engine combined a number of reactive social
behaviors, including those reflecting Hall’s personal space theory [62] and Kendon’s
F-formation systems [69], in a general steering framework inspired by Reynolds and
colleagues [115]. The engine supports the generation of agents’ reactive behaviors
to make them aware of the user’s presence (for example in avatar based interactions),
so that users feel engaged in interaction with an agent or a group.

Impulsion’s complete management of position and orientation was used in con-
junctionwithGreta’s behavior planner for facial expressions and gestures generation,
in order to produce believable and dynamic group formations expressing different
interpersonal attitudes both among other members of a group of agents, thus named
in-group attitude, and towards the user, therefore named out-group attitude [113].

Interpersonal attitudes shape how one person relates to another person [5, p.85],
in particular affiliation, according to Argyle’s status and affiliation model [5, p.86],
indicates the degree of liking or friendliness, ranging from unfriendly to friendly,
towards another person. In the context of engagement, expressing high affiliation
(i.e. friendliness) represents a valuable means for showing interest into interacting
with one person.

In the context of user-agents interaction within a 3D serious game environment,
the effects of both in and out-group attitude (affiliation dimension) on user’s pres-
ence evaluations of a group of four agents and user’s proxemics behavior in the 3D
environment were studied. In two separate trials subjects had to complete the task
of (1) joining a group of four agents, composed by two males and two females, and
(2) reaching a point behind the group of agents with their own avatar in third person
view (Fig. 7.5).

The different levels of attitude were obtained by exhibiting, for example in a
friendly out-group case, smiling behavior, gazing more at the user (compared to the
unfriendly case) and opening (i.e. making physical space) when the user’s avatar was
within the social distance of the group, according to Hall’s areas [62]. The in-group
attitude levels were obtained by changes of voice volume, gestures amplitude and
speed, proximity among the agents, number of gaze at others, smiling behavior and
turn duration.

In conclusion, results indicated that expressing interpersonal attitudes in multi-
party group interaction had an impact on the evaluation of agent’s presence assessed
by users when those attitudes were expressed towards the user (out-group) regardless
of the attitude expressed among the agents (in-group). The social presence (including
engagement level) of a group of agents is dramatically reduced when an unfriendly
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Fig. 7.5 The image shows a screen shot of the 3D environment as seen by the user in third person
view with the avatar walking towards the group of agents in one of the conditions within the study
on interpersonal attitudes in multi-party group interaction

attitude is expressed towards users. Interestingly, users in the first task (i.e. join a
group) chose to get closer to those groups having unfriendly out-group attitude,
possibly due to the lack of openness exhibited by the group, thus users pushed more
their avatar in order to obtain a reaction. Whereas in the second task (i.e. reach
destination behind the group) users walked through those having both in and out-
group unfriendly attitude. This was possibly due to the bigger interpersonal space
among the agents.

7.4 Conclusion and Perspectives

Considering engagement in human-agent interactions is a promisingway for address-
ing the scientific challenges involved in generating fluent social interactions between
the users and the agents. Research has unraveled many aspects concerning the detec-
tion and the generation of emotional behaviors but considering social attitudes is still
an emerging topic. Existing socio-emotional interaction strategies paymore andmore
attention to fostering user engagement not only within a single interaction but also
over several interactions. The success of socio-emotional interaction strategies can
be thus evaluated by focusing on user engagement, and the present chapter provided
a view of different methodologies that are used for this evaluation, from subjective
tests to automatic measurements.

The work carried out around the Greta/VIB platform takes a step in this direc-
tion by providing subjective assessments of user engagement aiming to evaluate the
interaction strategies (alignment and dynamic coupling) and the expression of inter-
personal attitudes inmulti-party interactions. Current work on this platform concerns
the integration of a system able to detect user’s likes and dislikes; the development
of further interaction strategies such as politeness strategies and the management of
turn-taking between the user and the agent. We hope such integration will contribute
to provide more fluent interactions and improve the user’s engagement.
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