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Preface

When it comes to modeling emotions, contextual instances cannot be neglected. The
concept of context is, to a certain extent, a complex one, since it includes cultural,
social, physical, and individual features that shape human interactional exchanges.
This second volume accounts for contexts, in particular, social contexts and social
signals that must be interpreted to correctly and successfully decode the semantic
and emotional meaning of interactional exchanges. To this aim, several experts, from
different scientific domains, are describing behaviors to be adopted or interpreted for,
as well as mathematical algorithms to model contextual instances and relative
information communication technology (ICT) interfaces for developing robotic
socially believable applications. In this regard, the volume presents the recent
research works on robotics approaching the domestic spheres and recent research
efforts for allowing robotic systems of automaton levels of intelligence, where
“intelligent” is the system’s ability to implement a natural interaction with human.

The implementation of such context-aware situated ICT systems should con-
tribute to improve the quality of life of the end users through: (1) The development
of shared digital data repositories and annotation standards for benchmarking;
(2) new methods for data processing and data flow coordination through syn-
chronization, temporal organization, and optimization of new encoding features
(identified through human behavioral analyses); and (3) computational models
synthesizing the human ability to rule individual choices, perception, and actions.
The final goal would be to produce machines equipped with human-level
automaton intelligence.

The editors would like to thank the contributors and the International Scientific
Committee of reviewers listed below for their rigorous and invaluable scientific
revisions, dedication, and priceless selection process. Thanks are also due to the
Springer-Verlag for their excellent support during the development phase of this
research book.

Italy Anna Esposito
Australia Lakhmi C. Jain
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Chapter 1
Moving Robots from Industrial Sectors
to Domestic Spheres: A Foreword

Leopoldina Fortunati

Abstract This foreword analyses how in the shift from industrial sectors to social
anddomestic sectors the formof robots is actually subjected to great changes. Further-
more, it reports some recent data on robot diffusion, implicitly inviting researchers
to reflect on the trends of robot diffusion that give the precise indication to focus on
the material sphere of the housework.

Keywords Social robotic autonomous systems · Physical · Social and organiza-
tional context · Social robots
This volume represents an important step for social robotics studies. It shows how
this field of knowledge is advancing consistently on making increasingly “natural”
human interactional exchanges with social robotic autonomous systems. Said this,
the present collection does not hide the limitations of the research carried out so
far on modeling social signals and calls for a strong engagement by social sciences.
Implicating also social sciences is in fact the only way for assuring the improvement
of the quality of life of the end-users of social robots [1–5].

The focus of this volume is on the physical, social and organizational context,
which is proved to be so crucial in affecting the whole communication and interac-
tion process. The main characteristics of human interaction exchanges are explored
and the cognitive and emotional processes at the core of interactions are modeled.
The purpose behind this research is to develop robotic system prototypes able to
socially behave in specific contexts. The research on social robotics field needs
to advance substantially because now many different care sectors, the healthcare,
the entertainment, the education, and the domestic setting are pressing for useful
products.

The shift from the industrial setting to the reproduction sphere of individuals
obliges us to be aware that it intertwines in parallel with another shift from the uni-
tary conception of robots as machines to a more articulated conception of robots.

L. Fortunati (B)
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2 L. Fortunati

We inherited from the past some forms of robot: zoomorphic; android or gynoid;
machine with a very different profile from human beings; particular objects [6].
However, with the current proliferation of technologies in the social body we do
not need now to remain bound to these forms. What is increasingly emerging is
the attempt to take advantage of the network of information and communication
technologies so diffused in the social body for developing robotic systems [7].
Thus, along with the development of robots as continuation of the classic forms
of robot—agents as drones, humanoids, swarms, cleaning, manufacturing, emer-
gency and space exploration robots-, we face in fact the de-construction of robots
in many new forms: from intelligent agents to automated personal assistants, from
future smart environments to ambient assistive living technologies, from computa-
tional intelligent games/storytelling devices to embodied conversational avatars, and
automatic healthcare and education services [8].

This shift is made possible by the new level reached by social robotics science,
of which this volume is an important witness, and is made necessary by two factors.
First, the new social needs and desires expressed by people at immaterial level [9, 10],
which call for practical and innovative solutions and can be addressed through robots
or algorithms. I allude here to the increasing use of robots in the Web 2.0, in infor-
mation, education, entertainment, health and care sectors, which can be considered
as forms of proto-roboticization of the immaterial sphere in society.

Second, the domestic needs at material level call also to be addressed: see the
extraordinary success of vacuum cleaner and floor cleaner robots and the launch of
several kitchen robot (which aremulti-functional food processor, cooker, steamer and
self-cleaner) that propose to radically change the way we cook, learn about cooking,
coordinate and time plan our food practices at home.

To have a more precise idea of the diffusion of social robots, it is wise to recur
to the World Robotics Report 2015, released by the Statistical Department of the
International Federation of Robotics (IFR) [11]. In this report industrial and service
robots (those sold for professional or personal/domestic use) are distinguished. Social
robots are part of the service robots. According to this Report, in 2014 professional
service robot sales arrived to 24,207 units, showing an increase of 11.5% compared
to 2013. But service robots for personal and domestic use arrived to 4.7 million
units, showing an increase of 28% compared to 2013. Disabled assistance robots
have taken off in 2014, when a total of 4,416 robots were sold with an increase of
542% in respect to 2013 when only 699 units were sold.

However, the bulk of sales occurred in the sector of robots for domestic tasks:
3.3 million of units were sold, including vacuum cleaning, lawn-mowing, window
cleaning and other types of. In the entertainment sector, there are increasingly more
sophisticated low-priced toy robots, but also high quality products such as those
proposed by the LEGO� Mindstorms� programme, offering software environments
that reach actually into high-tech robotics. These digits tell us that the domestic
material needs are those more urgent to respond to and that there is a huge space
for market development in the domestic sphere. Also the projections for the period
2015–2018 reported by IFR show that 35million of service robots for personal use are
expected to be sold. By contrast, the sales of robot companions/assistants/humanoids
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are projected to be only 8,100 units in the same period. In reality, these social robots
started to arrive to research laboratories and university only in 2004, but so far there
have not been significant sales of robots as human companions to perform typical
everyday tasks.

All these processes converge on bringing to light what I call the new phenom-
enon of “ubiquitous social roboting”. The new researches on social robotics, such as
those presented and discussed in this volume, are timely and necessary to strengthen
this phenomenon by developing further and in the right direction (from a human
perspective) the robotification of society [12].
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Chapter 2
Modeling Social Signals and Contexts
in Robotic Socially Believable Behaving
Systems

Anna Esposito and Lakhmi C. Jain

Abstract There is a need for a holistic perspective when considering aspects of
natural interactions with robotic socially believable behaving systems, that must
account of the cultural, social, physical, and individual (the context) features that
shape interactional exchanges. Context (the physical, social and organizational
context) rules individual’s social conducts and provide means to render the world
sensible and interpretable in the course of everyday activities. Contextual aspects of
interactional exchanges make any of it unique and requiring different interpretations
and actions. A robotic socially believable systemmust be able to discriminate among
the infinities of contextual instances and assign to each their unique meaning. This
book reports on the last research efforts in making “natural” human interactional
exchanges with social robotic autonomous systems devoted to improve the quality
of life of their end-users while assisting them on several needs, ranging from edu-
cational settings, health care assistance, communicative disorders, and any disorder
impairing either their physical, cognitive, or social functional activities.

Keywords Social robotic autonomous systems · (social, physical and organiza-
tional) context · End-users’ quality of life · Interactional exchanges

2.1 Introduction

The human ability to merge information from different sensory systems offers
more accurate and faster competencies to operate in response to the environmen-
tal stimuli [1]. The integration of different signals in an unique percept is especially
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appreciated innoisy environmentswith corrupted anddegraded signals [20].Research
in neuroscience had proved that audiovisual, visual-tactile and audio somatic sensory
inputs are constantly synchronized and combined into a reasoned percept [3, 33].
For example, in speech, the influence of visual on auditory signals perception is
proved by the McGurk effect [28]. Recent investigations on the emotional labelling
of only audio, mute video, and combined audio/video stimuli proved that the human
processing of emotional information is strongly affected by the context to the extent
that, depending on the participant’ language, culture, and her knowledge of a given
foreign language, her performance on an emotion recognition task, accuracy may
become significantly worse when the visual signal (emotional facial expressions) is
added to audio (emotional vocal expressions, [9, 11–13, 16].

Facial expressions, head, body and arms movements (grouped under the name of
gestures) all potentially provide information to the communicative act, supporting the
interactional exchange and allowing interactants to add a rich variety of contextual
information to their messages including (but not limited to) their psychological state,
attitude. Gestures have been shown to vary in size, redundancy, and complexity,
depending on the grounding status of the information encoded and/or the meaning
attributed to the message. Gestures act in partnership with speech, building up shared
knowledge and meanings when the interactional exchange is successful [10, 15, 23].

Psycholinguistic studies have confirmed the partnership nature of verbal and non-
verbal signals in human interaction demonstrating that the understanding of a mes-
sage results from the integration of multi-sensory features appropriately distributed
along the interaction [30].

In addition, it has been suggested that interactive communication is emotionally
driven [8] and that the encoding and decoding procedures exploited by humans to
express and/or read emotions are fundamental to secure the social quality and the
cognitive functioning of a successful interactional exchange.

Another crucial aspect of multimodal communication is the relationship between
paralinguistic and extra-linguistic information (such as speech pauses, head nod-
ding). Psycholinguistic studies have shown that there exists a set of non-lexical
expressions carrying specific communicative values (expressing for example turn-
taking and feedback mechanism regulations) such as empty and filled pauses and
other hesitation phenomena [14, 15, 17]. It has been shown that pauses (holds) in
gestures plays similar communicative values and synchronize with paralinguistic
information [10].

It can be concluded that the verbal and nonverbal communication modes jointly
cooperate in assigning semantic and pragmatic contents to the conveyed message
by unraveling the participants’ cognitive and emotional states and exploiting this
information to tailor the interactional process. Thesemodes exploitmultimodal social
signals and are tailored to the contextual instance in which they are explicated.

The huge demand for complex autonomous systems able to assist people on sev-
eral needs had produced a consistent number of EU and overseas funded projects
such as (a) ERICA (www.jst.go.jp/erato/ishiguro/en/) a conversational android with
human appearance aiming to interact with humans through multimodal social sig-
nals such as face, speech, and body movements; (b) MUMMER a humanoid robot

www.jst.go.jp/erato/ishiguro/en/
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(based on Aldebaran’s Pepper platform, http://www.dcs.gla.ac.uk/vincia/?page_id=
116) engaging people in dynamic environments, such as shopping malls;
(c) TESLA—An Adaptive Trust-based e-assessment System for Learning (www.
open.ac.uk/iet/main/research-innovation/research-projects/adaptive-trust-based-e-
assessment-system-learning-tesla); (d) ALIZ-E (http://www.aliz-e.org/) engaging
diabetic children in a series of real-world situations (partially)WOZ-simulated imple-
mented using the NAO robot (http://www.aldebaran-robotics.com/en) [25, 26]; and
several more, all exemplifying the huge research efforts in implementing socially
believable assistive technologies. However, these projects have been characterized by
a scarce care towhat effectivelywould have been end-users’ requirements and expec-
tations to qualify as “socially behaving” agents providing “social/physical/psycho-
logical/assistive ICT services. In particular, the term “social robotics” envisions
a “natural” interaction of such devices with humans, where “natural” is inter-
preted as the ability of such agents to enter the social and communicative space
ordinarily occupied by living creatures” [7, p. 2]. In addition really few has been
made to account for “how the interaction between the sensory-motor systems and
the inhabited environment (that includes people as well as objects) dynamically
affects/enhances human reactions/actions, social perception and meaning-making
practices” [6, p. 6].

To account for the above mentioned problems it is needed an all-embracing
prospect pushing the designer to contemplate the system’s behavior and appear-
ance (in order for the system to be social), the trustworthiness the user put into it
(in order to be emphatic) taking into account the contextual instance (the scenario)
and the system’ functionalities required in each situation, as well as, the individual’s
social rules and cognitive competencies [5].

In the field of Human Robot Interaction, such an approach, will require investiga-
tions on the cognitive architectures and cognitive integrations needed for accounting
of human behavior across different domains, and inherently of the behavior humans
engage with a system that, as much as complex and autonomous can be, can offer
only a sub-optimal interaction process (see key activities of the topic group Nat-
ural Interactionwith Social Robots http://homepages.stca.herts.ac.uk/~comqkd/TG-
NaturalInteractionWithSocialRobots.html, [6, 7, 19]).

To date there have been relatively few efforts assessing human interactional
exchanges in context in order to develop complex autonomous systems able to detect
user’s trust and mood, rise emphatic feeling, and take actions to provide help. In
addition there are no standards for the development of more ‘satisfying’ complex
autonomous systems that account for user’s expectations and requirements in a struc-
turedmanner. Although there have been efforts in providing suggestions for potential
solutions [2, 18, 32] this issue is at a research stage [7, 19].

Generally the development and assessment of complex autonomous systems is
tackled using two different approaches: user’s self reports and performance based
measures. The user’s self reports can be highly criticized because of the user’s dif-
ficulty to accurately describe her/his expectations and requirements, being them
generally technologically naïve and suspicious. Performance-based measures can be
considered more reliable since they require the execution of specific tasks assessed

http://www.dcs.gla.ac.uk/vincia/?page_id=116
http://www.dcs.gla.ac.uk/vincia/?page_id=116
www.open.ac.uk/iet/main/research-innovation/research-projects/adaptive-trust-based-e-assessment-system-learning-tesla
www.open.ac.uk/iet/main/research-innovation/research-projects/adaptive-trust-based-e-assessment-system-learning-tesla
www.open.ac.uk/iet/main/research-innovation/research-projects/adaptive-trust-based-e-assessment-system-learning-tesla
http://www.aliz-e.org/
http://www.aldebaran-robotics.com/en
http://homepages.stca.herts.ac.uk/~comqkd/TG-NaturalInteractionWithSocialRobots.html
http://homepages.stca.herts.ac.uk/~comqkd/TG-NaturalInteractionWithSocialRobots.html
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by a trained evaluator. Nevertheless, these tasks are generally carried out under artifi-
cial conditions and require extensive equipment, well defined environmental context
and time consuming evaluation procedures that do not value the daily spontaneous
activity producing biases in the collectedmeasures. Despite its importance, generally
these systems are unable to being context-aware, to adapt to user’s preferences and
very distinct needs and to correctly interpret all user’s actions.

The research papers proposed in this book investigate the features that are at
the core of human interactions and provide attempts to model the cognitive and
emotional processes involved in order to design and develop complex autonomous
system prototypes able to simulate the human’s ability to decode and encode social
cues while interacting.

2.2 Content of the Book

The research objectives proposed in this book can be interpreted as a meta-
methodology aimed to investigate features that are at the core of human interactional
exchanges and model the cognitive and emotional processes involved in interac-
tions, in order to design and develop complex autonomous system prototypes able
to socially behave in (at the least) specific scenarios. The attention is focused on the
analysis and modeling of social behavioral features and human ability to decode and
encode social cues while interacting. Behavioral data (speaking, body movements,
facial, vocal and gestural emotional expressions) are gathered from healthy and com-
municative or socially impaired participants. This require the definition of behavioral
tasks that serve both to detect changes in the healthy, as well as, impaired perception
of social cues. Specific scenarios are proposed for these tasks intended to assess the
users’ attitude, acceptance, and trustworthiness toward a robotic system considering
its emphatic and social competencies, as well as appearance. The collected data are
used to gain knowledge on how behavioral and interactional features are affected by
individual characteristics and personalities, contextual instances, and environmental
perceptual features. Hopefully, these investigations will guide on which human-
like social characteristics and appearance (physically embodied or virtual intelligent
agent?) a complex autonomous system should exhibits to gain the users’ trust and
acceptance as a socially behaving agent.

To this aim, the book includes nine investigations on the mathematical model-
ing of social signals and context embedded in interactional exchanges. The second
chapter by Maldonato and Dell’Orco [27] affords one of the most debated issue in
artificial intelligence: “the possibility of reproducing in an artificial agent (based on
formal algorithms) some typically human capacities (based on natural logic algo-
rithms) such as consciousness, the ability to deliberate and make moral judgments”
[p. 1]. The authors are very desecrators to the point of asserting that “clarifying
consciousness mechanisms of artificial organisms could help us to discover what we
still ignore about neurobiological consciousness” [p. 2]. This extreme in the quest
for equipping machines with human level automaton intelligence, consciousness,
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and intuition, leave us with the question on whether we really want conscious and
intuitive artificial agents. The answer is given by the contribution of Gnjatović and
Borovac [21] which propose the implementation of conscious-like conversational
agents, implicitly answering to the question with a discussion on which are the lim-
itation for implementing consciousness features in mathematical prototypes. These
investigations clearly suggest that the aims of the research on social robotics is to
implement natural interactions with such social agents. The contribution of Vogel
[35] covers one aspect of this sociability proposing an investigation aimed to the
“understanding of natural dialogue” in order to “fully inform the construction of
believable artificial systems that are intended to engage in dialogue with a man-
ner close to human interaction in dialogue” [p. 1]. Harrington et al. [22] follow a
similar vision considering “the relevance of context and experience for the opera-
tion of historical sound changes” [p. 1]. The contribution of Clavel et al. [4] is an
original survey on which competencies an artificial agent must exploit to maintain,
when interacting, users’ engagement. The focus is on both users’ attentional and
emotional involvement. op den Akker’s et al. [31] contribution propose “Kristina, a
personal digital coaching system built to support and motivate users to live a bal-
anced and healthy lifestyle” [p. 14]. The authors are aware of dangers and objections
that can be raised by modeling interactional persuasive features and provide a very
interesting discussion on these aspects. The contribution of Vinciarelli [34] discuss
on how “endowing machines with social perception”, in particular “by providing a
simple conceptual model of social perception and by showing a few examples related
to Automatic Personality Perception, the task of predicting how people perceive the
personality of others” [p. 1]. Finally, the last two contributions surpass dyadic inter-
actional features considering to model either multimodal and multiparty interactions
in educational settings, as in the work of Koutsombogera et al. [24], or to detect
abnormal behavioral patterns in crowd scenarios, as in the contribution of Mousavi
et al. [29].

2.3 Conclusions

The readers of this bookwill get a taste of themajor research areas inmodeling social
signals and contextual instances of interactional exchanges in different scenarios for
implementing robotic socially believable behaving systems. This research should
result in a series of theoretical and practical advances in the field of cognitive, and
social psychology such as: (1) Repertories of social signals better illustrating the cog-
nitive, semantic, emotional and semiotic mechanisms essential for successful inter-
actional human-machine exchanges; (2) Models for representing data, reasoning,
learning, planning, and decisionmaking, as well as, individual/group behavior analy-
sis models in multilingual and cross-cultural contexts; (3) The identification of new
interactional persuasive and affective strategies and contextual instances calling for
their use. Considering technological issues, the present researchmust lead to (1) New
computational approaches and departures from existing cognitive frameworks and
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existing algorithmic solutions such as dynamic Bayesian networks, long short-term
memory networks, and fuzzy models of computation; (2) The implementation of
behaving ICT systems of public utility and profitable for a living technology that
simplifies user access to future, remote and nearby social services encompassing
language barriers and cultural specificity; (3) Market applications such as: context-
aware avatars replacing human in high risk tasks, companion agents for elderly
and impaired people, socially believable robots interacting with humans in extreme,
stressful time-critical conditions, future smart environments, ambient assistive living
technologies, computational intelligence in games/storytelling, embodied conversa-
tional avatars, and automatic healthcare and education services.
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Chapter 3
Adaptive and Evolutive Algorithms:
A Natural Logic for Artificial Mind

Mauro Maldonato and Silvia Dell’Orco

Abstract This paper focuses on one of the biggest challenges we face: the possibil-
ity of reproducing in an artificial agent (based on formal algorithms) some typically
human capacities (based on natural logic algorithms) such as consciousness, the abil-
ity to deliberate and make moral judgments. Recent evidences arising from dynamic
systems theory and statistical learning, from the psychobiology of development and
molecular neuroscience are overcoming some of the fundamental assumptions of
artificial intelligence and the cognitive science of the last 50 years. From the mole-
cular level to the social one, these new approaches analyze and exploit the structure
of complex causal systems physically incorporated and integrated with the environ-
ment, setting the stage for the emergence of organisms capable of adaptive flexibility
and intelligent behavior.

Keywords Artificial mind · Consciousness · Decision-making · Natural logic ·
Algorithms · Intuition

3.1 Introduction

Are increasing those who believe that the encounter between man and powerful
computers will generate, in the near future, organisms capable of going beyond the
simulation of brain function: hybrids that will learn from their internal states, inter-
pret the data of reality, establish their own goals, converse with humans, decide
on the basis of its own ‘value system’ [1–3]. Sooner than we imagine, these organ-
isms could acquire spheres of autonomy increasingly large through self-conservative
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instances, hierarchies of values, perhaps an ethic based on the ‘freedom’. In other
words, developments in artificial intelligence and in artificial life may take us out of
the symbolic-formals domains to achieve a brain with central control functions and
higher cognitive properties and, therefore, an intelligence that processes symbolic
and abstract functions as those of the biological brain. From that point to spontaneity,
creativity and consequently the ability to make choices is short.

It will be very difficult to replicate the huge work of evolution and still define as
‘experience’ an information processing (albeit sophisticated), or still call emotions’
experiences as pleasure or pain. In fact, the experiences of consciousness must be
learned directly; they don’t depend on relational aspects and, finally, they are intimate
and private. But can we really exclude that one day these entities will be capable
of taking decisions, initiatives and have discernment? We can’t. At least in theory,
this could just happen with thinking machines. Rather, precisely the construction
of artifacts, although still equipped with a primitive awareness, could help us to
formulate the right questions to understand the mechanisms of consciousness and
other mental functions that still elude us. Clarifying such structures and dynamics,
may also light the shadows that obscure our knowledge.

3.2 Can a Machine Become Self-Aware?

There is no doubt that the artificial consciousness is not yet considered, at least outside
of science fiction, a discipline in its own right. Nevertheless, despite its elusiveness,
the theme of consciousness has been reinterpreted in the light of the progress of
Artificial Intelligence, on the one hand, and of neurobiology and cognitive sciences
on the other [4, 5].

Paradoxically, the problem of consciousness is becoming more urgent with the
progress of our possibility to investigate the brain [4]. There is no reason a priori to
deny that an artificial creature, able to reproduce the basic mechanisms of the human
brain, may correspond to a conscious subject.

The understanding of the biological mechanisms underlying the emergence of
consciousness is not clear at all. In any case, within the themes of artificial con-
sciousness, we should ask ourselves what we mean by consciousness.

As a neurobiological phenomenon distinct from awareness, consciousness orig-
inates in the cortical-subcortical space, even if it is only in the cerebral cortex that
the experience of time is realized, that is, the unmistakable individual impression of
continuous past experiences that is bound together with future expectations [6, 7].

It seems to be a general consensus that at the basis of consciousness there is syn-
chronization between different cerebral regions [8]. However, the question remains
open as to the nature of the passage from the neuronal level to that of perception
and, finally, consciousness. Varela [9] has long insisted on the necessity of consider-
ing consciousness as an emerging phenomenon, in which local events can give rise
to properties or global objects in a reciprocal causal co-involvement. More recent
theories on consciousness hypothesize a minimum necessary amount of time for the
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emergence of neural events that connect themselves to a cognitive event [10]. This
temporality can plausibly be attributed to long-range cerebral integration linked to
diffuse synchrony: an event that would shed light on phenomenological invariants,
restoring tangible experiential content to the synchronization process: i.e. that mech-
anism of temporal unification of neuronal activity that would synchronize pulses in
average fluctuations of 40Hz, which would unify part of the existing information in a
coherent sense [11]. The synchronization of the discharges would entrust the psychic
content to the working memory, while consciousness would reply in an intermediate
zone of representations, displacing it between a lower sensory level and a higher
level of thought [12].

For a long time, scholars focused on the concept of the unitarity and the perma-
nence of consciousness in time [13]. Today, instead, numerous studies show that
consciousness is a plural process that encompasses different contents in itself simul-
taneously, each element of which has its own intentionality [14].

But what are the biophysical mechanisms of the unified experience of conscious-
ness? And how does this internal plurality unify the different contents? There seem to
be two possible models. The first model hypothesizes that consciousness is generated
by a central neural system, in which duly integrated information is first represented
and then brought to consciousness [15]. In this schema consciousness appears to be
the result of the work of the central neural system that generates different contents
and representations, a phenomenon taking place exclusively in the brain. In the sec-
ond model [16] the simultaneous co-activation of the contents—specific and aware
perceptions or engrams of memory that are part of the stream of consciousness (like
the sight of a “blood orange”, “the smell of a rose” or “a feeling sad”)—generated by
distributed structures in the brain are believed to give rise, ultimately, to the phenom-
enon of consciousness. Consciousness would in this way be generated by distrib-
uted cerebral mechanisms—both cortical and subcortical—the contents of which,
each element being independent one from the other, are exposed to intrasensory and
intersensory (environmental) influences [17]. The contents of the distributed cere-
bral mechanisms and the intrasensory and intersensory influences affect each other
reciprocally and thus co-determine conscious experiences. It is in this fine line that
the distinction between a unitary model and a plural model of consciousness lies.
According to the unitary model, the conscious experience is a process of creation in
which the brain acts simultaneously treating the different information; therefore, this
is realized exclusively in the brain. On the contrary, according to the plural model
of consciousness—consciousness would be the effect of a series of phenomenal
emerging elements, each one of them generated by a precise brain mechanism—the
contents are independent of each other [18, 19] and give rise to a asynchronous and
multiple system of micro-science, in which consciousness is not a faculty of synthe-
sis hierarchically superior, but a myriad of integration of quantitative and qualitative
phenomena.

Ramachandran [20] has a number of times discussed the plausibility of a model
of consciousness that integrates visual, auditory and tactile perceptions with pro-
prioceptive, exteroceptive and interoceptive experiences. These individual spheres,
in a relatively independent way, can be altered or neutralized without influencing
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Fig. 3.1 Wepropose here a unified spectrummodel: a plural embodied perspective of consciousness

the other spheres. The modularity of functions, though exposed to intra-sensory and
inter-sensory influences, put away the contents aware from constraints and interdic-
tions. Studies [21] on the deficits caused by brain’s lesions on the level and kind of
functional specialization, such as language or spatial cognition, and cerebral local-
ization have shown that the brain works on a large scale, between procedures and
domains that are reflected in specific anatomical districts (primary visual process-
ing in the occipital cortex, auditory processing in the temporal cortex, planning and
memory processing in the frontal cortex), while specific functions are realized in
well-demarcated anatomical districts and locations (for example, the visual motor
function takes place in area V5 and that of color in V4). The zones of the brain that
program particular informational content are those in which the contents come into
consciousness (Fig. 3.1).

Zeki and Bartels [18] showed that several events of a visual scene, presented
simultaneously, are not perceived with the same duration. Hence they inferred the
existence of a system asynchronous multiplex, which seems to prove that conscious-
ness is the integrated result of countless micro events and not a unitary faculty [14].

But how can these multiple neural events restore to us the impression of a unitary
subjectivity? And which paths lead to the composition of the Self and of conscious-
ness? Concepts such as “unitary subjectivity” and “Self”—i.e. the ability to experi-
ence phenomena as perceptions, thoughts or emotions—remain problematic. Indeed,
both concepts appear abstract, i.e. without precise correspondences in the functions
of the mind and, more particularly, of correlations with the structures of the central
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nervous system. Here, wewill limit ourselves to affirming that the Self emerges when
individual events produced by the brain are sufficiently representational, coherent and
close-knit, that is, capable to reach a discrete threshold of sensible mental contents.
In the absence of neurological and psychiatric disorders, we experience a structured
world of distinct objects ordered in space, organized according to regularities and
contents within meaningful spatial-temporal schemas: extramodal contents (colors,
forms, etc.) and intramodal contents (proprioceptive, auditory and visual) [22]. In
reality representational cohesion is not an invariant characteristic of conscious expe-
rience, but the result of a selection through which the brain searches for the path of
its own integration [23]. Ultimately, the Self has to do with a regulatory activity of
consciousness that processes and maintains the distributed cortical and sub-cortical
activity, in an interweaving of local contents in communication with each other. In
this schema, consciousness appears not as a hierarchical entity, but as a multiple
horizontal entity, whose representational cohesion is carried out by thalamic-cortical
and cortico-cortical circuits [24]. All conscious experiences, beginning with those
that are qualitative (qualia), become unified within the field of consciousness. In this
sense, if our consciousness is determined by the play between these innumerable
dynamics, the unitarity of consciousness follows the subjectivity, because there is no
qualitative subjectivity without unity.

The issue of conscious subjectivity goes beyond the search for its neuronal corre-
lates and even beyond the conceptual contraposition between consciousness and the
unconscious. In this sense, an in-depth study of consciousness requires multi-level
explanatory criteria: a quantitative-categorical criterion (attention, alertness, sleep,
and coma); a qualitative-dimensional criterion (subjective experiences such as sen-
sations, thoughts, and emotions); and a final criterion for the analysis of the different
synchronic (the field of consciousness) and diachronic (the I and personality) types
and levels of consciousness, as the clouding of consciousness, confusional state,
obtundation, stupor and so on [19].

We do not knowwhether there are limits to this ability to be conscious orwhether it
can have a further expansion: in other words, the activation of neuronal spontaneous
mechanisms, a sort of “neuronal avalanche”, invests the brain through waves of
electricity that form complex structures and extend the boundaries of our mental life
[25]. It is necessary to emphasize that being conscious and being alive are different
things. To be alive means to be made up of molecules based on DNA replication, be
conscious means to be able to experience the world [26].

Based on the current knowledge [27, 28], nothing binds the DNA structure or
the carbon atom one to our conscious state. And if this is true it would mean that
you could assume and imagine the way in which an artificial structure can produce a
subject with conscious experiences, in the sense that clarifying consciousness mech-
anisms of the artificial organisms could help us to discover what we still ignore about
neurobiological consciousness.

So far, the design of artifacts did not require the understanding of consciousness.
But, nowadays the robots begin to approach the human being—in the sense of their
computing capacity and physical structure—and that means that the problem cannot
be avoided. For example, an embryo, before the appearance of the nervous system,
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can’t be considered a conscious subject; but after a sufficient period of time, the
human being will result conscious [29].

The mind is no longer an empty box that receives sounds and images from the
outside world, but it is a portion of the external world that found in itself its own
unity.

Actually is necessary to revisit—and update—our philosophical categories, that
may suggest to engineers the methodological and technical processes to achieve one
of the most attractive targets proposed by science in the XXI century: understanding
who we are through the construction of a machine that can tell what happens inside
the human being and how he has feelings.

The final act of the great drama (δ�α̂μα) of the human being, who wants to
understand himself, cannot be written by the human sciences but through artificial
intelligence that would allow us, through artificial consciousness, to be able to com-
municate with the subjects constructed by us.

3.3 Decision Making and Intuition Algorithms

Strictly linked to the issue of artificial consciousness is the problem of the artificial
decision making. Decision-making is a significant research area of artificial intelli-
gence. Making decisions is the main characteristic of any virtual character. The latter
generally has a limited number of actions it can choose to perform. There are many
different decision-making algorithms [30] for these virtual characters, some based
on planning, others on reactivity, and others again on a their combination. In most
part of situations in which virtual characters have to make a decision, the decision
algorithmsmust be quick enough to allow real-time choices. Here, an important chal-
lenge is the capacity to join reactivity and planning in order to be able to act without
hesitations. The greater limitation to reactivity is that actually the virtual character
cannot anticipate the consequences of a particular behavior. They aren’t provided of
a meta-critical reasoning. In fact, decision-making algorithms not include intuitions,
feelings, emotions and spheres of free will that lead to quick and adaptive decisions
[31]. Actually, we only know that intuition is a form of instinctive and unconscious
knowledge that enables us—not based on logical deductive processes—to face up the
unexpected events in a new and often resolutive way for survival. Intuition comes
into play in situations in which temporal and cognitive-computational constraints
prevent us from reflecting on or evaluating all the data at our disposal [32]. Since the
dawn of time, being able to decipher rapidly the intentions of whoever you are con-
fronting increases your chances of survival. This explains why often the first instants
of an encounter can reveal more than hours of conversation [33, 34]. Besides, in the
various cultures the world over, the ability to interpret non-verbal signals is of enor-
mous importance [35]. In reality, the vast majority of human decisions are intuitive
and unconscious; requiring only limited mental input [36]. These enable us to elab-
orate great quantity of information rapidly and without great efforts. In any situation
in which we have achieved a high degree of experience, an incalculable stock of
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information has been accumulated at the level of “gut instinct”. Over the last twenty
years there has been a remarkable surge in the volume of research [37] on the instinc-
tive mechanisms, which show that from our deep memory emerge response schemes
to reality issues, on the basis of analogies with past experiences. This process can
reveal unexpected solutions for the problems that we will have to face, that may be
useful to achieve a rigorous definition of the term ‘intuition’.

What is an intuition about? Is it creativity, tacit knowledge, implicit learning
and memory, sixth sense, heuristics, emotional intelligence? It’s really difficult to
say. Intuition has common characteristics with all the above, but also with other
definitions. The word ‘insight’, for example, often considered a synonymous of
‘intuition’, indicates the sudden comprehension of a problem or a problem-solving
strategy, the ‘Eureka!’ moment that arrives after a period of more or less conscious
incubation, unblocking the solution to the problem [38]. In truth an intuition almost
always has its somatic correlation in a sensation in the pit of the stomach, coming all
of a sudden. But what lies behind all this? One stimulating hypothesis (not without
metaphysical overtones) is that a crowd of “cognitive workers” are engaged every
day in the subterranean regions of our mind, far from the light of consciousness,
elaborating extraordinary quantities of information that involve the implicit memory,
heuristics, spontaneous inferences, emotions, creativity, and much else [39]. The
complexity and the difficulties within the AI research program was already clear to
von Neumann [40] who saw clearly the obstacles inherent to a cybernetic model of
human behavior. The question before us, however, is to overcome the elementary
functions, mechanically predetermined, that exhibit intuitive behavior patterns. Of
course, we are forced to deal with a difficult issue that we humans have always solved
by evolution: being able to distinguish what is important from what is irrelevant,
sharpen our discriminative capacity, keep us open to other possible explanations,
and more.

3.4 Conclusions

At the beginning of the twentieth century, psychoanalysis has brought to light the
conflict between unconscious forces and rationality [41]. It showed us how freedom,
decisions andmoral choices are the fatiguing expression of this conflict. Today, more
than a century later, the neurosciences [16] try to clarify the nature of these matters,
on the base of experimental observations. At the height of these challenges, science
will face the hardest problem, namely that of artificial agents able to deliberate and
make moral judgments and act on the basis of their values [42].

Intuition takes place almost instantaneously and is made up of a set of emo-
tional and somatic processes, without any role being played (at least apparently) by
rational, conscious thought [43]. How these human processes can be processed by
silicon structures is the great challenge. One of the main obstacles is that non-logical
reasoning drives these processes, while most of the AI models are governed by logic.
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Chapter 4
Toward Conscious-Like Conversational
Agents

Milan Gnjatović and Branislav Borovac

Abstract Although considerable effort has been already devoted to studying
various aspects of human-machine interaction, we are still a long way from develop-
ing socially believable conversational agents. This paper identifies some of the main
causes of the current state in the field: (i) socially believable behaviour of a technical
system is misinterpreted as a functional requirement, rather than a qualitative, (ii)
the currently prevalent statistical approaches cannot address research problems of
managing human-machine interaction that require some sort of contextual analy-
sis, and (iii) the structure of human-machine interaction is unjustifiably reduced to
a task structure. In addition, we propose a way to address these pitfalls. We con-
sider the capability of a technical system to simulate fundamental features of human
consciousness as one of the key desiderata to perform socially believable behav-
iour. In line with this, the paper discusses the possibilities for the computational
realization of (iv) unified interpretation, (v) learning through interaction, and (vi)
context-dependent perception in the context of human-machine interaction.
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24 M. Gnjatović and B. Borovac

4.1 Introduction

Considerable research effort has been already devoted to the broad research question
of developing cognitive conversational agents [16, 17]. However, at the moment,
we as a community are still far away from technical systems that perform socially
believable behaviour, and quite rightly. The aim of this paper is to identify some of
the causes of the current state in the field, and to propose a way to, at least partially,
address them.

Our conceptual approach can be briefly described as follows. We aim beyond
cognitive-like technologies—toward conscious-like technologies. More precisely,
we propose that socially believable agents should simulate two fundamental features
of the high-level phenomenon of human consciousness: the unity of conscious expe-
riences, and the qualitative nature of conscious feelings. Thus, this paper reports on
the computational modelling of these features.

The paper is organized as follows. Section4.2 provides a brief overview of
some recent and ongoing research projects related to cognitive technical systems.
In Sect. 4.3, we reflect on the often overlooked fact that socially believable behav-
iour of a technical system is a qualitative requirement, rather than functional. We
propose that socially believable agents should, inter alia, simulate fundamental fea-
tures of human consciousness as a means of fulfilling this requirement. Section4.4
highlights important pitfalls of the currently dominant approaches to developing
cognitive conversational agents. Finally, Sects. 4.5–4.7 introduce and discuss our
approach in more details.

4.2 Related Work

It is widely accepted that socially believable systems should be capable of closed loop
interaction with humans. This is hardly surprising since interaction has an important
role in social relationships. One of the points of departure for research on socially
believable technical systems is that the user’s reactions to them are evolutionarily
conditioned. Two main factors that cause the user to perceive a technical system as
intelligent and autonomous are apparent autonomy of robots, and their capacity to
engage in a natural language dialogue [46].

Generally speaking, at the level of requirements, the key functionalities of such
cognitive systems include perception (e.g., audio and visual recognition, etc.), knowl-
edge representation, interpretation and decision making, learning, planning, natural
language processing, affect awareness, etc. Table4.1 provides an incomplete (but
hopefully illustrative) overview of the most prominent functionalities of cognitive
technical systems in some recent and ongoing research projects. The list of projects
is, of course, incomplete, but the list of cognitive functionalities is illustrative of the
state-of-the-art in the field.



4 Toward Conscious-Like Conversational Agents 25

Ta
bl

e
4.

1
A
n
ov
er
vi
ew

of
th
e
m
os
tp

ro
m
in
en
tf
un

ct
io
na
lit
ie
s
of

co
gn

iti
ve

te
ch
ni
ca
ls
ys
te
m
s
in

so
m
e
re
ce
nt

an
d
on

go
in
g
re
se
ar
ch

pr
oj
ec
ts

Pr
oj
ec
t

Fr
am

ew
or
k∗

Pe
rc
ep
tio

n
R
ep
re
se
nt
at
io
n

In
te
rp
re
ta
tio

n,
D
ec
id
in
g

L
ea
rn
in
g

Pl
an
ni
ng

L
an
gu
ag
e

pr
oc
es
si
ng

A
ff
ec
t

aw
ar
en
es
s

A
ss
is
te
d
C
og

ni
tio

n
[2
9]

U
ni
.

W
as
hi
ng
to
n

√
√

√
√

√

C
A
L
O
[3
3]

D
A
R
PA

√
√

√
√

√
√

R
A
D
A
R
[1
8]

D
A
R
PA

√
√

√
√

√
√

C
oS

y
[1
1]

FP
6

√
√

√
√

√
√

√
C
O
G
N
IR
O
N
[1
2]

FP
6

√
√

√
√

√
C
om

pa
ni
on
s
[5
3]

FP
6

√
√

√
√

√
C
H
IL

[4
9]

FP
6

√
√

√
√

IN
H
O
M
E
[4
7]

FP
6

√
√

√
SH

A
R
E
-i
t[
13

]
FP

6
√

√
√

hu
m
ai
ne
-a
aa
c
[1
5]

FP
6

√
√

√
√

√
SI
M
IL
A
R
[3
]

FP
6

√
√

√
√

√
D
IR

A
C
[2
7]

FP
6

√
√

√
IC

E
A
[5
5]

FP
7

√
√

√
√

√
√

H
U
M
O
U
R
[8
]

FP
7

√
√

SC
A
N
D
L
E
[5
4]

FP
7

√
√

√
FR

O
G
[2
8]

FP
7

√
√

√
√

√
√

V
ir
tu
al
H
um

an
[3
4]

B
M
B
F

√
√

√
√

√
√

Sm
ar
tK
om

[4
8]

B
M
B
F

√
√

√
√

√
√

(c
on
tin

ue
d)



26 M. Gnjatović and B. Borovac
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Fig. 4.1 A schematic
representation of the closed
loop human-machine
interaction

It is evident that at the heart of most of the systems developedwithin these projects
there is a cognitive conversational agent that manages interaction between the user
and an external system (e.g., a robot, cf. Fig. 4.1). During the interaction, the user and
the system share the linguistic and spatial contexts.1 The linguistic context includes
their dialogue acts, dialogue history, knowledge of the dialogue domain, etc. The
spatial context includes positions of the user and the robot, their nonverbal acts, and
various information on other spatial entities (animate of inanimate) that are relevant
for interaction. Briefly stated, the task of the conversational agent is to interpret the
user’s dialogue and nonverbal acts in the current interaction context, and to decide
whether and how the system as a whole should respond.

However, it should be noted that not all these systems are intended to perform
socially believable behaviour. In other words, even a well-designed cognitive archi-
tecture of a systemdoes not necessarily imply its social believability. This is discussed
in the next section.

4.3 Where to Go from Here?

Agreat deal of what we refer to as conversational cognitive agents represent software
artefacts. In this field, innovative computational conceptualizations and software
algorithms constitute the essence of scientific work. Thus, researchers talk predom-
inantly about conceptualizations, models and software algorithms, while software
process models are unduly neglected. The primary purpose of software process mod-
els is to provide guidance on the order in which a project should carry out its major
tasks, and their importance has been widely acknowledged for a relatively long time
now [6]. Virtually all software process models recognize the importance of software
requirements management. In line with this, some of the major risks to project com-
pletion relate to incomplete, inaccurate or vague requirements [31]. Does our field
also suffer from such a neglect? Do we omit important development phases or apply
them in the wrong order? The answer to these questions is positive.

In a nutshell, when we make decisions related to the design of a system, we
focus on the system’s functionalities, rather than on the system’s features. This is

1And possibly other contexts (e.g., the user’s electroencelographic activity, etc.).
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not justifiable, since features cannot be reduced to functionalities. To illustrate this
quite clearly: calculators perform so much better than us in calculation, but that does
not make them socially believable. Similarly, we should not fail to recognize that the
requirement of socially believable behaviour is not functional, but rather qualitative.
Developing ever more intricate architectures2 devoted to support a growing number
of cognitive-like functionalities will not necessarily satisfy this requirement.

To take a step toward socially believable conversational agents, we suggest that
systems should simulate fundamental features of human consciousness.

4.3.1 The Fundamental Features of Consciousness

The word “consciousness” is used in a variety of ways. Since there is no widely-
accepted definition for consciousness, it is important to clarify what we understand
under this term.WeadoptSearle’s viewonconsciousness [40, 41]. For him, conscious
states are higher level features of the brain caused by the lower level neurobiological
processes in the brain. But, what is more interesting for the discussion in this paper
is his view that consciousness has essential features that make it different from other
biological phenomena. These features are: unity and qualitativeness. They are best
described in Searle’s own words:

• The unity of conscious experiences:

All conscious experiences at any given point in an agent’s life come as part of unified
conscious field. If I am sitting at my desk looking out the window, I do not just see the sky
above and the brook below shrouded by the trees, and at the same time feel the pressure
of my body against the chair, the shirt against my back, and the aftertaste of coffee in
my mouth. Rather I experience all of these as part of a single unified conscious field [41,
p.41].

• The qualitative nature of conscious feelings:

Every conscious state has a certain qualitative feel to it […]. The experience of tasting
beer is very different from hearing Beethoven’s Ninth Symphony, and both of those have
a different qualitative character from smelling a rose or seeing a sunset. These examples
illustrate the different qualitative features of conscious experiences. One way to put this
point is to say that for every conscious experience there is something that it feels like, or
something that it is like to have that conscious experience [40, p.39].

Thus, consciousness should not be confused with knowledge, attention or self-
consciousness [40, p.8]—and consequently with cognition. So, if we aim at intro-
ducing conscious-like features in cognitive technical systems, the beginning of this
might be an attempt to provide a computational simulation of these features. This

2Apart from the fact that the study of architecture to support intelligent behaviour may be one of
the most ill-defined enterprises in the field of artificial intelligence [26].
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is discussed in the following sections. But, before we elaborate on the underlying
computational model in more details, we first discuss two pitfalls that are often
encountered in the field.

4.4 Conceptual and Methodological Pitfalls

Two main pitfalls of the currently dominant approaches to developing cognitive
conversational agents may be summarized as follows:

• dogmatic application of purely statistical approaches (cf. also [19, 21]),
• misinterpretation of the notion of dialogue structure (cf. also [24]).

We discuss them in the rest of this section.

4.4.1 The Methodological Pitfall of Purely Statistical
Approaches

The debate on the mechanisms underlying language acquisition has settled into two
main directions of research. The first, represented by researchers as Chomsky, sug-
gests that the ability to use language is innate, i.e., a part of our biological endow-
ment [9]. The second, represented by researchers as Saffran and Tomasello, suggests
learning-oriented theories, e.g., that learners, including infants, use statistical prop-
erties of linguistic input [37] and the inherited cognitive skills of intention-reading
and pattern-finding to acquire language [45]. This intellectual divide is reflected in
the field of human-machine dialogue. The first research direction relates to studying
and modeling the mechanisms underlying the human language processing system
(e.g., attention, memory, perception, etc.) in order to computationally simulate their
features. The second, prevalent research direction is primarily intended to simulate
language behavior without a deep understanding of the underlying phenomena. The
principal approach is to use data derived from language corpora, and apply automated
analysis methods to empirically derive rules and structures to manage machine dia-
logues [52]. These statistical methods analyze only external language behavior (i.e.,
corpora), and do not account for innate features of the human language processing
system.

Statistical approaches have proved to be successfulwhen applied in certain aspects
of machine learning, such as automated speech recognition or machine transla-
tion. Following this methodological trend, significant research efforts are currently
devoted to apply statistical approaches to address the more general research question
of managing human-machine dialogues that require some sort of contextual analysis
and interpretation.However, the last twodecades have shown that they are insufficient
to address this research question. The reason lies in the data-drivenmethodologywith
no explanation power. Corpus design criteria usually correspond with intuitive, and
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hence unreliable, judgments of the researcher [43, 44, p.91]. It cannot be expected
that language corpora, no matter how carefully produced, will contain surface mani-
festations of all relevant dialogue phenomena. Therefore, constructing computational
models based solely on a statistical analysis of language corpora cannot adequately
address the research question of managing human-machine dialogues. To address
this research question, we need to involve linguistic structures that underlay the
human language processing system and cannot be extracted from language corpora.
The point of departure for our approach is that insights in neuroimaging studies may
bring us a step closer to identifying and understanding these structures and related
cognitive processes.

4.4.2 The Conceptual Pitfall of Misinterpreting the Dialogue
Structure

The research question of modelling human-machine dialogue structure is still not
satisfactorily answered. One of the most obvious principle in conversation is that
each dialogue act creates a possibilities of appropriate response dialogue acts [39,
p.8]. This principle of linguistic exchange is observable in Schegloff’s [38] “adja-
cency pairs” and Roulet’s dialogue “moves”. An adjacency pair represents a simple
linguistic exchange containing two sequent and pragmatically related dialogue acts,
such as question/answer, greeting/greeting, offer/acceptance, etc. In contrast to the
sequential structure of adjacency pairs, Roulet’s suggests that linguistic exchange
has a hierarchical structure. He observes relations in conversation between so-called
moves each of which may contain several dialogue acts. For Roulet [36, p.94], the
intentionality shared between interlocutors is a constant object of negotiation. This
activity of negotiation determines the structure of linguistic exchange—any linguis-
tic exchange consists of at least three phases: proposition, reaction and evaluation.
In addition, linguistic exchange may be developed recursively. To illustrate this, an
interlocutor may provide a reaction only if the proposition is clear and complete.
Otherwise, he may open a secondary linguistic exchange in order to get the addi-
tional information. Upon successful closure of the secondary linguistic exchange,
both participants can get back to the primary linguistic exchange. Thus, the con-
cept of recursivity in the development of linguistic exchange implies a hierarchical
structure of conversation (cf. Fig. 4.2). Similarly, Grosz and Sidner [25] propose a
hierarchical structure of intention in conversation.

The understanding that conversation has a hierarchical structure has influenced,
directly or indirectly,many computationalmodels of human-machine dialogue.How-
ever, it appears that this linguistic insight was misinterpreted in an unintended way
(cf. also [25, pp.180–2]). To illustrate this, we consider two spoken dialogue systems:
the SUNDIAL system designed to handle travel conversations [4], and the speech
translation system Verbmobil [1]. The dialogue structure underlying the implemen-
tation of the SUNDIAL system is defined as a hierarchy of four levels: the transaction
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Fig. 4.2 Hierarchical
structure of the linguistic
exchange (adjusted from [36,
p.97])

level, the exchange level, the intervention level (i.e., conversation units that carry illo-
cutionary functions of initiative, reaction, or evaluation), and the dialogue act level.
Quite similarly, in the Verbmobil system, the dialogue structure is divided in the
following four levels: the dialogue level, the phase level (distinguishing the phases
of greeting, negotiation, closing), the turn level (the main turn classes for negotiation
dialogues are: initiative, response, confirmation, etc.), and the dialogue act level.

They claim to model the dialogue structure for a specific domain of interaction,
but in fact, they model the task structure. In both cases, the task structure is preset,
and a task-specific role is assigned to each dialogue constituent (e.g., initiative,
response, confirmation, etc.). At run time, these dialogue managers take an ensuing
user’s dialogue act and try to assign one of predefined roles to it—i.e., to map user’s
dialogue acts onto a set of predefined dialogue constituents.

What is wrong with this solution? First, the task structure is not the same as
the dialogue structure. The task structure is a special case of the intentional struc-
ture, which is again just one of the components of the dialogue structure (cf. [25]).
Thus, the reduction of the dialogue structure to the task structure in not justifiable.
In practice, the determination of an ensuing dialogue act in terms of how well it
matches a predefined task-specific role implies a high level of task-orientation of
the observed systems. It is interesting to note that both these approaches consider
telephone conversations. Telephone conversations are specific because they inher-
ently have well defined objectives [39], and thus they are easier to model in terms
of task-specific constraints. However, this certainly does not hold for more general
cases of conversation.

Second, the task structures in task-oriented dialogues are not necessarily prebuilt
[25, p.182]. It has been widely acknowledged that intentionality is not given at the
beginning of a conversation, but evolves as the conversation proceeds [25, 36, 39].
Being a special case of the intentional structure, the same holds for the task structure.

4.4.3 Addressing the Pitfalls

To address the aforementioned pitfalls, in previous work we have introduced the
focus tree model [23, 24]. It is a representational and cognitively-inspired model
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of attentional information in machine dialogue that addresses the research problems
of robust interpretation of different syntactic forms of spontaneously uttered users’
commands with no explicit syntactic expectations, and flexible designing of adaptive
dialogue strategies. The level of detail of the model is sufficient for a computational
implementation, while the level of abstraction is sufficient to enable its generalization
over different interaction domains. Thus, the model was successfully applied in
several prototypical dialogue systems with diverse domains of interaction. For a
more detailed insight into the focus tree model, the reader may consult [19–24]. In
the following sections, we show how this model can be applied to simulate certain
aspects of the fundamental features of consciousness.

4.5 Unified Interpretation

The focus tree is a hierarchical structure that represents the activated part of the
long-term memory. Each node of the focus tree represents a semantic entity within
the observed interaction domain. The focus of attention summarizes information
from previous interaction (i.e., a history of the interaction), and at any moment it
is placed on exactly one node. When the focus of attention is placed on node n, it
signals that semantic entities represented by n and its ancestors in the focus tree are
currently retrieved in working memory. In other words, the top-down path starting at
the root node and ending at n represents the currently activated mental representation
[23, 24].

In general, each top-down path starting at the root node and ending at an inner of
a terminal node represents a mental representation. The relationship between nodes
may be shortly summarized as follows: if q is a descendant of p, it means that the
mental representation ending at q encapsulates and extends the mental representa-
tion ending at p. To illustrate this, let us consider a very simple interaction domain
containing two entities: a robot and a glass. The robot can use its arm to point to the
glass, or to move it in one of two directions (leftward and rightward). In addition, the
robot’s head has an eye system, so it can be instructed to close or open its eyes, to
blink, or to direct its gaze in one of two directions (leftward and rightward). A focus
tree that represents this interaction domain is depicted in Fig. 4.3.

The processing aspect of this model addresses the research question of mapping
propositional content of the user’s dialogue act onto the focus tree. One of the most
obvious features of the processing algorithm is that it does not explicitly include
syntactic expectations. Although this decision is in line with the primary intention to
enable conversational agents to interpret arbitrary syntactic forms of spontaneously
uttered users’ dialogue acts, it may appear too restrictive. However, it is not neces-
sarily a disadvantage of the model.

It should be noted that the model is in line with the Chomsky’s concept of the
kernel of language [10, p.45,61]. For him, the kernel of language consists of a finite
number of simple, declarative, active sentences whose terminal strings are derived
by a simple system of phrase structure. In addition, every sentence that does not
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Fig. 4.3 A focus tree representing the observed interaction domain

belong to the kernel can be derived from the strings underlying kernel sentences by
a sequence of one or more transformations. Following this insight, the focus tree
can be interpreted as comprising the kernel sentences within the observed dialogue
domain. Each top-down path starting at the root node represents a kernel sentence,
and every dialogue act within the observed dialogue domain can be mapped to one
or more kernel sentences.

So, except for the canonical syntactic structures, we give up on syntax. We inten-
tionally conceptualize the user’s dialogue acts as sets of keywords and nonrecursive
phrases that carry propositional content, with no further syntactic specification. Thus,
the interpretation of a dialogue act is based on the mapping of a set of propositional
symbols (i.e., keywords and phrases referring to semantic entities within the dialogue
domain) onto the focus tree. It is particularly important to note that these symbols are
not tied to a particular perceptual system (e.g., linguistic), but that they are amodal.
This allows us to apply the focus tree model to interpret stimuli that are not only
linguistic, but also visual, haptic, etc.—without the need to change the processing
algorithm.

Consequently, this trade-off between syntax and amodal representation allows for
unified interpretation of inputs of various communication modalities. To illustrate
this, let us consider the following three interaction acts of the user:

• a single verbal command: “please move the glass leftward”,
• a sequence of twoverbal commands, “please take the glass” and “move it leftward”,
• a composition of verbal command “move it leftward” and nonverbal action of
pointing to the glass.

To perceive the first two interaction acts, a system needs a speech recognition
module. For the third interaction act, it needs a visual recognition module as well.
However, apart from using different sets of the perception modules, the perception
result for all these interaction acts is the same—a set of amodal propositional symbols
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that relate to the following semantic entities: the glass, the action of moving, the
leftward direction.

The task of the interaction management module is to interpret the perceived set
of propositional symbols, i.e., to map it onto the focus tree. It is important to note
that for the interpretation of these symbols it is completely irrelevant from which
perception module a particular symbol is coming. Before we discuss the processing
algorithm in more details, we should clarify the conceptualization of propositional
symbols. These symbols may be classified in two groups3:

• Stimuli—symbols that relate to semantic entities within the interaction domain
that should be retrieved in working memory to interpret a given interaction act.
All symbols from the above examples are stimuli.

• Inhibitors—symbols that relate to semantic entities within the interaction domain
thatmust not be retrieved inworkingmemorywhile interpreting a given interaction
act. For example, dialogue act “do not move” contains an inhibitor implying that
the action of moving should not be included in the resulting mental representation.

This classification of propositional symbols is inspired by two related concepts
that have been widely acknowledged in cognitive psychology—the concepts of
mnemonic selection and cognitive inhibition. The idea underlying the concept of
mnemonic selection is that representations held in (working) memory can be prior-
itized according to their momentary relevance to ongoing cognitive operations [5,
pp.172–3]. The idea underlying the concept of cognitive inhibition is that mental
representations that are not relevant for ongoing cognitive operations can be inhib-
ited (i.e., stopped or overridden) [32, pp.4–5]. With respect to the interpretation of
interaction acts, these concepts reflect the fact that not all semantic entities within
the interaction domain are of equal importance all the time. A fundamental aspect
of the functionality of a conversational agent refers to the ability to dynamically
select relevant semantic entities and suppress irrelevant semantic entities. In our
approach, stimuli and inhibitors provide information to distinguish between relevant
and irrelevant semantic entities in a given moment of interaction.

In previous work, we have considered the interpretation of verbal dialogue acts
in algorithmic terms [24], and in terms of the basic cognitive functions that provide
means for the flexibility of working memory, i.e., mnemonic selection, updating the
focus of attention, and updating the contents of working memory [23]. Here, we
consider the essential part of the algorithm and generalize it for multimodal user’s
acts.

For the purpose of easier representation in this and the next section, we use the
following abbreviations:

• S—a set of stimuli perceived from the current user’s interaction act,
• I—a set of inhibitors perceived from the current user’s interaction act,
• n—a node of the focus tree,

3In our previous work, we refer to these two groups as to focus stimuli and negative reinforcement
stimuli. However, the terms stimuli and inhibitors reflect more appropriately the dichotomy between
these groups.
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• K—a set of all top-down paths starting at the root node and ending at a terminal
node,

• A(n)—a set that contains node n and all of its ancestors in the focus tree,
• T(n)—a set that contains all terminal nodes that are descendants of node n (if n is
a terminal node, then T(n) = {n}),

• D̂—the number of all nodes in the focus tree,
• T̂—the number of all terminal nodes in the focus tree.

Isolated from the interaction context, every top-down path whose nodes cover all
stimuli from S, and do not cover inhibitors from I represents a possible interpretation
of the current user’s interaction act. Let PINT be a set containing all these paths:

PINT = {P | (P ∈ K) ∧ (S ⊂ P) ∧ (I ∩ P) = ∅)} . (4.1)

If this set is not empty, it means that the user’s interaction act can be interpreted
within a given interaction domain. However, these interpretations are not equally
appropriate. To include the context in the interpretation, we take the current focus
of attention nFA into account. We recall that the set of nodes on the top-down path
starting at the root node and ending at nFA represents the currently activated mental
representation. Thus, the most appropriate interpretation can be described as the one
that contains the largest number of the nodes from the currently activated mental
representation. Still, in PINT there can be more interpretations containing the same
maximum number of nodes from the currently activated mental representation. Let
PCAND be a set containing these interpretations:

PCAND = {P | (P ∈ PINT ) ∧ (|P ∩ A(nFA)| = max
Pi∈PINT

|Pi ∩ A(nFA)|)} . (4.2)

PCAND cannot be empty, since all interpretations contain the root node. If PCAND

contains only one interpretation, it is chosen to be the new activated mental represen-
tation. In this case, we say that the user’s interaction act is complete. Otherwise, the
new activated metal representation is defined as the intersection of all interpretations
in PCAND:

MR =
{

P | P ∈ PCAND if |PCAND| = 1,⋂
Pi∈PCAND

Pi if |PCAND| > 1.
(4.3)

In both cases, the focus of attention is updated accordingly. The new focus of atten-
tion, n�

FA, is the lowest node from MR. If the new focus of attention is the same as the
previous focus of attention, i.e., n�

FA,= nFA, we say that the user’s act is ambivalent,
otherwise it is incomplete.

The case that remains to be considered is whenPINT is empty. That implies that the
user’s interaction act cannot be interpreted in the observed interaction domain. We
refer to such an act as to semantically incorrect. We recall that the user’s interaction
act is represented by a set of propositional symbols (i.e., stimuli and inhibitors) which
is a union of symbols perceived by different perception modules (e.g., for speech
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and visual recognition). The semantic incorrectness of an act may be caused by
the fact that the recognition results of different perceptions modules are conflicting.
To resolve this situation, the system tries to separately interpret propositional sym-
bols perceived by each perception module. The interpretation steps are the same as
described above. If only one of this separate inputs can be interpret, the system takes
this interpretation to be the new activated mental representation. If there is more than
one input that can be interpret, the system chooses the interpretation that contains
the largest number of the nodes from the currently activated mental representation.

To illustrate the introduced algorithm, we consider four examples of interpretation
of the user’s interaction acts, summarized in Table4.2 and depicted in Fig. 4.4.

In the first example, the user’s interaction act contains two stimuli—glass, and the
action of pointing. There is only one top-down path in the focus tree that contains

Table 4.2 Four examples of interpretation of the user’s interaction acts

Node carrying the current
focus of attention (nFA)

Perceived stimuli Node carrying the next
focus of attention (n�

FA)
Classification

(Any node) Glass, the action of
pointing

Point Complete

Interaction domain Glass, the action of
moving

Move Incomplete

Interaction domain The action of moving Interaction domain Ambiguous

Eyes The action of moving Gaze movement Incomplete

Fig. 4.4 Illustrations of the context-dependent interpretation of the user’s interaction acts. The
arrows denote the transition of the focus of attention
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nodes related to these stimuli (cf. Fig. 4.4a). Thus, this interpretation becomes the
activated mental representation, the focus of interaction is placed on node point, and
the act is classified as complete. It should be noted that for the interpretation of a
complete command it is not important on which node the focus of attention was
previously placed.

In the second example, the user’s interaction act contains two stimuli—glass, and
the action of moving. There are two top-down paths that contain nodes related to
these stimuli (cf. Fig. 4.4b). To evaluate the appropriateness of these interpretations,
the current focus of attention must be taken into account. Let us assume that the
focus of attention is placed on the root node. It means that the currently activated
mental representation comprises only this node. According to the algorithm, the
interpretations are equally appropriate, since they both encapsulate the currently
active mental representation. In addition, the newly activated mental representation
is defined as the intersection of these interpretations, which means that the focus of
attention is transited to node move, and the act is classifies as incomplete.

Let us now consider the user’s interaction act that can be reduced to only one
stimulus—the action of moving. In the given focus tree, there are four top-down
paths that contain a node representing the action of moving (as indicated in Fig. 4.4c,
d): both the glass and the eyes of the robot can be moved leftward or rightward.
However, the interpretation of this act depends on the current focus of attention. If
the current focus of attention is placed on the root node (Fig. 4.4c), all four possible
interpretations of the user’s interaction act are equally appropriate (similarly as in
the previous case), and the newly activated mental representation is defined as the
intersection of these paths, which in this case means that the focus of attention
remains on the same node. The user’s interaction act is classifies as ambiguous.

Otherwise, if the current focus of attention is placed on node eyes (Fig. 4.4d), this
means that the currently activated mental representation contains nodes interaction
domain and eyes. Now, according to the introduced algorithm, the interpretations
containing these nodes are preferred. The new activated mental representation is
defined as the intersection of these interpretations, and the new focus of attention
is placed on node gaze movement. Consequently, this interaction act is classified as
incomplete.

The classification of the user’s interaction acts (i.e., complete, incomplete,
ambiguous, and semantically incorrect) brings us closer to a conceptualization of
the interaction act quality. In this particular view, the quality of an interaction act is
related to its interpretation complexity. The next section discusses this conceptual-
ization in more details.

4.6 Qualitativeness

A logical way to conceptualize the notion of qualitativeness in the interaction context
is to relate it to interaction acts and states. In cognitive terms, we relate the “quality”
of an interaction act to the estimated cognitive load required to interpret it. Since an



38 M. Gnjatović and B. Borovac

interaction act is always processed in a contextual framework, the cognitive load is
a context-dependent measure—the interpretation of an interaction act depends not
only on the act itself, but also on the content of working memory immediately before
the act has been interpreted (i.e., the activated mental representation).

To illustrate this, we refer to the notion of event related potential (ERP), i.e., the
voltage fluctuations across neural membranes in the brain that are time-locked to a
sensory, motor or cognitive stimulus [30, p. 464]. We consider two particular ERPs
that reflect real-time language comprehension:

• The N400 is a negative deflection of the ERP signal peaking at about 400ms after
stimulus-onset. Its amplitude can be interpreted in terms of memory retrieval, i.e.,
the N400 amplitude reflects the mental processes that accompany the retrieval of
lexical information from long-term memory [7, pp.128,134,139].

• The P600 is a positive deflection of the ERP signal that reaches maximum around
600ms after stimulus-onset. Its amplitude can be interpreted in terms of semantic
integration, i.e., the P600 amplitude reflects the integration of the activated lexical
information into the existing current mental representation of an unfolding sen-
tence. Integration difficulty is determined by how much the current mental repre-
sentation needs to be adapted to incorporate the current input [7, pp.128,133,138].

In technical terms, the “quality” of an interaction act is ameasure of the complexity
of its context-dependent interpretation. Following the functional interpretations of
the N400 and P600, we introduce two parameters of the dialogue act complexity:

• the retrieval cost—simulating the value of the N400 amplitude,
• the integration cost—simulating the value of the P600 amplitude.

Before we formally define these parameters, we recall the interpretation of the
focus of attention in our approach. If the focus of attention is placed on node nFA, it
means that all semantic entities represented by nFA and its ancestors in the focus tree
are currently retrieved in working memory. This set of node is denoted by A(nFA).
Isolated from the interaction context, the retrieval cost of this particular interaction
state is proportional to the number of elements in A(nFA) (Fig. 4.5a). However, we
should take the interaction context into account. If the focus of attentionwas placed on
node nFA, and after the interpretation of an interaction act transited to node n�

FA, then
the set difference between A(n�

FA) and A(nFA) (i.e., set A(n�
FA) \ A(nFA)) represents

semantic entities that were retrieved in the workingmemory during the interpretation
(Fig. 4.5b, c and d). To describe the general case, let us assume the focus of attention
was placed on node nFA, and that the interpretation of an interaction act results in a set
of focus candidate nodes N = {n1, n2, . . . , nk}, where k ≥ 0. Semantic entities that
have been retrieved during the interpretation are represented by the set difference
between (i) the union of all A(n), where n ∈ N , and (ii) A(nFA). The retrieval cost of
the observed interaction act is proportional to the number of elements in the resulting
set. This number can be further normalized by dividing it by the number of all nodes in
the focus tree (which we denote by D̂). Finally, the retrieval cost of the interpretation
of an interaction act is defined as follows:



4 Toward Conscious-Like Conversational Agents 39

ρ =
{

1 , |N | = 0
|( ⋃

n∈N
A(n))\A(nFA)|

D̂
, otherwise.

(4.4)

The integration cost is related to the number of terminal nodes. The number of
terminal nodes that are descendants of nFA (this set is denoted by T(nFA)) is the same
as the number of top-down paths (i.e., complete interpretations) that contain nFA.
Isolated from the interaction context, the integration cost of this particular interaction
state is proportional to the number of elements in T(nFA) (Fig. 4.5). This number can
be further normalized by dividing it by the number of all terminal nodes in the focus
tree (which we denote by T̂ ). In general, the integration cost of the interpretation of
an interaction act is defined as follows:

ι =

⎧⎪⎨
⎪⎩

1 , |N | = 0
0 , (|N | = 1) ∧ (n is terminal node | n ∈ N)

| ⋃
n∈N

T(n)|
T̂

, otherwise.

(4.5)

The processing costs of an interaction act always lie within the range [0, 1]. Thus,
for a semantically irregular interaction act, both the retrieval and integration costs
have the maximum value of one. For an complete interaction act, the integration
cost has the minimum value of zero. The processing costs are elaborated in more
details in [22]. The next section discusses how they can facilitate context-dependent
reasoning.

Fig. 4.5 Illustrations of the retrieval and integration costs. The arrows denote the transition of the
focus of attention
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4.7 Discussion: Ongoing and Future Work

Weuse the introduced processing costs to address two important research questions in
the context of human-interaction: the system’s adaptation in long-term interaction,4

and context-dependent perception. This section reports on our ongoing and future
work on these questions.

4.7.1 Learning Through Interaction

The research problem of automatic construction of a focus tree representing a given
interaction domain can be divided in two tasks:

• identification of the set of semantic entities within the interaction domain (i.e.,
nodes).

• identification of the parent-child relationships between nodes (i.e., edges).

The first task can be reduced to information retrieval and accomplished by applying
the well-elaborated techniques, which we do not consider in this paper. Instead, we
focus on the second task.

The evaluation of the processing costs of an interaction act can be generalized to
interaction fragments, i.e., a sequence of chronologically ordered interaction acts.
Thus, the retrieval cost of an interaction fragment can be defined as a sum of the
retrieval costs of each interaction act comprised in the given fragment. Similarly,
the integration cost of an interaction fragment is defined as a sum of the integration
costs of comprised interaction acts. It should be noted that the processing costs of
an interaction fragment depend on several factors:

• the propositional content of comprised interaction acts (i.e., perceived proposi-
tional symbols),

• the chronological order of interaction acts (i.e., a sequence of intermediate foci of
attention),

• and the topology of the focus tree.

However, for a particular observed interaction fragment, the first two factors are
fixed, so its processing costs depend only on the topology of the underlying focus
tree. This allows for a corpus-based evaluation of a focus tree. And furthermore,
the research problem of automatic construction of a focus tree representing a given
interaction domain may be reduced to the problem of constructing a focus tree for
which the processing costs of the given corpus of interaction acts are minimal. This
is elaborated in more details in [20]. Two aspects of this research problem are par-
ticularly important. First, according to the Cayley’s formula, the number of different
trees that can be constructed on n nodes is n(n−2). This means that for any nontrivial

4The research question of short-term adaptation of the system’s dialogue strategy is addressed in
[23, 24].
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interaction domain, it is not feasible to construct and evaluate all possible trees in a
reasonable time. Therefore, different optimization techniques will be developed and
investigated. Second, the processing cost contains two parameters (the retrieval and
integration costs) which are not equally descriptive in different interaction contexts.
Thus, a number of different combinations of these parameters will be explored.

One of the requirements for long-term human-machine interaction is that the
machine can adapt to different human interlocutors, or to changes of the interaction
style of an interlocutor. In our approach, the system keeps track on the interaction
history,5 and collects a corpus of the user’s interaction acts. Thus, the underlying
focus tree may be constantly evaluated and, when appropriate, modified with respect
to the corpus. This representational corpus-based approach underpins our ongoing
work on machine learning through interaction.

4.7.2 Context-Dependent Perception

The importance of contextual information in speech and visual recognition has been
widely acknowledged. At the methodological level, the state-of-the-art approaches
to the research question of context-dependent recognition usually rely on statistical
post-processing of recognition hypotheses [2, 14]. In contrast to these approaches,
we apply a representational approach based on the processing costs of interaction
acts. Here we very briefly illustrate the main idea underlying this approach.

Keeping in mind that the retrieval and integration costs of an interaction act
depends, inter alia, on the current focus of attention, one of the criteria to com-
pare recognition hypotheses is with respect to their context-dependent processing
complexity. Thus, interaction acts of lower complexity could be considered to be
more likely than interaction acts of higher complexity. Another criterion to compare
recognition hypotheses is with respect to the interlocutor’s interaction style, reflected
through the processing costs of his interaction acts. For example, if the retrieval costs
of several subsequent interaction acts are relatively small, and the integration costs
are decreasing, it may signal that the interlocutor formulates propositional content in
a gradual and highly contextualized manner (i.e., he produces a sequence of incom-
plete interaction acts which, when observed together, have a complete propositional
meaning). Or, if the retrieval costs of several subsequent interaction acts are sig-
nificant,6 and the integration costs are small (or equal to zero), it may signal that
the interlocutor shifts between different interaction topics, but he tends to produce
complete interaction acts. As part of future work, different conceptualizations of
interaction style will be introduced and investigated. In general, a conversational

5The practice of long-term collection of the user’s data opens many important ethical questions that
are out of the scope of this paper. However, these questions still remain to be properly addressed.
6Only for the purpose of illustration, the lower end of the range of significant retrieval costs for a
given balanced focus tree can be estimated as the ratio of the height of the focus tree to the number
of all nodes in the focus tree.
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agent will be able to estimate the interlocutor’s interaction style. Consequently, a
recognition hypothesis that is more suited to the interlocutor’s style could be pre-
ferred.

4.8 Conclusion

This paper summarized our previouswork and highlighted some of our ongoingwork
on socially believable conversational agents.We considered the capability of a techni-
cal system to simulate fundamental features of the high-level phenomenon of human
consciousness as one of the key desiderata to perform socially believable behaviour.
It is important to emphasize that this capability goes beyond other cognitive-like
technical functionalities (e.g., perception, interpretation, deciding, etc.) often men-
tioned in the literature. It rather unifies and builds upon them. This is in line with our
understanding that socially believable behaviour of a technical system is a qualitative,
not functional, requirement.

Conscious experiences are always subjective, since they can exist only as experi-
enced by some subject [40]. In our approach, the main idea underlying the concep-
tualization of subjectivity of conscious experiences in the interaction context may
be briefly described in the following points: (i) A focus tree represents a subjective
knowledge about the interaction domain. It is important to note that different conver-
sational agents may use different focus trees to represent the same interaction domain
shared between them. For example, these focus trees may include the same or simi-
lar sets of nodes arranged in significantly different topologies. In other words, these
trees encapsulate the same or similar sets of semantic entities from the interaction
domain arranged in different meaning representations (conceptualized as top-down
paths). (ii) The interpretation of users’ interaction acts is subjective. The perceived
stimuli and inhibitors are interpreted with respect to the given focus tree and the
current focus of attention. It implies not only that the same set of perceived stimuli
may be interpreted differently by different conversational agents, but also that even
the same conversational agent may interpret differently the same set of stimuli at
different times (depending on the current focus of attention).

Finally, it is fair to say that we are still a long way from developing socially
believable conversational agents. But one thing is for sure—if we aim at a substantial
progress, we need to reconsider the currently prevalent statistical approaches, and
investigate alternative ways to conceptualize and model human-machine interaction.
This paper is an attempt to take a step in this direction.
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Chapter 5
Communication Sequences and Survival
Analysis

Carl Vogel

Abstract Two new methods of analyzing dialogue interactions are outlined. One
method depends on abstract representations of dialogue events as symbols in a formal
language. This method invites analysis of the expressivity requirements of dialogue
grammar, as well as distribution analysis of dialogue event symbol sequences. The
method is presented in relation to a temporal construction from regular languages,
one which supports increasingly fine granularity of temporal analysis. The other
method proposed is also temporally oriented. It also depends on dialogue events
and dialogue states, and proposes to analyze causal relations among dialogue events
through survival analysis. These methods are suggested as additions to the extant
repertoire of approaches to understanding the structure and temporal flow of natural
dialogue.Additionalmethods of analysis of natural dialoguemay contribute to deeper
understanding of the phenomena. With deeper undertanding of natural dialogue one
may hope to more fully inform the construction of believable artificial systems that
are intended to engage in dialogue with a manner close to human interaction in
dialogue.

5.1 Introduction

Artificial agents with socially believable communication strategies are most natu-
rally informed by human communication behaviors. Recent research into patterns
of human communication has examined quantification of engagement. Degree of
repetition is a useful proxy measure of engagement, and within a number of studies,
comparison of levels of self-repetition and allo-repetition between turns in actual
dialogue and randomized counterparts of dialogue provides a means to state when
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repetition in dialogue exceeds that which one might expect in random baselines [15,
19, 20]. Such repetition effects have been shown to correlate with task-oriented suc-
cess as proxy measures of communication success in dialogue [16, 17]. This article
examines idealizations alternative specifications of baselines for believable social
interaction. Two families of approaches are considered: firstly, sequence analysis,
drawing on formal language theoretic idealizations of dialogue; secondly, survival
analysis. Both of these directions embrace the integrative approach to believable
artificial communication strategies recently argued for in the literature [7].

5.2 Dialogue Symbol Sequences

It is possible to analyze dialogue interactions via idealizations of the sort of content
that is expressed at any particular moment. This may be at the rich level of descrip-
tion afforded by conversational analysis [18] or at more abstract levels [2, 13]. For
example, the temporal flow of patterns of silence and non-silence are useful in expli-
cating the structure of discussions and their social dynamics [3]. Consider the regular
grammar in (5.1).1 The terminal symbol si represents a silence of speaker i ,2 and
the terminal symbol vi represents a vocalization of speaker i . The set of productions
is given in (5.2)–(5.8). The superscripts n and m on the nonterminal and terminal
symbols vary over the set {1, 2}, for two speakers; thus the production rules with
these variable superscripts are schema that abbreviate the enumeration of all of the
(finite number of) possible instantiations of those variables.

〈S, {P1, P2}, {s1, s2, v1, v2}, {2, 3, 4, 5, 6, 7, 8}〉 (5.1)

Pn → vn (5.2)

Pn → sn (5.3)

Pn → vn Pm (5.4)

Pn → sn Pm (5.5)

S → P1 (5.6)

S → P2 (5.7)

Pn → S (5.8)

The language generated is as in (5.9).

{w|w ∈ (s1 + s2 + v1 + v2)+} (5.9)

1In this structure, the first element, S, is a special non-terminal symbol, the start symbol; the next
element the remaining non-terminal symbols; the third element is a set of terminal symbols; the
final element is a set of productions, here pointers to the productions. Each set in this structure is
finite. The language generated is infinite.
2The representation si is adopted as a positive representation of silence, thinking of this as distinct
from the usual representation of the empty string (ε). Shortly, representation of distinct sorts of
silence will be introduced.
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Notice that this is exactlyΣ+. This is trivial in the sense that any non-empty sequence
of terminal symbols in the alphabet of the grammar is licensed as well-formed. How-
ever, this is a reasonable model at this level of granularity of description of dialogue
contributions—the extent to which the assertion that any sequence of vocalizations
and silences is well formed is wrong is the extent to which one pays attention to
subcategories of vocalization and silence [18].

Nonetheless, this structure is not satisfying.Although it does capture contributions
of the two speakers (and generalizes with additional symbols to any number of
speakers), it does not capture the simultaneity of contributions of each. It is adequate
to think of discrete moments of time (generalizing from finite state approaches to
temporality and the semantics of aspect [8]). Define a grammar as in (5.10) for the
sequence of vocalizations and silences of each dialogue participant, i .

〈S, {Pi }, {vi , si }, {11, 12, 13, 14, 15}〉 (5.10)

Pi → vi (5.11)

Pi → si (5.12)

Pi → vi Pi (5.13)

Pi → si Pi (5.14)

S → Pi (5.15)

The language generated is given in (5.16).

Li = {w|w ∈ (si + vi )+} (5.16)

Given Lm and Ln , instances of (5.10), define the superposition (&) of Lm and Ln

(Lm&Ln) as in (5.17) [8].

Lm&Ln =
⋃
k≥1

{(αm
1 ∪ αn

1 ) . . . (αm
k ∪ αn

k )|αm
1 . . . αm

k ∈ Lm, αn
1 . . . αn

k ∈ Ln} (5.17)

This depends on a notion of component sequences, for example, as in (5.18),
where each component is a set of symbols. Components may stand as string symbols
in their own right. The grammar that generates this can be obtained from the grammar
(5.10) by embedding each terminal symbol in the production rules inside a set.

Li = {w|w ∈ ({si } + {vi })+} (5.18)

In turn, this permits a definition of componentwise union (∪) of strings of equal
length (k), where Σi is the terminal vocabulary of Li , and ℵi ⊆ {β|β ∈ Σi }, and
σ i = 〈ℵi

1, . . . ,ℵi
k〉 as in (5.19).

σ m ∪ σ n = 〈ℵm
1 ∪ ℵn

1, . . . ,ℵm
k ∪ ℵn

k 〉 (5.19)
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Each component, a composite symbol, of a string σ represents a moment of time,
and the componentwise union of strings corresponds to the contribution of each
participant at the same moment in time. Thus, given the sequence of contributions
(5.20) and (5.21), the componentwise union involves two moments in which the
speakers alternate silence and speaking, followed by one moment of overlapping
vocalization (5.22).

σ 1 = 〈{v1}, {s1}, {v1}〉 ∈ L1 (5.20)

σ 2 = 〈{s2}, {v2}, {v2}〉 ∈ L2 (5.21)

σ 1 ∪ σ 2 = 〈{v1, s2}, {s1, v2}, {v1, v2}〉 (5.22)

On this model, all symbols within a component are understood as simultaneous;
each component of a string occupies the same duration as each other unit in the
string. At this point, it is useful to note that there are at least two ways in which
this representation may be understood. One is that the symbol vi stands for the
vocalization qua vocalization of the utterance (linguistic or otherwise) that it names,
wherein its duration is the composite duration of the duration of each constituent
vocalization, and each constituent vocalization is a distinct proper part of vi . Another
interpretation is that vi is the proposition that a total vocalization of some sort is
happening.3 On this interpretation, because the proposition is stative, each proper
sub-interval of the duration of vi is also an interval in which the total vocalization
is happening, and vi holds true, even if the total vocalization is incomplete over the
sub-interval. This property does not hold as cleanly for the first interpretation, as at
a proper sub-interval of the duration of vi , vi itself cannot be correctly said to have
been vocalized; rather, a proper part of vi is vocalized over the sub-interval. That is,
a vocalization of “Sam has baked a loaf of bread” occupies some total duration, t .
However, a proper sub-interval of that duration is not that of a vocalization of “Sam
has baked a loaf of bread”, but perhaps of something like “Sam has”. On the other
hand, the proposition that “Sam has baked a loaf of bread” is being uttered holds
true during both Δ = δ(“Sam has baked a loaf of bread”) and Δ′ = δ(“Sam has”),
where Δ′ is a sub-interval of Δ.4 The same consideration applies to the silence
symbol (or additional symbols for dialogue events).

In order to accommodate varying temporal granularity of strings it is necessary
to more clearly associate temporal information with strings. This may be done by
associating a clock, C , with the grammar, as in (5.23).

〈S, N , T, P, C〉 (5.23)

3On the first interpretation, vk may represent an utterance such as, “the cat is on the mat.” On the
second interpretation, vk may represent the proposition, “‘the cat is on the mat’ is being uttered”.
In the first case, vk stands for the vocalization as a vocalization, and in the second case it stands for
the proposition that the vocalization is under way.
4During Δ† = δ(“Sam has”), Δ† a proper sub-interval of Δ‡ = δ(“Sam has water”), the proposi-
tion that a vocalization of “Sam has baked a loaf of bread” is happening is not true.
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The clock is used to determine a start time and a constant "frame rate” for a grammar,
using the motion picture metaphor that has been used in finite state temporality
[8]. Using this analogy, a string corresponds to a film clip, each terminal symbol
amounting to the observations recorded within a corresponding frame of the clip.
Each string has a start time, which is at whatever offset from the clock’s zero, and
each component (each set that contains a terminal symbol), has the same duration,
since the clock is assumed to set the start time and frame rate. This model makes it
possible to devise a new sort of component union, one that depends not on strings
having the same number of components, as in (5.19), but rather on strings having
the same starting time and ending time. Two strings with the same start time and
end time and which also share the same frame rate will have the same number of
components, and their temporal component union will be the same as with (5.19),
except for the additional temporal information.

Consider the three putative strings depicted in (5.24), and assume that each of
σ 1, σ 2 and σ 3 share temporal endpoints. Firstly, notice that the putative string σ 3 is
ruled out as a possible string, since it is depicted as having variable frame durations,
contrary to the assumptions described above. In contrast, σ 1 and σ 2 are shown as
having constant frame rates within them.

σ 1 = 〈{ v1 } { s1 } { v1 } { v1 } { s1 } { v1 }〉
σ 2 = 〈{ v2 } { v2 } { v2 }〉 (5.24)

σ 3 = 〈{ s3 } { v3 } { s3 } { s3 }〉

Now, the question iswhat a temporal componentwise union ofσ 1 andσ 2 can be. Since
the terminal symbols are interpreted as propositions in the way described above, a
proposition that holds of a duration also holds during sub-intervals of that duration.
On the alternative interpretation of the symbols described above, this construction
would not be accurate in the start and stop times of symbols distributed across shorter
constituent durations.

σ 1
t∪ σ 2 = 〈{v2, v1}{v2, s1}{v2, v1}{v2, v1}{v2, s1}{v2, v1}〉 (5.25)

A specification of temporal compontentwise union is given below (5.26) for the
basic case in which σ m and σ n are co-terminus, but σ n consists of a single component
(σ n = 〈ℵn〉). In this case, there is a component for each component of σ m , and the
constituent durations are determined by the components of σ m .

σ m
t∪ 〈ℵn〉 = 〈ℵm

1 ∪ ℵn, . . . ,ℵm
k ∪ ℵn〉 (5.26)

Let δ be a measure of the duration of a symbol, α ∈ Σ , or of a component χ

in a string, χn , of length n. As specified above, the clock applies to all strings of a
language (5.27).

LΔ = {w|w ∈ ({})∗, δ({}) = Δ} (5.27)
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If σ = Σn , then δ(σ ) = n · δ(α). The temporal componentwise union allows strings
from languages with distinct frame rates to be joined. The distinction between vocal-
ization and silence may be further articulated (e.g. listening silence, ignoring silence,
etc.), but also other dimensions may be addressed. The intuition is that there is a lan-
guage of this sort for each dimension of communication in which each agent may
engage (e.g. lexical, hand-gesture, facial expression, intonation, laughter, coughs,
etc.). Each of those dimensions for each agent brings its own grammar [4, 14]. For
each of these dimensions, a separate grammar introduces terminal symbols for the
sorts of vocalizations or other form of expression sanctioned in that dimension. For
example, the grammar of (5.28) introduces terminal symbols for (largely involun-
tary) bodily functions that accompany communication: a for sneezes, b for burps, c
for coughs.5 Of course, these same functions may be dissembled as involuntary, in
which case they have a deeper communicative function. However, even in the case
of involuntary actions of these sorts, there is a frequent and natural tendency to try
to suppress these to “least worst” (if not “most appropriate”) moments of interaction
for them to happen. As such, they convey information about their agent’s evaluation
of the unfolding interaction.

〈S, {Pi }, {vi , si }, {29, 30, 31, 32, 33, 34, 35, }, C〉 (5.28)

Pi → {ai } (5.29)

Pi → {bi } (5.30)

Pi → {ci } (5.31)

Pi → {ai }Pi (5.32)

Pi → {bi }Pi (5.33)

Pi → {ci }Pi (5.34)

S → Pi (5.35)

One of the goals of this mode of analysis is to support reasoning about the nature,
including computational complexity, of dialogue interactions. In modeling dialogue
interactions with regular grammars,6 the least expressive computational framework
for capturing infinite sequence possibilities is invoked. Where Σ is the overall set of
terminal symbols from the superposition of the grammars for each dimension, this
does not entail the assertion that the set of interactions is best described by Σ∗ or

5The symbol a is meant to be suggestive of the English onomatopoeic expression, “achoo”.
6I have not proven that the addition of clocks as proposed here does not increase the expressivity
of the framework beyond the expressivity of regular languages. The intuition behind the argument
that regular grammars with clocks of this sort remain regular is that the “grouping” of symbols
within sets, in an initial grammar, only ever includes a single terminal symbol, never a non-terminal
symbol; thus, the effect of bracket matching on either side of a recursive use of a non-terminal
symbol (such as is the prototype of a context-free grammar rule) does not occur. The information
encoded by the clock for a language may be captured in a constructed regular language without a
clock by adding a terminal symbol for the starting time, and another symbol for subsequent “ticks”
of the clock. Also, recall that regular languages are closed under both intersection and union [12].
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Σ+, that any sequence of moves at all is well formed (although this may be the case,
and is not ruled out, a priori. Rather, the potential for encoding that some sequences
are possible and others are not (as has been suggested [18]) is available up to the
level of expressivity of regular grammars. It has been argued that some fragments
of natural dialogue interactions are inherently more expressive than regular, and
beyond context-free [13]. However, it is not fully clear that the extant arguments
are not equivalent to the fallacies of putative expressivity that have been pointed
out in other areas of natural language [10]. If regular expressivity is adequate, then,
given the propositional interpretation of the terminal symbols used here, then the
current framework has the same advantage open to finite state temporality in mod-
eling entailment with the language inclusion problem, whether one set of sequences
of propositions is a subset of another set of sequences of propositions, [9], since
inclusion is decidable for regular languages [12]. Nonetheless, even if the abstract
language of dialogue interactions is provably of greater than regular expressivity,7

it is useful to think about dialogue interactions in these terms. For example, recent
work has explored distributions of symbol sequences effectively involving temporal
componentwise unions of social and linguistic signals, in order to study the dis-
course marking effects of social signals [2]: it was found that sequences inclusive of
a topic change symbol significantly more frequently also contain overlap symbols
than symbols representing long pauses.8 Languages specified in the way described
here enumerate sequences that represent possible dialogues in which all sequences
are as likely as every other sequence. A point, however, is that one may conduct
distributional analysis of the grammatical sequences [2] in relation to the baseline
model of a uniform distribution. It is then possible to articulate more fine-grained
relations about the proximity of some symbols to other symbols in the categories of
sequences that dominate the actual distributions. This is orthogonal to being able to
study the difference between allowable sequences and ill-formed sequences, towards
understanding the expressive requirements of dialogue grammar.

5.3 Survival Analysis

The preceding discussion attached starting points and frame rates to strings of com-
ponents of symbols, each symbol interpreted as the proposition that a dialogue move
of some sort or other has happened in the dialogue modelled. It has been noted that
it is of interest to examine these sequences in order to learn about relationships they
embed—for example, the greater proximity of some categories of symbols to other
reference point symbols (such as topic change). In the mode of operation described
above the frame rates are taken to be constant throughout a string, but through tem-
poral componentwise union, one may obtain strings with a “faster” frame rate, a
finer level of granularity of temporal analysis. Study of dialogue phenomena also

7At greater levels of expressivity, context-free and higher, the inclusion problem is not decid-
able [12].
8In the present work, an overlap is equivalent to a component like {v1, v2}.
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benefits from scrutiny without the assumption of fixed frame rates. Analysis drawn
from survival analysis may be relevant, and again it is necessary to establish relevant
baselines so that actual data may be compared to the baselines.

The assertion that survival analysis may be appropriate to the study of dialogue is
drawn from the observation that if an interaction qualifies as a well formed dialogue,
then one can be as certain of some facts as of death and taxation: utterances will
happen; silences will happen; gestures will happen; overlaps might happen; laughter
might happen; coughs might happen. Not all events are certain, but some are. How-
ever, even the propositions related to uncertain events are temporally bounded—an
overlap might happen, but if it does, it will eventually end. This suggests an alter-
native way of exploring the relationships among dialogue events via timed symbol
sequences that represent the containing dialogues. In the simplest version of the
idea, one examines the “survival” of symbols of interest in relation to alternative
treatments: other symbols that precede “death”. That is, topics will happen during a
dialogue and will inevitably terminate within the dialogue. The question is whether
survival analysis may be used to quantify which other symbols’ appearance in imme-
diate or relatively prior positions in the sequences that include topic termination are
more or less likely to hasten, correlate with or otherwise predict topic termination.

5.3.1 General Method

To engage in this sort of analysis a coding of data may be conducted using standard
statistical tools for analysis of “time to events”. Again, actual data and effects may
be compared with effects that obtain in data constructed using random generators.
Suppose that one is interested in whether the occurrence of laughter correlates with
topic change, then it is possible to measure the survival of topics in relation to
whether laughter occurs within some interval from the end of a topic. For each topic
the duration of the topic is recorded. Using the same starting point measure as for the
duration of the topic, the duration of timewithout laughtermay be recorded. For some
d either that varies with the topic length (e.g. half the duration of the duration of the
topic) or a constant (e.g. 15 s), a factor related to laughter being present close enough
to the topic termination to be related to it may be created (5.36).9 If d is equal to the
topic duration, then L M is a binary indication of whether laughter occurs within the
topic or not.

L M = ((T − ¬L) > 0) ∧ ((T − ¬L) ≤ T · d) (5.36)

9In order to subtract away a constant c from T using (5.36), it is sufficient to specify d as T −c
T ; to

test whether T − ¬L is less than some constant c, it suffices to specify d as c
T .
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The terms of (5.36) are: L M , a binary indication of whether laughter matters for
the topic10; T , the time from the onset to the termination of the topic; ¬L , the time
from the onset of the topic without laughter11; d, described above. Similar factors
may be constructed from other signals that one might wish to correlate with topic
change (e.g. coughing, overlap, etc.). One may then apply L M and its counterparts
for the other possible dialog events in an analysis of the “survival” of topics with and
without laughter, for example, close enough to the topic termination (for whatever
measure of d that is appropriate) to plausibly be causally related.12 The interest is in
whether there is a difference in the survival of topics between topics with instances of
laughter (or other dialogue events) commencing d-close to the topic end and topics
without such laughter (or other dialogue events). Equivalently, one may study the
survival of laughter conditioned upon factors derived from other dialogue events.

5.3.2 An Example

Recent work in the analysis of laughter as a discourse marker conveying information
about topic change explored the likelihood of laughter in the windows of time before
and after topic changes. Whether the windows were defined relative to the overall
duration of the topic (for example, considering the first quarter of a topic’s duration
or the topic’s final quarter) or defined in absolute temporal terms (e.g. the first 15 s
or last 15 s of a topic), the same effects emerged during the analysis of more than
one multi-modal dialogue corpus: instances of laughter were less likely at the start
of a new topic than at a topic’s end [1, 11].13 This section develops an example
application of the method described above to the TableTalk dataset analyzed within
the recent works just mentioned [5].

In this dataset, free conversation among five participants over three sessions are
recorded. The conversation setting was informal, within the Advanced Telecommu-
nication Research Labs in Japan. The participants included three women (Australian,
Finnish and Japanese) and two men (Belgian and British). Topic annotations (116
distinct topics) and annotations of laughter (719 instances) are provided with the
corpus, which spans 3 hours and 30min of chat.

Initially, consider ¬L to be the time within a topic before the onset of its last
moment of laughter, and take d to be 0.10, so that T · d (in (5.36)) refers to 10%

10That is, this is true if laughter is close enough to the change of topic to be reasonably hypothesized
as a discourse marker.
11Non-laughter, which terminates with the onset of laughter, is constructed as a dialogue event, so
that one may examine the survival rate of non-laughter.
12Interestingly, given that dialogue participants may be imputed to all have a sense of when discus-
sion of a topic is coming to an end, if this sensation does give release to laughter, or other signals,
that correlate with topic end, then there is a case to be made for temporally inverted causation: the
topic end may cause the laughter which precedes it.
13Laughter, it turns out, is not a precise signal of topic ending, but if laughter is present, it serves
as a very good signal that the topic of discussion has not just started.
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of the topic’s duration: where L M is true, the topic is one in which the last moment
of laughter occurs in the final 10% of the topic’s duration. The plot in the in the
left-hand side of Fig. 5.1 depicts the time (in seconds) to the end of topic for topics
where the last laugh occurs in the final 10% of its duration in comparison with the
topic durations without laughter so placed: topics for which the laughter occurs in the
final 10% are significantly longer in duration than the complement.14 This extends
to contrasts involving the existence of final laughter in shorter durations relative to
the topic duration as well: the final 5% (p < 0.005), final 2.5% (p < 0.005), final
1.25% (p < 0.005). The direction switches for absolute durationmeasurements. The
plot in the right-hand side of Fig. 5.1 compares topic durations for topics that have
final laughter in the last ten seconds with topic durations for the complement. The
former are significantly (p < 0.05) shorter than the latter. The comparisons related
to absolute durations slightly less than 10s and slightly more than 10s exhibit the
same trend, but without statistical significance. A fact common to both of the relative
and absolute examinations is that ten topics did not contain laughter, and as a group
those topics were significantly shorter in duration than topics that contained laughter.
However, focusing analysis on just the topics containing laughter does not disrupt
the overall pattern of results—only the test of topic durations with final laughter in
the final 5% loses significance, but the same direction and approximate strength of
effect holds in each other case.

There is a significant (P < 0.0001) positive correlation (0.51) between laughter
counts and topic duration, but this correlation isweaker, yet still strong (0.48), and still
significant (P < 0.0001) among only topics containing laughter. Thus, the analysis
of laughter in the final d percentages of topic durations may be revealing little more
than that topics containing more laughter in the final d percent contain more laughter
overall. Examining topics that have laughter in the final d percent (d < 10, for the
percentages indicated above), or in the final d seconds, there are significantly more
instances of laughter overall for the topic than for topics that do not have laughter in
those topic-final moments (Wilcox test, p < 0.005). Thus, the greater presence of
laughter overall during the topics may explain the plot on the left in Fig. 5.1, but not
the data plotted on the right, where it is shown that topics with laughter in the final
ten seconds are shorter in duration than the complement.

5.3.3 Discussion

The differences noted above in the time to the end of the topics for topics that have
instances of laughter in terminating sequences defined in absolute terms in relation
to those with terminating sequences defined relative to the overall topic length is

14Using the one-tailed asymptotic log-rank test p < 0.005. See surv_test within the
coin package within R (http://cran.r-project.org/web/packages/coin/index.html—last verified,
July 2015) created by Torsten Hothorn, Kurt Hornik, Mark A. van de Wiel and Achim Zeileis.

http://cran.r-project.org/web/packages/coin/index.html
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Fig. 5.1 Time in seconds to end of topic for topics with and without terminating laughter

intriguing. For some types of events, their causal impact is most likely to be evident
within a temporal window defined in absolute terms (a falling is likely to have been
caused by a tripping within a few seconds prior to the falling rather than by a tripping
within the final few percent of the walk). For others, such causal relations are more
evident in relational definitions (fatal lung cancer is more likely to have been caused
by having taken up intensely smoking cigars in the final ten percent of a life than in
the final three years of life without reference to the total life span). The results noted
above show that the time to the end of topics is extended by laughter (the plot on
the left in Fig. 5.1) but also suggest that the presence of laughter creates a window in
which it is also relatively easy for topic to change sooner, hastening time to the end of
the topic (the plot on the right in Fig. 5.1).15 These results are far from conclusive, but
are suggestive of additional questions to explore in isolating the categories of laughter
that hasten or delay topic termination – for example, evenness versus clumpiness in
the distribution of laughter across a topic’s duration.16 Of course, by construction,
the grouping of topics here does not correspond to treatments as typically analyzed
within survival analyses. In fact, it is a purpose of this work to demonstrate that
survival analysis may be fruitfully adapted to the purposes of analyzing patterns
within sequences of dialogue moves.

15It is important to remember that the topic durations in the two representative plots relate to the
same topics, but under distinct classifications.
16It is also necessary to apply this sort of analysis to additional dialogue corpora in order to under-
stand the robustness of the effects found for the TableTalk corpus.
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5.4 Conclusions

That believable autonomous systems must be able to demonstrate naturalistic dia-
logue interactions follows from the fact that dialogue interactions informdiagnoses of
pathological human conditions, such as schizophrenia [6]. The present article is pro-
grammatic in defining two approaches to studying dialogue interactions as temporal
symbol sequences. One approach is anchored in formal language theory analysis and
focuses on the generative framework that can yield appropriate symbol sequences,
as well as supporting distributional analysis of the sequence sets without reference
to grammars directly. The other approach handles temporal information at a more
fine-grain level of detail and considers causal relations among propositions related
to dialogue events using survival analysis, given temporal distributions of dialogue
symbols. The motivation for proposing these paradigms of dialogue analysis is to
pursue them as a way of gaining greater insight into the structure and temporal flow
of dialogue events. If the nuances of dialogue structure and temporal flow can be
better understood for human dialogues from a wide range of genres then there is
increased possibility for incorporating this knowledge in automated systems that are
intended to have believable interaction possibilities.
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Chapter 6
The Relevance of Context and Experience
for the Operation of Historical Sound Change

Jonathan Harrington, Felicitas Kleber, Ulrich Reubold
and Mary Stevens

Abstract This paper is concerned with explaining how historical sound change can
emerge as a consequence of the association between continuous, dynamic speech
signals and phonological categories. The relevance of this research to developing
socially believable speech processing machines is that sound change is both cogni-
tive and social and also because it provides a unique insight into how the categories
of speech and language and dynamic speech signals are inter-connected. A chal-
lenge is to understand how unstable conditions that can lead to sound change are
connected with the more typical stable conditions in which sound change is mini-
mal. In many phonetic models of sound change, stability and instability come about
because listeners typically parse—very occasionally misparse—overlapping articu-
latory movements in a way that is consistent with their production. Experience-based
models give greater emphasis to how interacting individuals can bring about sound
change at the population level. Stability in these models is achieved through rein-
forcing in speech production the centroid of a probability distribution of perceived
episodes that give rise to a phonological category; instability and change can be
brought about under various conditions that cause different category distributions to
shift incrementally and to come into contact with each other. Beyond these issues, the
natural tendency to imitation in speech communication may further incrementally
contribute to sound change both over adults’ lifespan and in the blending of sounds
that can arise through dialect contact. The general conclusion is that the instabilities
that give rise to sound change are an inevitable consequence of the same mechanisms
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that are deployed in maintaining the stability between phonological categories and
their association with the speech signal.

A fundamental challenge in phonetics and the speech sciences is to understand how
the interleaved movements of continuous speech signals are associated with cat-
egories such as consonants and vowels that function to distinguish between word
meanings. The dichotomy between these two levels of representation comes about
because on the one hand any speech utterance is highly context-dependent but on the
other hand languages distinguish words by means of a finite cipher of abstract phono-
logical units that can be permuted in different ways. There is abundant evidence for
the context-dependent nature of speech. The same utterance can vary dramatically
depending on the speaking situation and environment—whether talking to friends
or in a more formal speaking situation, whether there is background noise or quiet
[92]. Speech is also context-dependent because speech sounds are synchronised in a
temporally overlapping way: producing speech is a shingled movement [144], so that
any particular time slice of the speech signal provides the listener with information
about speech sounds that have been, and that are about to be produced and in a way
that is also different depending on prosodic factors to do with syllable position and
the stress or prominence with which syllables are produced [9]. These are then many
of the reasons why temporally reversing a speech signal of stack does not lead to an
unambiguous percept of cats. Moreover, the context-dependence is not just a function
of the sluggishness of the vocal organs in relation to the speed with which speech is
produced, but also communicates much about the social and regional affiliations of
the speaker [60, 96]. At the same time, phonological abstraction from these details
is fundamental to human speech processing: there is a sense in which the different
words stack, cats, acts, and scat are permutations of the same four phonological
units or phonemes. There is now extensive evidence that children learn both levels
of representation in speech communication: they are on the one hand responsive to
acoustic information arising from continuous movement in the speech signal. But
simultaneously they acquire the ability to perform phonological abstraction which
allows them to recombine abstract phonological units to produce words that they
have not yet encountered (e.g. Beckman et al. [10]).

The task in this paper is to make use of the existing knowledge about the con-
nections between these two very different ways of representing speech in order to
explain the operation of sound change; and in turn to use what is known about sound
change to place constraints on the type of architecture that is possible and required
for linking these physical and abstract levels of speech sound representation. The
focus will be on what the Neogrammarians of the 19th century [115, 118] termed
regular sound change which they considered to be gradual and imperceptible and to
apply to all words; this type of sound change was for them distinct from analogical
change which was irregular, phonetically abrupt (in the sense that the change was
immediate, not gradual), lacked phonetic motivation, and often applied to only a
handful of words (see e.g. Hualde [68] for some examples of change by analogy).

Modelling sound change is relevant to understanding how cognitive and social
aspects of human speech processing are connected. The association between these
two domains has been largely neglected in the 20th century, partly because whereas
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generative theories of phonology draw upon highly idealised data (typically pho-
netic transcriptions) to develop a grammar consisting of re-write rules based on
supposed linguistic universals and operating on a lexicon containing the minimum
of information to represent the distinctions between words, sociolinguistic models
by definition are concerned with explaining how variation in speech is conditioned
by factors such as gender, age, and social class, factors that are beyond the scope
of generative models. In the last 10–15 years, there have, however, been increas-
ing attempts to reconcile these two positions largely within so-called usage-based,
episodic or exemplar models of speech (see e.g. Docherty and Foulkes [31] for a
recent review) that are derived from models of perception in cognitive psychology
(e.g. Hintzman [65]) and that give much greater emphasis to the role of memory in
human speech processing. Exemplar theory has led to computational models of how
phonological categories, the lexicon, memory and speech are inter-connected (e.g.
Wedel [157]); and more generally, there has been greater emphasis in the last two
decades in determining how speaker-specific attributes shape and influence cognitive
aspects of human speech processing both in adults [122] and in first language acqui-
sition (e.g. Beckman et al. [10], Munson et al. [103]). Understanding how social and
cognitive aspects are related in human speech processing is in turn a pre-requisite for
developing socially believable systems of machine speech and language processing.

The relevance of sound change in this regard is that it is evidently both cogni-
tive and social. The cognitive aspects are largely concerned with the mechanisms by
which phonological categories and speech signals are associated and how this asso-
ciation can sometimes become unstable providing the conditions for sound change
to take place. The social aspects are more concerned with how differences between
speakers in their knowledge and use of language can cause sound change to spread
throughout the community. These cognitive and social bases of sound change have
in the last 40–50 years been pursued within largely separate frameworks concerned
on the one hand with the conditions that can give rise to sound change (in particular
Ohala [112]) and those that lead to its spread across different speakers on the other
(in particular Labov [85, 87]). The challenge lies in developing an integrated model
of sound change that draws upon insights from both approaches. This is turn can
provide fresh insights into understanding how social and cognitive aspects must be
inter-connected in both human and (therefore also) machine speech processing.

6.1 The Phonetic Basis of Sound Change

Much consideration has been given to the question of whether there are factors intrin-
sic to the structure of the language that can bring about sound change. Such questions
are typically focussed on whether there are sounds and in particular sequences of
sounds that are inherently unstable, either for reasons to do with speech production
or because they tend to be ineffectively communicated to the listener. Such biases in
either the production or the perception of speech that predispose sounds to change
should also be reflected in the typological distribution of sounds and sound sequences
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in the languages of the world. Thus syllables beginning with /kn, gn/ as in German
Knabe, Gnade are rarer in the languages of the world than those beginning with /kl,
gl/ [67]; and they are also involved in sound changes by which /k, g/ are deleted
as in the evolution of English words that have fossilized the earlier (16th century)
pronunciations in the orthography (knave, knight, knife, gnome, gnat etc.) but which
are now in all English varieties pronounced without the initial velar stop [97].

Research concerned with the structural conditions that give rise to sound change
is founded on two further ideas. Firstly, the biases that bring about sound change
are directional [113]. Thus there are many sound changes by which the front vowel
/y/ has developed historically from a back vowel /o/ or /u/ (e.g. the modern German
Füße, with /fys/ in the first syllable historically from Proto-Germanic /fotiz/; hence
also the English alternation feet, foot) but far fewer sound changes by which /y/ has
retracted with the passage of time to /u/ or /o/: that is, there is a bias towards high
back vowel fronting (as opposed to high front vowel retraction) both synchronically
and diachronically [55]. Similarly, Guion [48] has shown that the misidentification
of /ki/ as /t i/ which forms the basis of sound changes known as velar palatalization
in numerous languages (e.g. English chin, but German Kinn) is far more likely than
the perhaps unattested sound change by which /t i/ evolves into /ki/. Secondly, to
the extent that speakers from different languages and cultures are endowed with the
same physical mechanisms for producing and perceiving speech, there should be
broadly similar patterns of sound change (sometimes referred to as regular sound
change) in unrelated languages.

The model of sound change developed by Ohala [111–113] over a number of
decades is founded upon such principles. The basis for this model is that coarticulation
in speech production—that is the way in which speech sounds overlap and influence
each other in time—is in almost all cases accurately transmitted between speakers
and hearers. An example of coarticulation in speech production is given in Fig. 6.1
which shows the distribution of the back vowel /�/ (e.g. musste, ‘had to’) in non-
fronting /p/ and fronting /t/ contexts in German. In the fronting context, the tongue
dorsum for /�/ is further forward in the mouth due to the influence of /t/ that has
its primary constriction further forward than that of /�/ resulting acoustically in a
raised second formant (F2) frequency.

How does the listener deal with the type of variation shown in Fig. 6.1? Exper-
iments over several decades [41, 93, 99] show that adult listeners of the language
interpret speech production in relation to the context in which it was produced. For
the present example, this implies that listeners carry out a type of perceptual trans-
formation such that they attribute the coarticulatory fronting not to the vowel itself
but to the consonantal context in which it was produced. This can be demonstrated
in perception experiments by synthesising a continuum between a front and back
vowel in equal steps and embedding the continuum in coarticulatory fronting and
non-fronting contexts. Figure 6.2 shows the results from just such an experiment for
the fronting context /jist-just/, yeast-used (past tense) and for the non-fronting con-
text /swip-swup/, sweep-swoop. (The former is a fronting context because of the /j/
and the latter a non-fronting context because the tongue dorsum for /w/ is retracted,
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Fig. 6.1 The horizontal position of the tongue dorsum as a function of normalized time extending
between the acoustic onset and offset of the /�, Y/ (black, grey) in /p, t/ (solid, dashed) con-
texts in German non-words. The data are taken from Harrington et al. [56] and were aggregated
across seven speakers of German following speaker normalization using z-score [95] normaliza-
tion. Higher/lower (increasingly positive/negative) values on the y-axis are increasing back/front
positions respectively of the tongue dorsum

as for /�/). The results in Fig. 6.2 show the responses from listeners who carried out a
forced choice test i.e. identified each stimulus as one of the words. As Fig. 6.2 shows,
listeners were more inclined to perceive /u/ in the fronting (yeast-used) context. Pre-
sumably, this is because they attributed some of the coarticulatory fronting to the
consonantal context itself and so biased their responses towards /u/. Another way of
putting this is to say that listeners factored out from the acoustic signal the part that
was caused by coarticulatory fronting and associated or parsed it with the source
that gives rise to it, the consonantal context. More generally, listeners of speech
have to associate or parse the acoustic consequences of the speaker’s interleaved or
‘shingled’ movements: for the example in Fig. 6.2, they are interleaved because the
action of tongue fronting due to the consonantal context is produced or overlaid on
the motor actions that are required for the production of the vowel. Models such as
articulatory phonology [21] and its forerunner action theory [36, 39] are founded on
the premise of a parity between the production and perception modalities: that is, lis-
teners’ parsing of the coarticulatory information (/u/-fronting) with the source that is
responsible for it (an anterior consonant) is a consequence of their direct perception
of the interleaved or shingled movements produced by the speaker.

Ohala’s [111, 112] insight is that occasionally the listener does not parse the
speech signal in relation to phonological units consistently with their produc-
tion. A well-known example is coarticulatory nasalization in VN (vowel + nasal
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Fig. 6.2 Psychometric curves showing decisions of younger (black) and older (grey) listeners to
continua synthesised between /i, u/ and embedded in fronting (yeast-used) and non-fronting (sweep-
swoop) contexts. The vertical axis shows the proportion of responses identified as /u/ as opposed
to /i/. The horizontal axis extends between acoustically most /i/-like (left) to acoustically most /u/-
like (right) vowels. The vertical lines mark the cross-over boundaries i.e. where responses were
equivocal between /i, u/. Adapted from Harrington et al. [56]

consonant) sequences. If speakers and hearers agree on how the signal is to be parsed
into phonological units, then a vowel that is nasalised because it is produced in the
context of nasal consonants should be perceived to be oral. Just this has been demon-
strated experimentally (e.g. Kawasaki [75]). The interpretation of such findings is
as follows: listeners perceive a nasalised vowel in a word like ban to be just as oral
as in bad because they parse (or factor out) the contextual nasalisation in the former
and attribute it to the source /n/ (see also Beddor and Krakow [14]).

Such would be the interpretation on the assumption of parity between speech
production and perception in the processing of coarticulation. However, a set of per-
ception experiments by Beddor [12] shows that listeners are not always consistent in
parsing the coarticulation with the source. If they parse only some of the nasalisation
with the following N in VN sequences, then they would hear the vowel to be at least
partially nasalised. According to Ohala [112], the historical development of vowel
nasalisation in languages such as French (e.g. main, ‘hand’, /mε̃/ from Latin manus)
can arise from just this kind of parsing failure that causes some of the nasalisation
to be stuck with the vowel (causing it to be perceived as nasal).

Sound changes like the evolution of French /mε̃/ from a VN sequence in Latin is
in Ohala’s model one of hypocorrection because the listener has not parsed enough
of the coarticulatory variation with the source. A sound change such as the insertion
of intrusive /p/ in surnames like Thompson derived originally from the son of Thom



6 The Relevance of Context and Experience … 67

(cf. also glimpse from Old English glimsian) comes about in terms of this model
because the acoustic signal in such nasal clusters often contains a silent interval
that listeners incorrectly identify as an oral stop. The silent interval between a nasal
consonant /m/ and the fricative /s/ is produced for aerodynamic reasons. An /m/ has
an oral movement of lip-closure synchronised with a lowered soft palate in which air
exits the nasal cavity. But if the soft palate is raised before the closed lips are released,
then the /m/ will change into an oral stop, i.e. a /p/ or /b/, which is marked acoustically
by a silent interval (with no air exiting the nasal cavity because the soft palate is raised
and none exiting the oral cavity because of the lip-closure). The early raising of the
soft palate may come about in order to build up sufficient air pressure in the mouth
cavity that is in turn required for the production of the following fricative /s/ with
a turbulent airstream. Whatever the reason, a silent interval often occurs between
nasals and fricatives: this is why English mince/mints, /mim(t)s, mimts/ and German
Gans/ganz (‘goose’/‘quite’) /gan(t)s, gants/ are homophonous for most speakers.
From the listener’s point of view, the permanent sound change is due in Ohala’s
model to a parsing failure. There could have been no /p/ in the original production of
Thompson (being derived from the son of Thom) but listeners nevertheless insert one
because they cannot parse the silent interval with the /m/ or /s/ as neither of these is
typically produced with an acoustically silent interval.

Sound change in Ohala’s model can also come about due to hypercorrection in
which the listener parses too much coarticulation with the source. Hypercorrection
is presumed to be involved in sound changes such as Grassman’s law by which
aspiration in ancient Greek came to be deleted if the word contained another aspirated
consonant (e.g. /thriks/, ‘hair’ but /trikhos/ ‘hair’ gen. sing.). In Ohala’s model, this
sound change of dissimilation (see e.g. Alderete and Frisch [2], Blevins [15], Müller
[104]) comes about because listeners incorrectly parse aspiration in the /th/ of what
was presumably an earlier form /thrikhos/ with the following /kh/ and so factor it out,
in much the same way that listeners typically correctly factor out nasalization from
the vowel in ban and parse it with the /n/ (leading to the perception of an oral vowel
in ban). Although this theory of perceptual dissimilation is plausible and testable, it
has so far been difficult to substantiate it by recreating the conditions under which it
could have taken place in the laboratory [1, 58, 104]. Harrington et al. [58] provided
some evidence that dissimilation sound changes might be explained by the interaction
between coarticulation and speaking style in perception. They showed that long-range
coarticulatory lip-rounding can in the perception of a hypoarticulated speaking style
(see below) mask the perception of a consonant like /w/ that is inherently lip-rounded
thereby possibly recreating the synchronic conditions for its diachronic deletion.

Finally, certain types of metathesis in common with dissimilation can occur when
the temporal influence of a sound is extensive. In metathesis, two sounds swap their
serial position as in modern English bird from Old English bridde (see Blevins and
Garrett [16] and most recently Egurtzegi [32] for copious other examples). Metathesis
often involves liquids (i.e. /l, r/) whose acoustic effects are known to have a long time
window [64] i.e. to extend often at least throughout the word, perhaps thereby making
the identification of their serial position in relation to the other consonants and vowels
of the word difficult for the listener. Just this argument has recently been used in
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Ruch and Harrington [128] in modelling the change by which post-aspiration has
recently developed from pre-aspiration in the Andalusian variety of Spanish (see
also Torreira [147]). In Andalusian Spanish, syllable-final /s/ in words like pasta is
produced not as an /s/, but is debuccalised and has a quality similar to /h/ in some
languages, thus [pahta]. Older speakers tend to produce [pahta] whereas younger
speakers are far more inclined to produce [patha] in which the aspiration follows
the /t/ (as it does in English ten). Ruch and Harrington [128] suggest that this sound
change in progress may come about because, while listeners are focussed on whether
or not aspiration has occurred (in order to distinguish pasta ‘pasta’ from pata, ‘paw’),
they are unable to determine its serial location in relation to the /t/.

There have been several developments to Ohala’s model in recent years including
in particular the following.

i. Small articulatory changes can have large acoustic consequences. This is the
basis of the quantal theory of speech production [140, 141] according to which
the relationship between speech production and the acoustic signal (and therefore
perception) is non-linear. For example, the incremental retraction of the tongue
tip towards the hard palate starting from an /s/ is not accompanied by a similarly
gradual acoustic change: instead there is a quantal jump (of spectral centre of
gravity lowering of the fricative noise in this case) and an abrupt switch in
perception from /s/ to / /. In a recent ultrasound study of the conditions under
which /l/ vocalises—resulting synchronically in productions such as London
Cockney /wa�/ for wall and diachronically in /l/-deletion (e.g. in folk, palm, talk
etc.)—Lin et al. [91] observe that an incremental shift of tongue tip lowering can
cause quite a marked acoustic change (of the formant frequencies). Incremental
variation in speech production is of course typical (speakers never produce the
same utterance exactly identically on two occasions). Perhaps then it is the type of
incremental variation that can make a quantal acoustic and perceptual difference
which is more likely to evolve into sound change.

ii. Implementational features according to Solé [138] facilitate a contrast. For exam-
ple, a short nasal segment can be produced prior to a voiced stop in Spanish in
order to facilitate the production of vocal fold vibration. More specifically, voic-
ing can easily be extinguished in /b, d, g/ because the closure can cause the
air pressure in the mouth to approach that in the lungs (below the vocal folds)
which, for aerodynamic reasons, would cause the vocal folds to stop vibrating.
The production of a preceding brief nasal before the voiced stop reduces the
air pressure in the mouth (by channelling the air through the nose) so that the
conditions for vocal fold vibration are once more met. Solé [138] shows how this
type of implementational feature could have led to the historical development of
prenasalised /mb, nd, ηg/ from voiced stops /b, d, g/ in e.g. Austronesian, Papuan,
and South American languages [137]. She also suggests that sound change may
often involve just such implementational features, partly because their use varies
so much both across and within speakers making it difficult for listeners to parse
them with the source (the voiced stop).
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iii. Trading relationships. In speech production, there are typically multiple acoustic
cues for communicating a particular contrast. When two cues are in a trading
relationship, then the strength of one cue can vary inversely with the other. For
example, /p/ is distinguished from /b/ by a long voice-onset-time (VOT) and/or
high-amplitude aspiration noise. In general, the cut-off at which listeners stop
hearing /p/ and start to hear /b/ depends on a trading relationship between these
cues: the longer the VOT, the lower the amplitude aspiration noise must be (and
vice-versa) in order for the cut-off point to remain the same [126]. For Beddor
[12], the development of a trading relationship is fundamental to explaining how
certain types of coarticulation can evolve into sound change. To return to the
VN sequence considered earlier, before the sound change takes hold, listeners
factor out nasal coarticulation from the vowel, as described above. However,
at some point from synchronic variation to sound change, nasalisation in the
vowel and the following nasal consonant are presumed to enter into a trading
relationship such that listeners no longer necessarily parse contextual vowel
nasalisation with its source (a following N), but instead perceive nasalisation
either from information in the vowel or from the following nasal consonant. It
is this perceptual change from initially factoring out coarticulation to deploying
it in a trading relationship which can begin to provide an explanation for why
the source is often deleted as the sound change takes hold [56]. This is because,
the more listeners depend on nasal coarticulation in the vowel (to identify nasal-
isation in a VN sequence), then the less they depend on acoustic information
in the following nasal consonant (since the cues are in a trading relationship);
thus the extreme case in which nasalisation is perceived entirely in the vowel
gives rise increasingly to the perceptual extinction of the source, if the cues are
in a perceptual trading relationship. There has been a long-standing puzzle in
historical linguistics concerned with how a sound change such as the developing
of vowel nasalisation (or indeed umlaut) could result from coarticulation if the
source that gives rise to it is subsequently deleted—because if the source wanes
then so too should the coarticulatory effect as a result of which the conditions
for sound change to take place would no longer be met (see Janda [71] for a
further discussion). The idea that the perceptual enhancement of coarticulation
may be coupled with this weakening of the source if these cues are in a trading
relationship may begin to provide an answer to this puzzle that is grounded in
the mechanisms of perception (and how they are related to production).

iv. Lexical frequency. Statistical properties of the lexicon and in particular the fre-
quency with which words occur in the language are for some [24, 28, 119, 120]
central factors in explaining why sound change occurs. This issue touches upon
a long-standing debate of whether, following the Neogrammarian principles
[118], sound change spreads through all words of the lexicon at the same rate or
whether instead it takes hold first in more frequent words [131, 154]. One of the
main reasons why the association between word frequency and sound change is
complex is because high frequency words show durational shortening and are
often spatially reduced compared with low frequency words [38, 91, 161]. Thus
it is not clear whether lexical frequency makes a contribution to sound change
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independently of a more casual speaking style which also tends to be temporally
and spatially reduced. The recent study by Lin et al. [91] points, however, to
a rather more direct role of lexical frequency in providing the conditions for
sound change to occur: their ultrasound study shows that the tongue tip of /l/ is
more likely to be lenited in more frequent words like milk than in less frequent
words like elk but importantly without the /l/ being spatially more reduced due
to changes in speaking style. Independently of this finding, an investigation by
Zellou and Tamminga [164] showed more extensive nasal coarticulation in more
frequent English words in the absence of any durational reduction. The impor-
tance of these studies lies in demonstrating therefore that lexical frequency is an
independent factor that may predispose sound change to take place. Moreover,
given the finding in Lin et al. [91], it seems plausible, as Zellou and Tamminga
[164] suggest, that the increased nasal coarticulation in lexically more frequent
words is also accompanied by a greater lenition of the nasal stop closure: this
would imply that, in frequent words like man, there is extensive nasalisation in
/a/ coupled with tongue tip lenition in the production of /n/. Thus lexically more
frequent words may provide the conditions not just for increased coarticulation
but also for greater lenition and the subsequent deletion of the source that gives
rise to contextual nasalisation (leading to the type of sound change discussed
above in which French /mε̃/ evolved from Latin manus).

v. Hyper- and hypoarticulation. According to Lindblom et al. [94], sound change
derives from the adaptation of everyday speech communication to the needs
of the listener. In this model, speech is produced with extensive spatial and
duration reduction (hypoarticulated speech) based on the speaker’s prediction
that the listener can compensate for the resulting unclear speech by bringing to
bear knowledge about the structure of the language. In hypoarticulated speech,
the listener’s attention is typically not focused on the signal (which often is
lacking in clarity) but instead on the content (the semantics of the utterance).
If exceptionally the listener processes the phonetic details of hypoarticulated
speech, then new forms can be suggested that are added to the listener’s lexicon:
this is one of the main ways in which reductive sound change (such as ‘chocolate’
now produced with two syllables / /) could be added to the lexicon. If
coarticulation increases under hypoarticulated speech, then such a model would
be able to explain many of the coarticulation-induced sound changes discussed
earlier. However, it is not at all clear that coarticulation really does increase
in a hypoarticulated speaking style (e.g. Matthies et al. [101], Bradlow [20]).
The recent experiments in Harrington et al. [57, 59] and Siddins et al. [134]
suggest that hypoarticulation does not magnify coarticulation in production, but
it does degrade the listener’s ability to factor out the influence of coarticulation:
that is, under hypoarticulated speech, there is a more ambiguous relationship
between coarticulation and the source that is responsible for coarticulation—just
the condition according to which sound change should take place, according to
Ohala’s [111, 112] model.
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vi. Mismatch between production and perception dynamics. Harrington et al. [54]
and Kleber et al. [82] investigated the relationship between the production and
perception of coarticulation for the same speakers during a sound change in
progress. The results in Kleber et al. [82] suggest that the association between
the perception and production of coarticulation becomes unstable during an
ongoing sound change, such that the two modalities are out of alignment
(in those typically younger subjects who participate in the sound change) and
in which changes to the coarticulatory relationships in perception lead those in
production. These findings were predicted from Ohala’s [112] model according
to which sound change originates initially from the listener’s failure to parse
coarticulatory dynamics in accordance with the way in which they are produced.

Taken together, points i. and iv. can begin to provide a model for the condi-
tions which predispose sound change to occur that is not functional or teleological
(planned). Under a functional view, sound change occurs with the aim of maintain-
ing or even enhancing meaning contrasts. Such a view is central to Martinet’s [100]
explanation of so-called vowel chain shifts in which the diachronic change in the
position of a vowel can have a knock-on effect such that vowels push or pull each
other around the vowel space. One of the most recent and striking examples of what
seems to be a vowel chain shift is in New Zealand English in which in just the last
50–60 years the front vowels have rearranged themselves such that /a/ → /ε/ → /i/
and in which /i/ has centralised: for this reason, a New Zealand English production
of dad sounds like dead and desk like disk, while disk has a vowel quality that is
perceived to be not too dissimilar from / / for English speakers of many other vari-
eties [63, 98, 156]. A functional interpretation in Martinet’s [100] terms would be
that the raising of /a/ to /ε/ causes the /ε/ to raise to /i/ in order that the contrasts
can be maintained between the three vowels. A functional interpretation is implicit
in the model of Lindblom et al. [94] in v. above because sound change arises out
of a strategy in order to enhance or reduce contrasts based on a prediction of the
listener’s knowledge.

On the other hand, there may be enough in how the mechanics of speech produc-
tion, speech perception and the structure of the lexicon are connected without the
need to resort to functional explanations. For example, since variation is more likely
in lexically frequent words (e.g. Aylett and Turk [3], Wright [161]), then the type
of articulatory variation leading to a quantal acoustic change sketched in i. should
also be more probable in lexically frequent words. A quantal acoustic change may
be one of the factors that contributes to the greater tendency to unlink the coarticu-
latory variation from the source—to parse nasalisation with the vowel for example
in VN sequences. Moreover, the source may be prone to disappear in lexically fre-
quent words because, quite apart from the potential contribution of perceptual trading
relationships to sound change (point iii.), the source is reduced (point iv. above) in
frequent words and may therefore be less perceptible than in less frequent words.
This would complete (or phonologise) the sound change by which in this example
nasalisation is associated with the vowel together with deletion of the nasal conso-
nant. Notice how all such principles draw upon naturally occurring phenomena in
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the production and perception of speech without the need to resort to a functional
explanation.

It may also be possible to invoke the same machinery to explain why phonologi-
sation can lead to enhancement [69]. Consider that the vowel /y/ which, in words like
Füße (‘feet’), developed from an /o/ or /u/ in /fotiz/ under the coarticulatory influ-
ence of the following /i/, has a much more front quality than would be predicted by
synchronic vowel-to-vowel coarticulation. That is, Öhman’s [110] study showed that
the vowels influence each other but the tongue dorsum is not pushed as far forward
as it is in modern German /y/ by the coarticulatory influence of V2 = /i/ on V1 = /u/
or /o/. Similarly, while there are phonetic reasons for the vowel to be shorter before a
following voiceless than voiced consonant [27, 89], the magnitude of this shortening
before voiceless (e.g. bus) compared with voiced (buzz) consonants in English is
far greater than would be predicted by phonetic shortening alone (Ohala and Ohala
[114]; see also Solé [136]). Kirby [78, 79] has recently developed a computational
model in which phonologisation is an emergent consequence of a combination of
precision loss and enhancement. More specifically, the model in Kirby [78] sug-
gests that, as one cue for distinguishing between phonologically different categories
wanes, another will be enhanced to ensure that the categories remain distinct. The
cue that is enhanced is not necessarily the one that, as in Kingston and Diehl [77],
combines with other cues in such a way to enhance an existing phonological contrast
(e.g. lip-rounding with tongue backing in the case of /u/), but is instead whichever
cue is likely to lead to the greatest probabilistic separation between phonological cat-
egories: in Kirby’s computer simulation, the cue that comes to be enhanced depends
on its acoustic effectiveness for separating between phonological categories, com-
bined with the degree to which it is of use in distinguishing between items in the
lexicon. The computer simulation is able to model speech data presented in Kirby
[78, 79] showing how fundamental frequency has taken over from duration as the
main cue in separating /CrV, CV, ChV/ in the Phnom Penh variety of Khmer.

It is tempting to conclude (as suggested by Kirby’s model) that enhancement may
be a consequence of phonologisation: speakers enhance the distinctions because they
are functional i.e. provide an acoustic sharpening of the sounds that are involved in
contrasting meaning. Alternatively, consider as discussed earlier that phonologisation
often involves the attrition or deletion of the source (of e.g. the nasal consonant)
that gives rise to coarticulation (e.g. the nasalisation in the preceding vowel). If as
explained in iii. above, the source (nasal consonant) and coarticulatory effect (vowel
nasalisation) are in a perceptual trading relationship, then source deletion implies an
extreme or at least progressively increasing form of coarticulation, since by definition
the two cues are inversely proportional (if they are in a trading relationship). Thus
enhancement of coarticulation leading to phonologisation need not be functional, but
may be the outcome of what happens when the coarticulatory effect and source enter
into a (progressively one-sided) perceptual trading relationship, leading to enhanced
coarticulation combined with source attrition.
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6.2 Sound Change and Experience

Developments in the last 10–15 years in the episodic or exemplar model of speech
perception and production [44, 73, 109, 120] give much greater emphasis to the
way in which differences between speakers in their learned phonetic knowledge can
contribute to the conditions for sound change to occur. Models of sound change—
and indeed more generally speech communication—within an exemplar paradigm
are necessarily social: from this point of view, it makes little sense to develop models
of sound change that are formulated independently of speaker or listener variation.
An exemplar model applied to sound change goes some way towards providing
a common framework for models such as Ohala’s [111, 112] concerned with the
conditions that give rise to sound change and those within the sociolinguistic tradition
[85] whose central focus is more on how sound change spreads within a community.

The central idea in an exemplar model of speech is that listeners store in memory
episodes i.e. unsegmented auditory gestalts of the words that they hear in a high
dimensional perceptual space. Phonological units—that is the abstract units whose
permutations function to distinguish between words—emerge from regions of high
density in this multidimensional space [121, 122]. Since, for example, all words
beginning with /t/ share some basic acoustic properties (of e.g. a rising spectrum
in the burst, a second formant frequency that converges around a locus close to
1800 Hz etc.), then the unsegmented auditory traces of such words converge around
the (auditory transformation) of these acoustic characteristics: it is such dense regions
of intersection that provide the conditions for abstraction i.e. for learning that there
is an abstract category such as /t/. Moreover, it is not just phonological information
that emerges from stored episodes but also dialect and sociolinguistic information,
as well as other speaker characteristics such as gender and age (see Docherty and
Foulkes [31] for a further discussion).

The following are some of the most important ways in which exemplar theory has
contributed to, or could provide an explanation for, how synchronic variation and
sound change are connected.

i. Coarticulation. As discussed earlier, Ohala’s model suggests that the conditions
for the occurrence of sound change are met if listeners misperceive coarticu-
latory relationships. One of the reasons why they might do so is because the
speech production-perception link is non-linear: that is, there are certain kinds
of coarticulatory overlap in speech production that are poorly or ambiguously
transmitted in speech perception. However, exemplar theory provides at least
another reason: if the association between speech and phonological units is idio-
syncratic at the level of the individual, then listeners even of the same speaking
community may not agree on how to parse coarticulation. For this reason, and
as Baker et al. [7] suggest, variation between speakers may make normalising
for the effects of coarticulation more difficult. There is, moreover, evidence that
listeners parse coarticulation in the same signal differently. For example, Fowler
and Brown [37] and Beddor [12, 13] have shown how the extent to which listeners
parse nasal coarticulation in the vowel with the following nasal in VN sequences
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is listener specific. Stevens and Reubold [143] demonstrate the listener-specific
way in which pre-aspiration is parsed either with the preceding vowel or with
the following geminate in Italian. Yu [162] has extended such findings to show
that parsing coarticulation with the source that gives rise to it is affected by
the listener’s personality and social profile including the extent of autistic-like
traits. Harrington et al. [54] and Kleber et al. [82] have both demonstrated per-
ceived coarticulation differences at the group level (see also Kataoka [74]): for
the sound change in progress by which /u/ has become fronted under the coartic-
ulatory influence of preceding fronting consonants, older and younger listeners
were shown to differ in the extent to which they normalise for coarticulation
(Fig. 6.2). Baker et al. [7] have proposed that the conditions for sound change
to occur depend on some speakers who produce coarticulation in a particularly
exaggerated way—it is these speakers that may be more likely to be imitated (see
iv. below) leading to the sound change to be propagated through the community.
Baker et al. [7] reason that sound change may be rare (in relation to the ubiquity
of synchronic variation) not just because listeners compensate in perception so
effectively for context in the way suggested by Ohala, but also because of the
scarcity of individuals who exaggerate coarticulation to such an extreme degree.
Another reason why sound change may be rare is because only a small number
of listeners may respond to and imitate the novel variants that occur in producing
exaggerated coarticulation [47].

ii. Lexical frequency. More frequent words necessarily give rise to more episodes
because by definition we hear them more often. For this reason, the associa-
tion between phonological categories and speech communication is skewed by
statistical properties of the lexicon in an exemplar model. An analysis by Hay
and Foulkes [61] of archival recordings of New Zealand English has shown
that the progression of the reductive sound change of domain-final /t/-deletion
is faster in lexically frequent words. Reubold and Harrington [127] provide
some preliminary evidence of an association between sound change and lexical
frequency in the same individual. Part of their study was concerned with a lon-
gitudinal analysis of the broadcaster Alistair Cooke over a 70-year period. They
showed that, having acquired aspects of General American after emigrating to
the United States in the 1930s, his accent in later life was becoming again closer
to the Received Pronunciation that he produced prior to emigrating. They also
provided evidence that this reversion to Received Pronunciation (involving a
backing of the vowel in the lexical set bath) had taken place at a faster rate in
lexically frequent than infrequent words. On the other hand, while Labov [88]
finds no effect of lexical frequency in vowel chain shifts, Hay et al. [63] show
that vowel chain shifts in New Zealand English are led by lexically infrequent
words because, according to their theory, infrequent words are less likely to have
an impact on long-term memory when they occur in regions of vowel overlap.

iii. Incrementation. For the Neogrammarians, regular sound change was incremen-
tal and not perceptible. In more recent times, the issue of whether regular sound
change is incremental or not is more controversial. Thus for some (e.g. Ohala
[112], Baker et al. [7]) regular sound change involves an abrupt change between
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different phonetic variants while for others [15, 56, 83, 102], aspects of regular
sound change can be incremental. Irrespective of the controversy, incrementa-
tion is predicted by exemplar theory to the extent that sound change comes about
through updating a cloud of remembered episodes. It is because the cloud itself
is a statistical generalisation over a very large number of episodes that a sound
change will initially have only a very small impact, in much the same way that
outliers have a small influence on statistical parameters like the mean and vari-
ance of a tightly fitting Gaussian probability distribution. But as more and more
such outliers accumulate, then the distribution will shift (but incrementally).

iv. The puzzle of the actuation of sound change (Weinreich et al. [158]; see also
Stevens and Harrington [142] for a recent review) which is concerned with why
sound change should take hold at a particular time in one dialect or language
but not in another has an explanation in terms of exemplar theory in which the
association between episodes and categories, being based on usage and experi-
ence, is probabilistic. Independently of sound change, exemplar theory predicts
that languages or dialects are likely to differ for similar sets of phonological
contrasts: for example, although very many languages contrast voiced /b, d, g/
and voiceless /p, t, k/ stops, there are no known two languages that do so in
quite the same way [123]. Just this is to be expected if phonological categories
emerge stochastically from speech signals transmitted between speakers and
hearers. Analogously, the unstable conditions of the kind reviewed in Sect. 6.1.
that could lead to sound change may obtain in one dialect or language but not
another, given the presumed probabilistic association between speech signals
and phonological categories.

v. Changes over the lifespan. This issue (which is discussed in more detail under
Sect. 6.4) is concerned with the way in which adults’ pronunciation has been
shown to change incrementally often over several decades (e.g. Harrington [50],
Quené [125], Sankoff and Blondeau [130]) in the direction of changes that have
been taking place in the community [53]. The prediction from exemplar theory
is that the shift should be dependent on experience. For example, assuming
additionally a model in which first and second language acquisition share the
same phonetic space, an exemplar model predicts findings such as those in e.g.
Sancier and Fowler [129] of a change in a bilingual Portuguese-English adult’s
productions of American English plosives in the direction of the (shorter) voice
onset time of Portuguese, after spending several months in a Portuguese speaking
environment in Brazil.

vi. Category broadening and narrowing. If, as exemplar theory suggests, categories
are derived from absorbing episodes of speech signals that a listener encounters,
then categories will evolve into ones that are infinitely broad (due to variation)
as a result of which there would be a complete collapse of contrast. The mecha-
nism by which category distinction and stability are maintained could be some
form of averaging of episodes in speech production [120]: that is, all episodes
are absorbed in perception, but production is based on an aggregate of episodes.
This aggregate would create its own episode that, for reasons of statistical sam-
pling, would typically be close to the centre of the distribution. In this way,
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production, if based on an aggregate, would strengthen the mean of the cate-
gory; this would, in turn, counteract a category’s unlimited broadening. Thus,
any phonological category is acted upon by two forces: one that creates a broad-
ening of the category by the uptake of new episodes that are at the probabilistic
edges of the distribution; and one that creates a contraction towards the centre
through averaging episodes in speech production. It is when one of the edges
comes into contact with the distribution from another category that the potential
for sound change exists. This is because the edge tokens (for example /e/ vowels
with a particularly high F1) will be absorbed into the other category (e.g. /a/).
Since tokens are lost at one of the edges, then the force pulling the category in
that direction will be weakened, and as a consequence the category will shift
slightly in the opposite direction (/e/ would shift towards lower F1 values in
this example). This change in the balance between opposing forces is simulated
in a computational model by Blevins and Wedel [17]. They use the model to
explain why the sounds of words whose meaning is not otherwise resolved by
context tend not to merge diachronically in just the conditions that would give
rise to a loss of contrast i.e. homophony (see their paper for numerous examples
of anti-homophony from various languages). Such a model in which a shift in
the balance between the strengthening force at the centre and the broadening
force at the edge causing categories to repel each other when they are in close
proximity could form the basis of explaining vowel push-chains of the kind that
were detailed earlier for New Zealand English.

vii. Sound change through not updating categories. Exemplar theory suggests that
sound change can come about if phonological categories are either not, or only
selectively, updated by episodes. In Silverman’s [135] analysis of the Mexican
language Trique, a sound change has developed by which a /ug, ud/ contrast
has evolved into /ugw, ud/ i.e. with lip-rounding on /g/ but not on /d/. The lip-
rounding evidently originates from the lip-rounded vowel /u/, but the issue is
why /g/ but not /d/ should become rounded. The crucial insight here is that
lip-rounding and /g/ are in a sense acoustically additive so that a lip-rounded
/gw/ is further away acoustically and perceptually from /d/ (e.g. Halle et al.
[49]), whereas a lip-rounded /dw/ would cause a lowering of its burst’s spectral
centre of gravity resulting in an acoustic shift towards /g/ (given that /d/ is
distinguished from /g/ by high frequency energy in the spectrum; see Harrington
[51] for further details). The evolution of this sound change is modelled in
terms of rejecting exemplars in regions of ambiguity between categories. Thus,
according to this model, a listener is more likely to reject unrounded /ug/ tokens
(because these are closer to /ud/ than is /gw/) and is similarly more likely to
reject /udw/ tokens (because these are closer to the /g/ distribution than to /d/).
In this way, a gradual bias is introduced over successive generations of speakers
by which the progressive rejection of /ug/ and /udw/ results in the emergence
of an acoustically enhanced contrast /gw, d/. Notice how this is enhancement
without teleology: that is, the progressive emergence of the more distinct /gw,
d/ is a natural consequence of rejecting tokens i.e. not updating phonological
categories in regions of ambiguity. Similarly, Hay et al. [63] show how a vowel
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push-chain in New Zealand English (of the kind described in i.) can emerge
through not updating categories in regions of ambiguity i.e. ones in which the
meaning is compromised. A computer model based on a similar principle is
discussed in Garrett and Johnson [42] who also note that not updating categories
with ambiguous tokens is consistent with Labov’s [85] idea that misunderstood
tokens are not used in speech production.

Boersma and Hamann [19] are also concerned with developing a model of
sound change in which phonological distinctiveness emerges iteratively through
non-purposeful interactions between teachers and learners. They are critical of the
mechanisms in (vi., vii.) to maintain stability by having to resort to concepts such as
an aggregate across a large number of exemplars in production [120]. Their model
adopts by contrast from optimality theory the idea that phonological categories are
associated with the speech signal by means of (some 322) constraint-ranked audi-
tory filter bands. The interesting aspect of this model is that stability (i.e. no change)
is a compromise between a minimisation of articulatory effort and minimisation of
perceptual confusion (which is reminiscent of Lindblom et al. [92] model discussed
earlier): sound change is likely to come about when these articulatory and auditory
minimisations are not balanced. However, this model has at least as many and per-
haps more artificial mechanisms than those proposed within the exemplar paradigm.
These include the (so far undemonstrated) idea that children learn an OT-like con-
straint ranking by bringing into contact their correct knowledge of the underlying
phonological structure of words with adult-like acoustic distributions of the phono-
logical categories (a position which Boersma and Hamann admit is unrealistic); and
that categories that are auditorily more peripheral are harder to produce (see also
Kirby [78] for a similar criticism).

6.3 Sound Change and First Language Acquisition

The idea that there might be direct parallels between language acquisition and sound
change has a long history [45, 70, 118, 146] and was taken up in many of the
generative and natural [145] phonological frameworks of more recent times (e.g.
Lightfoot [90], Kiparsky [80]—see Foulkes and Vihman [34], Beckman [11]; and
Diessel [30] for a review). But there are, as shown in Vihman [153] and more recently
Foulkes and Vihman [34], serious difficulties with any assumption of such a direct
link between the errors produced by children and the forces that give rise to sound
change. Firstly, the earlier assumptions about the relationship between acquisition
and change are based on treating children as a homogeneous entity when in fact
there are differences in the rate of acquisition that can be linked to the development
of the lexicon (e.g. Beckman et al. [10], Munson et al. [103]). Secondly, and based on
auditory analyses of children’s misarticulations in five different languages, Vihman’s
[153] study shows that many of the typical misarticulations produced by children such
as consonant harmony, the simplification of consonant clusters to single consonants,
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and the shortening of long words are quite uncommon in sound change. Thirdly
(and most importantly) it is not enough, as Foulkes and Vihman [34] argue, just
to list that there may be parallels between sound change and misarticulation by
children (which in any case has not been demonstrated): it is instead necessary to
understand the cognitive and social mechanisms by which children’s misarticulations
or misinterpretations of the speech signal may evolve into diachronic change.

A more fruitful approach towards understanding the connections between child
language acquisition and sound change has recently been presented in Beckman et al.
[11] who seek to demonstrate that the two types of sound change that are commonly
referred to in the sociolinguistics literature as ‘from below’ and ‘from above’ the level
of awareness interact differently with patterns of speech acquisition in the Seoul vari-
ety of Korean and in two varieties of Mandarin. The distinction between sound change
‘from above’ and ‘from below’ [85, 87] is not especially well defined, partly because
what is above or below awareness or consciousness is not easily integrated with cog-
nitive models of speech processing, and also because the distinction is confounded
with social class (changes from a lower-middle class usually being from below;
changes from a prestigious class, from above—see Wardhaugh and Fuller [155] for
a further discussion). Nevertheless, there is a rough correspondence between sound
change from below and the regular (as opposed to analogic) changes that have their
origins in the processes of coarticulation and lenition, although sound change from
below typically also encompasses a sociolinguistic dimension of less prestigious,
more working-class speech that is often found in a local vernacular. Sound changes
from below like those due to coarticulation are incremental in that they progress
gradually across generations [87]. By contrast sound change from above—which is
often brought about by contact between speakers of different dialects or languages—
more typically involves an abrupt change from one phoneme or category to another
and may be driven by a more prestigious or powerful group of individuals. A possi-
ble example of a sound change from above might be the increasing use in Standard
Southern British English of high-rising-terminals in which the intonation rises in
declarative sentences: there is no sense in which this change is incremental (it was
not the case that falling intonation gradually evolved via mid-level intonation into ris-
ing intonation over a number of years), it is arguably brought about through dialect
contact (with North American and/or Australian varieties) and it is a change that
listeners have commented upon (and so cannot be, in Labov’s terminology, below
the level of consciousness). Notice as well that such a sound change is—like many
sound changes from above—idiosyncratic in that, unlike the coarticulation-based
sound changes discussed earlier, it is not usually found across multiple languages.

Labov [84, 87] has also argued that sound change from below is often led by
women: the association with language acquisition is their typically greater involve-
ment than men as caregivers. For example, Labov [84] proposes that many sound
changes from below originate in the lower-middle classes; that for these classes there
is the greatest differentiation between male and female speakers (especially since
female speakers are most likely to style shift and copy pronunciations of the upper
classes in a more formal speaking style); and that consequently, since women are the
primary caregivers, infants’ speech will be influenced more by women than by men
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(as a result of which sound change from below is often led by women). This view
about which gender leads sound change is, however, complicated by more recent
findings showing that speaking style in child-directed speech is differently affected
by whether caregivers are talking to infant boys or girls (e.g. Foulkes et al. [35]).

Beckman et al.’s [11] study has made advances to our understanding of how the
progress of sound change and language acquisition might be connected. They do
so through analyses of adult data over a 60 year period combined with perceptual
studies of a sound change by which in Seoul Korean the distinction between lax versus
aspirated stops is increasingly cued not as in earlier times by voice onset time, but
by fundamental frequency differences. They argue that the change is ‘from below’:
this is because a similar type of sound change is found in many other languages;
and, as is typical for a sound change from below, it has progressed at a faster rate in
women. They then show that infants are not as advanced in this sound change: that
is, infants make more use of VOT than younger women. This comes about, Beckman
et al. [11] reason, because their caregivers are from an older generation. Following
Hockett [66], it is only when children at a slightly older age mix with peers and other
social groups that they will not just imitate but incrementally advance the change
further still (see also Kerswill [76]). The other finding in Beckman et al. [11] is that
the association with language acquisition is very different for the sound change from
above by which a three-way fricative contrast has developed in the Sōngyuán variety
under the influence of standard Mandarin. Importantly, children of the Sōngyuán
variety do not show any incremental progression but instead copy categorically the
three-way fricative contrast that does not exist for adult speakers of Sōngyuán.

A different approach to the relationship between sound change and acquisition
that relates rather more directly to Ohala’s model (see also Greenlee and Ohala [46])
is explored in Kleber and Peters [81]: their concern is to test whether as less experi-
enced users of the language, children are more likely to have difficulty normalising
in perception for context effects such as coarticulation. If this is so, then there may be
a greater potential for children to fail to attribute a coarticulatory effect to the source
that gives rise to it, thus providing the conditions for sound change to occur. A study
by Nittrouer and Studdert-Kennedy [108] provided some evidence that adults nor-
malise to a greater extent for the coarticulatory effects of vowel context on preceding
fricatives than children; and that there was also a greater degree of adult-like nor-
malisation in 7-year old compared with 3-year old children. Consistently with this
study, Kleber and Peters [81] have found that children are much more variable in
perception than adults in normalising for the effects of context. A subsequent percep-
tion study by Harrington et al. [58] compared young first language German children
and adults on the extent to which they normalised for the coarticulatory influences
of /p_p/ and /t_t/ contexts on German high front /�/ (back) and /Y/ (front) vowels.
Their results showed that the distance between the decision boundaries on an /�-Y/
continuum were closer together for the children than for adults which suggests that
children might have been less sensitive to the perceptual influence of the consonan-
tal context on the vowel. However, the interpretation of adult-child differences in
Harrington et al. [58] is not that children normalise less for coarticulation, but instead
that they are less certain than adults about phonological categorisation, in a way that is
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analogous to the greater uncertainty when adult listeners categorise hypoarticulated
speech signals [57, 59].

6.4 Sound Change and Imitation

The last few years have seen a focus on spontaneous imitation in speech (Delvaux
and Soquet [29], Nielsen [106], Pardo et al. [116, 117], Yu et al. [163] to mention
but a few) and some attempts to consider the implications of these findings for
models of sound change [6, 42, 52]. The methodology for demonstrating imitation
typically involves comparing subjects’ speech production before and after they have
performed a task such as listening to or shadowing another speaker; imitation has
also been measured and demonstrated in terms of the degree of convergence between
speakers in a conversation [116]. In general, two main findings have emerged from
this research. The first is that imitation can take place without any social motivation to
do so. This is so, for example, in Nielsen’s [106] study in which imitation is measured
from the production of isolated words. This type of spontaneous imitation may be part
of a more general tendency for individuals to coordinate their actions in space and
time [40, 132] that can give rise to alignment of many different kinds—for example
of body movements [133] and of syntactic structures [43]. Secondly, imitation is by
no means automatic and inevitable for all speakers [163] and can vary depending
on the speaking situations [116]. In addition, imitation can be constrained by the
social context including how unusual [6] or attractive [5] the interlocutor’s voice
is perceived to be, as well as the attitudes of the speaker towards the interlocutor’s
national identity [4].

In the analyses of the Christmas broadcasts produced annually by Queen Eliza-
beth II, Harrington et al. [53] showed that the Queen’s 1950s vowels had shifted over
30 years towards those of a mainstream Standard Southern British (SSB) more typ-
ically produced by the middle classes. The progression which was found for several
vowels, was gradual and in the direction of sound change that had been taking place
to the standard accent of England over a 50 year period; it was also away from an
aristocratic form of the Queen’s 1950s variety (referred to by Wells [159] as U- or
upper-crust RP) towards a more middle-class variety of SSB. Moreover, the shift was
partial such that the Queen’s 1980s vowels were generally at intermediary locations
between those from the 1950s and those that were more typical of the five analysed
mainstream SSB speakers in Harrington et al. [53] who had been recorded in the
1980s.

It seems quite probable that these shifts to the Queen’s vowels have been brought
about because of some form of imitation or convergence in dialogue. As discussed
in Harrington [56], the 1960s and 1970s saw a rise of the lower-middle and middle
classes into positions of power, with the result that the Queen is likely to have come
into increasing contact in the intervening decades with speakers of a more middle
class variety. Indeed, the prime ministers to which the Queen gives a weekly audience
were in the 1960s and 1970s (James Callaghan, Edward Heath, Margaret Thatcher,
Harold Wilson) generally of more humble origins than their predecessors in the
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1950s and (with the possible exception of Heath) with accents that were removed
from U-RP of the 1950s.

The question that must be considered is why the Queen should shift her accent
towards those speakers with a less aristocratic, more mainstream form of Standard
Southern British which would include not just her prime ministers but quite possibly
also staff who arguably might have been increasingly likely to produce a less aris-
tocratic form of RP after the 1950s. Perhaps it was because the Queen engaged in
style-shifting [62] towards an accent that typified a more egalitarian society that was
shaping England in the late 1960s and 1970s. But the reason why this interpretation
is unlikely is because the sound change in these broadcasts is gradual. Moreover, the
changes to the Queen’s vowels are slow (some 10 Hz per annum in the fronting of /u/)
which would have repeatedly required quite accurate style-shifting of a few Hz per
annum over the thirty year period [52]. A more plausible explanation is that personal
accent is incrementally influenced over a long period of time through daily or regular
spoken interaction with speakers from another dialect group or indeed from another
language [129]. Incrementation is, as explained earlier, also predicted by exemplar
theory: the accumulation over time of episodes of speech signals from speakers of
other dialect groups should shift incrementally the statistical distributions of a per-
son’s phonological categories: that is, interacting with and listening to speakers over
2–3 decades who have a phonetically more fronted /u/ has fronted incrementally the
Queen’s 1950s /u/ towards a form intermediate between U-RP of the 1950s and SSB
of the 1980s.

The positions of the Queen’s 1980s vowels between those of her 1950s vowels
and those of the five mainstream SSB speakers recorded in the 1980s is predicted
by a dialect mixture model in which there has been a blending or averaging of the
aristocratic, conservative accent of the 1950s with the more middle-class, mainstream
SSB accent of the 1980s.

The above interpretation of incrementation through interaction is also entirely
consistent with the model of dialect mixture that is developed by Trudgill [151] in
his analyses of New Zealand English. Trudgill argues that the creation of this accent
has been a deterministic function of a levelling of the different dialects of the speakers
who first came to New Zealand in the 19th century: that is, New Zealand English
is not the result of the need for New Zealanders to establish group membership
and identities that are unique to their country. For Trudgill [151], the evolution
of New Zealand English as a consequence of dialect mixture is due to an ‘innate
tendency to behavioral coordination’ (p. 252) among the interlocutors, a process
that is the consequence of interaction. Building on an earlier idea from Bloomfield
[18], he notes that this model of dialect mixture is in agreement with Labov’s [86]
view that in many cases the diffusion of linguistic change can be explained through
communication density i.e. as a consequence of the speakers interacting with each
other. Importantly, Labov [86] notes that there need not be any motivating social force
behind such changes which can be mechanical and inevitable and in which social
evaluation plays only a very minor role (Labov [86], p. 19–20). Trudgill’s [151]
idea of new dialect formation via non-social determinism is a further development
of his earlier gravity model in which the spread of a linguistic innovation depends
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on a combination of geographical distance and population density. Trudgill’s [148]
gravity model was used to explain how an innovation such as /h/-dropping spreads
in England from city to city while skipping over less populated rural areas. As
described in further detail by Wolfram and Schilling-Estes [160], the gravity model
was subsequently modified to take account of other findings [149] suggesting the
likelihood of change is greater when the two dialects are phonetically similar to each
other.

This type of dialect averaging has recently been demonstrated for a completely
different set of data by Bukmaier et al. [22] in a study concerned with dialect levelling
due to contact with a standard variety. The focus of their study is the Augsburg vari-
ety of German which, in contrast to standard German, neutralises the /s- / contrast
in certain pre-consonantal contexts: thus standard German / st, m t / (misst/mischt;
‘measures’/‘mixes’) are both / t / in Augsburg German. Now it might be supposed
that any change in the direction of the standard is categorical by which younger
speakers typically produce more /s/ in words like misst than their older counterparts.
But this is not what the instrumental analysis showed: instead Bukmaier et al. [22]
found that younger Augsburg subjects were intermediate between older Augsburg
and standard German subjects in the fricative of words like misst. This was so in
both production and perception. Thus their produced forms had all the characteris-
tics of a sibilant fricative that was intermediate between /s/ and / /; and in percep-
tion, they were also intermediate between the poor ability of older Augsburg and
sharp discrimination of standard listeners in distinguishing between word pairs like
/f m st , f m t / (vermisste/vermischte; ‘missed’/‘mingled’). There was a similar
finding in an apparent time study comparing speakers of East Franconian German
with standard German speakers [56, 105]. In East Franconian, as in many other vari-
eties of German, the post-vocalic voicing contrast is neutralised towards the voiced
variety: thus leiten/leiden, /laitn, laidn/ (‘to lead’/ ‘to suffer’) are both /laidn/ in the
East Franconian variety. However, younger East Franconians were found to produce
and perceive a contrast that was intermediate between those of older East Franconians
and standard German subjects. Such intermediate positions for both Augsburg and
East Franconian German during a sound change in progress due to dialect contact
are exactly what is predicted by Trudgill’s [151] dialect mixture model.

Trudgill [150] also shows that the first two generations of young children were
likely to have been the prime instigators of the dialect mixture leading to the develop-
ment of New Zealand English; he also suggests [152] that children may be especially
prone to the type of interactional alignment described above. Children’s accents are
of course very malleable: the accent of a child rapidly shifts towards that of its peers
and away from that of its parents, which is especially noticeable if they and their
families are recent migrants to a different dialect region, as Chambers [26] and oth-
ers have shown. Recently, Nielsen [107] showed that there was more imitation of
(a lengthened) voice onset time in stops by children—both pre-schoolers and those
aged 8–9 years than by adults. Consider in addition Babel’s [6] recent finding of a
predisposition to imitate novel voices. Perhaps then one of the reasons why children
may be predisposed to imitate is because of the large number of novel voices that they
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encounter as the child’s social network typically expands beyond that of the family
and caretakers. The imitation may be especially likely because, having previously
encountered only a few voices and having relatively limited speaking experience,
the statistical distributions of their emerging phonological categories would still be
quite unstable and therefore strongly affected by novel voices and pronunciations
(see Stanford and Kenny [139] for similar views).

On the other hand, computational simulations using agent-based modelling sug-
gest that imitation and non-social determinism—which Trudgill [151] argues are
central factors in new dialect formation—may not be sufficient to explain how sound
[8] or language [124] change propagate through the community. Agent-based models
apply principles from statistical physics to social dynamics in order to understand
how local interaction between individuals—represented by agents who are inter-
connected in a network—can bring about global (community) changes [25]. The
agent-based social network model in Fagyal et al. [33] was designed to test vari-
ous theories about how the inter-connectedness of individuals is related to linguistic
change. Their general conclusion is that language change is propagated principally
by so-called leaders that is those with many connections to other individuals and that
linguistic change will only spread through the community if there are both leaders and
‘loners’ i.e. those with far fewer social connections. Their model also provides some
support for the idea that prestige drives language change. In Pierrehumbert et al.’s
[124] agent-based computational model, an individual’s choice between alternative
linguistic categories is based on three main factors: the community norm modelled
as the aggregated input from the other speakers with which the individual is linked
in the network; stored knowledge consisting of a bias factor that governs whether
a given individual prefers conservative or novel forms; and finally a variable (des-
ignated as ‘temperature’) that controls the degree to which individuals randomly or
categorically choose between alternatives (i.e. their model incorporates the idea that
individuals select between alternatives with varying degrees of probability). Com-
patibly with Fagyal et al. [33], their simulations show that a mixture of individuals
who are innovators (prone to adopt a form that is not consistent with community
norms) and who resist change are prerequisites for language change. But in contrast
to Fagyal et al. [33], highly connected individuals tend not to be innovative in Pier-
rehumbert et al.’s [124] simulations because their output is so strongly influenced by
the large input that they receive from other more conservative individuals with which
they are connected. Change is instead more likely to radiate from individuals in their
model who are innovative, connected to other individuals who are similarly biased
towards innovation, but who are only average or below average as far as the total
number of connections to other individuals is concerned. Pierrehumbert et al. [124]
use this model to suggest that sound change originates from closely-knit communi-
ties whose speakers share innovations and also to argue against the idea that prestige
is a driving force for sound change. One of the major innovations in this model is
that a probabilistic (rather than a binary) choice between categories or variants is
one of the components in their model for language change to spread through the
community.
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6.5 Concluding Comments

Sound change is fascinating and scientifically tractable. There are speech signals
on the one hand and there are categorical changes (bird < bridde) on the other and
there is some form of cognitive, physiological, and perceptual machinery linking the
two. The task is to assemble many different forms of empirical evidence—ranging
across etymological reconstructions of changing sound patterns between ancient and
modern languages, the social aspects of speech, physiological analyses of movement
and their perceptual consequences—to find out what form the machinery takes in
order to explain how signals and sound change are connected. This task is in turn
illuminating for the most challenging task in the speech sciences: how the categories
of speech—the consonants and vowels out of which words are constructed—and
signals in human speech communication and the machine derivative thereof are inter-
related. This is fundamental knowledge for both human and machine processing.

The review of the current state of the literature has shown that some themes
for explaining the operation of sound change recur in several studies often across
different disciplines. Some of the most important of these are as follows.

i. Coarticulation or more generally the dichotomy between the serial order of
phonological categories and the interleaved, shingled movements in the speech
signal remains fundamental to many different types of sound change (assimi-
lation, dissimilation, metathesis, phonologisation) that recur through different
languages.

ii. Perception and its relationship to speech production. Many different studies have
shown how non-linearity between the two modalities can provide the conditions
for sound change to take place: this is so when coarticulatory dynamics are mis-
perceived which may also provide the basis for explaining the often asymmetric
direction of sound change. In addition, coarticulation leading to sound change
may become perceptually salient when articulatory incrementation pushes the
acoustic signal across a quantal boundary. Perceptual trading relationships could
be important in understanding phonologisation and also why phonologisation
seems to lead to enhancement.

iii. Hypoarticulation which is the condition under which the speech signal is
degraded often in relation to its predictability from context is important for
understanding sound change, not just from the perspective that many types of
sound change are reductive (involving e.g. consonant lenitions—e.g. Bybee [23])
but also because hypoarticulation combined with a possible degradation of the
coarticulatory source may obscure coarticulatory parsing in perception [58, 59].
Hypoarticulation accounts also emphasise how stored (top-down) knowledge—
such as lexical frequency may be implicated in sound change.

iv. Experience (exemplar) based models of speech have provided numerous addi-
tional ways and also an appropriate metalanguage for understanding the oper-
ation of sound change. Experience-based models can explain how speaker
variation—both at the individual and at the group level—can create the condi-
tions for sound change to occur. The perception-production feedback loop [157]
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inherent in exemplar theory coupled with findings from imitation can explain
the occurrence of sound change over the lifespan and the emergence across
generations of a mixture when two dialects come into contact. This perception-
production feedback loop explains the effects of lexical frequency; it also pro-
vides the mechanism for (and predicts) that regular sound change is incremental.

Finally, and as discussed in Blevins and Wedel [17], in much the same way that
Darwin’s theory of natural selection has led to an understanding of how purposeless
interactions at the level of the individual can give rise to what appears to be a pur-
poseful population change, so too can cumulative variation at a number of nested
and interlocking levels between individual speakers and a community, and between
speech signals and the lexicon, push the sounds of the language between stable and
unstable states. This metaphor also provides a way of understanding sound change
without having to invoke the untestable (or at least so far undemonstrated) idea that
sound change is started by any individual (or pair of individuals as in Ohala’s [112]
model) and then spreads through the community. It also implies that the sharp divi-
sion that is made by many between the so-called origin of sound change and its
spread (e.g. Ohala [112], Baker et al. [7], Janda and Joseph [72]) is a fallacy. The
sounds of language are in a constant state of flux i.e. there is no point at which sound
change is not taking place (and so no fixed point at which sound change starts). There
are instead multiple conditions that can create instabilities that lead to categorical
change. Understanding these through the wide range of theories and empirical tech-
niques that have been reviewed in this paper remains an exciting challenge in the
future.
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Chapter 7
Fostering User Engagement in Face-to-Face
Human-Agent Interactions: A Survey

Chloé Clavel, Angelo Cafaro, Sabrina Campano
and Catherine Pelachaud

Abstract Embodied conversational agents are capable of carrying a face-to-face
interaction with users. Their use is substantially increasing in numerous applica-
tions ranging from tutoring systems to ambient assisted living. In such applications,
one of the main challenges is to keep the user engaged in the interaction with the
agent. The present chapter provides an overview of the scientific issues underlying
the engagement paradigm, including a review on methodologies for assessing user
engagement in human-agent interaction. It presents three studies that have been con-
ducted within the Greta/VIB platforms. These studies aimed at designing engaging
agents using different interaction strategies (alignment and dynamical coupling) and
the expression of interpersonal attitudes in multi-party interactions.

Keywords Embodied Conversational Agent · Interaction strategies · Socio-
emotional behavior · User engagement

7.1 Introduction

One of the key challenges of human-agent interaction is to maintain user engage-
ment. The design of engaging agents is paramount, whether in short-term human-
agent interactions, or for building long-term relations between the user and the agent.
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Many applications of human-agent interaction such as tutoring systems [45], ambient
assisting living [12, 61] or virtual museum agents [24, 31, 58, 72] show the impor-
tance of the engagement paradigm. In ambient assisted living and tutoring systems,
for example, the challenge is to maintain user engagement over many interactions,
while in museum applications, the key issue is to invite visitors to interact and keep
them engaged during the interaction for as long as possible.

In the human computer interaction literature, the issue of engagement is addressed
from different angles. An interesting way of structuring such a literature is to rely on
the distinction provided by Peters and colleagues [105], who distinguished the two
following components underlying the engagement process: the attentional involve-
ment and the emotional involvement. It is important to notice that, even though some
studies focus more on one of these two components, they interleave, as the attention
is driven by emotions. The definitions provided by Sidner and Dzikovska [125]—
“the process by which individuals in an interaction start, maintain and end their
perceived connection to one another”—focus on the attentional involvement, while
[47, 63] focus on emotional engagement. In particular, in [63] they concentrate on
empathic engagement—“Empathic engagement is the fostering of emotional involve-
ment intending to create a coherent cognitive and emotional experience which results
in empathic relations between a user and a synthetic character”. Another major dis-
tinction provided by Bickmore et al. [14] differentiates short-term versus long-term
engagement. The former deals with user engagement in performing a task1 while
interacting with the agent. The latter implies much longer periods of interactions
with the system and concerns the degree of involvement of the user over time.

The present chapter provides a review of the various literature dealing with
the common objective of fostering user engagement in human-agent interactions
(Sect. 7.2). The literature calls in different research fields ranging from social signal
processing and affective computing to dialogue management and perceptive studies.
Then, we focus on the description of examples of studies carried out inside a common
platform—the Greta platform—(Sect. 7.3). Finally, we conclude and provide some
tracks for the future design of engaging agents.

7.2 Designing Engaging Agents—State of the Art

“Embodied Conversational Agents (ECAs) are virtual anthropomorphic characters
which are able to engage a user in real-time, multimodal dialogue, using speech,
gesture, gaze, posture, intonation and other verbal and nonverbal channels to emulate
the experience of human face-to-face interaction” [32]. Following this definition, in
this section, we review the different research themes and issues involved in the
usage of ECAs in order to foster user’s engagement. These issues are represented in

1In this case, the task can just be interacting with the agent.
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Fig. 7.1 The diagram shows the main research themes in the area of designing engaging agents.
The focus is on the generation (agent) and the recognition (user) of socio-emotional behavior

the diagram in Fig. 7.1 which also shows the main multimodal channels adopted in
human-agent interaction: non verbal and non vocal signals such as facial expressions,
vocal signals such as prosody, and verbal content, such as word choice.

First, user’s verbal and non verbal behavior should be taken into account by
analysing the different modalities, on the one hand (Sect. 7.2.1) and the ECA should
express relevant socio-emotional behavior through these modalities, on the other
hand (Sect. 7.2.2). Then, multimodal dialogue management should be considered.
In particular, we should address how to implement socio-emotional interactions
between the user and the agent (Sects. 7.2.3 and 7.2.4). Finally, evaluation issues
are paramount in human-agent interactions. The main questions are how to measure
the impact of the design of engaging agent on user’s impression (Sect. 7.2.5) and
how to evaluate the ‘success’ of the interaction by analyzing the user engagement
(Sect. 7.2.6).

7.2.1 Taking into account Socio-Emotional Behavior

ECAs aim at facilitating the socio-emotional interaction between the human and the
machine. The socio-emotional aspect is a main prerequisite for a fluent interaction
and thus for user’s engagement. It relies on the development of agents endowed with
socio-emotional abilities i.e. agents that are able to take into account user’s social
attitudes and emotions.

The user’s expression of socio-emotional behavior can be both verbal and non-
verbal (acoustic component of speech, facial expressions, gesture, body posture).
Existing studies focused on the acoustic features such as prosody, voice quality or
spectral features [27, 38, 124] and more generally on non-verbal features (posture,
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gesture, gaze, or facial expressions [89]) for emotion detection. Recently, the analysis
of emotion has been integrated in a more general domain which considers also social
behavior: the domain of social signal processing [138].

The analysis of non-verbal emotional content is widespread in human-agent inter-
action [96, 123, 128, 143]. The detection of the user’s socio-emotional behaviors
takes part in the inputs of agent’s socio-emotional interaction strategies. It can also be
considered as an input of a global user model for the building of long-term relations
between the user and the agent [14]. It is strongly linked to user engagement: the
detection of negative emotional states of the user is considered as a premise of user
disengagement in the interaction [121]. Besides, avoiding (and thus, detecting) user
frustration is also a key challenge to improve user learning in tutoring systems [77].
This statement is reinforced in [102] where they claim that it is important to consider
students’ achievement goals and emotions in order to promote their engagement and
in [45], where they provide an Affective auto-tutor agent able to detect student’s
boredom and engagement. It is also interesting to note that some studies are not con-
sidering the socio-emotional level to detect engagement or disengagement but prefer
to consider directly the signal level such as face location [17]. This last type of studies
is efficient to detect user disengagement such as quitting the interaction. However,
analyzing socio-emotional behavior as a cue of user engagement or disengagement
supports the detection of subtler changes in the user engagement process.

The verbal content of emotions corresponds more to sentiment, opinion (see [87]
for a discussion about the different terminologies) and attitude [120]. It begins to
be integrated for the analysis of user socio-emotional behaviors. Natural language
processing is yet not necessarily restricted to the analysis of the topic of user’s
utterance and can now give access to these socio-emotional cues [37]. In this way,
in [142] they provided a system based on verbal cues that distinguished neutral,
polite and frustrated user states. In [128], they proposed a classification between
positive vs. negative user sentiment as an input of human-agent interaction. In [74]
they provided a model of user’s attitudes in verbal content grounded on the model
described in [83] and dealing with the interaction context: as the previous agent’s
utterance can trigger or constrain an the user’s expression of attitude, its target or its
polarity, themodel of the semantic and pragmatic features of agent’s utterance is used
to help the detection of user’s attitude. Relying on the joint analysis of the agent’s
and the user’s adjacent utterances, in [75] they provide a system able to detect user’s
like and dislike and devoted to the improvement of the social relationships between
the agent and the user.

7.2.2 Generation of Agent’s Socio-Emotional Behavior

An engaging agent in addition to perceiving the user’s level of engagement should
alsobe capable ofmaintaining it by exhibiting the appropriate socio-emotional behav-
ior during the interaction. Two major issues arise regarding (1) the type of behavior
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to display and (2) when it should be exhibited. In this section we start by discussing
the first issue continuing with the second one in Sect. 7.2.3. In particular, we describe
several approaches adopted for the generation of multimodal behavior supporting the
expression of social attitudes and emotions.

Expression of social attitudes As for modeling multimodal behaviors associated
to social attitudes, several approaches rely on the Interpersonal Circumplex of atti-
tudes proposed by Argyle [5] and on the correlation between specific behavior pat-
terns and the expression of attitudes according to Burgoon and colleagues [22]. Two
dimensions are considered, namely liking (or affiliation) and dominance (or status)
[24, 36, 56, 76, 112]. Multimodal behaviors including gaze and head movement,
bodyorientation, facial expression, use of personal space canbe exhibited for express-
ing different attitudes. In order to find out and to be able to model such a correla-
tion between behaviors and attitudes, different methodologies have been proposed.
Bickmore and colleagues [16] have incorporated findings from social psychology to
specify the behavior of their relational agent Laura. Experimental studies have been
designed where human subjects were asked to indicate their perception of social
attitudes of virtual agents [7, 8]. They show the importance of flirting tactics through
gaze behaviors and expressive mimics in order to establish a first contact between
the agent and the user [7] and that gaze behaviors and the linguistic expression of
disagreeableness have a significant effect on the perception of dominance [8]. Sev-
eral researchers collected and analyzed corpora of interacting human participants
[36, 76], allowing the extraction of behaviors patterns linked to social attitudes.
Ravenet et al. [112] used a crowd sourcing method asking human subjects to design
agents with different attitudes by selecting multimodal behaviors through an interac-
tive interface. The perception of a behavior (e.g. a smile) may vary depending on the
chosen timing and context in which it is exhibited. For example, a smile followed by
a gaze shift conveys a different attitude compared to a smile followed by a leaning
toward the interlocutor. According to this, Chollet and colleagues [36] proposed to
model the expression of an attitude as a sequence of behaviors. From the analysis of
a corpus which has been annotated on two levels, attitudes and multimodal behav-
iors, sequences of multimodal behaviors linked to an attitude, are extracted using a
sequence mining approach as suggested in [129].

While several studies focused on expressing social attitudes in face-to-face inter-
action, others have looked at the expression of an attitude by an agent in a multi-party
interaction (e.g. in a conversing group) [55, 76, 112]. In such scenarios, the behavior
exhibited by an agent needs to take into account the behaviors exhibited by other
participants (for example in a group conversation) in order to compute the intended
attitudes. In the project Demeanour [56], they modeled the posture and the gaze
direction of virtual agents interacting with each other. The agents adapted their gaze
direction, in particular their amount of mutual gaze, based on their attitudes toward
each other. Ravenet et al. [114] went further in this direction and proposed a model
of turn-taking. Depending on the attitudes toward each other (that may or may not be
symmetrical), the agents adapt their spatial relations, their body orientation, gesture
quality. They also change their manner to take the speaking turn or to handle inter-
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ruption. For example, an agent that is dominant towards another has the tendency to
interrupt the latter while it holds the speaking turn.

Expression of emotions Early ECAs models (c.f. [11, 103]) focused on the six
prototypical expressions of emotions namely: anger, disgust, fear, joy, sadness and
surprise (see [49]). However these expressions are barely used in interaction. Later
on, researchers focused on endowing an agent with more subtle and more varied
expressions of emotions. The proposed models can be distinguished by the theoret-
ical model of emotions they used. Three main approaches can be reported: discrete
emotion theory, dimension theory and appraisal theory. Computational models of the
expressions of emotions rely on one of these models.

The discrete emotion theory introduced by Ekman [48] and Izard [68] claims that
there is a small set of primary emotions that are universally produced and recog-
nized. The expressions of these emotions can be blended as suggested by Ekman and
Friesen [49]. As above mentioned, early models were built using findings from these
theoretical models. Models of expression blending have been proposed in [21, 91].
Fuzzy logic was used to blend expressions of two emotions on the different parts of
the face.

The dimensional theory describes emotions along a continuum over two
[107, 117], or three [84], or even four dimensions [51]. The most common dimen-
sions are pleasure, arousal and dominance. Emotions are no longer referred by a label
(e.g., relief, regret) but by their coordinates in space. Computational models relying
on dimensional representations make use of this continuum. They propose to create
new expressions as the blending of facial expressions of known emotions placed in
the 2D or 3D space. One of the first models was proposed by Ruttkay et al. [118].
The authors have developed a tool called Emotion Disc. Expressions of the six pro-
totypical emotions are placed around a circle. The distance from the center to the
outer of the circle indicates the intensity of the expression. A new expression can be
created as a linear interpolation of these prototypical expressions. Other researchers
[3, 136] proposed to calculate a new expression by interpolation between the closest
known expressions. The interpolation can be done in 2D [136] and in 3D [3] space.
Such approaches allow computing intermediate expressions from existing ones.

In [18, 59] they followed a very different approach. While the methods just pre-
sented are based on the prototypical expressions, these latter authors create a large set
of facial expressions by composing randomly actions units defined with FACS [50].
Then they ask participants to rate the expressions along 2D [59] or 3D [18] space.

Appraisal theory views emotions as arising from the evaluation of an event, object,
or person along different dimensions. In particular, the Componential ProcessModel
(CPM) introduced by Courgeon et al. [119] makes predictions between how an event
is appraised and the facial response. Few attempts [39, 97], have been made to
implement how the facial responses are temporally organized to create the expression
of emotion. Thus the expression of emotion does not correspond to a full-blown
expression that arises in a block; rather it is made of a sequence of signals that
arises and is composed on the face. In [92, 141], they pushed forward this idea.
Based on a corpus analysis where multimodal behaviors have been annotated, the
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authors extract sequences of behaviors linked to emotions either manually [92] or
automatically [141] using the T-patternmodel developed by [81]. From the extraction
of the data, Niewiadomski and colleagues [92] defined a set of rules that encompasses
the spatial and temporal constraints of the signals in the sequences. Such models
allow generating the expressions of emotions as sequences of temporally-ordered
multimodal signals.

7.2.3 Socio-Emotional Interaction Strategies

In addition to the requirement of taking into account user socio-emotional behavior,
on the one hand and to generate believable and engaging socio-emotional behavior
of the agent, on the other hand, HCI requires to define the socio-emotional strategies
linking the user input to the agent output. Existing strategies do not always have the
explicit goal of fostering user engagement. In this paragraph, we focus on examples
of strategies that have been explicitly used to foster user’s engagement or to improve
feelings of rapport, a concept which is strongly linked to engagement [14].

Providing backchannels and feedbacks is a key strategy for maintaining user
engagement by providing agent’s listening behaviors [73]. Thus, in the study of
D’Mello and Graesser [45], the Auto-tutor agent provided feedback in order to help
students to regulate their disengagement (boredom, etc.). In [122], the agent was
able to generate multimodal backchannel (smile, nod, and verbal content) when it is
listening to the user, and the timing of the backchannel—that is when to trigger the
backchannel—was provided by probabilistic rules. In [135], they provided another
rule-based model in order to predict when a backchannel has to be triggered as a
reaction to prosody and pause behaviors. In [86] they used sequential probabilistic
models, an interesting method to predict jointly when and how to generate backchan-
nels in the listening phase of the agent. The timing issue of backchannel is close to
the issue tackled in turn-taking strategies, that is, when the agent has to take or
give the floor. As described in Sect. 7.2.5, researchers presented different turn-taking
strategies and evaluated their role on the user’s impressions [79, 80].

Politeness strategies are also associated with the concept of engagement. They
provide to the agent a social intelligence [139] and allow it to be perceived as more
engaged in the interaction [57]. In [4], politeness strategies were used as an answer to
the expression of negative emotional states by the user to adjust the politeness level
of their virtual guide. The more the interlocutor is in a negative emotional state, the
more the guide has to be polite. However, Campano et al. [28] showed that in certain
situations such as in video games, the agent has to express impoliteness to be more
believable.

Endowing agents with humor may be a smart answer when the user is confused in
front of some dysfunctions of the interaction system.Dybala and colleagues [47] pro-
posed a humor-equipped casual conversational system (chatbot) and demonstrated
that it enhances the user’s positive engagement/involvement in the conversation.
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A last example of smart strategies dedicated to improve user engagement is the
management of agent’s surprise. Bohus and Horvitz [17] proposed to communicate
the robot’s surprise when the user seemed to be disengaged in the interaction by
using linguistic hesitation.

7.2.4 Alignment-Related Processes

Alignment [106] of ECA’s behavior on the user is another strategy for improving
user’s engagement. Various approaches are used to design alignment processes or
similar processes. These processes differ on the way they integrate the temporal
and dynamic aspects. For example, mimicry is defined as the direct imitation of
what the other participant produces [10], while synchrony is defined as the dynamic
and reciprocal adaptation of temporal structures of behaviors between interactive
partners [42]. The processes also differ on the levels atwhich they occur.At the lowest
level, the processes concern the imitation of different modalities: body postures [34],
gestures [85], accent and speech rate [54], phonetic realizations [98], word choice
[53], repetitions [10, 140], syntax [19] and linguistic style [90].

The higher levels are mental, emotional or cognitive levels. Emotional reso-
nance [60], affiliation [130]—that is alignment on users opinion or attitude (see
Sect. 7.3.3)—and alignment at the level of concepts [20] are examples of high-level
processes. But the different levels interleave. For example, copying gestures can be
viewed as a way to establish and maintain an empathetic connection [33].

Alignment-related processes have been largely studied through linguistic studies
dedicated to the observation of corpora. However, recent years have seen an increase
of interest in the implementation of alignment-related processes in human-computer
interactions, and in human-agent interactions, in particular. Implementations of align-
ment strategies in human-computer dialogues concernedmainly alignment on lexical
and syntactic choices [23], while the human-agent face-to-face interactions further
implementations of non verbal alignment. It is also interesting to notice that the
terminology used in human-agent interaction is slightly different from the one used
in corpus studies. In human-agent interaction, the terminology includes terms such
as: mimicry [64], coordination [60, 71], synchrony [42], social/emotional resonance
[60, 71], emotional mirroring [1], and dynamical coupling [109].

Some researchers attempted to implement complex alignment-related processes
in simulated agent-agent interactions, dealing with social resonance and coverbal
coordination in [71] and smile reinforcement between two virtual characters [95].

In summary, the literature on the design of socio-emotional interaction strate-
gies is plentiful in the ECA community. Sophisticated interaction strategies such
as alignment-related processes are even more frequent and begin to be effectively
integrated in ECA platforms.



7 Fostering User Engagement in Face-to-Face Human-Agent Interactions: A Survey 101

7.2.5 Impact on User’s Impression

Users’ evaluation of agents’ behavior and interaction strategies are fundamental
for designing believable and engaging agents. Recent studies focused on evaluat-
ing agents’ nonverbal multimodal behavior during the first interaction and, some in
particular, focused on the very initial moments. In light of Bickmore’s distinction
between short vs. long term engagement (cf. Sect. 7.1), evaluating the user’s impres-
sions of an agent addresses usability issues in both short and long term interactions.
The idea is that a more engaging agent during the first interaction is likely to form a
positive impression and be accepted by the user, thus promoting further interactions
[9, 24].

There is a great deal of information that can be picked from observing an agent’s
multimodal behavior during the interaction, some of the relevant studies presented in
this section mainly dealt with the user’s impressions of the agent’s friendliness, dom-
inance, agreeableness, warmth and competence. Therefore, the emphasis has been
on agent’s characteristics such as interpersonal attitude towards the user, personality
and skill level in a selected context (e.g. competence), that can be extrapolated from
brief observations of multimodal behavior.

Maat et al. [79, 80] showed how a realization of a simple communicative func-
tion (for managing the interaction) could influence users’ impressions of an agent.
They focused on impressions of personality (agreeableness), emotion and social atti-
tudes (i.e. friendliness) through different turn-taking strategies in human face-to-face
conversations applied to their virtual agents in order to create different impressions
of them. Fukayama and colleagues [52] proposed and evaluated a gaze movement
model that enabled a virtual agent to convey different impression to users. They used
an “eyes-only” agent on a black background and the impressions they focused on
were affiliation (friendliness, warmth) and status (dominance, assurance). Similarly,
Takashima et al. [132] evaluated the effects of different eye blinking rates of virtual
agents on the viewers subjective impressions of friendliness (a blink rate of about 18
blink/min for the avatarmakes a friendly impression), nervousness (higher blink rates
reinforced nervous impressions) and intelligence (lower blink rates gave intelligent
impression).

Niewiadomski and colleagues [93] analyzed how the emotional multimodal
behavior of a virtual assistant expressing happiness, sadness and fear influenced
user’s judgments of agent’s warmth, competence and believability. In particular,
socially appropriate emotions expressed by the agent led to higher perceived believ-
ability. Then they also found that the perception of agents’ believability was highly
correlated to the two major socio-cognitive dimensions of warmth and competence.

In [25, 26] they investigated how users interpreted an agent’s nonverbal greeting
behavior (i.e. smile, gaze and proxemics) in a first encounter in terms of friendly
interpersonal attitudes and extraverted personality [26]. In a follow-up study they
discovered that a friendly interpersonal attitude expressed with more smiling and
gazing at user is more relevant than expressing extraversion with proxemics behavior
when it comes to decide whether to continue the interaction with an agent [25].
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Bergmann et al. [9] studied how appearance and nonverbal behavior, in particu-
lar gestures, affected the perceived warmth and competence of virtual agents over
time. Their goal was to study how warmth and competence ratings changed from a
first impression after a few seconds to a second impression after a longer period of
human-agent interaction, depending on manipulations of the virtual agent’s appear-
ance (robot-like character vs. anthropomorphic virtual agent) and gestural behavior
(absent vs. present). Results indicated that impressions of warmth changed over time
and depended on the agent’s appearance. Evaluations of competence also changed
but seemed to depend more on gestural behavior.

Virtual and robotic conversational agents have been deployed in public spaces for
field studies. These deployments allowed researchers to move from the controlled
laboratory settings to a more natural real life environment. Researchers have exam-
ined different engagement strategies in first user-agent encounters in such locations
(e.g. museums, reception halls) where a multitude of users is present. Experiments
conducted in these settings yielded more natural data, but they face a challenging
environment that can be noisy, for example, in a museum there could be distracting
or competing stimuli.

Gockley and colleagues [58] built a robot receptionist installed in a hall atCarnegie
Mellon University, in USA. Valerie was able to give directions to visitors and look
up the weather forecast while also exhibiting a compelling personality and char-
acter to encourage multiple visits over extended periods of time. The robot classi-
fied users according to an attentional zone based on their proximity and orientation
(e.g. “engaged” visitors were close by the exhibit but not facing directly it).

Kopp et al. [72] installed Max in the Heinz Nixdorf Museums Forum (HNF), in
Germany. Max was projected on a life-size screen and it was designed for being an
enjoyable and cooperative interaction partner. It was able to engage with visitors in
natural face-to-face conversations with a German voice accompanied by appropriate
nonverbal behaviors such as facial expressions, gaze, and locomotion.

Cafaro et al. [24] conducted a study on Tinker at the Boston Museum of Science.
Tinker was a human-sized conversational agent displayed as a cartoonish anthro-
pomorphic robot that was capable of describing exhibits in the museum, giving
directions, and discussing technical aspects of its own implementation. It used non-
verbal conversational behavior, empathy, social dialogue, reciprocal self-disclosure
and other relational behavior to establish social bonds with users. Tinker exhibited
different greeting behaviors to approaching visitors (e.g. smiling behavior for friend-
liness). The visitors’ commitment to interact with the agent was taken as behavioral
measure of user’s engagement. In the specific context of a first approach towards
the exhibit, this measure was obtained by counting four possible actions from the
moment the visitor was in the exhibit’s area to the beginning of the interaction with
the agent. These possible actions were: (i) walking past the exhibit, or (ii) finish-
ing the approach towards the exhibit, (iii) following some instructions provided by
Tinker on how to interact and (iv) effectively starting a conversation. There weren’t
significant differences among the groups receiving different greeting styles (i.e. no
reaction, friendly and unfriendly), however trends seemed to indicate that the friendly
version encouraged visitors to undertake more actions.
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In summary, laboratory and field studies have been conducted to evaluate user’s
impressions of virtual and robotic agents. These studies focused on particular dimen-
sions of first impressions such as interpersonal attitude and personality in order to
make agents more engaging and accepted for long-term interactions.

7.2.6 Methodologies for Evaluating User Engagement
in Human-Agent Interactions

So far we discussed state-of-the-art techniques and strategies for designing engaging
ECAs in face-to-face or multi-party interactions with users. We also briefly reviewed
some studies aimed at evaluating the impact of agents’ exhibited socio-emotional
behavior on user’s impressions of ECAs. These studies focused on specific dimen-
sions of user’s impressions (e.g. agent’s interpersonal attitude, competence, warmth)
that are likely to improve the level of engagement with the agent. In this section, we
move further from the mere assessment of users’ first impressions by providing a
brief survey on existing methodologies adopted by researchers to assess the user’s
engagement.

User engagement with an ECA, in general, can be measured via user self-reports
(i.e. subjective); by monitoring the user’s responses, tracking the user’s body pos-
tures, intonations, head movements and facial expressions during the interaction
(i.e. objective); or by manually logging behavioral responses of user experience (i.e.
behavioral or annotated). This reflects a common categorization in experimental
design [40]. A researcher could attempt to adopt any of the three above-mentioned
approaches (or even combinations of those) to capture engagement.

Prior to providing some examples adopting these different methodologies, we
should consider another factor that affects the assessment of engagement. In partic-
ular, the time window within which users should be asked (or measured) to express
(or being detected) the level of engagement with an ECA. Reporting on paper or on
a digital questionnaire sheet is the most popular approach to subjective assessment
for user engagement, either asking the user upon showing a stimulus or at the end
of a series of stimuli. However, there are two extremes that could be considered.
One is focusing on real-time assessments during the interaction (mostly suitable, for
example, when taking objective physiological measurements). On the other hand,
there could be a longitudinal assessment taken over repeated interactions in a time
span that might cover days, weeks or months of user-agent interactions. We refer to
these different timings for assessing engagement as: within-interaction (during the
interaction, for example at the end of the agent’s turn), end-interaction and over-
several-interactions (i.e. in longitudinal studies over multiple interactions).

Subjective assessments of engagement to date have been obtained through ques-
tionnaires with closed or open questions, or with structured interviews. Methods
such as self-report closed questionnaires are constraining users into specific ques-
tionnaire items yielding data that can be easily used for analysis.However, there could
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be experimental noise in the responses. For example, participants might be biased
after repeated interactions and there could be users’ memory limitations about the
perceived agent’s behavior if asked at the end of interaction (post-stimuli), and self-
deception (i.e. user not providing the true responses). Example of questionnaires
adopted for measuring engagement can be found in an evaluation study presented
in [67] and as a dimension of the Temple Presence Inventory (TPI) [78]. In [126],
for instance, they adapted the TPI dimensions for studying user-robot engagement.
Furthermore, in [46] they developed the Post-Lecture Engagement Questionnaire
that required participants to self-report their engagement levels after each lecture.
There were three questions which asked participants to rate their engagement at the
beginning, middle, and end of each lecture. Participants indicated their ratings on a
six-point scale ranging from (1) very bored to (6) very engaged.

Interviewsmay offer richer information, but the nature of these less structured data
compared to quantitative data is harder to analyze. Example of these assessments are
structured interviews or free text responses (leading to, for example, adjective analy-
sis). Traum and colleagues [134] measured visitors’ engagement when interacting
with a pair of museum agents by adopting a mixed approach with both a self-report
questionnaire and interviewing subjects at the end of the interaction.

The administration of subjective assessments is usually done at the end of the
interaction or over several interactions. It might be intrusive and hard to obtain
within-interaction (i.e. questions appearing during the interaction).

Finally, an example of longitudinal assessment with focus on building a working
alliance between user and agent in the health domain can be found in [13].

Objective studies rely on automatic detection of physiological [35], verbal or non
verbal signals that can be linked to engagement. They can be driven both within the
interaction, at the end of the interaction or longitudinally (over several interactions).
Analysis of user engagement within the interaction can be provided by automatic
analysis such as the one described in Sect. 7.2.1 by analyzing speech prosody or body
postures, emotions and attitudes in order to infer user engagement. Unlike subjective
self-reports, automatic analysis provides both information on the evolution of the user
engagement within the interaction and global evaluation of user engagement. Simple
automatic measurements at the interaction level can also be provided: Bickmore and
colleagues [15] measured the total time inminutes each visitor spent with a relational
agent installed in a museum.

Another way to assess user engagement within the interaction and to capture its
evolution along the interaction is to carry out behavioral studies. Sidner et al. [126],
thus provided annotations of videotaped interactions between the user and a robot
including the duration of the interaction, the amount of shared looking (looking
the same object), mutual gazes (looking at each other), looking at the robot during
the humans turn and overall amount of time the user spent looking at the robot. In
[88] they describe a study in which a user interacted with an ECA and an external
observer watched this interaction. In addition, a push-button device was given to both
the user and the observer. The user was instructed to press the button when the agents
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explanation was boring and the user would like to change the topic. The observer
was instructed to press the button when the user looked bored and distracted from
the conversation.

A strength of behavioral and objective studies is their lack of intrusion into the
user-agent interaction experience. However, objective studies can be exposed to
detection errors, for example when automatically recognizing user’s multimodal
behavior and behavioral studies are subjected to labelers subjectivity even though
they are more shielded from subject bias than subjective studies.

Like subjective studies, objective and behavioral studies are relevant for a longitu-
dinal assessment of engagement over several interactions, an issuewhich is especially
important for applications such as assisted living [14].

7.2.7 Summary of the Key Points for the Design
of Engaging Agent

The socio-emotional component has a key role in the design of engaging agent. The
literature onusers’ emotion recognition andon thegenerationof the agent’s emotional
behavior begins to have a quite long tradition and to offer a range of satisfactory
tools for non-verbal aspects. Further work needs to be done concerning the analysis
of the user’s verbal socio-emotional content and the use of user socio-emotional
behavior in socio-emotional interaction strategies. Besides, the integration of social
component with the generation of agents’ social stances is more recent and is a
promising contribution to the engagement paradigm inhuman-agent interaction.Next
section provides a summary of studies dealing with these three scientific challenges:
integration of the verbal content (Sect. 7.3.3) and of the non verbal content in socio-
emotional interaction strategies (Sect. 7.3.2); and the expression of social stances in
multiparty group interaction (Sect. 7.3.4).

7.3 Overview of Studies Carried Out in GRETA and VIB

The design of engaging agents has been implemented by several studies around a
same platform that makes it possible to integrate the different modules required for
an engaging human-agent interaction—from the detection of user socio-emotional
behavior to the generation of agent socio-emotional behaviors: the Greta system and
VIB platform. In this section, we first present the architecture of the Greta system,
then we show the extension of this system in the VIB platform, and finally, we
present three different studies dedicated to foster user engagement that have been
implemented in VIB/Greta. The first two studies deal with computational models
of alignment-related processes (dynamical coupling and alignment) as described in
Sect. 7.2.4. In particular, Sect. 7.3.2 shows how dynamical coupling can improve user
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experience and contribute to user engagement and Sect. 7.3.3 focuses on alignment
strategies and their impact on user engagement. The third study focuses on user expe-
rience and engagement in multiparty interactions with conversing group of virtual
agents.

7.3.1 Greta System and VIB Platform

The Greta system allows a virtual or physical (e.g. robotic) embodied conversational
agent to communicate with a human user [94, 95]. The global architecture of the
system is depicted in Fig. 7.2. It is a SAIBA compliant architecture (SAIBA is a
common framework for the autonomous generation of multimodal communicative
behavior in Embodied conversational agents [70]). The main three components are:
(1) an Intent Planner that produces the communicative intentions and handles the
emotional state of the agent; (2) a Behavior Planner that transforms the communica-
tive intentions received in input into multimodal signals and (3) a Behavior Realizer
that produces the movements and rotations for the joints of the ECA.

A Behavior Lexicon (i.e. Agent Behavior Specification in Fig. 7.2) contains pairs
of mappings from communicative intentions to multimodal signals. The Behavior
Realizer instantiates the multimodal behaviors, it handles the synchronization with
speech and generates the animations for the ECA.

The information exchanged by these components is encoded in specific represen-
tation languages defined by SAIBA. The representation of communicative intents is
done with the Function Markup Language (FML) [65]. FML describes communica-
tive and expressive functionswithout any reference to physical behavior, representing
in essence what the agent’s mind decides. It is meant to provide a semantic descrip-

Fig. 7.2 The Greta system
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tion that accounts for the aspects that are relevant and influential in the planning
of verbal and nonverbal behavior. Greta uses an FML specification named FML-
APML and based on the Affective Presentation Markup Language (APML) intro-
duced by [41]. FML-APML tags encode the communicative intentions following the
taxonomy defined in [108], where a communicative function corresponds to a pair
(meaning,signal). The meaning element is the communicative intent that the ECA
aims to accomplish, whereas the signal element indicates the multimodal behavior
exhibited in order to achieve the desired communicative intent.

The multimodal behaviors to express a given communicative function to achieve
(e.g. facial expressions, gestures and postures) are described by the BehaviorMarkup
Language (BML) [70, 137].

The Greta system has been embedded in the Virtual Interactive Behavior (VIB)
platform [99].Anoverviewof theVIBarchitecture is shown inFig. 7.3.VIBenhances
Greta with additional components that allow the ECA to detect its environment
(i.e.Perceptive Space in Fig. 7.3), and to interact with the userwhile constantly updat-
ing the agent’s mental and emotional states. Thus, an ECA’s mental state includes
information such as beliefs, goals, emotions and social attitudes.

The agent’s emotional state is computed with the FaTiMa emotion model by [43].
A dialogue manger computes the utterances spoken by the agent as a function of
both its mental state and previous verbal content exchanged with the user. Currently
VIB integrates the DISCO dialogue manager developed by [116]. The output of this
component is sent to the agent’s intent planner.

Fig. 7.3 Global architecture of the VIB platform
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Different external tools plugged-in the VIB platform (i.e. SHORE facial
expressions, SEMAINE facial action units and acoustics, and speech recognition
as shown on the right side of Fig. 7.3) allow an agent to detect and interpret user’s
audio-visual input cues captured with devices such as cameras, Microsoft’s Kinect
and microphones. These information are provided to the agent via the Perceptive
Space module. A direct link between this module and the Behavior Realizer allows
the agent to exhibit reactive behaviors by quickly producing the behavior to exhibit
in response to user’s behavior, as for back-channels for example.

Finally, the Motor resonance manages the direct influence of the socio-emotional
behaviors of the user (agent perceptive space) to the ones of the agent (agent produc-
tion space) without cognitive reasoning. In particular, it allows the ECA to dynami-
cally mimic the behavior of the user.

7.3.2 Modeling Dynamical Coupling

The study presented in this section focused on the Motor Resonance module in the
GRETA platform. This study is about mirroring of human laughter by an ECA during
an interaction.We refer to this process as dynamical coupling. The tool supporting the
modeling of dynamic coupling in the platform can be used for other communicative
functions. An interface allows us to connect the detected users inputs to ECA’s
animation parameters through a neural network.

Laughter is a social signal that has many functions in dialogue. For example, it
allows someone to display a feeling of pleasure consecutively to positive events,
such as receiving compliments [110] or perceiving a humorous stimulus. Laughter
also serves to hide one’s embarrassment [66], or to be cynical. It helps to create
social bonds within groups [2], and regulates the speech flow in conversation [110].
These socio-emotional communicative functions are important in interaction. It is
then important to enable ECAs to laugh in order to improve the quality of human-
agent interaction, and to enhance user involvement. To this end, we defined a model
of laughter [44], currently integrated in the GRETA architecture, and we conducted
an evaluation that explores the role of laughter mirroring (dynamic coupling) in
human-agent interaction [100]. Our goal was to study how the adaptive capabilities
of an ECA, through the imitation of user’s behaviors, could enhance user experience
during human-agent interaction.

The setting of the experiment was an interactive installation called LoL, Laugh
out Loud (ref). In this setting, a user and an ECA are listening to music inspired
from the compositions by P. Shickele P.D.Q Bach. These recordings were created
with the aim of making the listeners laugh. The ECA is able to tune on the fly the
behavioral expressivity if its laughter according to the user’s behavioral expressivity,
hence creating a phenomenon of dynamic coupling between the ECA and the user.
The parameters for the expressivity of ECA’s laughter are the torso orientation, and
the amplitude of laughter movements. For example, if the user does not laugh and
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or does not move at all, ECA’s laughter behavior will be inhibited. On the contrary,
if the user laughs out loud and moves a lot, ECA’s laughter will be amplified.

The experimental study was conducted with 32 participants. Two conditions were
tested: (i) the ECA takes user’s behaviors into account to modulate the expressivity
of its laughter, (ii) the ECA does not take user’s behaviors into account. Once the
participants had listened to two short musical compositions, they had to answer a
questionnaire measuring ECA’s social presence. The analysis of the results revealed
that when the ECA takes user’s behavior into account to modulate its laughter, its
social presence as perceived by the participants is greater than when it does not. The
participants had the feeling that it was easier to interact with the ECA, and they had
the impression they were both in the same place and that they laughed together.

In this study, the ECA behavior was generated by taking into account the user’s
behavior. This modulation, which takes into account human acoustic and movement
features, acts upon several parameters controlling agent’s animation. We chose to
inhibit or to amplify the intensity of ECA’s behaviors in mirroring the intensity of
user’s behaviors. Mirroring can be seen as a form of alignment between an ECA
and a user. The next section presents a study exploring verbal alignment between an
ECA and a user.

7.3.3 Enhancing User Engagement through Verbal
Alignment by the Agent

Amodel of verbal alignment allowing an ECA to share appreciationswith a user [30],
referred as the Appreciation Module, was integrated in the GRETA platform as an
Intention Planner. It takes as inputs ECA’s preferences encoded in the Agent Mind.
The Appreciation Module provides supplementary functionalities for dialogue man-
agement, in addition to theDISCOdialoguemanager [116], integrated in theGRETA
platform.

The development of the Appreciation Module is conducted in the framework of
the national French project A1:1. The project’s goal is to set a life-sized ECA in
a museum where it plays the role of a visitor. The module, in particular, aims at
enabling the ECA to engage museum visitors by sharing appreciations on different
topics, such as an artwork, or a specific painting style. Expressing evaluation opinion
or judgment is a basic activity for visitors in a museum [127], and it is important
to build rapport and affiliation between two speakers, which contributes to their
engagement [144]. Our model is twofold: it focuses on how an ECA can generate
appreciation sentences, and when the ECA should effectively use them.

We modeled two types of alignment processes occurring during the sharing of
appreciations between an user and the ECA: alignment at the lexical level through
other-repetition (OR), and alignment at the level of polarity between a user’s appre-
ciation and an ECA’s appreciation on the same topic. OR is the intentional repetition
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Fig. 7.4 A user interacting
with Leonard during our
study conducted in the
laboratory

by the hearer of part of what the speaker has just said, in order to convey a commu-
nicative function that was not present in the first instance [6, 10, 104, 133], such as
an emotional stance [131].

Our computationalmodel enables anECA to express emotional stanceswith other-
repetitions [30]. This model is grounded on a previous analysis on the SEMAINE
corpus [29], where we found several occurrences of ORs expressing emotional
stances. Our model integrates 3 emotional stances: surprise, positive appreciation,
negative appreciation. The selected emotional stance depends on user’s appreciation
and ECA’s preferences, and they are expressed by the ECA in the form of a verbal
appreciation, as defined in [82] (e.g.: “I consider it beautiful.”).

An evaluation of the appreciation sentences generated by themodelwas conducted
with the ECA Leonard designed for the A1:1 project. We simulated a small museum
in our laboratory; We hung 4 pictures of existing artworks in the corridor. Each
participant was asked to watch them, then to talk to Leonard (see Fig. 7.4), and
ultimately fill in a questionnaire.

Thirty-four participants took part in the experiment. The results issued from sub-
jective reports showed that the presence or absence of ORs in ECA’s appreciations
does not seem to have an effect on the perception of user’s own engagement, or on
ECA’s believability perceived by the user. However, the presence of ORs in ECA’s
appreciations had a positive effect on participants’ feeling that they shared the same
appreciations as the ECA.

To improve these results, we developed an extension of the previous model dedi-
cated at deciding when to trigger an exchange of appreciations between the ECA and
the user [31]. This sharing of appreciations, represented as a task, is added on the fly
in the dialogue plan when the user shows a low level of engagement while interacting
with an ECA. For future work, we plan to conduct an evaluation of the model with
different conversational strategies, such as triggering a sharing of appreciations when
user engagement is high versus low.



7 Fostering User Engagement in Face-to-Face Human-Agent Interactions: A Survey 111

7.3.4 Engaging Users in Multiparty Group Interaction
with the Expression of Interpersonal Attitudes

Simulating group interactions and expressing social attitudes among participants
can be hard to achieve. The expression of the agent’s interpersonal attitude with
multimodal behavior in user-agent face-to-face interactions is supported by the Greta
platform [111]. However, moving to a more complex multi-party group interaction
required a more powerful framework that integrated the Greta platform with the
Impulsion AI Engine [101]. This latter engine combined a number of reactive social
behaviors, including those reflecting Hall’s personal space theory [62] and Kendon’s
F-formation systems [69], in a general steering framework inspired by Reynolds and
colleagues [115]. The engine supports the generation of agents’ reactive behaviors
to make them aware of the user’s presence (for example in avatar based interactions),
so that users feel engaged in interaction with an agent or a group.

Impulsion’s complete management of position and orientation was used in con-
junctionwithGreta’s behavior planner for facial expressions and gestures generation,
in order to produce believable and dynamic group formations expressing different
interpersonal attitudes both among other members of a group of agents, thus named
in-group attitude, and towards the user, therefore named out-group attitude [113].

Interpersonal attitudes shape how one person relates to another person [5, p.85],
in particular affiliation, according to Argyle’s status and affiliation model [5, p.86],
indicates the degree of liking or friendliness, ranging from unfriendly to friendly,
towards another person. In the context of engagement, expressing high affiliation
(i.e. friendliness) represents a valuable means for showing interest into interacting
with one person.

In the context of user-agents interaction within a 3D serious game environment,
the effects of both in and out-group attitude (affiliation dimension) on user’s pres-
ence evaluations of a group of four agents and user’s proxemics behavior in the 3D
environment were studied. In two separate trials subjects had to complete the task
of (1) joining a group of four agents, composed by two males and two females, and
(2) reaching a point behind the group of agents with their own avatar in third person
view (Fig. 7.5).

The different levels of attitude were obtained by exhibiting, for example in a
friendly out-group case, smiling behavior, gazing more at the user (compared to the
unfriendly case) and opening (i.e. making physical space) when the user’s avatar was
within the social distance of the group, according to Hall’s areas [62]. The in-group
attitude levels were obtained by changes of voice volume, gestures amplitude and
speed, proximity among the agents, number of gaze at others, smiling behavior and
turn duration.

In conclusion, results indicated that expressing interpersonal attitudes in multi-
party group interaction had an impact on the evaluation of agent’s presence assessed
by users when those attitudes were expressed towards the user (out-group) regardless
of the attitude expressed among the agents (in-group). The social presence (including
engagement level) of a group of agents is dramatically reduced when an unfriendly
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Fig. 7.5 The image shows a screen shot of the 3D environment as seen by the user in third person
view with the avatar walking towards the group of agents in one of the conditions within the study
on interpersonal attitudes in multi-party group interaction

attitude is expressed towards users. Interestingly, users in the first task (i.e. join a
group) chose to get closer to those groups having unfriendly out-group attitude,
possibly due to the lack of openness exhibited by the group, thus users pushed more
their avatar in order to obtain a reaction. Whereas in the second task (i.e. reach
destination behind the group) users walked through those having both in and out-
group unfriendly attitude. This was possibly due to the bigger interpersonal space
among the agents.

7.4 Conclusion and Perspectives

Considering engagement in human-agent interactions is a promisingway for address-
ing the scientific challenges involved in generating fluent social interactions between
the users and the agents. Research has unraveled many aspects concerning the detec-
tion and the generation of emotional behaviors but considering social attitudes is still
an emerging topic. Existing socio-emotional interaction strategies paymore andmore
attention to fostering user engagement not only within a single interaction but also
over several interactions. The success of socio-emotional interaction strategies can
be thus evaluated by focusing on user engagement, and the present chapter provided
a view of different methodologies that are used for this evaluation, from subjective
tests to automatic measurements.

The work carried out around the Greta/VIB platform takes a step in this direc-
tion by providing subjective assessments of user engagement aiming to evaluate the
interaction strategies (alignment and dynamic coupling) and the expression of inter-
personal attitudes inmulti-party interactions. Current work on this platform concerns
the integration of a system able to detect user’s likes and dislikes; the development
of further interaction strategies such as politeness strategies and the management of
turn-taking between the user and the agent. We hope such integration will contribute
to provide more fluent interactions and improve the user’s engagement.
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Chapter 8
Virtual Coaches for Healthy Lifestyle

H.J.A. op den Akker, R. Klaassen and A. Nijholt

Abstract Since the introduction of the idea of the software interface agent the ques-
tion recurs whether these agents should be personified and graphically visualized in
the interface. In this chapter we look at the use of virtual humans in the interface of
healthy lifestyle coaching systems. Based on theory of persuasive communication
we analyse the impact that the use of graphical interface agents may have on user
experience and on the efficacy of this type of persuasive systems. We argue that
research on the impact of a virtual human interface on the efficacy of these systems
requires longitudinal field studies in addition to the controlled short-term user eval-
uations in the field of human computer interaction (HCI). We introduce Kristina, a
mobile personal coaching system that monitors its user’s physical activity and that
presents feedback messages to the user. We present results of field trials (N = 60, 7
weeks) in which we compare two interface conditions on a smartphone. In one con-
dition feedback messages are presented by a virtual animated human, in the other
condition they are displayed on the screen in text. Results of the field trials show that
user motivation, use context and the type of device on which the feedback message
is received influence the perception of the presentation format of feedback messages
and the effect on compliance to the coaching regime.
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8.1 Introduction

We are at the coffee corner of Jones’ office. Jones has a tough day and he is in need
now of another coffee. Facing the machine Jones routinely presses the GO button.
The machine says “select your item” and Jones presses the coffee-with-sugar button.
When the machine requests authorization he holds his card in front of the machine’s
card reader. Jones expects that the machine will now ask him to wait a while. Instead,
it says: “Mr. Jones,may I remind you that this is your fourth coffee today. Theweather
is nice. A short walk will do you well. That is healthier than another coffee.”

Clearly, Jones’ coffee machine is not just a coffee machine. It is integrated into a
pervasive system that also keeps record of his daily consumptions. It uses information
about his physical activity, that it has read from his step counter, a built-in function of
his smartwatch. It knows about the localweather. The systemuses all this information
to carry out its task which is not just to serve coffee on demand but to care about mr.
Jones’ well being. The machine has become a representative agent of a system that
tries to nudge its clients to live a more healthy life. This is an example of a behavior
change support system or personal coaching system. It uses persuasive strategies
and principles from captology, the study of persuasive technology, to bring about its
intended effect on its users.

In their 1993 paper “Learning Interface Agents” Pattie Maes and Robyn Kozierok
describe an intelligent interface agent that learns how to sort messages into the
differentmailboxes created by the user. The authors use themetaphor of the “personal
assistant” that is collaborating with the user in the same work environment [41]. The
interface agent learns by continuously “looking over the shoulder” when the user is
performing actions (p. 461). It stores situations (information about incoming e-mail)
with the actions performed by the user in these situations. When a new mail arrives
the agent suggests an action based on the similarity between the new situation and
previously seen cases. The agent also learns from the user who gives either explicit
feedback, e.g., by correcting the agent’s action, or implicit feedback, e.g., by ignoring
a suggestion by the agent.

Since the seventies of the 20th centurywewitness several changes in the paradigm
for human computer interaction and in the metaphors we use when we think and talk
about interacting with computers. First, the computer changed from a computing
device that has to be programmed by expert users and scientists through a command
line interface to a communicationmedium that could also be used by nonexpert users.
Alan Kay’s Dynabook, designed in 1968, was intended for children! [35]. From
the desktop metaphor according to which the user is “navigating the information
space” by means of graphical items, icons representing administrative functions of
the computer, the paradigm shifted to that of the conversation. Today it is quite
common to think about the computer as a social agent. The personal computer has
become a person itself.

The discussion between proponents of interface design methods within the intel-
ligent agent paradigm, e.g., Pattie Maes, and opponents of this paradigm, e.g., Ben
Schneiderman, advocates of the direct manipulation or desktopmetaphor, boils down
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to a common concern about who is in control of the system andwho is responsible for
what the system does [61]. Systems becomemore and more complex and proponents
argue that interface agents that understand the user and act in a proactive way make
systems accessible to nonexpert users. The interface should provide intuitive means
of natural interaction and software agents should act on behalf of their users. Oppo-
nents see the danger of delegating tasks to proactive autonomous software agents.
The system may run out of control of the user. The problem is who is responsible
then.1

A difference between the personal assistant of Kozierok and Maes [41] and the
social caring agent behind Jones’ coffee machine is in the types of work spaces
in which the collaboration between system and user takes place. Maes’ personal
assistant is concerned with a very specific information processing task. The system
behind Jones’ coffee machine tries to support Jones to change his sedentary life
style -typical for most office workers that look at computer screens for many hours
a day- into a more healthy one. Daily personal life has become a design space.
Machine learning techniques such as the one Maes and Kozierok implemented in
their personal assistant are also used in Jones’ lifestyle change support system. After
some time it will learn if Jones likes to be mothered by the system. The acceptance
of this type of personal persuasive systems is a real issue. The feeling of being in
control appears to be an important factor.

Using interface agents does not necessarilymean that they are anthropomorphized
and that they should be graphically presented as a human in the interface. It is,
however, interesting to see that the graphical interface of the interactive learning
assistant contains a caricature that conveys the functional and cognitive state of the
agent to the user. Where computers make computations of which only the outcome
is interesting for the user, the personal assistant approaches the user in a social way:
it asks questions, suggests solutions, it even tries to persuade the user to take a break
instead of having another coffee. As soon as the technology is there to graphically
represent the agent on the interface it seems hard to resist to do so.

1From the very beginning of the rise of captology ethical implications of persuasive technology
have been considered. Fogg [26] devotes a chapter to it. Heckman and Wobbrock [31] point at the
fact that “anthropomorphic agents provide electronic commerce consumers with terrific benefits yet
also expose them to serious dangers”. They conclude that developers must focus agent design on
consumer welfare, not technical virtuosity, if legal and ethical perils are to be avoided. In a special
issue of the Communications of the ACM [7] present ethical principles of persuasive system design
in a framework in which they model persuasive technology as an instrument between the persuader
and the persuadee. Based on new insights in the phenomenology of technology [66] considers
persuasive technology as an example of technological mediation. New technologies reshape human
practices and views on reality. People don’t need cars or internet when cars or internet have not been
invented. Ethical concerns are not restricted to “intended persuasions” and “unintended outcomes”
of the use of technology. For example, persuasive technology made it possible to frame the act of
Jones having a coffee within a framework of healthy living and makes him aware of the fact that
the system is looking over his shoulder; maybe more as a big brother than as a caring sister. Being a
stakeholder in technology development researchers and designers of new technologies have special
responsibilities for the mediating implications of these technologies.
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Advances in computer graphics made it possible to build animated graphical
interface agents. Such agents appear as embodied characters that exhibit lifelike
human behaviors and that convey affective state and communicative intentions to
the user by gesturing and gaze behavior [24]. The animated embodiment is often
just the visual appearance of an embodied conversational agent (ECA) [21]. Under
the hood the ECA is a more or less sophisticated (spoken or multi-modal) dialogue
system. Cassell [19] advocates the use of ECA interfaces and to represent a system as
a human in those cases where social collaborative behavior is key. The purpose of the
ECA is “to leverage users’ knowledge of how to conduct face-to-face conversation”
and to “leverage users’ natural tendencies to attribute humanness to the interface.”
(p. 82).

The terms “virtual human”, “embodied conversational agent” or “intelligent vir-
tual agent” for “computer models resembling humans in their bodily look and their
communication capabilities” [59] are often used interchangeably. Virtual humans
can however play quite different roles in research and in systems. Depending on the
interest of the researcher virtual humans are built and studied as simulation of real
humans with a certain personality (e.g., [13]) or as animated interface agents. The
term interface agent suggests that the function of the virtual human is that of commu-
nication channel between a user and the system. When a virtual human plays—for
example—the role of a suspect in a serious game for interrogative interview training
the social interaction itself with the simulated suspect is what the system is made for.
Hence, it depends on the specific function that the virtual human has what graphical,
behavioral, cognitive and affective features need to be implemented.

Technology aided coaching on healthy behavior is widely regarded as a promising
paradigm to aid in the prevention of chronic diseases, in the adherence to medical
treatment and in the process of healthy ageing in general [33]. In order to encourage
physical activity in patients suffering from chronic diseases, as well as healthy adults,
many different coaching systems have been developed. Typically these consist of an
activity sensor and some form of coaching application delivered either through a
web portal, smartphone or through the sensor itself [53]. These personal coaching
systems more and more try to make use of the progress made in the field of natural
interfaces, spoken dialogue systems and embodied conversational agents. Since the
human coach is paradigmatic for the personal digital coach it lies at hand to present
the digital coach by an (animated) virtual human, a talking head or an ECA [36].

In this chapter we look at the use of these embodied conversational agents as
a natural interface of persuasive systems that care for their user’s well being and
health. Does the use of an ECA add to the acceptance, the usability, the efficacy,
the persuasiveness, the attractiveness of these type of systems? And if they do, is it
just because of the (animated) graphical appearance of a face or is it because of the
naturalness of the interaction made possible by the speech interface? Or, are other
factors into play that influence these outcome measures?

An important issue is the method for evaluating the effects of the interface design
on the efficacy of behavior change support systems. Experience with therapies for
patients with chronic conditions (low back pain, COPD, diabetes) show that adher-
ence to the therapy in the first weeks is no guarantee for adherence on the longer
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term. Thus to measure the efficacy of coaching systems long-term experiments seem
to be required. In research environments most user evaluation studies are performed
with early stage technologies and through short-term lab experiments. Research has
shown that the use of animated graphical agents often raises the entertainment value
of a system. Dehn and van Mulken [24] point at the fact that short-term user studies
might not be appropriate to measure the long-term effect on utilitarian performance
measures. Although the entertainment value of the interface design may motivate the
user to seek interaction with the system, in the long run usefulness is fundamental
for long-term user engagement.

Klasnja et al. [39] argue that “behavior change in the traditional clinical sense
is not the right metric for evaluating early stage technologies that are developed in
the context of HCI research.” They argue that because of the complexity of behav-
ior change support systems randomized control trials are not suitable to answer the
question what exactly causes the outcome of such trials. Instead HCI evaluation
methods should be developed that focus on the efficacy of specific persuasive strate-
gies implemented in the persuasive system, such as for example self-monitoring, or
social dialog. The question we focus on here is how the use of a virtual human in the
interface impacts the effect of certain persuasive strategies used.

To find an answer to this question we will first in Sect. 8.2 review what type of
persuasive features and strategies are included in persuasive systems. In Sect. 8.3 we
will review research findings concerning the effects of virtual humans as interface
agents of systems in which perceived credibility and persuasiveness play a role.
In Sect. 8.4 we will present Kristina, a digital coaching system that supports and
motivates people to live a balanced and healthy lifestyle by providing feedback
about their level of physical activity [52]. Kristina is designed as a multi-device (PC,
Mobile, TV) system that is able to monitor physical activity and medication intake
of its users.2 It implements a number of persuasive strategies and the virtual human
used has some features to improve persuasiveness. In Sect. 8.5 we present a six week
user evaluation study of the Kristina coaching system in which we compare two
different ways of presenting coaching messages, with or without the use of an ECA
in the interface. In Sect. 8.6 we present lessons learned regarding the use of virtual
humans as user interface in this type of persuasive systems.

8.2 Persuasive Communication and Persuasive Technology

Will Jones follow the advice of the coffee machine and take a break instead of
having another coffee? A change in someone’s opinion, attitude or behavior is often
the result of persuasion, in which someone, who has the role of persuader, tries
to influence the persuadee through a process of communication. In this section we

2The system is built in the European ARTEMIS project on Smart Composite Human-Computer
Interfaces (Smarcos) that focused on inter-usability aspects of multi-devise/multi-sensor service
systems (2010–2012). https://artemis-ia.eu/project/24-smarcos.html.

https://artemis-ia.eu/project/24-smarcos.html
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review the most important theories of persuasive communication and persuasive
technology. We do that in order to see in the next section in what way the use of
virtual humans in the interface of a persuasive systemcould impact the persuasiveness
of the communication.

8.2.1 Persuasive Communication

The process of persuasive communication has four elements each with a number of
aspects [9]:

1. Message: timing, the argument, the emotional value
2. Source: expertise, trustworthiness, credibility, attractiveness (liking, similarity),

role model, power
3. Channel: media types (newspaper, tv, internet), devices, modalities (visualisation,

spoken language)
4. Recipient: intelligence, self-esteem, state of change, motivation, needs, person-

ality

Petty and Cacioppo [56] developed a model of how recipients elaborate on the
message they receive. According to this Elaboration Likelihood Model there are two
routes for persuasion to behavior and attitude change: the central route, where the
receiver elaborates on the (argumentative or affective) content of the message, and
the peripheral route where the receiver responses to peripheral cues. The way the
receiver elaborates on the message and involves himself in the content can vary.
Internal processes on the side of the recipient influence the persuasiveness of the
communication (see Fig. 8.1): attention, comprehension, yielding, and retention.

Regarding the message content: does it matter for the persuasiveness of the argu-
ment if themessage brought by the persuader contains evidence -statements referring
to others than the persuader to support his claim? In a study with students as audience
of two speakers on two different topics [47] found that although good use of evi-
dence increases perceived authoritativeness, it does not appear to have an effect on
perceived character. Topic and persuader’s gender may however mediate the effect
of evidence use on the perceived character. Moreover, speeches which include good
use of evidence produce a greater attitude shift than those which do not.

But often receivers of a persuasive message are not motivated to elaborate on the
content of the message. Instead, they evaluate and respond to it by looking at some
peripheral cues. Common used cues are related to source credibility (we follow
a suggestion because we believe it comes from a credible source), to liking (the
persuader is an attractive person) and to social consensus (we believe, do and need
what our social peers believe, do and need).

In order to be successful in bringing about a change in the persuadee’s behavior
receiver and persuasive communication must satisfy some requirements. The Trans-
theoretical Model of Behavior [57] is a popular model that describes the process
people go through when changing their behavior. According to Prochaska change in
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Fig. 8.1 A model of persuasive communication (based on [55])

behavior can be seen as a process involving different stages: (1) pre-contemplation,
(2) contemplation, (3) preparation (or determination), (4) action and (5) mainte-
nance. A persuader, no matter whether it is a human or a persuasive system, should
adept it’s intervention strategy to the persuadee’s state of change. When Jones is
already motivated to be more physical active a motivational interviewmay not be the
effective way to intervene. The self-efficacy theory by Bandura [2] is integrated into
the Transtheoretical Model. Self-efficacy is the confidence people have in their own
ability to deal with specific situations without returning to old negative behaviors.
Self-efficacy is strengthened naturally through success. A behavior change support
systemcanmake users explicitly aware of their successes by showing themmonitored
data and by giving them positive feedback.

The persuasive behavior model of Fogg [27] provides three factors that determine
if people can be persuaded to change their behavior: (1)Motivation, (2) Abilities, and
(3) Triggers. The model asserts that for a target behavior to happen, a person must
have sufficient motivation, sufficient ability to perform the intended behavior, and an
effective trigger. All these three factors should be present for the targeted behavior
to occur. The motivation of a user and ability to perform the targeted behavior define
the chance that the user will actually perform the targeted behavior. The timing of the
triggers is an important issue. According to the principle of Kairos a trigger such as
a suggestion to do some action should be presented at the most opportune moment.
Jones’ coffee machine works according this principle when it suggests the user to
take a break instead of having another coffee at the moment he is ordering a coffee.
The principle of Kairos is one of the principles for message tailoring [54]. Fogg’s
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three factors also occur in the Elaboration Likelihood Model in Petty and Cacioppo
[56]. Dependent on the level of attention and the motivation of the receiver a trigger
can work through the central route or through peripheral cues.

Burgoon et al. [16] studied the relation between non-verbal behaviors, several
dimensions of source credibility and the persuasiveness of a public speaker. They
found that speaker fluency (sign of competence) and pitch variety (sign of engage-
ment), eye contact, smiling and facial pleasantness (signs of sociability) and expres-
siveness as well as the use of gestures, in particular illustrators (i.e. gestures timed
with speech, such as deictic movements, head nods, eye blinks as sign of sociability)
had a significant positive correlation with perceived credibility of the speaker. These
are the typical “behaviors” that virtual humans exhibit when they are used in the
interface of persuasive systems.

8.2.2 Persuasive Technology

Fogg [26] defined persuasive technology as technology that is designed to change
attitudes or behaviors of the users through persuasion and social influence, but not
through coercion. According to Fogg there are different strategies that can be applied
in persuasive technology:

• Reduction—Using computer technology to reduce complex behavior into simple
tasks. Reduction makes it easier to perform a behavior and will increase the ben-
efit/cost ratio of the behavior. A better benefit/cost ratio increases the motivation
of a user to engage in the behavior.

• Tunneling—Using computer technology to guide users through the process of
behavior change. During this process the technology will create opportunities to
persuade their user.

• Tailoring—Using computer technology to present (persuasive) information tai-
lored to the needs, interests, personality and context of the user.

• Suggestion—Using computer technology to present suggestions to the user to act
in a certain way. Suggestions presented at the right moment in time will be more
effective.

• Self-monitoring—Using computer technology to automate the tracking of behav-
ior of the user. Self-monitoring helps people to achieve predetermined goals or
outcomes.

• Surveillance—Using computer technology to monitor the behavior of other users
in order to change your own behavior.

• Conditioning—Using computer technology for positive reinforcement to change
existing behavior into habits or to shape complex behaviors.

Although Fogg’s model of behavior does suggest design principles for persuasive
technology, it does not explain how these principles should be transformed into
software requirements and system features. Based on the principles of persuasive
communication [51] provided a Persuasive System Design (PSD) framework for
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designing and evaluating persuasive systems. PSD presents four categories of system
features; (1) primary task support, (2) dialogue, (3) system credibility and (4) social
support.

Primary task support features correspond with the above mentioned persuasive
strategies of Fogg. The design principles related to the dialogue category are about
the user interaction with the system. Computer-human dialogue includes praise,
rewards, reminders and suggestions. The third category of system features is related
to system credibility. The system must provide information that is truthful, fair and
unbiased and it must incorporate expertise by showing knowledge, experience and
competence to increase persuasiveness. The fourth and last category is related to
social support. Design principles in this category are based on the idea of designing
a system that motivates users by leveraging social influence. Design principles in
this category include social learning, people will be more motivated to perform a
targeted behavior when he or she can observe the behavior of others who are using
the system or when they can compare their own results with other users.

8.2.3 The Computer as Persuasive Social Actor

The metaphor of the computer as social actor is supported by experimental research
that shows that users treat the computer they work with in a way they treat other
human subjects [58]. This works on a subconscious level. If we ask people they
will say they do not consider the computer as a social agent: the computer is just
a machine. But instinctively people behave as if they are interacting with a human.
Social cues can be divided into five primary types:

• Physical—such as having a face, body, eyes or movement
• Psychological—such as showing personality, feelings or empathy
• Language—such as interactive language use or spoken language
• Social dynamics—such as turn taking, cooperation, praise for good work or
answering questions

• Social roles—such as doctor, coach, team mate, opponent, teacher or pet

Embodied conversational agents offer many opportunities to support the presen-
tation of a persuasive system as a social actor. The working of the interface design is
largely based on social psychology. By simulating natural signs that we know from
human-human social interaction the interface designer tries to elicit user experiences
that make him behave in a similar way he does in the real case. HCI designers do not
do that because they want to deceive the user (they had to deceive themselves then)
or for artistic reasons (although aesthetics matters), but primarily because simulation
works; it is effective. A very commonly known user experience occurs when we
read or hear a text. When Jones’ coffee machine “says” “Please show your card”
Jones immediately experiences this as a request because it reminds him of similar
signals in similar situations. In the following section we will review experimental
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research that aims to identify those socio-psychological mechanisms in the use of
virtual humans that impact the various factors that influence the efficacy of persuasive
communication by means of persuasive technology.

8.3 The Persuasiveness of Virtual Humans

Since the introduction of the idea of using virtual humans or embodied conversational
agents (ECA) as interface agent in the field of HCI, the question recurs “whether
software agents should be personified in the interface” [20, 40]. In 1996 Koda and
Maes state that “the goal of HCI work should be to understand when a personified
interface is appropriate”. Many researchers examined the presence and the type of
embodied agents but there is little consensus as to whether or not the presence
of visual agents improves a users experience with an interface, and if so by what
degree [70].

Does the use of a virtual human in the interface affect the persuasiveness of
personal coaching systems? Or, rather: what kinds of animated interface agent and
which kind of behavioral and expressive features inwhat task domain and use context
have a positive impact on the persuasiveness of the system? The first question is the
question of presence: in what cases is it a good idea to have a graphical representation
of the interface agent and if so how should it be presented; e.g. how realistic: a 2D
or 3D caricature, photographic, by means of a talking head or full-body, animated,
or as a physical robot? Then the question is how it should look like and what types
of behaviors impact what factors that influence persuasiveness.

Wehave seen that source credibility (believability, trustworthiness) is an important
factor for persuasiveness. Research in human communication has shown that eye
contact rates influences credibility. To be persuasive a speaker should engage in
more eye contact. But does this hold for ECAs as well? There are several reasons
why we must be cautious before we jump to this conclusion. The communication
channel has effect on the communication. It is not necessarily so that gaze of an
ECA in the direction of the user is perceived similar as eye contact is perceived by a
human persuader in a face-to-face encounter. Moreover, many variables describing
behavior of the persuader jointly affect credibility and -indirectly- persuasiveness.
Many studies in social psychology and HCI try to isolate the influence of one or a
pair of variables in a controlled experimental setting. But this does not mean that
the same effect happens in a different setting. The relation between the complex
structure of variables on the one hand and the perceived credibility of the source on
the other hand is non-linear and unstable so that a small change in the situation may
make the difference in how the recipient perceives the source’s credibility. (Compare
the relation between a scribble and the word or picture that the reader recognizes in
it: a small change may result in a completely different perceived word or picture.)
That being said we will present in this section results from studies that provide at
least indications of factors that influence the persuasiveness of a virtual human in the
interface.
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8.3.1 Naturalness and Credibility

Yee et al. [70] examined a number of theoretical questions related to interfaces: the
effect of the presence of an embodied agent, how realistic the agent appears through
animations and behaviors, and the type of response which was measured (subjective
or performance). Do people react differently to interfaces with (1) no visual repre-
sentation, (2) a human-like representation with low realism (e.g., cartoon figure),
and (3) a human-like representation with high realism (e.g., 3D model animated
with gestures)? Realism is not the same as anthropomorphism, which is essentially
the perception of humanlike characteristics in either real or imagined nonhuman
agents or objects [25]. There are many dimensions on which an interface agent can
be considered real. It can behave realistically through animations, it can be highly
photographically realistic via computer graphics, or alternatively it can be highly
human like (i.e., anthropomorphic) [13]. Results by Guadagno et al. [29] supported
the model of social influence within immersive virtual environments by Blascovich
et al. [13]. Specifically, the prediction that virtual humans high in behavioral real-
ism would be more influential than those low in behavioral realism was supported,
but this effect was moderated by the gender of the virtual human and the research
participant.

Baylor [5] points at the impact that anthropomorphic interface agents have on
the motivation of learners. “Together with motivational messages and dialogue, the
agentś appearance is the most important design feature as it dictates the learnerś
perception of the agent as a virtual social model, in the Bandurian sense. The mes-
sage delivery, through a human-like voice with appropriate and relevant emotional
expressions, is also a key motivational design feature.”

Effects of animated agents in the user interface with the intention to simulate
a natural and believable way of interaction have been evaluated in many studies
[24, 43, 49, 50, 62]. In 1997 Lester et al. [43] posed the persona effect. The idea
behind the persona effect is that a lifelike agent in a learning environment has a strong
positive effect on the user’s perception of their learning experience, and conclusions
from this research showed improved learning performances. These results were ques-
tioned in further research [24]. Adding a virtual human to the user interface can be
a source of distraction to the user and may disturb the human computer interaction
[8]. Mazzotta et al. [45] showed that feedback messages in the domain of healthy
eating were better evaluated when they were presented by a virtual human compared
to feedback messages presented in text. Text messages were easier to understand,
but messages presented by the virtual human were perceived as more persuasive
and reliable. Mazotta concludes by hypothesing that text messages are better suited
for simple information given tasks, while more persuasive messages (reflecting the
social and emotional intelligence of the virtual human) could be presented by a virtual
human to increase the effectiveness of the persuasive strategies. Several studies by
Murano et al. [50] showed seemingly inconsistent results in relation to using anthro-
pomorphic user interfaces to present feedback in computer systems. The study shows
that acceptance and effectiveness of anthropomorphic interfaces depends on the spe-
cific task. Catrambone et al. [22] also suggested that the types of task influences
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the results of these type of experiments. In the long-term users may assign affective
states to animated interface agents that are seen as companions [10]. Turunen et al.
[63] developed a multi-modal companion system that built relationship with the user
of the system to support everyday health and fitness related activities. User interface
agents and support for conversational dialogues should help to build social rela-
tionships between the user and the system, and these relationships should motivate
towards a healthier lifestyle.

Using a meta-analysis of research in 25 papers reporting empirical studies on the
effect of presentation and realism on task performance [70] produced some consis-
tent findings. First, the presence of a representation produced more positive social
interactions than not having a representation. This effect was found in studies that
used both subjective and behavioral measures. Subjective measures are taken by
surveys, interviews and questionnaires. Secondly, human-like representations with
higher realism produced more positive social interactions than representations with
lower realism; however, this effect was only found when subjective measures were
used. Behavioral measures did not reveal a significant difference between represen-
tations of low and high realism. A recent survey of 33 studies by Li [44] compares
persuasiveness of physical robots with robots on a screen and with virtual agents.
Physical robots score higher in persuasiveness than robots and virtual characters on
the screen. There was no difference in user response between the robot on the screen
and the virtual character on the screen. This indicates that physical presence more
than appearance of the virtual agent affects persuasiveness. Long-term field studies
in social robotics are needed to see if these effects persist over time.

Perceived expressions of emotional involvement: signs of caring, empathy and
understanding has impact on sociability and thus on credibility. Does synthesized
expression of emotion either verbally or non-verbally impact persuasiveness? In a
literature review [6] focuses on the question “which kind of emotional expressions
in which way influences which elements of the user’s perceptions and behaviours?”
(p. 757). Berry et al. [8] empirically evaluated an ECA named Greta to investigate
the effects of emotion expression in a system that promotes healthy eating habits.
The messages from the system could be presented by Greta, by a human actor, only
by the voice of Greta or via a text message. Except for the human actor, presenting
the message by an ECA received the highest ratings for helpfulness and likability.
They found that persuasive health messages appeared to bemore effective (measured
by subjective measures) when presented with an emotionally neutral expression
compared to when messages were presented with an emotion consistent with the
content of the message.

8.3.2 Virtual Humans and Behavior Change Support Systems

Results from studies by Henkemans et al. [32], Schulman and Bickmore [60], Berry
et al. [8] indicate that the use of virtual characters can have a positive effect on the
likability, helpfulness, ease of use and motivation to use computer systems.
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Bickmore conducted several experiments with the MIT FitTrack system [10, 11,
60]. By using the FitTrack system users can enter their daily steps counted by a
pedometer and estimated time of physical activity. Schulman and Bickmore [60]
studied the effects of different versions of computer agents on users’ attitudes towards
regular exercises. This experiment compared two situations, an ECA versus a text
agent and whether the agent attempted to build a user-agent relationship through
social dialogue in a wizard-of-oz set-up. Participants following the persuasive dia-
logue showed a significant increase in positive attitude towards the exercises. This
change was significantly smaller when the agent used social dialogue. Users’ per-
ceptions of the dialogue were most positive for an ECA with social dialogue or a
text-only agent without social dialogue.

In a long-term (2 and 12months) studyBickmore et al. [12] tested the efficacy of an
animated virtual exercise coach designed for sedentary older adults with low health
literacy. Positive effects of the ECA enhanced system compared to a system that
uses only a pedometer measured after 2month waned after 12month. This might be
caused by the fact that in the ten months period after the first two months interaction
was not through a tablet anymore but through a screen in a waiting room kiosk of a
clinic.

The MOPET system of Buttussi and Chittaro [17] is a mobile personal trainer
system. MOPET is designed to support the user throughout exercise sessions, by
guiding the user through fitness trails that alternate running with physical exercises.
It tracks the user’s position on the trail and shows the user’s speed, and also tries to
motivate the user through messages. It uses an external sensor device that collects
heart rate and accelerometer data. When the user comes to an exercise point along
the route, the system recognizes this and demonstrates the exercise to the user. The
virtual human is presented as a full-bodied animated 3D character that is rendered in
real-time. While this system can make exercise more effective and more enjoyable
for users, it does not actually motivate users to start exercising. The MOPET system
was evaluated with 12 participants. During the user evaluation the MOPET system
was compared with guiding users through fitness trails by written instructions in
text. Results showed that the MOPET system was rated as more useful compared to
written instructions and participants made fewer mistakes using the MOPET system
[18]. One of the functions of the full body animated ECA in MOPET is to demon-
strate the physical exercises, a function that should be clearly distinguished from its
conversational functions.

There is a complexity of mediating factors that influences the user’s experience
of systems that use virtual characters to personify software agents. Experiments
by Koda and Maes [40] already demonstrated that the perceived intelligence of a
face is determined not by the agent’s appearance but by its competence. There is a
dichotomy between user groups which have opposite opinions about personification.
Not all people are evenly inclined to anthropomorphize. Epley et al. [25] studies
personal and situational factors that determine the need for socializing and the need to
understand and control, the two factors that influence if someone anthropomorphizes.
“Thus, agent-based interfaces should be flexible to support the diversity of users’
preferences and the nature of tasks.” [40]. A positive impact of features of an ECA
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on the perception of the user and on perceived credibility (by subjective measures)
does not always come with a positive impact on long-term behavior change as the
work of Bickmore and Picard [10] and Bickmore et al. [12] has shown.

In the next section we present the results of our own comparative field trials that
contribute to more insight into the effects of the use of virtual humans as interface
agents for personal coaching systems.

8.4 Kristina—Virtual Coach for Physical Activity

Office workers and many other adults in Western countries live a sedentary lifestyle.
They sit too much and they don’t reach the thirty minutes daily moderate intensive
physical activity recommended by the World Health Organisation. Awareness of the
risks involved and motivation to change one’s lifestyle are the main conditions for a
positive change. Wearable unobtrusive sensor technology has become cheaper and
smaller over the last years. They can help people to at least monitor their physical
activity level. Changing one’s lifestyle is however easier said than done. A personal
digital coach may help the user.

Kristina is a personal digital coaching system built to support and motivate users
to live a balanced and healthy lifestyle. The system can target better adherence to
medication intake and physical activity. To measure the amount of physical activity
the system makes use of an activity monitor. To keep track of medication intake the
system uses a digital pillbox. The coaching rules and the sensor data are stored on a
central server that generates the feedback messages and send them to the device in
use. Each output device has a set of available presentation formats and it is up to the
user to select the format that he wants to use. On a smartphone a text message can
be presented by simple text, it can be spoken or presented in a multi-modal way by
an animated virtual human.

Kristina will motivate and support the users by providing information on the
current behavior of the user (self-monitoring), by presenting feedback about the
behavior of the users, such as the progress towards their personal goal. Hints how to
reach these goal(s) will be presented to the users when appropriate. Themessages and
the devices that can be used to present feedback messages are based on user studies
presented in Klaassen et al. [37]. Users have a preference for receiving feedback
on the smartphone, computer, or television. Examples of situations in which users
wouldmainly like to receive feedback in, is while relaxing in front of the television or
while having a (lunch) break. As for the type of messages that can be sent, users seem
to have a preference for reports about their progress, rather than advice or learning
messages.

A coaching system can be real-time or off-line. In a real-time coaching system the
sensor data is continuously available from the user for the coach who can decide to
act anytime by sending feedback to the user. In some of these systems the data is sent
through a Bluetooth connection to a mobile platform. Nowadays smartphones have
built in activity sensors. op den Akker et al. [53] provides an overview of real-time
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Fig. 8.2 Overview of physical activity presented on PC and smartphone

physical activity coaching systems. Kristina is not a real-time coaching system. The
user has to connect the activity sensor physically to a PC in order to upload the data
to the server. The user can only get feedback and a data overview on the data that was
uploaded. This implies that in order for the coach to give timely feedback the user
has to upload his data regularly, that is at least once every day. This is a disadvantage
compared to real-time systems. In a real-time system the coach can send a motiva-
tional message saying “It is time for a walk. You haven’t been very active up to now
today.” Actually one of the tasks of Kristina is to remind the user to regularly upload
his sensor data. Kristina uses strategies such as “tailoring”, “suggestions” and “self-
monitoring” and it targets users that are in the “action” state of the Transtheoretical
Model (see Sect. 8.2.1 for more details about the Transtheoretical Model), i.e., they
are motivated to change their lifestyle. Figure8.2 gives an example of how data is
presented to the user for self-monitoring.

8.4.1 Articulated Social Agent Platform

To take the full advantage of the power of embodied conversational agents in service
systems it is important to support real-time, online and responsive interaction with
the system through the embodied conversational agent. The Articulated Social Agent
Platform (ASAP) is a model-based platform for the specification and animation of
synchronised multi-modal responsive animated agents developed at the Universities
of Twente and Bielefeld.3 This is a realizer for the interpretation of embodied agent
behavior specified in the BehaviorMarkup Language (BML) [67]. The back-end ani-
mator can be a full 3D graphical avatar and is running on desktop PC or a physical
robot. Klaassen et al. [38] presents a light-weight PictureEngine as back-end engine
which allows to run the platform in mobile Android applications. This makes it pos-
sible to generate real-time multi-modal behavior of an animated cartoon-like virtual
human showing gestures and expressions, such as smiles and eye blink, synchronized

3http://asap-project.ewi.utwente.nl/ [64].

http://asap-project.ewi.utwente.nl/
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Fig. 8.3 Examples of different expressions of the virtual human used in the Kristina system. In
this case dressed like a doctor

with synthetic speech. The ASAP platform is used in the Kristina personal coach-
ing system. The user can choose how he will receive the messages of the coaching
system through speech by an animated graphical character or by a text displayed
on the screen. Figure8.3 gives examples of the animated character. Here, Kristina is
represented as a medical doctor. For speech we used the SVOX text-to-speech engine
in English and Dutch for Android.

In the next section we will describe a user evaluation with the the mobile Kristina
coaching in which we compare two versions one with and one without an animated
graphical interface.

8.5 Coaching by Means of Text Messages
or by a Virtual Human

In a long-term field study we investigated the possible effects of presenting Kristina
on a smart phone by means of an animated virtual character. We measured effects
on usability, user experience, likability, the quality of coaching, anthropomorphism,
the credibility of the Kristina system and the usage of the system as well as the
performance in terms of the user’s physical activity. The three user groups that
participated in this study are listed below. The evaluation was held in the period of
January to August 2013.

• Text group—A group that used the coaching application on their smartphone and
computer and received feedback messages in text.

• Virtual Human group—A group that used the coaching application on their smart-
phone and computer and received feedback presented by a virtual human.

• Control group—A group that used the coaching application on their computer and
received feedback in text on the website, not on their smartphone.
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Fig. 8.4 A feedback message presented in text and presented by a virtual human on a smartphone

8.5.1 Methodology

We used a between subjects design to evaluate the coaching system. The independent
variables are the way in which feedback messages were presented to the users.
Feedback messages could be presented in text or via a virtual human (see Fig. 8.4).
Participants of the control group did not receive feedback messages actively and they
did not receive notifications about new feedback messages. The dependent variables
of this evaluation were the physical activity levels (PAL), the person’s total energy
expenditure (TEE) in a 24-hour period, divided by his or her basal metabolic rate
[69], the number of uploads of physical activity data and the user perception. The
dependent variables were measured by log data, questionnaires, and interviews.

Participants were asked to complete three questionnaires. The intake question-
naire was meant to collect background information like age, weight, height, gender
and experiences with smartphones/PDAs, virtual humans and digital coaching sys-
tems. The second and third questionnaires (halfway through and at the end of the
evaluation) were meant to evaluate the participants’ experiences with the different
feedback versions.Weused questionnaires tomeasure the usability (SystemUsability
Scale [15]), user experience (AttrakDiff2 [30]), quality of coaching of the coaching
system (an adapted version of the Coaching Behaviour Scale for Sport (CBS-S)
[23]), credibility (Source Credibility Scale [46]) and acceptance (UTAUT [65] and
Godspeed [4]).

At the end of the user evaluation participants were invited to discuss their expe-
riences in a semi-structured interview.

8.5.1.1 Subjects

Participants were asked to join the user evaluation by email, social media and face-
to-face communication. Participants had to be office workers (sedentary profession)
and should own their own Android smartphone with Android version 2.3 or higher.
Sixty office workers indicated they were willing to join the experiment and were
divided into the three groups. The distribution over the three groups was random.
Participants in the virtual human group had to install the Dutch text-to-speech engine
from the Google Play store.
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8.5.1.2 Procedure

The duration of the complete evaluation was seven weeks. This included one assess-
ment week at the start of the user evaluation. Before the start of the evaluation
participants received the activity sensor and an information sheet with details about
the user evaluation including an informed consent to be signed. Software, applica-
tions for the smartphone, user manuals about the installation of software and links
to questionnaires were provided via email.

The first week was an assessment week in order to establish normal activity
level for tailoring the system and to set a personal goal. During this assessment
week no feedback messages were given by the system. After the assessment week
participants received their personal goals and used the system for six weeks. In these
sixweeks feedback (updates, requests, reminders and overviews) about their progress
was provided. Participants were asked to upload their activity data at least one time
per day by connecting their activity monitor to their computer. Participants who over
or under performed in the first three weeks were offered a new (higher or lower) goal
by the system. Participants were free to accept this new goal or not.

Questionnaires were available online and participants received an email when it
was time to fill in a questionnaire. Shortly after the evaluation the participant was
visited again to collect the materials. During this visit participants were invited for a
short final interview to discuss experiences.

8.5.2 Results

Forty-three participants completed the user evaluation by finishing the assessment
week, using the system for at least six weeks and completing all the questionnaires.
Participants were between 21 and 57years old (average = 36.5± 10.4), and worked
36.1 hours per week on average. All participants except two owned an Android
smartphone. Those two participants were included in the control group. All the
participants were familiar with mobile Internet. Most of the participants did sports,
forty indicated doing sports every week.

Seventeen participants did not finish the user evaluation due to several per-
sonal reasons. Two participants (from the text group) indicated having difficulties
in answering some of the questions from the questionnaires. They were excluded
from the results of the questionnaires. Twenty-one participants participated in the
interview at the end of the user evaluation study.

8.5.2.1 Usability

TheSystemUsability Scale fromBrooke [15]was used tomeasure the usability of the
system. The system usability score can range from 0 to 100. We analysed the results
of the questionnaires to investigate differences between the text group and the virtual
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human group by using an independent samples t-test. To investigate differences
between the halfway and end questionnaires we used a paired samples t-test. The
system usability score of the Kristina system was above 62.2, which can be seen as
acceptable. The System Usability Scale was reliable (Cronbach’s alpha = 0.716).
From the results of the halfway questionnaire we found one significant difference on
the statement “I thought there was too much inconsistency in this system"between the
text group and the virtual human group (Group Text: M = 3.65, SD = 0.70, Group
VH: M = 2.93, SD = 1.16, t (30) = −2.131, p = 0.041). From these results we
can conclude that the virtual character of the Kristina coaching system made the
system more inconsistent compared to the Kristina coaching system that was using
text messages.

We asked the participants about their general impression of the coaching sys-
tem. Four people mentioned explicitly that they liked obtaining awareness about the
amount of physical activity. Participants tried to reach their daily goal and mentioned
that they used the system in a different way over time. In the beginning they were
more enthusiastic about the system compared to the end of the user evaluation.

We asked the participants about their experiences related to the feedback and
overviews presented by the system. Remarks from the participants were about the
timing and the content of the feedback messages. Feedback messages were seen as
a kind of standard. Participants wanted to receive more detailed feedback. Partici-
pants stated that the system should become more intelligent or more exciting. Some
suggest to use history data in feedback messages. The timing and content of the feed-
back messages were seen as predictable. Two participants mentioned that receiving
feedback and/or tips was not always useful, because users do not always have the
ability to follow the tips or reminders from the system. Three participants stated that
feedback about physical activity was nice to have.

Participants were asked to give their opinion about the question whether such a
system is useful to live a healthier life. From the text group eight participants answered
this question with “Yes” and two participants answered with “No”. Participants who
answered “Yes” stated that the system created awareness, but feedback messages
needed to be further developed to become more concrete. Participants who answered
“No” stated that the systemwas only useful to live a healthier life for peoplewhowere
already motivated to use such a system or the system should be advised by a doctor
or health provider. Eight participants from the virtual human group also answered
this question with “Yes” and two participants answered with “No”. Participants who
answered “Yes” stated that the system created awareness about physical activity,
but it was important that the user was motivated to use the system and change their
behavior. Participants who answered “No” stated that the timing and content of the
feedback should be improved and the fact that the system will only help to lead a
healthier lifestyle in the short term.
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Table 8.1 Differences between the text and virtual human group on word pairs of the Attrakdiff
questionnaire halfway through and at the end of the user evaluation on a 5 point Likert scale

Word pair Text (M(SD)) VH (M(SD)) Independent samples
test

Halfway

“Unprofessional–
professional”

4.94(1.09) 3.93(1.22) t (30) = 2.468,
p = 0.020

“Cautious–bold” 4.13(0.49) 3.67(0.90) t (30) = 1.795,
p = 0.083

End

“Unruly–manageable” 5.36(1.17) 4.40(1.35) t (30) = −2.138,
p = 0.041)

8.5.2.2 User Experience

User experience of the coaching system was measured using the AttrakDiff2 ques-
tionnaires. We analysed the results of the AttrakDiff2 questionnaires to investigate
differences between the text group and the virtual human group by using indepen-
dent samples t-test. To investigate differences between the halfway and end question-
naires we used a paired samples t-test. The reliability of all four dimensions was good
(Cronbach’s alpha> 0.6). Table8.1 presents the significant results of the AttrakDiff2
questionnaires. From these resultswe can conclude that feedbackmessages presented
by a virtual character were seen as less professional and less manageable compared
to the same feedback messages presented in text.

8.5.2.3 Likeability

The acceptance of the coaching application was measured using a questionnaire
based on the UTAUT questionnaire. We analysed the results of the questionnaires to
investigate differences between the text group and the virtual human group by using
an independent samples t-test. All constructs were reliable (Cronbach’s alpha> 0.6)
except for the anxiety (Anx) construct. From the results of the halfway question-
naire we found one marginally significant difference between the text group and the
virtual human group on the statement “The system would make my life more inter-
esting” (Group Text: M = 1.71, SD = 1.10, Group VH: M = 2.47, SD = 0.52,
t (30) = −1.927, p = 0.063). This difference could not be found at the end of the
user evaluation.

8.5.2.4 Anthropomorphism

The Godspeed questionnaire of Bartneck et al. [3] was used to measure the accep-
tance of the virtual coach.We analysed the results of the questionnaires to investigate
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Table 8.2 Differences between the text and virtual human group on word pairs of the Godspeed
questionnaire halfway through the user evaluation on a 5 point Likert scale

Word pair Text (M(SD)) VH (M(SD)) Independent samples
test

“Fake–natural” 2.34(0.86) 1.87(0.64) t (30) = 1.791,
p = 0.083

“Dead–alive” 2.71(0.69) 2.20(0.94) t (30) = 1.752,
p = 0.090

“Anxious–relaxed” 3.12(0.33) 3.47(0.74) t (30) = −1.751,
p = 0.090

“Still–surprised” 2.53(0.72) 2.07(0.80) t (30) = 1.727,
p = 0.094

Table 8.3 Differences between the text and virtual human group on word pairs of the Godspeed
questionnaire at the end of the user evaluation on a 5 point Likert scale

Word pair Text (M(SD)) VH (M(SD)) Independent samples
test

“Unconscious–
conscious”

2.71(0.69) 1.87(0.64) t (30) = 3.563,
p = 0.001

“Artificial–lifelike” 2.59(0.71) 1.80(0.68) t (30) = 3.199,
p = 0.003

“Dead–alive” 3.00(0.71) 2.33(0.82) t (30) = 2.476,
p = 0.019

“Unintelligent–
intelligent”

3.012(0.49) 2.40(1.12) t (30) = 2.401,
p = 0.023

“Fake–natural” 2.65(0.79) 2.13(0.83) t (30) = 1.793,
p = 0.083

“Machinelike–
humanlike”

2.59(0.94) 2.00(0.93) t (30) = 1.789,
p = 0.085

“Still–surprised” 2.59(0.62) 2.13(0.74) t (30) = 1.890,
p = 0.068

differences between the text group and the virtual human group by using an inde-
pendent samples t-test. All constructs were reliable (Cronbach’s alpha> 0.6) except
for the perceived safety construct. Differences between the text group and the vir-
tual human group halfway the user evaluation can be found in Table8.2. Differences
between these groups at the end of the user evaluation can be found in Table8.3.

The coaching system that was using the virtual character to present feedback
messages was seen as more artificial, fake, dead, and machine-like. The system
using the virtual character was also seen as less intelligent compared to the system
that was using text messages.

Participants were asked for their opinion on the two presentation forms on the
smartphone. Before that we gave a short explanation and demonstration of both the
virtual human coach and the text coach on the smartphone of the researcher. Three
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participants from the text group stated that a virtual coach represented by text was
fine for them because they were afraid that a virtual human would become annoying
or they did not like the idea of having a virtual human as an user interface telling
them what to do. Four participants from the text group stated that it would not make
any difference in this coaching system. Participants stated that the system would
stay mechanical and predictable because it would not change the behavior of the
complete system. Some stated that the motivation to use such a system was more
important than the way that a coach is represented. Three participants from the text
group had the impression that a coach represented by a virtual human was more
fun to use, more human-like or closer to the way a normal coach would provide
feedback. Eight of the participants from the virtual human group stated that they
preferred feedback messages in text. They had the impression that the virtual human
did not add anything extra compared to a text message for the kind of feedback
messages presented in this coaching system. Five of these participants stated that the
virtual human can be useful when more detailed feedback will be presented, when it
is possible to have interaction with the coach or when users need extra motivation.
Two participants preferred feedback presented by the virtual human. In their opinion
the virtual human added some extra dimension to the coaching system, it was fun to
get feedback presented by a virtual human and it added some social pressure to the
feedback message.

8.5.2.5 Quality of Coaching

We used an adapted version of the CBS-S to measure the quality of coaching by the
system in the different conditions. We analysed the results of the questionnaires to
investigate differences between the text group and the virtual human group by using
independent samples t-test. The reliability is good (Cronbach’s alpha> 0.958). There
was no difference between virtual human and text group in the perceived quality of
coaching.

8.5.2.6 Credibility

The credibility of the feedback messages and the coaching system was measured
using the Source Credibility Scale of McCroskey and Young [48]. To investigate
differences between the halfway and end questionnaires we used a paired samples
t-test. The reliability was good (Cronbach’s alpha > 0.88). Results of the Source
Credibility Scale can be found in Table8.4.

From the results we can conclude that the Kristina coaching system that was
using the virtual character was seen as less intelligent compared to the system that
was using text messages. Feedback messages presented by the virtual character were
seen as more honest.
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Table 8.4 Differences between the text and virtual human group on the Source Credibility Scale
halfway through and at the end of the user evaluation on a 5 point Likert scale

Word pair Text (M(SD)) VH (M(SD)) Independent samples
test

Halfway

“Unintelligent–
intelligent”

4.35(1.11) 3.60(1.12) t (30) = −1.902,
p = 0.084

End

“Dishonest–honest” 4.53(1.23) 5.33(1.11) t (30) = 1.928,
p = 0.063

“Unselfish–selfish” 4.47(0.87) 5.07(1.10) t (30) = 1.702,
p = 0.098

“Sinful–virtuous” 4.06(0.43) 4.60(0.99) t (30) = 2.057,
p = 0.048

8.5.3 Log Data

During the user evaluation data about the physical activity levels (PAL), the number
of uploads of activity data and the number of feedback messages sent by the coach
were collected.

Activity data

Figure8.5 presents the physical activity level of all the participants per group. We
analysed the physical activity levels of each participant and used a Mixed Models

Fig. 8.5 Physical activity levels per week. The lines represent the average PAL per group
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approach to investigate whether time (in weeks) or group (condition) was a predictor
for the level of physical activity. From this test we can conclude that there was no
relationship between time or condition and the physical activity level. We used a
Mann-Whitney test to compare the average values of all participants of the groups
to investigate whether there is a difference between the groups. At the end of week 6
the PAL level of the control group was significantly less than the text group (Mdn =
1.61, U = 36.00, r = 0.460, p = 0.014).

Number of uploads and feedback messages

Participants were asked to upload their physical activity data on a regular basis,
preferable once a day. During the six weeks (42 days) user evaluation participants
uploaded their activity data 32 times on average. We used a Mann-Whitney test to
compare the results between the different groups. The number of uploads of physical
activity data in the control group was significantly less than in the Text group during
all six weeks (Mdn = 3.00, U = 51.00, p = 0.045, r = 0.378). No difference was
found between the text group and virtual human group. Over the whole period on
average 74 feedback messages were sent per participant.

8.5.4 Conclusion

We can conclude that presenting feedback messages in text was a better approach
compared to presenting feedback messages by a virtual human. In general the feed-
back messages were seen as a kind of standard and participants stated that there was
too much repetition. Behavioral measures (log data from sensor) showed no differ-
ences between the text group and the virtual human group, but the physical activity
level of the Text group was increasing in week 6 of the user evaluation, while the
physical activity levels of the virtual human and control group were decreasing. We
found a significant difference between the Text group and the Control group at the
end of the user evaluation when we look at the physical activity level and the number
of uploads of data. Regular feedback and reminders help but use of a virtual human
does not have a positive effect compared to a simple text message.

Subjectivemeasures obtained by the questionnaireswere in favor of the text coach.
This is supported by the interviews. From the interviews we have indications that
the virtual human coach could improve users’ perception if the feedback messages
become more intelligent, if interaction with the virtual coach was possible or when
users are motivated more to use a physical activity coaching system.

Perceived quality of a system is a subjective notion. It is influenced by desires
as well as by the expectations users have [68]. Participants from the two groups
that received feedback messages had different reference points to which they com-
pared the messages from the coaching system. Using a virtual human in a coaching
application that makes use of verbal and non-verbal communication creates high
expectations by the users. Using speech output may create the expectation that the
virtual human is able to recognise verbal input, a feature not implemented inKristina.
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The context of use influences the acceptance of the verbal animated presentation
of feedback messages and hints by the virtual coach. Short attention spans are typical
in mobile use [34]. In the mobile context, many other tasks and other applications
on smartphones ask for the users’ attention. Text messages are easier and quicker
to read and understand compared to a message presented by a virtual human that
uses text to speech thereby controlling the timing and duration of the presentation
of the message. Glanceablility of the interface affects the perceived ease of use and
usefulness of the system and thereby the efficacy of the coaching [14].

8.6 Guidelines for Use of Virtual Coaches

We have seen that a combination of properties of the user (motivation, needs and
expectations), the (mobile) use context, the task of the virtual coach (to give short
hints and feedback or to motivate) and the appearance of a virtual coach determine
the way users experience and react to personal coaching systems.

Based on lessons learned from our experiences with the Kristina system and
the literature reviews we can now present some guidelines and considerations for
deciding when to use an embodied conversational agent in the interface of a personal
coaching system.

1. Utilitarian functions come first, hedonic aspects are important but come second
place.

2. Context of use is of prime importance and impacts attention spans and commu-
nication efficiency.

3. Dependent on the task of the system and the target user group it is sometimes
better not to use a virtual human that represents an authority like a personal
trainer. An animated emphatic character should be considered.

4. The functions of the (animated) graphical interface of a persuasive system should
be reflected in a coherent way in appearance, expressions and behaviors and be
related to the utilitarian functions of the system.

5. Do not use verbose text messages when simple signals can transmit the same
message.

6. The user must have control over the system and the way user data is handled.
7. Given the state of the art of spoken dialog systems use of a spoken dialog may

have negative impact on the user acceptance if not handled with care.
8. Do not let the system give information or suggest or advice actions based on

uncertain information.
9. Let the system be clear about the intention and the cognitive status of information

it provides to the user.
10. Make your persuasive actor so that it is aware of the fact that some users don’t

like to be bothered by calls for attention they didn’t ask for.
11. Be aware of the fact that as designer you are responsible for making the system

so that it allows the user to act in a responsible way.
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We believe there is potential in the use of virtual humans for personal coaching
systems when used in the appropriate way. The quality of automatic speech recog-
nition and speech generation systems has improved so that interaction between the
user and the system by means of a natural conversation comes within reach. Speech
interfaces have arrived in every day use. In 2011 Apple introduced their speech
enabled personal assistant Siri. Android mobile users can now choose from a wealth
of similar personal assistants: Google Now, Voice Actions, Indigo, and many more.
These commercial speech interfaces do not allow real dialogues. The interaction
consists of isolated question response pairs. Spoken dialogue systems is an active
research field adding to the development of embodied conversation agents that allow
a conversational style of human computer interaction [42]. Progress in the quality of
speech recognition and the use ofmore sophisticated spoken dialog systems designed
for this type of application domains will improve the quality of the interaction and
create new potentials for interaction between users and virtual coaches through the
use of embodied conversational agents. Dialogs can either be used to collect infor-
mation from the user that is hard or not to obtain through sensors, for motivational
interviewing, or for persuasive argumentation [1, 28].

Future will show what role personal coaching systems can play in cooperation
with patients and medical experts in clinical settings and how we can best exploit the
strong points of computer systems on the one hand and those of the human on the
other hand. Care for our selves, our environment and others cannot be transmitted to
technical systems. Despite the fact that we sometimes perceive them as caring social
actors.
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Chapter 9
Social Perception in Machines: The Case
of Personality and the Big-Five Traits

Alessandro Vinciarelli

Abstract Research agendas aimed at the development of socially believable
behaving systems often indicate automatic social perception as one of the steps.
However, the exact meaning of the word “perception” seems still to be unclear in
the computing community, in particular when it applies to social and psychological
phenomena that are not accessible to direct observation. This chapter tries to shed
light on the problem by showing examples of approaches that perform Automatic
Personality Perception, i.e. the prediction of personality traits that people attribute
to others.

9.1 Introduction

Endowing machines with social perception is one of those steps that many research
agendas indicate as crucial towards the development of socially believable behaving
systems (see, e.g., [15, 26]). However, the exact meaning of the expression “percep-
tion” is still unclear in the computing community, especially when it comes to social
and psychological aspects. Furthermore, there are peculiar aspects of the experiments
in the field (e.g., the low agreement between raters) that still attract concerns while
they should be considered an inherent characteristic of the social perception problem
(see, e.g., [10, 11] for the case of personality traits). This chapter tries to address
the issue, at least to a certain extent, by providing a simple conceptual model of
social perception and by showing a few examples related to Automatic Personality
Perception (APP) [24], the task of predicting how people perceive the personality of
others.

Social perception is the inference of socially relevant information about others,
including their intentions, emotions, beliefs, traits, inner state, etc. Social cogni-
tion investigations have shown that the phenomenon has two main characteristics:
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The first is that it is spontaneous (“People make social inferences without inten-
tions, awareness or effort, i.e., spontaneously” [22]), and the second is that it is fast
(“Within milliseconds of encountering others, we readily process and react to infor-
mation about their various personal characteristics and social group memberships
[...]” [9]).

One of the main consequences of the characteristics above is that social infer-
ence processes are, at least to a certain extent, mechanic: “it now appears that when
we observe a person behave, we jump automatically to conclusions about the per-
son’s underlying traits [...]” [12]. In other words, the relationship between stimuli
(everything observable people do) and outcomes of the social perception processes
(attributed goals, emotions, traits, inner state, etc.) is likely to be stable enough to be
modeled in statistical terms. This is a major advantage for the development of auto-
matic social perception processes because computing science, in particular machine
learning, provides a wide spectrum of statistical methods aimed at modeling statisti-
cal relationships like those observed in social perception. Hence, at least in principle,
it should be possible to reproduce human social perception processes with machines.

Themain reason for addressing the social perception problem is that people behave
towards others according to the social inferences they make, especially in the earliest
stages of an interaction [23]. Therefore, reproducing social perception processes
in machines will help to achieve the goal of socially believable behaving agents,
i.e. agents that interact with their users like humans do. However, there are other
technologies that can benefit from these efforts as well. One is the inference of how
people react to individuals they hear in audio recordings (e.g., through the radio)
or see in videos (e.g., they see on TV). This has been shown, e.g., to explain how
people vote according to the appearance of candidates [21] or what traits social media
users attribute to people that tag certain images as favorite [25]. Another relevant
field is Human-Computer Interaction, in particular for what concerns the tendency
of people to attribute human characteristics to machines even when these do not
display human-like behaviors [14]. More in general, any application involving the
interaction with humans might benefit from technologies revolving around social
perception.

The rest of this paper is organized as follows: Sect. 9.2 proposes a simple con-
ceptual model of how social perception works, Sect. 9.3 proposes examples based
on Automatic Personality Perception, and Sect. 9.4 draws some conclusions.

9.2 A Conceptual Model

Figure9.1 shows a simplified version of the Brunswik’s Lens [4], one of the most
widely acceptedmodels of how living beings gather information in their environment.
In the particular case of social perception, the Lens is a good conceptual model of
how people infer socially relevant information about others.
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9.2.1 Psychological Level

The scheme of Fig. 9.1 must be read from left to right: the target (the person on the
left hand side) is characterized by a state that can correspond to any type of socially
and psychologically relevant information (emotions, goals, attitude, etc.). The state
is not directly observable, but gets manifested through an externalization process.
This latter results into distal cues, i.e. cues accessible to the senses of a potential
observer (the person on the right hand side). The sensory apparatus of the observer
processes the cues and produces a percept characterized by proximal cues, i.e. the
cues actually available to the cognition of the observer. The proximal cues activate
an attribution process that result into a perceived state, i.e. the state that the observer
infers from the proximal cues.

The perceived state is not necessarily accurate, i.e. it does not necessarily corre-
spond to the actual state of the target (this is why actual and perceived state have
different shape in Fig. 9.1). This embodies the everyday intuition that people do not
necessarily attribute to others the right intentions or do not understand how others
actually feel. The potential disalignment between actual and perceived state explains
why social perception studies are often characterized by low accuracy and low agree-
ment between observers (see, e.g., [10, 11] for the Big-Five Traits).

9.2.2 Technical Level

The different steps of the Brunswik Lens correspond to the different stages of social
perception approaches presented in the literature. Given that machines can work only

Externalization
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Fig. 9.1 The picture shows a simplified version of the Brunswik Lens. The psychological level
describes the main stages of social perception. The technical level describes the main stages of
automatic social perception approaches
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on physical, machine detectable information, automatic approaches typically start
with the detection of the distal cues or, in general, from the extraction of physical
measurements—the features—from signals collected with sensors that capture the
behavior of the target (e.g., speech signals or videos recorded with microphones and
cameras, respectively).

Given that proximal cues are not accessible to sensors, automatic approaches for
social perception typically use distal cues as an approximation. In principle, it is
possible to model the process that leads from distal to proximal cues. However, to
the best of our knowledge, no approach presented in the literature tries to do it. The
physical measurements are typically arranged into vectors (the feature vectors) that
can be fed to statistical inference approaches. These latter map the vectors into target
values typically corresponding to the judgments made by raters that have observed
the data. In general the judgments are obtained by using psychometric questionnaires
that measure in quantitative terms a social or psychological phenomenon.

In general, the performance of the automatic approaches is measured in terms of
how close are the outcomes of the approach to the judgments made by the raters.
The main assumption behind such an evaluation approach is that social perception
technologies are not expected to predict the actual state of the target, but the state that
observers attributed to the target. This is an important difference with respect to tradi-
tional machine intelligence approaches that typically try to recognize a groundtruth,
i.e. a truth value that can be measured in objective and unambiguous terms. How-
ever, this does not make a difference from a methodological point of view and all the
techniques developed in fields like machine learning and pattern recognition can be
applied with success to automatic social perception as well.

9.3 The Personality Example

The goal of this section is to show examples of how social perception approaches can
actually be implemented. In particular, the section focuses on approaches aimed at
predicting the traits that observers attribute to targets on the basis of speech and facial
appearance, a task known as Automatic Personality Perception [24]. In terms of the
Brunswik’s Lens, the traits of a target are the actual state while the traits attributed
by the observers are the attributed state.

9.3.1 Personality and Its Measurement

Personality is a psychological construct aimed at capturing “individuals’ charac-
teristic patterns of thought, emotion, and behavior together with the psychological
mechanisms—hidden or not—behind those patterns” [5]. In other words, personality
should account for stable individual characteristics that make an individual behave
similarly, at least to a certain extent, in similar situations. The experiments presented
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in this chapter adopt the Big-Five (BF) Traits—five major dimensions known to
account for most individual differences [19]—as a personality model. Besides being
the most effective and widely accepted personality model [27], the BF has the advan-
tage of representing personalities as five-dimensional vectors, a format particularly
suitable for computer processing. Thus, it is not surprising to observe that almost all
computing approaches dealing with personality adopt the BF [24].

The components of the vectors are scores that account for howwell the tendencies
associated to a trait describe the behavior of an individual:

• Openness: tendency to be intellectually open, curious and have wide interests;
• Conscientiousness: tendency to be responsible, reliable and trustworthy;
• Extraversion: tendency to interact and spend time with others;
• Agreeableness: tendency to be kind, generous, etc.;
• Neuroticism: tendency to experience the negative aspects of life, to be anxious,
sensitive, etc.

The scores are obtained by filling personality questionnaires. These are lists of items
associated to Likert scales where the points can be mapped into numbers (e.g.,
strongly disagree corresponds to −2 while strongly agree corresponds to 2). The
answers to individual items can then be combined through sums and subtractions to
provide the five scores corresponding to the five traits. Table9.1 shows the Big-Five
Inventory 10 (BFI-10) [16], the personality questionnaire adopted for the experi-
ments of this chapter. The main reason behind the choice is that the BFI-10 requires
less than one minute to be filled (it includes only 10 items) and it is then particularly
suitable for the collection of large corpora. However, the literature proposes a large
number of other instruments (see [24] for a short survey).

Table 9.1 The BFI-10 [16] is the short version of the Big-Five Inventory

Item Sign Trait

This person is reserved − Ext

This person is generally trusting + Agr

This person tends to be lazy − Con

This person is relaxed, handles stress well − Neu

This person has few artistic interests − Ope

This person is outgoing, sociable + Ext

This person tends to find fault with others − Agr

This person does a thorough job + Con

This person gets nervous easily + Neu

This person has an active imagination + Ope

Each item is associated to a Likert scale, from−2 (“Strongly disagree”) to 2 (“Strongly agree”) and
contributes to the integer score (in the interval [−4, 4]) of a particular trait, see the third column.
The answers are mapped into numbers (e.g., from −2 to 2)
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Table 9.2 The table shows the main details of the two corpora used in the examples presented in
this chapter

Corpus Speaker Personality Corpus Face Personality Corpus

Samples 640 829

Length 1h:46m N/A

No. of targets 322 829

Gender balance 78.5% M/21.5% F 57.0% M/43.0% F

Subject distribution 80% <3 100% =1

No. of observers 11 11

In the SSPNet Speaker Personality Corpus, 80% of the subjects are represented less than 3 times,
while in the SSPNet Face Personality Corpus all subjects are represented once

9.3.2 Data Collection

Social perception experiments focus on attributed traits (see Fig. 9.1). Therefore
corpora for the experiments include twomain elements, namely recordings portraying
the targets (e.g., audio samples, videos or pictures) and judgments made by a pool
of observers based on the recordings. Every observer must provide a judgment (a
questionnaire like the BFI-10 in the case of personality) for all the recordings of the
corpus. This typically limits the number of subjects in corpora for social perception
experiments. In the case of personality, the largest corpora includes a few hundreds
of subjects and involve a pool of 10−15 observers.

As an example, it is possible to consider the SSPNet Speaker Personality Cor-
pus1 [13] and the SSPNet Face Personality Corpus [1]. The former is a collection
of 640 speech samples assessed by 11 observers, the latter is a corpus of 829 face
images assessed by 11 observers (the main details of the two corpora are available
in Table9.2).

9.3.3 How Many Observers? How Much Agreement?

One of the main peculiarities of social perception studies is that, unlike in other
problems, observers are not expected to be necessarily accurate. Figure9.1 shows
that actual and attributed state are not necessarily the same. In the case of personality,
this means that actual and attributed traits do not necessarily match each other. Still,
this leaves open the problem of howmany raters should be involved in an experiment
and how much they should agree with one another.

The number of observers can be set using the effective reliability ρ [18]:

ρ = Nr

1+ (N − 1)r
, (9.1)

1http://sspnet.eu/2013/10/sspnet-speaker-personality-corpus/.

http://sspnet.eu/2013/10/sspnet-speaker-personality-corpus/
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where r is the average inter-observer correlation and N is the total number of
observers. The number N should be such that ρ reaches satisfactory levels (more than
0.8 according to a commonly applied thumb rule). Hence, a low number of observers
is acceptable as long as r is sufficiently high while a large number of observers is
needed when r is low.

When it comes to observer consensus, acceptable values depend on the particular
inference being investigated. When it comes to the Big-Five, the literature suggests
that the agreement should be measured in terms of amount of variance α shared by
the observers [10, 11]. The measurement can be done with a two-way Analysis of
Variance where the observers correspond to the treatments [6]:

α = σ 2
s

σ 2
s + σ 2

r + σ 2
s×r

, (9.2)

where σ 2
s = (μs − μs×r )/R is the estimate of the subject variance, σ 2

r = (μr −
μs×r )/S is the estimate of the raters’ variance and σ 2

s×r = μs×r is the estimate of the
variance of the interaction between raters and subjects.

According to an extensive survey of agreement values in Big-Five perception [11],
the median of the α values over the works presented in the literature is 0.07 for
Openness, 0.13 for Conscientiousness, 0.32 for Extraversion, 0.03 forAgreeableness
and 0.07 for Neuroticism. Compared to the agreement observed in other domains
(e.g., the attribution of emotions), these values are low, but are still statistically
significant, i.e. they are not the result of chance. Therefore, the low agreement should
not be considered the result of low quality judgments or data, but an effect of the
inherent ambiguity of the problem.

9.3.4 APP Experiments: Speech

While being characterized by low agreement levels, social perception experiments
still show that the observers tend to associate stimuli and judgments in a coherentway.
This can be seen through the performance of APP experiments where the features
(physicalmeasurements extracted from the stimuli) aremapped into the judgments of
the observers using statistical approaches. The results—the correct prediction rate is
above what can be expected by chance—show that the relationship between features
and judgments is robust enough to be modeled in statistical terms. In particular,
this section focuses on experiments performed over the SSPNet Speaker Personality
Corpus (see Sect. 9.3.2) and fully described in [13].

The experiments follow the scheme depicted in the technical layer of Fig. 9.1.
The first step is the feature extraction, i.e. the transformation of the raw data (speech
samples in this case) into vectors of physical measurements expected to account for
themain characteristics of speech. Such a format is particularly suitable for computer
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processing because it allows one to use statistical approaches for the prediction of
the traits attributed to the speakers talking in the samples of the corpus.

In the case of the experiments presented in this section, the feature extraction
process follows the approach typical of computational paralinguistics [20]. First,
short-term features are extracted from 30ms long audio segments that slide over a
speech sample at regular time steps of 10ms. The short-term features of the experi-
ments are as follows:

• Pitch: the fundamental frequencyof a humanvoice and the individualmeasurement
that influences most the way speech sounds;

• Formants: the resonances of the vocal trait, an indication of the phonemes being
uttered (in the experiments, only the first two formants are used);

• Energy: a measure of how loud a speech segment is perceived to be;
• Speaking rate: the length distribution of voiced and unvoiced segments-segments
where there is or there is not emission of voice, respectively—is used as an indirect
measure of how fast a person speaks.

The short-term features are extracted using Praat, one of the most popular and
commonly applied speech analysis tools [3].

Since short-term features are extracted from short audio segments, the same fea-
ture (e.g., the pitch) is measured multiple times for the same sample. Hence, the
different values of the same feature are represented in terms of their statistical prop-
erties. In the case of the experiments of this section, the statistical properties are as
follows:

• Mean: average of all the feature values extracted from the sample;
• Minimum: minimum of all the feature values extracted from the sample;
• Maximum: maximum of all the feature values extracted from the sample;
• Entropy: entropy of the distribution of the differences between consecutive mea-
surements of the same feature (see [13] for more details).

Given that the short-term features are six and the statistical properties are four, every
speech sample is represented with a 24 dimensional feature vector x.

Every sample of the SSPNet Speaker Personality Corpus has been annotated
in terms of the personality traits attributed to the speakers by 11 observers (see
Sect. 9.3.2). This allows one to split the Corpus into two parts: the first includes the
samples that, for a given trait, are below or equal to the median. The second includes
all the samples that, for the same trait, are above the median. By splitting the Corpus
in this way, it is possible to perform a binary classification task where the goal is
to predict whether a speaker has been perceived to be above or below median for
a given trait. If C− is the class of the samples below or equal to the median and
C+ is the class of the samples above the median, then the performance metric is the
accuracy, i.e. the percentage of times the prediction approach correctly assigns a
speech sample to its actual class.
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The binary classification is performed using a logistic regression that assigns a
feature vector x to class C with the following probability:

p(C |x) =
exp

(∑D
i=1 θi xi − θ0

)
1+ exp

(∑D
i=1 θi xi − θ0

) , (9.3)

where D is the dimension of the feature vector and the θ j s are the model parameters.
Themain advantage of this approach is that the parameters, resulting from the training
of the model, weight the different features and provide indirect information about the
features having the highest influence on the classifier outcome. The model has been
trained with the k-fold approach (k = 15) and the same speaker was never present
in both training and test set. In this way, the prediction was speaker independent.

The accuracies are reported in Table9.3, while the logistic regression coefficients
are depicted in Fig. 9.2. For every trait, the plots report the values of the θi parameters.
Table9.3 shows that the best performances are achieved for Extraversion and Con-
scientiousness. This is not surprising because these are the two traits that observers
tend to attribute with the highest consensus and coherence: “[...] there are two dimen-
sions that underlie most judgments of traits, people, groups, and cultures [...] the first
makes reference to attributes such as competence, agency, and individualism, and
the second to warmth, communality, and collectivism” [8] (warmth and competence
are alternative names for Extraversion and Conscientiousness, respectively).

The psychology of speech perception finds confirmation in the analysis of the
weights as well (see Fig. 9.2). In particular, the high weights for the entropy of pitch,
formants and energy confirm, at least partially, that “Rate and pitch variation were
the most influential for competence and benevolence, respectively. For competence,
one interaction effect (rate by pitch variation) was significant. For benevolence, two
interaction effects were significant (pitch variation by loudness, and pitch variation
by rate)” [17]. This confirms that the machine, at least in the case of speech-based
traits attribution, seems to replicate social perception mechanisms in humans.

Table 9.3 The table shows the performances achieved over the Speaker Personality Corpus and
the Face Personality Corpus

Trait Speaker Personality Corpus
(%)

Face Personality Corpus (%)

Openness 58.6 66.6

Conscientiousness 72.5 59.9

Extraversion 58.7 66.0

Agreeableness 78.5 59.2

Neuroticism 66.1 67.1

The performances are expressed in terms of accuracy, percentage of times the system assigns a
sample to the right class
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Fig. 9.2 The charts show the coefficients of the logistic regression for theBFTraits. The expressions
F1 and F2 stand for Formant 1 and 2, respectively. For every feature (pitch, F1, F2, Energy and
length of voiced and unvoiced segments), the chart shows the coefficient for four statisticals, namely
mean, minimum, maximum and entropy

9.3.5 APP Experiments: Faces

The experiments of this section are similar to those performed on the speech samples
of theSSPNet Speaker Personality Corpus, but the data is theSSPNet Face Personality
Corpus (see Sect. 9.3.2) [1]. This includes 829 face images—the frontal pictures of
the FERET Corpus originally collected for biometric purposes—annotated by 11
observers that have filled the BFI-10 questionnaire (see Sect. 9.3.1) after watching
each of the pictures. The main characteristics of the corpus are available in Table9.2
and the experiments presented in this section have been described in full detail in [1].

Figure9.3 shows the pictures that have attracted the lowest and highest scores
for each of the BF traits. The difference between the faces at the extremes of each
trait suggests how the observers tend to map differences in facial appearance into
differences in personality traits. However, only prediction experiments like those of
the previous section can say whether the mapping is coherent and, if yes, to what
extent.

Following the technical layer of Fig. 9.1, the first step of the process is the feature
extraction. In the experiments of this work, the images are first normalized to have
all the same size (65× 50 pixels). Then, the colours are mapped into intensity values
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Fig. 9.3 The picture shows, for each trait, the faces that have attracted the lowest (lower pictures)
and highest (upper pictures) rating

by taking the average of the intensities of the three components of each pixel (Hue,
Saturation and Value). The intensity values obtained with such a process are thus
used as features. However, given that the dimensionality of the feature vectors is
too high (65× 50 = 3250), the images are projected onto the first 103 Principal
Components [2], corresponding to 90% of the variance in the data.

Like in the case of the speech experiments described in the previous section, the
faces of the corpus are split into two classes for each trait, namelys samples above and
samples below or equal median according to the scores assigned by the observers.
The feature extraction process consists in extracting the projection of the faces onto
the Principal Components extracted from the faces of the training set (see [1] for
the details). The prediction of the attributed traits has been performed with Support
Vector Machines.

Table9.3 shows the performances achieved for the different traits. In this case,
the best performances are achieved for Extraversion, Openness and Neuroticism.
The first trait tends to be the best predicted in most of the works presented in the
literature [24] because it is one of the two traits that people tend to infer more
easily when they are contact with others [8]. For the other two, the performance
changes significantly from case to case. This should not be considered a problem
of the approach, but a property of the data that make a given trait more or less
available [27] (see Sect. 9.4 for more details). In any case, the results show that the
observers tend to map facial characteristics into traits with sufficient consistency and
coherence to allow statistical modeling.
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9.4 Discussion and Conclusions

This chapter has addressed the problem of social perception in machines. In par-
ticular, the chapter has shown two examples of Automatic Personality Perception,
i.e. the task of predicting the traits that observers attribute to subjects they enter in
contact with. Besides showing that machines can replicate the way human observers
perceive the personality of others, the examples illustrate two major peculiarities of
social perception experiments: The first is that the goal of the experiments is not
to predict the “true” traits of the targets, but the traits that other attribute to them.
For this reason, the experiments are often characterized by a low, but statistically
significant degree of agreement between observers. The second is that not all traits
can be predicted equally well from the same data, the reason being that different data
make different traits more or less available, i.e. more or less easy to infer for human
observers.

Low agreement between observers is typically seen as a problem, but in the case of
social perception it should be considered a consequence of the inherent ambiguity of
theproblem.TheBrunswik’sLens (seeFig. 9.1) shows that actual and attributed states
are not necessarily the same. In this respect, the accuracy of attribution processes
should not be considered a goal to be achieved, but simply a characteristic of a given
type of perception. When the externalization processes allow the observers to easily
infer the actual states of the targets, then the observers tend to be more accurate
and, as a consequence, to reach higher levels of agreement. When the externalization
processes do not allow the observers to infer the actual state, then the accuracy is
lower and, as a consequence, the agreement is lower as well. In the case of the Big-
Five, perception studies show that themedian of the agreements observed in different
studies range roughly between 0.1 and 0.3 [10, 11] and they are accepted as long as
they are statistically significant, i.e. they are not the result of chance.

Differences in performance depending on the data are another characteristic of
social perception experiments. In the particular case of the BF, this means that dif-
ferent traits are predicted with different performances in different corpora. In this
case as well, the phenomenon should not be seen as a problem, but an effect of the
availability [27], i.e. of how much the data make a trait (or any other state) accessi-
ble to inference. The two examples presented in this chapter show that Extraversion
can be predicted effectively with both speech and faces—not surprisingly given that
this trait is probably the most easily available [8, 24]—while the others are more or
less accessible depending on the corpus. Very likely, these differences can provide
useful information about the channels through which people actually develop their
impressions and social perception inferences.

Social inferences play a major role in everyday interactions. Impressions about
others influence, to a significant extent, the way people behave towards others [22].
Furthermore, the social identity of individuals depends not only on their actual char-
acteristics, but also on the characteristics attributed by others [7]. For these reasons,
automatic approaches for social perception can help to develop socially believable
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behaving agents and, not surprisingly, automatic social perception is the subject of
major efforts in the computing community.
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Chapter 10
Towards Modelling Multimodal
and Multiparty Interaction
in Educational Settings
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Abstract This paper presents an experimental design and setup that explores the
interaction between two children and their tutor during a question–answer session
of a reading comprehension task. The multimodal aspects of the interactions are
analysed in terms of preferred signals and strategies that speakers employ to carry
out successful multi-party conversations. This analysis will form the basis for the
development of behavioral models accounting for the specific context. We envisage
the integration of such models into intelligent, context-aware systems, i.e. an embod-
ied dialogue system that has the role of a tutor and is able to carry out a discussion in
a multiparty setting by exploring the multimodal signals of the children. This system
will have the ability to discuss a text and address questions to the children, encourag-
ing collaboration and equal participation in the discussion and assessing the answers
that the children give. The paper focuses on the design of the appropriate setup, the
data collection and the analysis of the multimodal signals that are important for the
realization of such a system.
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10.1 Introduction

The study described in this paper explores interaction in an educational context,
where a tutor holds a conversation with two children, asking them questions on texts
they have studied and assessing their reading comprehension through these questions.
Furthermore, the tutor encourages collaboration between the children and helps them
to identify the correct answers within the text. The main goal of this investigation is
to model the conversational behavior of participants in such a context, in view of a
virtual agent that supports reading in educational settings and fosters comprehension
and retention of texts by young learners through interaction.

Written texts are one of the commonest means of delivering information in edu-
cational settings, hence effective reading instruction is of utmost importance for
knowledge acquisition. At the same time, the fact that most reading takes place on
electronic devices (pc, tablets, mobile phones) either online or offline, poses another
challenge for the study at hand, i.e. the investigation of reading support and tutoring
on electronic devices.

In our view, this challenge could be addressed in a smart and adaptive learning
environment in the core of which lies a dialogue system embodied by a virtual agent.
The agent interacts with a pupil, assists her/him in studying a factual text and is
able to assess reading comprehension, guiding the learner through the text, asking
questions and helping the learner identify and clarify information-dense excerpts.
Furthermore, we envisage an agent that is able to interact with more than one child
at a time, i.e. at least a pair of children; in this respect, this agent should be able to
exhibit social skills, but, also to monitor the social skills of its co-locutors.

A virtual agent that interacts with learners is a human-like interface that should
be able to understand and communicate the verbal and non-verbal actions of the
participants, i.e. the multimodal signals that provide dynamically significant infor-
mation about their state ofmind [1–3]. Learning is a scenario inwhich conversational,
social and affective participants’ skills influence the outcome of the interaction and
its success [4–6]. Consequently, one of the key aspects to be incorporated in the
system is the modelling of the interaction between the participants; an aspect that
becomes more challenging as the number of speakers in an interaction grows and
the communication dynamics become more complex.

The design and implementation of such an intelligent system is heavily based on
the modelling of the communication among the participants in this specific context.
Thus, this work attempts to provide preliminary insights of how a model of interac-
tional behavior should be formed, in order to feed and equip an intelligent interface
that can be used in educational tasks, such as in individual or group tuition, or in
homework assistance.

The study of human–human interactions sheds light on actions and strategies par-
ticipants employ to convey their message and achieve their communicative goals, as
well as the modalities involved. Recently, the availability of robust capture devices
(such as eye trackers, microphones, biosignal sensors) and modelling techniques
has been exploited to build dialogue systems embodied by virtual agents or robots
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[7–9]. A further challenge that is addressed is to approach multiparty and multi-
modal conversations, which are a more complex construct compared to two-party
conversations, in terms of turn management, feedback responses and variables such
as engagement, attention and dominance. These are crucial features to the interac-
tion strategies and the regulatory actions of an agent within a dialogue system for
educational purposes.

The setup and task presented here aim at compiling a corpus of tutor–students
interactions which will facilitate the investigation of the conversation structure, the
coordination of turn-taking and the multimodal feedback and attention signals the
speakers employ. The annotations on the data aim at modelling the multimodal and
multiparty interaction towards the implementation of an embodied dialogue system
able to handle more than one co-locutor, discuss with them and encourage their
collaboration, engage them in the task and assess their reading comprehension.

The experimental setup and data analysis presented in this paper aim to define and
discuss (a) the appropriate scenario and task design, i.e. the material and the spatial
set-up enabling to capture the desired behavioural cues, (b) aspects of multimodal
interactional behavior that denote the speakers’ reactions and their conversational
strategies, and (c) association of the reading comprehension task to the reader’s
verbal and non-verbal activity.

The remainder of the paper discusses the experimental design and set up that
led to the creation of the data collection. Next, we describe the annotation process
performed on the collected corpus to reflect the aspects and features of interest. The
analysis of the annotated sessions is presented in Sect. 10.4. Finally, the discussion
section includes aspects of multimodal and multiparty interaction behavior and flow
that are highlighted through the analysis and are important to be modelled in an HCI
dialogue interface, with promising results for this challenging area.

10.2 Experimental Design and Data Acquisition

To be able to make observations of human–human interactions, we followed the
best practice, i.e. aimed to the acquisition of audiovisual recordings. Large-scale
multimodal corpora have been developed to advance the understanding of human–
human interaction [10–13] andmodel verbal and visual signals in interaction to build
more engaging human–machine interfaces, including social, natural and intelligent
dialogue systems. Such resources are a prerequisite to the behavior and interaction
modelling.

Our data collection consists of four sessions of overall 41min duration. In each
session, an adult tutor coordinates the discussion with two children on a text that
they have already read right before each session started. The tutor poses a set of
questions on the text and the children have to answer them either directly or after
collaborating with each other and reaching an agreement. The number of participants
and the spatial arrangements were designed in a way to better serve the purposes of
the analysis, but also to create a semi-controlled set-up that can be replicated and
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modelled at a later stage. The choice of more than one child was done to study the
way multi-party interaction is performed; however, the presence of more than two
children would significantly increase the complexity of the task analysis, since each
signal would have to be interpreted by checking actions or reactions towards several
directions, i.e. as many as the number of participants. This set-up is not intended to
be a simulation of the classroom setting, but of other teaching environments, such as
group tuition or homework assistance.

The spatial set-up was implemented with the three participants sitting around a
table, holding an equal distance between them so that their signals would be visible
when addressing another participant.

In designing the task, selecting the texts, and forming the core comprehension
questions to trigger interaction, a set of parameters and constraints were taken into
account: (a) the learners’ profile, in terms of age, language development and cognitive
maturity, (b) the specificity of the topic which should provide the grounds for an
interaction manageable by a dialogue system, i.e. question–answer pairs that are
factual and narrow enough to allow objective assessment, and (c) the encouragement
of collaboration between participants. Under these constraints, the material used for
the experiments were two texts on the subject of geography. The texts were drawn
from textbooks addressed to the specified age groups (first and second grades of the
secondary school) in order to ensure level-appropriateness. Non-fiction informative
texts were selected because of their factoid nature which allows for the objective
automated assessment of comprehension. More specifically, geography texts usually
employ a set of associated named entities linked with relations of part-whole, cause-
effect, order/sequence/direction etc., thus allowing for the assessment of both low-
and high-level cognitive processes involved in comprehension through the following
types of questions: yes–no questions, wh-questions, check and list questions.

The recordings were carried out at the ILSP/Athena recording studio, during the
pre-event of Researcher’s Night.1 A call for participation under the title “Let’s design
the future tutor”2 was posted on the event webpage and addressed children of the
first and second grades of secondary school. Eight children were recruited for whom
signed parental consent was obtained. The participants were put in pairs according to
their school grade. Balanced groupings of participants in terms of gender, personality
and performance would have been desirable; however at this stage, grouping was
random and based on the subjects availability during the event.

The person that undertook the role of the tutor in all sessions is a speech ther-
apist well-acquainted with interacting with children. We conventionally refer to
her as “tutor”, since the focus is on her conversational role in the particular set

1https://www.athena-innovation.gr/en/announce/pressreleases/232-ren2014.html.
2“What do you consider an ideal tutor? How would you like a tutor-avatar or a tutor-robot? We’ll
guide you through our recording studio where we’ll record the way a tutor communicates with the
students with the goal of designing a virtual tutor. Can you help us design the tutor of the future?
All you have to do is to answer a few simple questions and you’ll have the chance to see how we
collect the data that are necessary to develop a virtual tutor.”

https://www.athena-innovation.gr/en/announce/pressreleases/232-ren2014.html
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of interactions, and was perceived as such by the children. Four groups were formed
and four sessions were recorded during the event. What follows next is a typical
structure of the conversation carried out in each session.

10.2.1 Session Design

Preparation phase: Each pair read one of the following texts: (i) Text 1 “The earth’s
biggest mountain ranges” (595 words), followed by 9 questions. (ii) Text 2 “The
Baltic and the North Sea” (515 words), followed by 6 questions. Different types of
questions were designed to attest whether they elicit different kind of answers and
consequently whether a dialogue system would be able to handle and assess all the
kinds of answers given.

The tutor was contacted in advance and was given both texts and their questions as
well as instructions on how to coordinate the interaction with each group of children.

Before each session, the children were given 10min to go through their text and
read it as many times as they wanted to, without discussing it with their partner.

Introduction to the activity: The tutor introduced herself and asked the learners
what their names were. The tutor welcomed and explained the aim of the session.
A brief phase of small talk then followed aiming at making the children feel at ease
(e.g. the school the children went to, whether they knew each other etc.). The tutor
then described the activity and the subsequent steps, i.e. that she was about to ask
simple questions on the text and that the children may reply on their own, or after
discussing and collaborating with each other to conclude on a specific answer.

Question and answer phase: The tutor posed the questions on the text one at a
time in a predefined order and elicited the answers from the children. The following
cases were specified:

1. As soon as a student replied, the tutor’s role was to ask the other one whether
he/she agreedwith it and tried to initiate a conversation. If therewas disagreement,
then the tutor asked the children to discuss their responses with each other and
conclude with a final answer.

2. If the reply was correct, and an agreement had been reached, the tutor verbally
congratulated the student(s) and moved on to the next question.

3. If the reply was not correct, or if there was a delay in the answer, or there was
disagreement between the 2 students, or following a discussion between the pupils
they admitted that they did not know the answer, the tutor read the respective
excerpt from the text which contained the correct answer. The tutor asked the
pupils the question again, the goal here being to elicit the answer from the pupils
(and not provide the answer herself) tomake sure that they had understood the text.
The tutor was given further general instructions on her role and how to dynam-
ically manage the flow of the interaction and the turn-taking according to the
children’s conversational behavior, ensuring at the same time equal participation.
Specifically:
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• The tutor was instructed to make sure that she did not look at the text, at least
not all the time. She also had to avoid gesturing or touching her face, so that
all facial characteristics were visible to be annotated during the analysis.

• The first 2 questions were not supposed to be addressed to a particular child.
The tutor was supposed to give enough time to the children to respond as they
wished, or to discuss the answer.

• If during the first 2 questions one of the 2 students was very talkative and
monopolized the discussion, the tutor was instructed to address the next ques-
tion to the other child.

• If one of the 2 students kept being more extrovert or conversationally domi-
nant, then the tutor was supposed to address one of the forthcoming questions
to the less talkative child.

• When pupils were discussing a question, the tutor was not supposed to inter-
fere in the discussion within a certain time threshold; she was rather supposed
to wait till the discussion was completed and the pupils addressed her again.

Closing phase. After all the questions had been discussed, the tutor thanked and
greeted the students.

The sessions recorded include the introduction to the activity, the question–answer
phase and the closing phase. These sessions constitute the raw data of themultimodal
corpus (Table10.1)

Technical setup. All sessions were recorded using three high definition cameras
and one directional microphone. Each camera was used to capture a different angle,
i.e. the frontal view of each speaker. The camera directed at the tutor had a wide
frame to cover the entire scene, and a zoomed frame was used to study the tutor’s
behavior in detail.

Physical setup. The three participants were sitting around a round table and there
was an equal distance between them (cf. Fig. 10.1) so that their head turns when
addressing another participant were visible.

Table 10.1 Corpus description

Session Session duration Text Children gender
(male/female)

1 7.20 Text2 M–M

2 11.43 Text1 M–M

3 12.10 Text2 F–F

4 9.50 Text1 M–F
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Fig. 10.1 A photo of the experimental setup with all 3 participants

10.3 Annotation Process and Scheme

The recorded sessions were annotated by an expert annotator and were partly val-
idated by another expert. The focus was set on describing the form and functions
of the verbal and non-verbal signals employed in the multimodal strategies of the
conversation participants. The sessions were annotated using the ELAN3 editor [14]
and several tiers were introduced to cover all annotation aspects. For each session,
all 4 videos covering different angles and the audio were synchronized so that the
annotator had a clear view of not only each participant’s behavior, but of the whole
interaction and the interplay between participants as well.

The annotation scheme that was employed contained features and values that
needed to be represented for the analysis of the conversational behavior of the partic-
ipants. It is based on theMUMIN scheme for the encoding of multimodal interaction
[15], which had been tailored for the needs of the specific task and has been used in
similar studies of multiparty communication [16]. The goal of the annotation was to
account for conversational multimodal behavior through verbal and nonverbal sig-
nals that have specific forms and communicative functions. Thus, a large part of the
scheme is dedicated to the annotation of the non-verbal modalities of the partici-
pants. In this study, the focus was on head movements, facial expressions and facial
gestures, cues that are considered important to the regulation of the interaction and
feedback expression. Each of these signals was first identified on the time axis, its
form was marked and it was assigned a feedback and a turn management value. The
annotation layers included in the scheme were as follows:

3ELAN (http://www.lat-mpi.eu/tools/elan/).

http://www.lat-mpi.eu/tools/elan/
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Structure and sub-structure. The conversation was split into structural units
where each structure item reflected the kind of the conversational action and its
function, i.e. introduction, questionX, answerX, conclusion. This kind of segmenta-
tion and labeling was used instead of dialogue act labels in order to be closer to a set
of events that a dialogue systemwould use. The identification of question and answer
sections is important for the modelling as it includes utterances that are specific to
the subtopic discussed. An introduction and conclusion were used for the opening
and closing of the session, respectively. QuestionX was assigned to segments where
a question was addressed, along with potential prefatory statements, while answerX
corresponded to segments where the answer or the discussion that lead to an answer
took place.

Speech activity. Under each structure segment, the utterances of all participants
were transcribed and synchronized with the video stream. The speakers’ transcrip-
tions were collected to attest different patterns and alternatives onemay use to instan-
tiate the particular set of structural segments, i.e. questions and answers, introduction
and closing and how these patterns may be exploited to distinguish between different
structural segments. This was more straightforward for the case of the tutor, who,
due to her coordinating role, expressed a more or less pre-defined content, without
however being committed to use a specific sequence of words and sentences.

Turn management. Turn-taking is a substantial mechanism for the organization
of turns in conversation [17], of turn regulation (i.e. head gestures, gaze) [18], as it
correlates with attention [19] and is a prerequisite in multiparty dialogue systems
in order to handle floor coordination [20]. The mechanism accounts for forms of
turn allocation, rules that apply in transition-relevant places as well as aspects of
collaborative and non-collaborative interactions such as interruptions and overlap
resolution devices, both from verbal and nonverbal perspectives.

From the annotation point of view, this layer contains values that describe the
way speakers regulate the interaction and the succession of turns by verbal and non-
verbal means. Specifically, there are values for taking (take, accept, grab), keeping
(hold), or releasing (offer, complete, yield) the turn. The distinct value of backchannel
is also included to differentiate backchannel cues from meaningful signals. Turn
management is considered here a conversational function applicable to all signals that
speakers employ. Hence, each layer of verbal and non-verbal activity is accompanied
by a turn management relevant function.

Feedback. Feedback responses are realized through verbal and non-verbal means
to show perception and understanding of a message, agreement or disagreement and
they support the collaborative aspects of dialogue in terms of acknowledgement and
continuation. Feedback has been viewed through a robust theoretical framework
[21] and from a multimodal point of view with respect to cues inducing listeners’
feedback, among others [22].Moreover it has been described as occurring in different
social activities or modelled for the purpose of behavior simulation [23].



10 Towards Modelling Multimodal and Multiparty … 173

Same as above, values related to feedback are attributed horizontally to cover
both functions of verbal and non-verbal feedback instantiations, i.e. either via back-
channels and expressing evaluations, or through non-verbal actions such as nodding,
smiling or other head movements and facial expressions. The related labels describe
the kind of feedback the speakers give or elicit in terms of perception, understand-
ing, acceptance or not. Feedback signals are important for the continuation of the
discussion and the acknowledgment of each speaker’s conversational actions and
content.

General facial expression. The speakers’ generic facial expressions of smile,
laugh and scowl indicate their perception of the discussion and their state of mind
towards its content. They are employed to show agreement, encouragement and sat-
isfaction, or, on the contrary, doubt, disagreement or unpleasantness. Subsequently,
they trigger the co-locutors’ responses accordingly.

Head movement. Speakers move their heads in forms and directions that are
significant to the establishment of feedback and turn regulation functions. Head
nodding, for example, is employed to acknowledge perception agreement with what
is being said; head turn may determine the attention focus of the speakers since
it is linked to their gaze direction; head shake may be a sign of disagreement or
doubt, while tilting the head or moving it forward and backward may be employed
to reinforce a speaker’s message.

Gaze. Studying gaze in multi-party interaction enables the identification of the
addressee of an utterance, the focus of attention, or the next speaker allocation.
Hence, gaze direction becomes an important and helpful signal from which one may
infer the turn coordination as well as the target of attention. The annotation scheme
contains values of attentive gaze towards the tutor and either of the two children.
These values are attributed whenever a communicative, according to the criteria just
mentioned, gaze shift occurs, independently of whether a speaker has the floor or not:
e.g. a participant may shift the gaze while talking to make clear who the addressee
is or to elicit feedback; gaze shifts of a listener may be employed to offer or elicit
feedback. A value is also included for cases where participants gaze away, i.e. to
show they are thinking.

Eyes. Eye openness may signal variations of emotion or engagement, e.g. surprise
or enthusiasm (wide open), as well as contemplation, interest, attention or disagree-
ment (semi-closed, blink).

Eyebrows. Moving eyebrows may indicate involvement, encouragement, atten-
tion and surprise (raise) or doubt, disagreement or contemplation (frown) of the
participants.

Mouth. Participants with closed mouth with protruded lips may be expressing
agreement feedback signals, especially if they are coupled with head nodding, while
an open mouth is annotated as a sign that a participant is attempting to take the turn
when another speaker has the floor.

The annotation scheme is described in Table10.2while Fig. 10.2 shows a snapshot
of the ELAN annotation editor including all 4 views of the setting that the annotator
has at his disposal.
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Table 10.2 The coding scheme used for the annotation of the 4 sessions

Annotation layers Values

Speech Speech transcription

Structure Introduction, sections, closing

Substructure Introduction, closing, questionX, answerX

Turn management Take, accept, grab, offer, complete, yield, hold, backchannel

Feedback Perception/understanding (give-elicit)
Accept (give-elicit), Non-accept (give-elicit)

Face_general Smile, laugh, scowl

Functions_Face Feedback, turn management

Head_movement Nod(s), shake, jerk, tilt, turn, forward, backward

Functions_Head_movement Feedback, turn management

Gaze Attention_Child_A, Attention_Child_B,
Attention_Tutor, Gaze_away

Functions_Gaze Feedback, turn management

Eyes Wide_open, Semi-closed, one-closed, blink, closed

Functions_Eyes Feedback, turn management

Eyebrows Raise, frown

Functions_Eyebrows Feedback, turn management

Mouth Open, closed

Functions_ Mouth Feedback, turn management

Fig. 10.2 Ascreenshot of the ELANannotation editor with the videos and the synchronizedmanual
annotations. All 4 angles of the same time frame may be available to the annotator
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10.4 Data Analysis

The annotation process of the recorded sessions resulted in a rich number of anno-
tations that were analysed to discover (a) forms and modalities that the participants
exploited during interaction, (b) frequent or preferred strategies in conversationman-
agement (c) feedback mechanisms that speakers employed to show a variety of reac-
tions, and (d) patterns of behavior that may occur in a specific context, such as in a
question–answer sequence of educational content between a tutor and two children.
Special attention was also paid to the parameter of time, i.e. either the duration of
a certain behavior, or the succession of specific events in the course of discussion
and the timed responses of the participants. At this status of the study, the focus is
on low-level signals (i.e. verbal and non-verbal modalities) as well as some prelim-
inary attempts to correlate different signals and find possible dependencies. Further
investigation is expected to shed light on the association between specific signals
and the subsequent responses, as well as on inferences about high-level signals of
interactional behavior, such as engagement and dominance.

10.4.1 Speech Duration

Speech duration was calculated for each participant to determine the distribution of
their speech activity among speakers. Unequal speaking times among children may
be a sign of dominance. To get more information about speech activity, speaking
times were also compared to the number of utterances produced by each participant
to understandwhether a speakerwas talkative or not.Abalancednumber of utterances
among2 speakers shows that theymay equally take the floor, even though the absolute
speaking times of one speaker are higher than the other, which might occur because
one of the 2 speakers makes shorter contributions. On the other hand, unbalanced
numbers of utterances and unequal speaking times may be due to the content, i.e. a
specific answer to a question needs elaboration and a lot of wording. This information
is also important since it describes the extent of a child’s contribution to a given
question.

Figure10.3 shows the percentage of the speech duration for each speaker role, i.e.
children and tutor, and the average number of utterances each speaker role produces
per second. In all cases, the tutor had the highest speech activity, which seems to
be explained by the role she assumed as the coordinator of the interaction and the
participant who addressed both speakers, helped, encouraged, checked the answers,
etc. The tutor also had the lowest frequency of utterances per second, which makes
sense given that she often produced long and explanatory utterances.

On the part of the children, the relation of speaking times to number of utterances
has been consistent throughout the sessions, i.e. the less the speech activity, the
higher the number of utterances per second. This means that children who were less
talkative either made shorter contributions or they spoke to the point. However, to
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Fig. 10.3 The relation between percentage means of speech activity per speaker role (Children,
Tutor) and the average number of utterances/s. speakers produced in all sessions

be able to reach firm conclusions, more examples of interactions are needed to study
the relation between speech activity and the number of utterances produced.

10.4.2 Turn Management

The analysis of turn management annotation indicates the modalities that speakers
employed and the respective turn actions that were performed. The volume of turn
management labels in our data amounts to 1350; 64% of them was attributed to the
tutor and 36% to the children. All sessions presented a normal flow in the transition
of turns, resulting in a high number of values such as turn offer and turn accept
(cf. Fig. 10.4), which are representative of prototypical turn-taking. Apart from
speech, the preferred non-verbal modalities for turn regulation were head move-
ments and gaze (cf. Fig. 10.5). According to the structure of the discussion, the most
frequent pattern was that of the tutor offering a turn and a child accepting it (cf.
Fig. 10.6).

Fig. 10.4 Distribution of
turn management values in
all 4 sessions Turn Take

2%

Turn Accept 
26%

Turn Yield
1%

Turn Offer
66%

Turn Hold
3%

Turn Grab
2%

TURN MANAGEMENT VALUES
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Fig. 10.5 Distribution of turn management modalities in all 4 sessions
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Fig. 10.6 Distribution of turn management values per speaker role in all 4 sessions

The interaction was framed in an educational context, meaning that the tutor
controlled to a certain degree the conversation by posing questions and enabling both
children to collaborate. It is worth noting that due to the collaborative nature of the
dialogue, there are few overlaps. Specifically, out of the 25 segments (20 attributed to
children, 5 to tutor) that were annotated with the turn grab value, only 12% of them
refer to pure interruptions, while the rest of the percentage is about simultaneous
speech due to collaborative completions, usually exploiting a delay or a pause of a
participant.

What is challenging in this setting, though, is the multiparty dimension regarding
the way turn allocation was performed by the tutor and the respective responses
from the children. Given the central role of the tutor, we examined the forms in
which she performed turn allocation (cf. Fig. 10.7). The majority of turn offers was
performed using both speech and non-verbal modalities. However, it is interesting
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Fig. 10.7 Distribution of
forms of turn allocation
performed by the tutor
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that 19% of turn allocation was based on non-verbal signals only, denoting that non-
verbal modalities in multiparty conversations have an important role within the turn
management mechanism.

10.4.3 Feedback

Annotated instances of feedback show the modalities through which it is performed
and what it expresses through specific values. In our dataset, 3090 instances of
feedback were annotated that correspond to a set of modalities and functions (48%
was attributed to the tutor and 52% to the children). The most frequent functions
are giving and eliciting understanding, followed by eliciting and giving acceptance
feedback (cf. Fig. 10.8). Childrenmost frequently gave understanding, while the tutor
elicited understanding (cf. Fig. 10.9). Similarly, the modalities usually involved in
feedback are, from most to less frequent, gaze, head movements, facial expressions,
mouth and eye movements (cf. Fig. 10.10).
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Fig. 10.8 Distribution of feedback values in all 4 sessions
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Head movements, especially nods, were primarily used for back-channeling and
acknowledgements and were particularly employed by the tutor, who was supposed
to be responsive to the children. Such modalities were usually coupled with the offer
or elicitation or feedback. Gaze shifts were also the most frequent mechanism to
provide signals of perception not only of the message, but of the interaction flow as
well.

Feedback signals were important to the dynamics of the conversation. Signs of
non-understanding or disagreement on the part of the children usually prompted
an action from the tutor, who provided clarifications or allocated the turn to another
speaker. Signals of acknowledgement and agreement on the part of the tutor provided
encouragement and continuation of the discussion.

The frequency of feedback occurrence was also another important factor for mod-
elling the tutor’s behavior, i.e. the frequencywithwhich a virtual tutor should generate
silent feedback responses to look more natural. The tutor’s feedback frequency was
co-examined with the duration of speech activity of the children. In Table10.3 below
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Table 10.3 Feedback
responses from tutor to
children according to their
speech activity duration

Child speech activity
duration (in ms)

Tutor avg. no. of feedback
responses

Up to 500 1

500–1.000 1.4

1000–1500 1.8

1.500–2.000 2

2.000–3.000 2.5

3.000–5.000 3

5.000–10.000 4.5

10.000–20.000 7

we list a set of time thresholds and the average amount of the tutor feedback responses
that were observed in our data.

Feedback is a reaction to a conversational action or verbal content that another
speaker performs. To better represent the data and enable feedback modelling, we
distinguish between feedback source (participant that performs a feedback action),
target (participant to whom feedback is given or from whom feedback is elicited)
and trigger, i.e. the participant that causes feedback to occur, who, in multiparty
interaction may be other than the target, a third party who is also a listener at that
moment. For example, in a casewhere the tutor has the floor and childA turns to child
B to give or elicit feedback, the tutor is the trigger, child A is the source and child B is
the target. In our data we observed that the percentage of feedback responses where
the trigger is different from the target accounted for 13% of all feedback instances. In
this respect, the target of feedback seems to be an important factor when modelling
conversational dynamics, since it might influence the sequence of the conversational
actions that follow.

10.4.4 Gaze Analysis

One of the most significant non-verbal signals of the interaction flow is that of gaze.
It shows the focus of attention of the conversation participants and it is very often
employed to signal turn allocation. Moreover, it has a strong feedback function,
providing acknowledgments to a speaker and signs of perception and continuation.

At the same time itmay function as a dominancemitigationmechanism: a frequent
case observed in the dataset is that of child A holding the floor more often than child
B; the gaze shifts of the tutor from child A to child B imply that child B should
contributemore, and it is an implicit turn offer to child B.We examined these cases by
exploiting the feedback trigger-target distinction, in which tutor gazes had a feedback
function and the trigger (e.g. childA)was different from the target (childB).About 80
instantiations of this behavior were found and 14% of them accounted for behaviors
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Table 10.4 Relation between the percentage of utterances dominant (DC) and non-dominant
(N-DC) children produced and the number of tutor gazes (T-gaze) addressing the respective speaker
type

DC (%) N-DC (%) Diff (%) T-gaze DC (%) T-gaze N-DC (%) Diff (%)

Session 1 56.9 43.1 13.7 50.9 49.1 1.8

Session 2 56.8 43.2 13.7 50.4 49.6 0.8

Session 3 51.9 48.1 3.9 52.0 48.0 4.1

Session 4 63.7 36.3 27.3 50.6 49.4 1.2

where the target perceived the feedback signal and eventually took the floor that was
implicitly offered by the tutor.

We also calculated the relation between the percentage of utterances that a child
produced and the amount of tutor gazes targeting the respective child (cf. Table10.4).
The question here is whether the tutor gazes are consistent with the speech activity
of the children or, on the other hand, whether gazes are a mechanism for encouraging
less talkative children to participate more or to engage them in the conversation by
silently eliciting feedback through gaze. For this purpose, we considered the children
that produced more utterances in each session as dominant (DC) and the other half
of each pair as non-dominant (N-DC) speakers. Subsequently, we calculated the
percentage of the tutor gazes (T-gaze) towards dominant and non-dominant children
respectively. Eventually, judging by the difference in tutor gazes towards the two
types of speakers, there are no consistent findings coming from the data, i.e. there
is no solid evidence regarding this kind of correlation. Again, we believe that more
data, i.e. more examples of this behavior would allow for certain conclusions of
whether (a) a tutor addresses the gaze equally to both participants independently of
their speech activity, implying through gaze that he fosters equal participation, or (b)
the number of tutor gazes grows along with the amount of utterances produced by
the children.

10.5 Discussion and Future Work

Thiswork has presented a data acquisition process resulting in a recordings collection
of multimodal and multiparty interactions during a reading comprehension task in
an educational setup, which has been investigated in its multimodal components
and communicative functions. The data were analysed to investigate the structure
of natural interaction, the multimodal conversation strategies of the participants,
together with some basic behavioral patterns.

The data analysis accounts for preliminary knowledge that needs to be expanded
in terms both of sample/corpus size and of the type of features investigated, i.e. to
include high-level features that may be inferred from patterns and timed sequences of
observed features; it provides, however, important insights towards the modelling of
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the participants’ multimodal behavior and their multi-party interaction. Participants
were bounded by certain restrictions as to the role they assumed and the task theywere
asked to perform.However, children’s answers, the extent of the discussion during the
answers phases as well as the turn management choices that children made, were as
spontaneous as possible. The context restrictions,which comprise the task-dependent
role play, as well as the physical and technical design, are expected to benefit the
task modelling at a later stage; this set-up elicits interactional responses that may
be simulated, i.e. when this task shifts to concrete HCI applications for individual
or group tuition, as well as assisting children in their homework. Specifically, the
target is to integrate this taskmodelling into the implementation of context-aware and
adaptive dialogue systems able to grasp and infer individual as well as multi-party
effects, and at the same time generate rich, socially believable behavior.

Both the data acquisition process and our preliminary findings provide valuable
feedback in defining the design principles, the features to be taken into account
and the technical requirements. They also advance the knowledge on possible ways
of inferring high level conversational features such as dominance, attention and
engagement.

The forms that feedback and turn management may take in this multimodal and
multiparty setting provide significant insights to the design of an embodied system
able to deal with the dynamics of the interaction and the conversational strategies of
the participants. The conversational actions that the participants employ should be
co-examined with their timing and duration to secure more accurate representations
of the conversational flow. In the current analysis, special emphasis was also placed
on the modality of gaze, which, in combination with head movements, have been
considered useful cues for attention estimation and addressee identification [24, 25].

The current study is based on limited amounts of data, which impede further
correlalations and generalisations. However, it provides initial indicators of measur-
able features that account for the interactional behavior and pave the way for further
investigation. To address this weakness, larger data collections are definitely needed
to study in detail and reliably the features of interest. As regards the preparatory
phases of the experimentation, it is desirable that further factors accounting for the
subjects’ profile are taken into account, apart from their age and their school level,
such as gender, prior knowledge of the subject, personality traits and post-assessment
of experience. Such features will enable a more targeted pairing of participants as
well as experimenting with different conditions.

Signals that have proved to be important to modelling sensory data also specify
the use of distinct technologies to be integrated, including voice activity detection
and visual focus of attention, to name a few. Such technologies can be fed indirectly
in powerful frameworks defining the flow of the interaction and allowing for the
incorporation of a series of modules while facilitating the communication between
them (cf. IrisTK [26]).

From an educational-related interaction perspective, apart from the challenging
issues in modelling the conversational dynamics in multimodal and multiparty inter-
action, another innovative aspect in the near future lies in the association of mul-
timodal interaction features with cognitive aspects of text comprehension on the
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one hand, and with the level-appropriateness of the texts to be comprehended on
the otherhand. This implies a) the enrichment of our dataset with input from cogni-
tively oriented sensorial data, e.g. brain and eyes activity features related to attention
and comprehension, and b) the involvement of several Natural Language Processing
modules for text processing that are coupled with readability indicators. Thus, our
current efforts attempt to approach the consolidation of modelling the rich area of
multiparty interaction with text processing techniques to provide a valuable output
in both social and educational aspects of interaction.
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Chapter 11
Detecting Abnormal Behavioral Patterns
in Crowd Scenarios

Hossein Mousavi, Hamed Kiani Galoogahi, Alessandro Perina
and Vittorio Murino

Abstract This Chapter presents a framework for the the task of abnormality
detection in crowded scenes based on the analysis of trajectories, build up upon
a novel video descriptor, called Histogram of Oriented Tracklets. Unlike standard
approaches that employ low level motion features, e.g. optical flow, to form video
descriptors, we propose to exploit mid-level features extracted from long-range
motion trajectories called tracklets, which have been successfully applied for action
modeling and video analysis. Following standard procedure, a video sequence is
divided into spatio-temporal cuboidswithinwhichwe collect statistics of the tracklets
passing through them. Specifically, tracklets orientation andmagnitude are quantized
in a two-dimensional histogram which encodes the actual motion patterns in each
cuboid. These histograms are then fed into machine learning models (e.g., Latent
Dirichlet allocation and Support Vector Machines) to detect abnormal behaviors in
video sequences. The evaluation of the proposed descriptor on different datasets,
namely UCSD, BEHAVE, UMN and Violence in Crowds, yields compelling results
in abnormality detection, by setting new state-of-the-art and outperforming former
descriptors based on the optical flow, dense trajectories and social force models.
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11.1 Introduction

The study of human behavior has become an active research topic in the areas of
human-computer interaction, robot learning, user interface design, intelligent surveil-
lance and crowd analysis. Among these fields, crowd analysis has recently attracted
increasing attention in computer vision for several problems such as density estima-
tion [7], motion detection [49], tracking [3] and crowd behavior detection [31, 32,
38, 43, 50].

Crowd behavior detection refers to identifying the behavioral patterns of indi-
viduals involved in a crowd scenario. These behavioral patterns may vary from the
peaceful movement of pilgrims in Mecca to the violent acts of a riot in NYC streets
for instance. It is well noted in the sociological literature that a crowd goes beyond a
set of individuals who independently display their personal behavioral patterns [47].
In other words, the behavior of each individual in a crowd can be influenced by
“crowd factors” (e.g., dynamics, goals, environment, events, etc.), and the individ-
uals behave in a different way than if they were alone. This, indeed, implies that a
crowd reflects high-level semantic behavior which can be exploited to model crowd
motions [16].

Based on the above explanation, existing computer vision techniques to date
designed for the detection of individual behavioral patterns are not suitable for mod-
eling and detecting events in crowd scenes. This has encouraged the vision com-
munity to tailor techniques for modeling and understanding behavioral patterns in
crowd scenarios. A large portion of recent works is dedicated to model and detect
abnormal behaviors in video data. Existing works in the literature are basically dif-
ferent in terms of the type of abnormal behavior (e.g., panic [12], violence [13],
escape [50]), types of features (histograms of low level features [37, 51, 55], opti-
cal flow [17, 29], trajectories [9], spatio-temporal features [6, 19], etc.), modeling
frameworks and learning techniques such as Markov-like Models [17], Bayesian
models [46], clustering Models [2, 11] and Social Force models [29, 53].

In this chapter, we propose the analysis of short trajectories through the introduc-
tion of a new video descriptor for detecting abnormal behaviors. In a nutshell, we
describe each spatio-temporal window in the video volume using motion trajectories
represented by a set of tracklets [36], which are short trajectories extracted by track-
ing interest points within a short time period. A key difference of our approach with
most of the previous works is explained in Fig. 11.1. Standard approaches typically
describe frames with dense descriptors like the optical flow [26] or the interaction
force [29]. Then 2D or 3D patches are sampled from the video volumes, and abnor-
mal and normal frames are classified by using a bag of words approach. In our case,
however, we define spatio-temporal “cuboids” and we collect statistics on the sparse
trajectories that intersect them. More in detail, the magnitude and orientation of such
intersecting tracklets are encoded in a histogram which we called histogram of ori-
ented tracklets (HOT) [30]. In this sense, our method directly provides a histogram
to describe a frame and no clustering is needed to create the dictionary. Moreover, we
will show that the tracklet extraction proposed in [30] is sensitive to noisy tracklets
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Fig. 11.1 a Standard dictionary learning based on dense motion information and 2D patches.
b Our approach based on 3D video patches and 2D histogram computing

and is not able to extract tracklets of individuals/objects appearing in the subsequent
frames of the video of interest. To tackle this drawback, we propose a robust track-
let extraction that re-initializes/detects salient points in each frame (frame level) to
detect all salient points appear within the video.

Similarly to ours, the approach proposed in [9] considered trajectories too. They,
however, exploited trajectories to compute “energy potentials” in the pixel space
describing the amount of interaction between people. Their work is more interested
in capturing “differences” between neighboring trajectories.

Under the hypothesis that abnormalities are outliers of normal situations, we
employ two standard approaches for classification: (i) when only normal data is avail-
able for trainingwe apply the Latent Dirichlet allocation (LDA) generativemodel [4],
and (ii) in the cases that abnormal training data is available too we use Support Vector
Machines (SVM) discriminative learning technique for identify abnormalities.

We evaluate our approach on standard abnormality detection benchmark datasets
such asUSCD [27], BEHAVE [5], Violence inCrowds [13] and the publicly available
dataset fromUniversity ofMinnesota [29]. The obtained results are compared to other
descriptors based on optical flow as well as social force model [29]. Our approach
reaches very promising accuracy in frame level abnormality detection and it sets the
new state-of-the-art, while beingmuch simpler than other techniques in the literature.

In the following section,wewill detail someof leading approaches for abnormality
detection in video sequences more in detail.

11.2 Related Work

The major challenge in abnormality detection is that there is not a clear definition
of abnormality since they are basically context dependent and can be defined as out-
liers of normal distributions. Based on this widely accepted definition of abnormality,
existing approaches for detecting abnormal events in crowd can be generally classi-
fied into twomain categories: (i) object-based approaches and (ii) holistic techniques.



188 H. Mousavi et al.

(a) (b) (c)

Fig. 11.2 a Shibuya crossing (Japan). b Mecca (Saudi Arabia). c Tracklets extracted from UCSD
dataset

Object-Based Approaches. Object-based methods treat a crowd as a set of different
objects. The extracted objects are then tracked through the video sequence and the
target behavioral patterns are inferred from their motion/interaction models (e.g.
based on trajectories). This class of methods relies on the detection and tracking
of people and objects. Despite promising improvements to address several crowd
problems [34, 39], they are limited to low density situations and perform well when
high quality videos are provided, which is not the case in real-world situations. In
other words, they are not capable of handling high density crowd scenarios due to
severe occlusion and clutter which make individuals/objects detecting and tracking
intractable [28, 33]. Figure11.2a, b shows an example of such scenarios. Some
works made noticeable efforts to circumvent robustness issues. For instance, Zhao
and Nevatia [54] used 3D human models to detect persons in the observed scene as
well as a probabilistic framework for tracking extracted features from the persons. In
contrast, some other methods track feature points in the scene using the well-known
KLT algorithm [35, 40]. Then, trajectories are clustered using space proximity. Such
a clustering step helps to obtain a one-to-one association between individuals and
trajectory clusters, which is quite a strong assumption seldom verified in a crowd
scenario.

Holistic Approaches. The holistic approaches, on the other hand, do not separately
detect and track each individual/object in a scene. Instead, they treat the crowd as a
single entity and try to exploit low/medium level features (mainly in histogram form)
extracted from the video in order to analyze the sequence as a whole. Typical fea-
tures used in these approaches are spatial-temporal gradients or optical flows. Krausz
and Bauckhage [21, 22] employed optical flow histograms to represent the global
motion in a crowded scene. The extracted histograms of the optical flow along with
some simple heuristic rules were used to detect specific dangerous crowd behav-
iors. More advanced techniques exploited models derived from fluid dynamics or
other physics laws in order to model a crowd as an ensemble of moving particles.
Together with Social Force Models (SFM), it was possible to describe the behavior
of a crowd by means of interaction of individuals [14]. In [29] the SFM is used
to detect global anomalies and estimate local anomalies by detecting focus regions
in the current frame. For abnormality detection, Solmaz and Shah [41] proposed
a method to classify the critical points of a continuous dynamical system, which
was applied for high-density crowds such as religious festivals and marathons [15].
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In addition, several approaches deal with the complexity of a dynamic scene analy-
sis by partitioning a given video in spatial-temporal volumes. In [19, 20] Kratz and
Nishino extract spatial-temporal gradients from each pixel of a video. Then, the gra-
dients of a spatio-temporal cell are modeled using Spatial-Temporal Motion Pattern
Models, which are basically 3D Gaussian clusters of gradients. Hart and Storck [4]
used group gradients observed at training time in separate cluster centers, then they
used the Kullback–Leibler distance [4] in order to select the training prototype with
the closest gradient distribution. Mahadevan et al. [27] model the observed move-
ment in each spatial-temporal cell using dynamic textures, which can be seen as an
extension of PCA-based representations. In each cell, all the possible dynamic tex-
tures are represented with a Mixture of Dynamic Texture (MDT) models, allowing
to estimate the probability of a test patch to be anomalous. In this way, the authors
show that not only temporal anomalies but also pure appearance anomalies can be
detected.

Difficulty from the above methods, the major contributions of our approach are
listed in the following:

1. We propose to exploit motion trajectories for the task of abnormality detection
in crowd scenes. Our approach is based on tracklets, which are trajectories of
salient points tracked over a short period of time. This approach represents a
trade-off between object- and holistic-based approaches, since: (i) there is no
need of detecting particular objects/individual in frames, and (ii) the histogram
form of the proposed technique allows one to holistically capture the statistics
of the tracklets (in terms of orientation and magnitudes) at both frame and video
levels.

2. We propose a new descriptor called Histograms of Oriented Tracklets. The new
descriptor simultaneously captures the magnitude and orientation information of
a set of tracklets passing through a spatio-temporal volume by means of a bi-
dimensional histogram. The integration of tracklets magnitude and orientation
allows us to model complex motion patterns.

3. We introduce a simplified version of HOTwhich referred to as simplified-HOT, in
short sHOT. This descriptor mimics the conventional histogram-of-orientations
based descriptors (e.g.,HOGandHOF) and shows that in the case of sparsemotion
information (e.g., tracklets), 2D histograms strongly outperform the standard way
of summarizing statistics.

11.3 Histogram of Oriented Tracklets: A Compact
Representation of Crowd Motions

Tracklets [36] are compact spatio-temporal representations of moving rigid objects.
They represent fragments of an entire trajectory corresponding to the movement
pattern of an individual point, generated by the frame-wise association between
point localization results in the neighbor frames. Tracklets capture the evolution of
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patches andwere originally introduced tomodel humanmotions for the task of action
recognition in video sequences [36].

More formally, a tracklet is represented as a sequence of points in the spatio-
temporal space as:

tr = (p1, . . . pt , . . . pT ) (11.1)

where each pt represents two-dimensional coordinates (xt , yt ) of the t th point of
the tracklet in the t th frame and T indicates the length of each tracklet. Tracklets
are formed by selecting regions (or points) of interest via a feature detector and by
tracking them over a short period of time. Thus, one can say that tracklets represent a
trade-off between optical flow and object tracking. Examples of tracklets are depicted
by Fig. 11.2c.

Since different regions usually exhibit different patterns of motion, we propose a
histogram based descriptor that captures the statistics of object trajectories passing
through a spatio-temporal cube. The new descriptor which we named Histogram of
OrientedTracklets is clearly inspiredby the recent success of histogramsof features in
the object recognition community, being theHistogramofOrientedGradients (HOG)
the most famous example [10]. In the following, we will elaborate the procedure of
computing HOT from video sequences.

11.3.1 Tracklet Extraction

We extracted all the tracklets in a given video using standard OpenCV code.1 Specif-
ically, the SIFT algorithm is employed to detect possible salient points [25] in a
frame, as illustrated in Fig. 11.3a. Then we employed the KLT algorithm [42], to
track the salient points for T frames—Fig.11.3b. The spatial coordinates of the
tracked points are used to form the tracklets set T = {trn}N

n=1, where N is the num-
ber of all extracted tracklets and trn refers to the nth tracklet in the video sample.
The length of the tracklets T depends on the frame-rate of the sequence, the relative
position of the camera and the intensity of the motion-patterns present in the scene.

We explore two different strategies for tracklet extraction, as illustrated in
Fig. 11.4. In the first strategy, video-level initialization [30], tracklets are initial-
ized using the salient points detected in the first frame of the video, and then tracked
until the tracker fails. In the case of tracker failure, a re-initialization is performed
to handle the tracker failure or find a new salient point. This strategy was originally
introduced in [30] and its main drawbacks is that tracklets are limited to the salient
points whichwere extracted from the first frame or the salient points detected over re-
initialization process (which only happens when tracker fails). This means that new
set of salient points appearing in the subsequent frames will not be fully detected, and
thus, not considered for tracklet extraction. This disadvantage is not very highlighted
in extracting tracklets from the public datasets, since the video clips in the datasets

1Available at http://www.ces.clemson.edu/~stb/klt/.

http://www.ces.clemson.edu/~stb/klt/
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are short (cropped from large videos) and appearing new objects/individuals in clips
are limited. In real-world situations where the videos are captured in hours, days or
even weeks, however, appearing new individuals/objects is a norm. As a result, this
extraction strategy does not work well to detect all salient point and consequently is
not capable of extracting corresponding tracklets for abnormality detection.

In the second strategy, we proposed to re-initialize/detect salient points in each
single frameof the video and track the points over T frames,we called thisTemporally
Dense Tracklets (TDT). This strategy is not limited to the points detected at the first
frame and is capable of detecting all possible salient points over a given video. In
other words, no matter how long is the captured video, this strategy is able to detect
the salient points of all the appearing objects/individuals over the time. This results
in producing a large pool of tracklets T which can used to summarize the motion-
patterns observed in the scene per each frame.

11.3.2 HOT Computation

As previously mentioned, tracklets are short sequences of two-dimensional points
represented as tr = {(x1, y1) · · · (xT , yT )}. For each t th point over a tracklet, the
local magnitude can be computed as:

mt =
√

(xt+1 − xt )
2 + (yt+1 − yt )

2 (11.2)

The process of HOT computation starts by splitting the video in spatio-temporal
cuboids of size Sx × Sy × W with overlapping cuboids in the spatial domain; this
is illustrated by Fig. 11.3b. From now on, we will use the apex (i, s) to address the
portion of the tracklet i that intersects the cuboid s.

For each cuboid s, we compute the magnitude and orientation of the portion
(fragment) of each tracklet that intersects s as follows:

θ i,s = arctan

(
yi,s

end − yi,s
begin

)
(

xi,s
end − xi,s

begin

) (11.3)

Mi,s = max
t∈W

{
m(i,s)

t

}
(11.4)

where mt ’s are the magnitude in each point of the tracklet, introduced in Eq.11.2.
The entry and exit points of tracklet i in/from cuboid s are respectively indexed
by (xi,s

begin, yi,s
begin) and (xi,s

end , yi,s
end). The process of computing the magnitude and

orientation of a tracklet within a cuboid is illustrated in Fig. 11.5a, b.
Finally, the magnitudes and orientations of all tracklets passing across a cuboid

are independently quantized in O orientations and M magnitudes bins.We populated
the bins of a histogram H s

θ,m by simply counting howmany timeswe observe a partic-
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Fig. 11.5 The process of HOT formation. a The magnitude of the tracklet, here illustrated by red
circles, is computed in every point (frame) of the temporal window. The maximum magnitude is
considered, m3,4. b To compute the orientation only the entry and exit point from the sector are
considered. c Each tracklet gives a contribution to the HOT histogram, in this case we have O = 8
orientations and M = 4 magnitude bins

ped1 ped2

Fig. 11.6 On the top few frames for ped1 and ped2. On the bottom, the HOT descriptor averaged
over the orientations and projected in each sector on the image plane, showing the expected motion
in each sub-window

ular magnitude-orientation pair {θ, m}, Fig. 11.5c. We normalized the histograms to
make the histogram representation independent of the quantity of motions observed.
This procedure computes a two-dimensional histogram called Histogram of Oriented
Tracklets.

To compute a descriptor at the frame level, H s, f
θ,m , we employed a sliding window

approach, where the histogram at frame f is based on cuboids that temporally ranges
from f − W

2 to f + W
2 . The major drawback of this choice is that abnormalities are

detected with some latency due to (i) the need of the “future” frames and (ii) the
fact that the descriptor of the frame when abnormality begins still encompasses
information from normal “past” frames. However, this results in at most 0.2–0.5 s of
latency for typical values used in this work, thus acceptable. Moreover, real systems
would probably consider as outliers abnormal events of less than a second.

Summarizing, the HOT descriptor represents the expected motion patterns that
happen in each sub-regions. It encompasses the magnitude of a motion and its ori-
entation, being the latter especially useful in single camera scenarios, and often
disregarded by the state of the art. Figure11.6 shows the projection on the image
plane of the HOT descriptors for 6 frames from the UCSD dataset, the magnitude is
shown with a white intensity. Details on the choice of parameters will be given in
the experimental section.
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Fig. 11.7 The process of sHOT formation. a The magnitude of the tracklet, here illustrated by red
circles, is computed in every point (frame) of the temporal window. The maximum magnitude is
considered, M3,4. b To compute the orientation only the entry and exit point from the sector are
considered. c Differently from HOT, now each tracklet gives an a contribution proportional to its
magnitude in the appropriate orientation bin

sHOT Descriptor: In a different approach, following the standard procedure of
histogram of oriented gradients (HOG) computation [10], we propose the simplified-
HOT descriptors (sHOT) which is the one-dimensional version of HOT, Fig. 11.7.

Given a set of magnitude-orientation pairs {θn, Mn}, a sHOT descriptor is
computed by accumulating the magnitudes whose corresponding orientations fall
in orientation bins. This process is followed by a normalization to form a non-biased
oriented histogram. Similar to HOT, sHOT is computed for each cuboid s temporally
centered at each frame f , hs, f

θ,m .

11.4 Abnormality Detection

Unlike the usual classification tasks in computer vision, for crowd abnormality detec-
tion we hardly can assume that abnormal footage is available at the training step.
This would be in fact, hard and costly to collect and it would only represent a partial
view of what an abnormality is, unless we restrict to a particular scenario such as
violence or panic. On the other hand, we can assume to have plenty of normal data.

The common choice to formalize mathematically “what a concept is” (in this case
a normal behavior), are generative models. Generative models encode the process of
data generation by representing a signal by means of a joint probability distribution.
When a new observation arrives, adequately trained the generative model can assign
a probability, or likelihood, that has been generated by the modeled process.

In the context of abnormal behavior detection, previous works employed latent
Dirichlet allocation—LDA [4] or mixture models [29]. In this framework, we limit
our attention to the former. LDA defines what is normal in terms of co-occurrences
between features which are the motion patterns in our case.
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Given a set of two dimensional histograms H s, f
θ,m (or hs, f

θ,m in the simplified version),
for each frame f = 1, . . . , F , we construct the LDA training corpusD based on two
different detection strategies:

Fully bag of words—BW. In this first case, HOT descriptors are summed across
spatial sectors, disregarding the spatial information:

D f =
∑

s

H s, f
θ,m and D = {D f }F

f =1 (11.5)

This strategy is useful when training and test data come from different environments
[13, 29], or when a large perspective distortion is present in a video.

Per-frame, Per-sector—FS. In the second case, HOTs from all the different sectors
are concatenated in a single descriptor to preserve the spatial information of each
frame:

D f = {
H 1, f

θ,m |H 2, f
θ,m | . . . |H S, f

θ,m

}
and D = {D f }F

f =1 (11.6)

In this case, LDAcaptures correlations betweenmotionpatterns that occur in different
sectors of the scene.

Once D is collected, we employ LDA to learn a set of Z topics that defines what
normality is. We used the variational Expectation Maximization algorithm (EM)
which iteratively maximizes a bound on the data log-likelihood

L (D |α, β) =
∑

f

log p(D f |α, β) (11.7)

where α is the Dirichlet prior over topic combinations, and β encodes the motion
patterns associated to each topic (and eventually each sector).

Using a learned model, we can estimate the log-likelihood of an unseen test frame
L (D f

unseen|α̂, β̂) and assign either normal or abnormal label to the new frame based
on a fixed threshold on the estimated likelihoods. When testing data of normal and
abnormal events is available, SVM is used in a standard way (see Sect. 11.5).

11.5 Experimental Evaluation

We compare the HOT descriptor and its variations with state-of-the-art methods and
descriptors in the literature, mainly the mixtures of dynamic textures framework [27]
and leading optical flows based approaches [1, 9, 13, 18].
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11.5.1 Crowd Datasets

Four publicly available datasets are employed for the evaluation, including
USCD [27], UMN [29], Violence-In-Crowds [13] and BEHAVE [5].

UCSD Dataset2 consists of videos of a crowded pedestrian walkway with man-
ually collected frame-level ground truth. The dataset contains two smaller subsets
corresponded to two different scenes. The first, denoted by “ped1” contains clips
of 158 × 238 pixels, which depict groups of people walking toward and away from
the camera, with a certain degree of perspective distortion. The second, denoted by
“ped2” has a spatial resolution of 240 × 360 pixels and depicts a scene where most
pedestrians move horizontally. The video footage of each scene is sliced into clips
of 120–200 frames. A number of these (34 in Ped1 and 16 in Ped2) are to be used as
training set for the condition of normalcy. The test set contains clips (36 for Ped1 and
12 for Ped2) with both normal (around 5,500) and abnormal (around 3,400) frames
(see Fig. 11.8a). We only considered anomaly at the frame level for this dataset.

BEHAVE Dataset3 consists of a set of complex group activities including meet-
ing, splitting up, standing, walking together, ignoring each other, escaping, fighting
and running.Following [9], the fighting activity is selected as abnormalities (50 clips)
and the rest as normal activities (271 clips), see Fig. 11.8b.

UMN Dataset4 includes 11 different scenarios of a panic and normal situations
in three different indoor and outdoor scenes. Figure11.8c shows some samples from
UMNdataset.Violence in Crowds Dataset5 (Fig. 11.8d) is composed by real-world,
video footage of crowd violence, along with standard benchmark protocols designed
to test violent- and non-violent classification. It is split into five sets: half violent
crowd behavior and half non-violent behavior which are available at training time.
It gives us the chance to test HOT descriptor with standard SVM.

11.5.2 Tracklet Extraction

Asmentioned earlier, we modified the tracklet extraction method used in [30] by ini-
tializing the KLT tracker at each frame (temporally dense tracklets). More precisely,
we reset interest points in each frame when track it over T frames. In video-based
tracklet extraction, on the other hand, we stick to an initial set of points detected
at the first frame of the video and track them for the entire length of the tracklet,
re-initializing only in case of failures.

In general, we observed that the former works much better qualitatively and quan-
titatively. The reason is probably due to removing wrong/noisy points and capturing
salient points which appear at subsequent frames.We employed the modified version

2Available at http://www.svcl.ucsd.edu/projects/anomaly/.
3Available at http://groups.inf.ed.ac.uk/vision/behavedata/interactoins/.
4http://mha.cs.umn.edu/movies/crowdactivity-all.avi.
5Available at http://www.openu.ac.il/home/hassner/data/violentflows/.

http://www.svcl.ucsd.edu/projects/anomaly/
http://groups.inf.ed.ac.uk/vision/behavedata/interactoins/
http://mha.cs.umn.edu/movies/crowdactivity-all.avi
http://www.openu.ac.il/home/hassner/data/violentflows/
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(a)

(b)

(c)

(d)

Fig. 11.8 Normal and abnormal samples selected from a UCSD dataset, b BEHAVE dataset, c
UMN dataset. Here abnormality is panic with people running away. d Normal and Violent crowds
from Violence-in-crowds dataset. Videos are from different scenes

for all the four datasets, and specifically on UCSD, we compare it with the tracklet
extraction of [30].

11.5.3 HOT Parameters and Setting

Like other descriptors, there are few parameters and constants to tweak, some of
them are peculiar of the descriptor, others depend on the scene monitored. These
parameters are illustrated in Fig. 11.9, including spatial tessellation of the frame S,
temporal window W , length of tracklets T and the quantization bins O and M . Here,
instead of proposing a “gold standard” and reporting the best result obtained, we
present the results varying the key parameters.

Following previous works, we quantized tracklets orientation in O = 8 uniform
bins [30]. Unlike [30], we varied the temporal window of W = {5, 11, 21} frames
setting the tracklet length to W . Moreover, we varied the number of quantization
levels for magnitude M ∈ {3, 5, 8, 16, 24, 32}. Quantization intervals are generated
using linear spacing (i.e., Matlab’s linspace) starting from 0 up to C × mmax where
mmax is the maximum value of magnitude found in the training set. Abnormal data
is usually not available at training time and may present quite different magnitudes
ranges, therefore this range extension is necessary.We setC = 2, but it isworth noting
that C depends on the scene analyzed and on the motion expected. Furthermore, in
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Fig. 11.9 Parameters to consider in computing the histogram of oriented tracklets: tracklet length
(T), spatial tessellation (S), temporal stride (W), orientation bins (O) and magnitude bins (M)

the case of fixed camera scenarios, the maximum magnitude of a tracklets is related
to the maximum speed and it can be easily bounded manually during the system set-
up. In experiments, varying C did not change the result up to reasonable values. If
abnormal data is available at train time, [13],C can be set to 1. Finally, we considered
three different spatial tessellations, called as coarse S = 2 × 3, medium S = 4 × 6
and fine S = 8 × 12.

Finally, unlike [30] which reported the best results across various choices of
LDA topics Z , here we instead fixed this number to Z = 30 to have a much fairer
comparison. Although experimentally we found that, likewise [30], the performance
does not vary much changing the number of LDA topics.

Parameters Analysis. The result of parameters tuning is shown in Figs. 11.10, 11.11
and 11.12, reporting Equal Error Rate (EER)6 as a function of magnitude levels (M),
tracklet length (W ) and spatial tessellation S. This experiment was conducted on the
UCSD dataset, ped1 and ped2, comparing our approach with the method proposed
in [30] using two different classification sensations: Fully bag of words (BW ) and
Per-frame, Per-sector (FS). For our method, we considered both HOT computations:
2D HOT with Temporally Dense Trajectory (TDT) and 1D simplified HOT (sHOT).
Please note that sHOT results are independent of M , therefore, it’s EER in each
diagram does not change regarding different magnitude levels M .

According to Figs. 11.10, 11.11 and 11.12, the highest EER is obtained by sHOT
for almost all parameter combinations. Moreover, the proposed tracklet extraction
(TDT) outperformed the video level initialization employed by original HOT [30],
especially in ped2 subset. This is caused by the disadvantage of HOT’s tracklet
extraction to re-track salient points affected by occlusion or detect new salient points
over subsequent frames. Further, in general, fully bag of words (BW) detection strat-
egy achieved slightly better detection performance than Per-frame, Per-sector (FS).

6The Equal Error Rate is the value of false positive rate when the ROC curve intersects the line
connecting (0, 1)–(1, 0).
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Fig. 11.10 Results for ped1 and ped2 varying the number of magnitude bins and tracklet length
for the coarse spatial tessellation
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Fig. 11.11 Results for ped1 and ped2 varying the number of magnitude bins and tracklet length
for the medium spatial tessellation

This states that holistic motion statistics captured by BW are more discriminative
than those computed locally by FS. By increasing the level of tessellation from fine to
coarse (more holistic) the difference between EER of BW and FS decreases. Inspect-
ing the reported results, one can see that the EER decreases by increasing the number
of magnitude levels. The EER obtained by tracklet length W = 11 (for ped1) and
W = 21 (for ped2) are slightly less than the tracklet length of 5. The best results
obtained by our technique, the original HOT [30] and some leading approaches
[1, 24, 27, 29] are represented in Table11.1.
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Fig. 11.12 Results for ped1 and ped2 varying the number of magnitude bins and tracklet length
for the fine spatial tessellation

Table 11.1 Equal error rates on UCSD dataset using standard testing protocol

ped1 ped2

Method EER (%) Method EER (%)

MDT [24] 22.90 MDT [24] 27.90

SFM [29] 36.50 SFM [29] 35.00

LMH [1] 38.90 LMH [1] 45.80

HOT: BW [30] 23.84 HOT: BW [30] 20.42

HOT: FS [30] 22.53 HOT: FS [30] 21.84

HOT: BW-TDT 19.09 HOT: BW-TDT 11.24

HOT: FS-TDT 21.09 HOT: FS-TDT 18.15

sHOT 43.03 sHOT 38.45

The results of the previous approaches are borrowed from [27]. The results of our approach and
the original HOT are the best performance obtained at the parameter tuning experiment, shown in
Figs. 11.10, 11.11 and 11.12. The LDA topics, Z , is fixed to 30 for our approach and the original
HOT [30]

11.5.4 Detection Performance

In this following, we evaluate the detection performance of our approach compar-
ing with the state-of-the-arts. For UCSD dataset, we reported the best performance
(smallest EER) achieved at the previous experiment respecting to different settings
of the parameters. For the other datasets- UMN, Violent in crowd and BEHAVE- the
parameters are fixed to W = 11, M = 16 and O = 8. The classification strategy for
the original HOT and the proposed approach is limited to fully bag of words (BW).

Evaluation on UCSD dataset. For the UCSD dataset we considered its standard
train-test partition following [30]. The LDA likelihood [4] of the test frames was
used to compute the EERs for our approach and the original HOT [30]. Results (EER,
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Table 11.2 AUC on UMN dataset, comparing our approach with the state-of-the-arts

Dataset HOT-TDT sHOT HOT SFM SR OF CI

Scene-1 0.998 0.998 0.993 0.990 0.995 0.964 n/a

Scene-2 0.991 0.995 0.984 0.949 0.975 0.906 n/a

Scene-3 0.998 0.996 0.991 0.989 0.964 0.967 n/a

All scenes 0.994 0.984 0.991 0.960 0.978 0.840 0.990

the smaller the better) for ped1 and ped2 are reported in Table11.1. The results of
our approach (HOT:FS-TDT, HOT:BW-TDT and sHOT) are the lowest EER of each
strategy across all the parameters. EERs of competitors are taken from [27] where
the authors reported best results across all the model-method configurations.

Despite such comparison cannot statistically highlight a clear winner, we limit
ourselves to acknowledge how the new tracklet extraction strategy (TDT) proposed
here improves the performance of [30] and, surely, outperforms the prior leading
methods in the literature. Particularly, our approach achieved superior performance
than the original HOT for both classification strategies, BW and FS, on ped1 and
ped2. The difference between the performance of HOT:BW-TDT on ped1 and
ped2 (19.09vs. 11.24%) canbe rationally explainedwith the presence of perspective
distortion inped1whichmayaffect extractingdiscriminative tracklets. This problem
may be solved by some rough estimation of scene geometry which is out of the scope
of this work. Please note that the EERs of the original HOT reported in Table11.1
are slightly different than those obtained in the reference paper [30]. Since, here we
fixed the LDA topics Z = 30, while, the results in [30] were the best achieved by
varying Z ∈ {2, 4, 6, . . . , 80}.
Evaluation on UMN dataset. In this experiment, we compared the proposed
approach with HOT [30], social force model (SFM) [29], sparse reconstruction
(SP) [8], optical flow (OF) [29], Chaotic Invariants (CI) [48] following the standard
evaluation of [29]. To have a finer evaluation, we deployed a protocol by considera-
tion of UMN three scenes separately. We found this protocol so helpful to analyses
the effect of proposed descriptor in each scene individually. The results on each
scene (scene-1, scene-2, scene-3) and the whole dataset (all scenes) are reported in
Table11.2 in terms of AUC (Area Under the ROC Curve). The result demonstrates
the superiority of our approach on this dataset for both scene-based and all scenes
evaluations.

Evaluation on Violence in Crowds dataset. In this experiment, we trained SVM
with linear kernel on a set of normal and abnormal videos across a five-fold cross
validation. Unlike frame classification in the previous experiments, here, the goal is
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Table 11.3 Classification
results on violence in crowds
dataset

Method Accuracy (%)

Local trinary patterns [52] 71.53

Histogram of oriented
gradients [23]

57.43

Histogram of oriented
optic-flow [45]

58.53

HNF [23] 56.52

Violence flows ViF [13] 81.30

Dense trajectories [44] 78.21

HOT:BW [30] 82.30

HOT:BW-TDT 82.84

to assign either a normal or abnormal label to an input video clip (video level classi-
fication). The video level descriptor DV of an input video V is simply computed by:

DV =
∑
f ∈V

D f (11.8)

where D f for BW is defined in Eq.11.5. Finally, the training sets to train the SVM
are formed as D = {DV }N

V =1, where N is the number of positive and negative train-
ing videos. The result of this evaluation is reported in Table11.3 showing that the
best performance belongs to our approach (82.84%) followed by the original HOT
(82.30%). The descriptors in [23, 44, 52] were originally proposed for action recog-
nition in videos. But, these descriptors (except dense trajectories) were evaluated for
abnormal detection in [13], where we borrowed results form. We evaluated dense
trajectories [44] to complete our comparison.

Evaluation on Behave dataset. This experiment compares our method with the
optical flow based method, social force model and interaction energy potential [9].
Following settings in [9], we used half of normal and abnormal videos for training
and the rest for testing. We used BW classification strategy along with linear kernel
SVM for frame level classification. The positive and negative training descriptors
D formed by Eq.11.5. The results are reported by the means of ROC as shown in
Fig. 11.13.

11.6 Conclusions

In this Chapter, we introduced the Histogram of Oriented Tracklets (HOT) descriptor
for the task of abnormality detection in crowd scenes. This newdescriptor entails both
orientation andmagnitude statistics in a single feature, a situation that is often reached
by combining multiple descriptors. Moreover, we empirically showed that tracklet
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Fig. 11.13 ROC curve on
BEHAVE dataset
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extraction based on video level salient points initialization does not perform well
in crowded scenes, which can drastically degrade the performance of abnormality
detection. To tackle this drawback, we proposed a variant of the HOT descriptor
consisting in re-initializing salient points at each frame in the temporal domain.
Experimental results showed how the analysis of trajectories can effectively capture
the anomalies in crowd scenes, by setting new state of the art results on benchmark
datasets.
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