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Preface for Volume 1

On April 4, 2014, we celebrated Cora Sadosky’s life with an afternoon in her honor,
preceded by the 13th New Mexico Analysis Seminar' on April 3—4, 2014, and
followed by the Western Sectional Meeting of the AMS on April 5-6, 2014, all
held in Albuquerque, New Mexico, USA. It was a mathematical feast, gathering
more than a 100 analysts—fledgling, junior, and senior, from all over the USA and
the world such as: Canada, India, Mexico, Sweden, the UK, South Korea, Brazil,
Israel, Hungary, Finland, Australia, and Spain—to remember her outspokenness,
her uncompromising ways, her sharp sense of humor, her erudition, and above all
her profound love for mathematics.

Many speakers talked about how their mathematical lives were influenced by
Cora’s magnetic personality and her mentoring early in their careers and as they
grew into independent mathematicians. Particularly felt was her influence among
young Argentinian and Venezuelan mathematicians. Rodolfo Torres, in a splendid
lecture about Cora and her mathematics, transported us through the years from
Buenos Aires to Chicago and then back to Buenos Aires, from Caracas to the
USA and then back to Buenos Aires, and from Washington, D.C., to California.
He reminded us of Cora always standing up for human rights, Cora as president of
the Association for Women in Mathematics (AWM), and Cora always encouraging
and fighting for what she thought was right.

'The 13th New Mexico Analysis Seminar and An Afternoon in Honor of Cora Sadosky were
sponsored by National Science Foundation (NSF) grant DMS-140042, the Simons Foundation,
and the Efroymson Foundation, and the events were done in cooperation with the Association for
Women in Mathematics (AWM). See the conference’s websites:

www.math.unm.edu/conferences/13thAnalysis

people.math.umass.edu/~nahmod/CoraSadosky.html

An Afternoon in Honor of Cora Sadosky was organized by Andrea Nahmod, Cristina Pereyra,
and Wilfredo Urbina. The 13th New Mexico Analysis Seminar organizers were Matt Blair, Cristina
Pereyra Anna Skripka, Maxim Zinchenko from University of New Mexico, and Nick Michalowsky
from New Mexico State University.
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Cora was born in Buenos Aires, Argentina, on May 23, 1940, and died on
December 3, 2010, in Long Beach, CA. Cora got her PhD in 1965 at the University
of Chicago under the supervision of both Alberto Calderén and Antoni Zygmund,
the grandparents of the now known Calderén-Zygmund school. Shortly after her
return from Chicago, she married Daniel J. Goldstein, her lifelong companion
who sadly passed away on March 13, 2014, a few weeks before the Albuquerque
gathering. Daniel and Cora had a daughter, Cora Sol, who is now a political science
professor at California State University in Long Beach, and a granddaughter, Sasha
Malena, who brightened their last years. During her life, Cora wrote more than 50
research papers, and a graduate textbook on Interpolation of Operators and Singular
Integrals: An Introduction to Harmonic Analysis (Marcel Dekker, 1979), and she
edited two volumes: one celebrating Mischa Cotlar’s 70th birthday (Analysis and
Partial Differential Equations: A Collection of Papers Dedicated to Mischa Cotlar,
CRC Press, 1989) and one celebrating Alberto Calder6n 75th birthday (Harmonic
Analysis and Partial Differential Equations: Essays in Honor of Alberto Calderon,
edited with M. Christ and C. Kenig, The University of Chicago Press, 1999). We
have included a list as complete as possible of her scholarly work. Notable are her
contributions to harmonic analysis and operator theory, in particular her lifelong
very fruitful collaboration with Mischa Cotlar.

When news of Cora’s passing spread like wildfire in December 2010, many
people were struck. The mathematical community quickly reacted. The AWM
organized an impromptu memorial at the 2011 Joint Mathematical Meeting (JMM),
as reported by Jill Pipher, at the time the AWM president:

Many people wrote to express their sadness and to send remembrances. The AWM business
meeting on Thursday, January 6 at the 2011 JMM was largely devoted to a remembrance of
Cora.

This appeared in the March—April issue of the AWM Newsletter> which was entirely
dedicated to the memory of Cora Sadosky.

An obituary by Allyn Jackson for Cora Sadosky appeared in Notices of the
American Mathematical Society in April 2011.3

In June 2011, Cathy O’Neal wrote in her blog mathbabe* a beautiful remem-
brance for Cora:

[...] Cora, whom I met when I was 21, was the person that made me realize there is a
community of women mathematicians, and that [ was also welcome to that world. [...]
And I felt honored to have met Cora, whose obvious passion for mathematics was absolutely
awe-inspiring. She was the person who first explained to me that, as women mathematicians,
we will keep growing, keep writing, and keep getting better at math as we grow older [...].
When I googled her this morning, I found out she’d died about 6 months ago. You can read

2President’s Report, AWM Newsletter, Vol. 41, No. 2, March—April 2011, p. 1. This issue was
dedicated to the memory of Cora Sadosky.

3Notices AMS, Vol. 58, Number 4, April 2011, pp. 613-614.
“http://mathbabe.org/2011/06/29/cora-sadosky/.
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about her difficult and inspiring mathematical career in this biography.> It made me cry and
made me think about how much the world needs role models like Cora.

In 2013, the Association for Women in Mathematics established the biennial
AWM-Sadosky Prize in Analysis,® to be awarded every other year starting in 2014.
The purpose of the award is to highlight exceptional research in analysis by a woman
early in her career. Svitlana Mayboroda was the first recipient of the AWM-Sadosky
Research Prize in Analysis awarded in January 2014. Mayboroda is contributing a
survey paper joint with Ariel Barton to this volume. We include the press release
issued by the AWM on May 15, 2013, and the citation and Mayboroda’s response
that appeared in the March—April 2014 issue of the AWM Newsletter.” As this
volume goes into press, the second recipient of the award, the 2016 AWM-Sadosky
Prize, was announced: Daniela da Silva, from Columbia University.

In 2015, Kristin Lauter, president of the AWM, started her report in the May—June
issue of the AWM Newsletter,® with a couple of paragraphs remembering Cora:

I remember very clearly the day I met Cora Sadosky at an AWM event shortly after I got my
PhD, and, knowing very little about me, she said unabashedly that she didn’t see any reason
that I should not be a professor at Harvard someday. I remember being shocked by this idea,
and pleased that anyone would express such confidence in my potential, and impressed at
the audacity of her ideas and confidence of her convictions.

Now I know how she felt: when I see the incredibly talented and passionate young female
researchers in my field of mathematics, I think to myself that there is no reason on this earth
that some of them should not be professors at Harvard. But we are not there yet ...and
there still remain many barriers to the advancement and equal treatment of women in our
profession and much work to be done.

In these two volumes, friends, colleagues, and/or mentees have contributed
research papers, surveys, and/or short remembrances about Cora. The remem-
brances were sometimes weaved into the article submitted (either at the begining or
the end), and we have respected the format each author chose. Many of the authors
gave talks in the 13th New Mexico Analysis Seminar, in An Afternoon in Honor of
Cora Sadosky, and/or in the special sessions of the AMS; others could not attend
these events but did not think twice when given the opportunity to contribute to this
homage.

The mathematical contributions naturally align with Cora’s mathematical inter-
ests: harmonic analysis and PDEs, weighted norm inequalities, Banach spaces and
BMO, operator theory, complex analysis, and classical Fourier theory.

Volume 1 contains articles about Cora, her mathematics and mentorship, remem-
brances by colleagues and friends, her bibliography according to MathSciNet, and

SBiographies of Women in Mathematics: Cora Sadosky http://www.agnesscott.edu/Iriddle/women/
corasadosky.htm.

®More details in the AWM-Sadosky Research Prize in Analysis webpage: https://sites.google.com/
site/awmmath/programs/sadosky-prize.

7 AWM Newsletter, Volume 44, Number 2, March—April 2014.
8President’s Report. AWM Newsletter, Vol. 45, No. 3, May—June, p. 1.
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survey and research articles on harmonic analysis and partial differential equations,
BMO, Banach and metric spaces, and complex and classical Fourier analysis.

Last year (2014) saw the resolution of the two-weight problem for the Hilbert
transform a la Muckenhoupt by Michael Lacey, Eric Sawyer, Chun-Yen Shen, and
Ignacio Uriarte-Tuero, a problem that had been open for 40 years. This problem
was solved a la Helson-Szegd by Cora Sadosky and Mischa Cotlar in the early
1980s using complex analysis and operator theory methods. In the last 15 years,
a number of techniques have been developed and refined to yield this result,
including stopping time arguments, Bellman functions, Lerner’s median approach,
and bumped approach.

Volume 2 contains survey and research articles on weighted norm inequalities,
operator theory, and dyadic harmonic analysis. The articles illustrate some of
the recent techniques developed to understand weighted inequalities and more,
including a survey of the two-weight problem for the Hilbert transform by Michael
Lacey.

Contents of Volume 1

We now describe in more detail the contents of this first volume. Volume 1 consists
of two parts, the first one devoted to remembering Cora in all her facets, and the
second to mathematics which is, as we well know, a fundamental part of who Cora
was.

Part I of Volume 1 contains articles about Cora, her mathematics and mentorship,
as well as some remembrances by colleagues and friends. Chapter “Cora Sadosky:
Her Mathematics, Mentorship, and Professional Contributions” is a written ren-
dering of Rodolfo Torres’ Albuquerque lecture Cora Sadosky: her mathematics,
mentorship, and professional contributions. This should help us all not to forget
this amazing and strong-willed mathematician and woman and the new generations
to learn about her vibrant personality. Chapter “Cora’s Scholarly Work: Publi-
cations According to MathSciNet” contains Cora’s scholarly work according to
MathSciNet. Chapter “Remembering Cora Sadosky” contains remembrances from
friends and colleagues, such as Steven Krantz, Maria Dolores (Lol6) Moran, Guido
Weiss, and Mike Wilson, and reproduces the article Remembering Cora Sadosky
with contributions from Georgia Benkart, Judy Green, Richard Bourgin, and Daniel
Szyld and a remembrance written collectively by Estela Gavosto, Andrea Nahmod,
Cristina Pereyra, Gustavo Ponce, Rodolfo Torres, and Wilfredo Urbina, published
in the AWM Newsletter Volume 41, Number 2, March—April 2011.

Part II in Volume 1 contains a survey and research articles submitted by an
array of mathematicians representing one or several of the mathematical themes
close to Cora’s heart. In chapter “Higher-Order Elliptic Equations in Non-Smooth
Domains: A Partial Survey”, Ariel Barton and Svitlana Mayboroda present an
extensive survey dealing with the theory of higher-order elliptic operators in non-
smooth settings. The first section of the paper deals with mostly constant coefficient
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operators, in arbitrary domains. It explains the Miranda-Agmon maximum principle
and related regularity estimates, as well as the interesting extension to this setting of
the Wiener test. The results explained are deep and important, and it is very useful
to have the history and development detailed here. The second section deals with L?
boundary value problems for higher-order elliptic operators on Lipschitz domains.
This is mainly discussed again in the constant coefficient case. This is a very rich
subject, where, in spite of decades of steady progress, important problems remain
open. The final section deals with variable coefficient higher-order operators. Two
natural classes of such operators are discussed, and recent works by the authors are
described. This is a part of the theory that is at its very beginning and where much
remains to be done. The authors’ recent pioneering works are explained, and also
many areas of investigation that remain wide open are discussed.

Chapters “Victor Shapiro and the Theory of Uniqueness for Multiple Trigono-
metric Series”, “A Last Conversation with Cora”, and “Fourier Multipliers of the
Homogeneous Sobolev Space W!!” are from Cora’s academic sibling Marchall
Ash and dear friend and colleague Aline Bonami. Marshall Ash’s paper focuses on
aspects of Cantor’s uniqueness theorem which states that if a trigonometric series
converges to zero pointless everywhere, then all of its coefficients must be zero. The
paper is written in the form of a survey and contains outlines of proofs, ideas and
discussions, and personal experiences. Aline Bonami starts with a remembrance she
titled A last conversation with Cora, followed by an article that studies the class of
Fourier multipliers on the homogeneous Sobolev space W!'! which is meant to be
part of this final conversation.

In chapter “A Note on Nonhomogenous Weighted Div-Curl Lemmas”, Galia
Dafni, Der-Chen Chang, and Hong Yue present new results concerning local
versions of the div-curl lemma in R” in the context of weighted Lebesgue spaces
and weighted localized Hardy spaces. Dafni and Chang were Cora’s coauthors.

In chapter “A Remark on Bilinear Square Functions”, Loukas Grafakos in an
interesting note opens up a discussion regarding a bilinear version of a classical
theorem due to Rubio de Francia on L7-estimates for square functions based on
disjoint and arbitrary (in particular, not necessarily dyadic) intervals on the real line.

In chapter “Unique Continuation for the Elasticity System and a Counterexample
for Second-Order Elliptic Systems”, Carlos Kenig and Jenn-Nan Wang present an
interesting discussion of unique continuation for second-order elliptic systems in
the plane. They discuss positive results for a class of systems of elasticity where
coefficients are bounded and measurable (both isotropic and anisotropic systems)
and where coefficients are Lipschitz (anisotropic system). They present an example
which shows that unique continuation may fail for elliptic systems with bounded
measurable coefficients in interesting contrast to the case of single equations where
unique continuation results are known to hold.

In chapter “Hardy Spaces of Holomorphic Functions for Domains in C" with
Minimal Smoothness”, Loredana Lanzani and Eli Stein continue their program
analyzing Hardy spaces on domains in several complex variables with minimal
boundary smoothness. As the reviewer said, “These will be of interest to a broad
cross-section of analysts. And I must note that Cora Sadosky would have been quite
interested in this paper.”
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In chapter “On the Preservation of Eccentricities of Monge—Ampere Sections”,
Diego Maldonado studies how the eccentricity of sections to solutions u to the
Monge-Ampere equation behave when the right-hand side of the equation satisfies
a Dini-type condition on sections. This is applied to obtain estimates of second
derivatives of u in terms of the eccentricity. In addition, he uses these results to show
existence of quasi-conformal solutions to Jacobian equations and also to improve
recent estimates for second derivatives of solutions to the linearized Monge-Ampere
equation.

In chapter “BMO: Oscillations, Self-Improvement, Gagliardo Coordinate
Spaces, and Reverse Hardy Inequalities”, Mario Milman writes about BMO
touching on many topics including oscillations, self improvement, Gagliardo
coordinate spaces, and reverse Hardy inequalities. As the author himself says
about Cora in the last section, “I know that the space BMO had a very special
place in her mathematical interests and, indeed, BMO spaces appear in many
considerations throughout her works. For this very reason, and whatever the merits
of my small contribution, I have chosen to dedicate this note on BMO inequalities
to her memory.”

In chapter “Besov Spaces, Symbolic Calculus, and Boundedness of Bilinear
Pseudodifferential Operators”, Virginia Naibo and Jodi Herbert continue their work
on L boundedness properties for bilinear pseudodifferential operators with symbols
in certain Besov spaces of product type. It is useful to notice that the classes of
symbols considered are extensions of some particular instance of the nowadays
well-understood bilinear Hormander classes of symbols.

In chapter “Metric Characterizations of Some Classes of Banach Spaces”,
Mikhail Ostrowskii writes about metric characterization of some classes of Banach
spaces; this topic is currently central in nonlinear analysis.

In chapter “On the IVP for the k-Generalized Benjamin—Ono Equation”, Gustavo
Ponce surveys recent developments regarding local and global well-posedness
and special properties (such as decay and regularity) of solutions of the initial
value problem (IVP) associated to the Benjamin-Ono equation and k-generalized
Benjamin-Ono equation.

Mayboroda, Ponce, and Torres were invited speakers to “An Afternoon in Honor
of Cora Sadosky.” Dafni and Naibo gave talks in the AMS meeting in Albuquerque
in April and honored there as they are doing here the life and work of Cora Sadosky.
Other authors could not make it to the conference but were more than happy to
contribute to this volume.
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Cora Sadosky: Her Mathematics, Mentorship,
and Professional Contributions

Rodolfo H. Torres

Abstract We present some snapshots of Cora Sadosky’s career focusing on her
intertwined roles as mathematician, mentor, and leader in the profession. We recount
some of her contributions to specific areas of mathematics as well as her broader
impact on the mathematical profession.

Introduction

The content of this article is essentially that of the talk I presented at “An Afternoon
in Honor of Cora Sadosky,” New Mexico Analysis Seminar, Albuquerque, New
Mexico, April 4, 2014. T want to express my gratitude again to the organizers of
the event and the editors of this volume for the opportunity to present that talk and
write this article. In particular, I want to thank Cristina Pereyra for the very nice idea
of having the mini conference to honor Cora and Andrea Nahmod for encouraging
me to give the talk, which I consider a big honor and big responsibility. Special
thanks go to Estela Gavosto too, for the enormous help she gave me preparing the
materials for my presentation. Finally I also want to thank Cora Sol Goldstein for
kindly reading a draft of this article, making some suggestions, and providing some
photographs.

It is difficult to summarize in a few pages Cora’s contributions to mathematics
and the lives of many individuals. Shortly after she passed away on December
3, 2010, we wrote with several colleagues a brief note for the Newsletter of the
Association for Women in Mathematics (AWM) [14]' and, in doing so, we came
across by chance with the poem by Emma Lazarus “The New Colossus,” which is
engraved on the Statue of Liberty. We used the words from that poem:

“Give me your tired, your poor,

I'The article in the AWM Newsletter is reproduced elsewhere in this volume too.

R.H. Torres (P<)
Department of Mathematics, University of Kansas, Lawrence, KS 66045-7523, USA
e-mail: torres @ku.edu

© Springer International Publishing Switzerland 2016 3
M.C. Pereyra et al. (eds.), Harmonic Analysis, Partial Differential Equations,

Complex Analysis, Banach Spaces, and Operator Theory (Volume 1), Association

for Women in Mathematics Series 4, DOI 10.1007/978-3-319-30961-3_1
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Your huddled masses yearning to breathe free...”

as an opening quote in that note. At a personal level, these words make many of us
who knew Cora think a lot about her. Indeed, as we wrote in the AWM note,

“Cora was a vibrant, strong minded and outspoken woman, who fought all her life for
human rights, who helped uncountable young mathematicians without expecting anything
in return. Cora was a phenomenal mathematician, in a time when it was not easy for women,
and she championed this cause all her life, becoming president of the AWM in the early
90s.”

Cora used to tell us many stories about her time as graduate student in Chicago.
In particular, she told us that

“Antoni Zygmund taught her to judge mathematicians by their theorems; that when
someone spoke highly of a mathematician, Zygmund would always like to see the theorems
such mathematician had proved. She did the same. If you said to her that you like
mathematician X she would ask you to explain his/her mathematics” [14].

So, as we speak highly of her, we will have to remind the reader of some of
her theorems. Unfortunately, we will only cover a small part of her mathematical
accomplishments, but we will also try to provide glimpses of her personality through
quotes of hers. Cora wrote a lot about mathematics and other topics and whenever
possible we will use her own words to describe different aspects of both her work
and professional life. Certainly we will not provide an exhaustive biographical
account, but rather highlight a few aspects of her life, which, in our view, have
left a mark.

Cora Sadosky.
Photo courtesy of Cora Sol Goldstein.
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Cora always expressed her views in a very straightforward manner. We remember
her saying, when she did not believe or agree with some statement made by someone
in a “questionable authoritatively way,”

Quién te dijo eso? (Who told you that?) or Y este sefior/a quién se cree que es? (Who this
sir/madam thinks he/she is?)

Cora would transparently let you know when she was not in harmony of opinion
with someone. However, as we witnessed many times,

“she [Cora] never let disagreements she may have with a mathematics colleague on other
issues affect her appreciation of his/her mathematics” [14].

It is our hope that she is not looking at us saying: Y este sefior quién se cree que
es?... as we attempt to write about Cora in the way some of us knew and remember
her. We shall select to present some of her mathematical contributions based in part
on the impact we think they had and our affinity with some areas. In doing so, we
may have unintentionally omitted some other results that some experts may have
found more important to be presented. If so, that is simply the ignorance of this
author.

Some Brief Bibliographical Notes

To put Cora’s life in perspective we need to say a few words about her parents. She
was the daughter of two mathematicians and outstanding individuals, Cora Ratto
de Sadosky (1912-1981) and Manuel Sadosky (1914-2005). Like many others in
Argentina at that time, they were the children of immigrant families. Upon coming
to Argentina, many middle class and even lower income families of immigrants
aspired for their children to get a university education and worked very hard to do
so. They both got PhD’s.

Cora Ratto was from a family of Italian origin. She showed her social com-
mitment from an early age as a student leader at the University of Buenos Aires
(UBA). Over her life she was a tireless activist in several organizations which fought
against racism and discrimination. She was a founder member of the International
Women’s Union. She studied in Paris with M. Frechet but actually got her PhD in
Mathematics in her 40s, back in Buenos Aires working with M. Cotlar. With him,
she authored one of the first modern books in Linear Algebra in Spanish and also
edited a prestigious publication series at the UBA (with authors like L. Schwartz
and A.P. Calderdn). She created the Albert Einstein Foundation to provide financial
support to talented students. A prize in her name was established in Vietnam in
1996. It is awarded to young women participating in the math Olympics.”

ZHistorical information taken in part from: Complexities: Women in Mathematics, edited by B.A.
Case and A.M. Leggett, Princeton University Press, 2005.
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[~ _
Cora Ratto de Sadosky (1912-1981).
Photo courtesy of Cora Sol Goldstein.

Manuel Sadosky (1914-2005).
Photo courtesy of Libros Del Zorzal, Argentina.

Manuel Sadosky was born in Buenos Aires in a family of Jewish Russian
immigrants. He got his PhD in math and physics at the UBA and then studied in
France and Italy. Back in Buenos Aires, in 1949 he was first denied a position at the
UBA for political reasons, but eventually became professor and later associate dean.
He founded the Computational Institute where he brought to Argentina the first com-
puter for research (Clementina, an eighteen-meter long monster machine with only
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5 KB RAM!?). He and Cora Ratto were instrumental in creating a modern School of
Sciences with a tremendous impact in the scientific landscape of Argentina. But in
1966 the university was taken over by the military (losing its autonomy), causing
the resignation of 400 scientists from their positions, and eventually a life in exile
for Cora’s family in Venezuela, Spain, and the USA. He returned to Argentina in
the 1980s (after Cora Ratto has passed away), in the midst of a new democratic
government and became Secretary of Science and Technology. Manuel was elected
“Illustrious Citizen” of the city of Buenos Aires in 2003.*

Cora (“Corita,” as those who knew her from a young age called her) was born
on May 23, 1940, and was only 6 years old when she moved to France and Italy
with her parents and attended many different schools. She entered college at age 15
and received her Licenciatura in Mathematics in 1960, almost at the same time her
mother got her PhD. She then did her PhD in Chicago working with A.P. Calderén
and A. Zygmund. She graduated in 1965 and after that she returned to Argentina
and married Daniel J. Goldstein, who sadly passed away in 2014 shortly before the
Afternoon in Honor of Cora Sadosky and after a long battle with illness.

Like her mother, Cora resigned in protest from the UBA in 1966 after the military
intervention. After several temporary positions, including one at Johns Hopkins
University, and periods where she had to take on other type of jobs to make a living,
Cora and family had to leave Argentina in 1974 because of political persecution.
They all moved to Venezuela, where Cora continued her lifelong collaboration
with M. Cotlar, which had started in Buenos Aires. In 1980 she moved to Howard
University where she became a full professor in 1985.

Cora returned for a year to Argentina in 1984 and held a position at the UBA.
She conducted then the rest of her mathematical career in the USA but kept her
interest in Argentina and Venezuela where she helped many young mathematicians.
Some of them pursued then, with Cora’s assistance, their mathematical careers in
the USA. After she retired from Howard University, Cora moved to California to
live close to her daughter Cora Sol, son in law Tom, and granddaughter Sasha.’

3Information about Clementina taken from www.sobretiza.com.ar/2013/05/17/clementina-
cumplio-52-anos/#axzz2xO23TGBJ.

“Historical information taken in part from: www.fundacionsadosky.org.ar/en/institucional/
biografia-dr-sadosky.

SHistorical information taken in part from Notable Women in Mathematics: A Biographical
Dictionary, edited by Morrow and Perl [19].


www.sobretiza.com.ar/2013/05/17/clementina-cumplio-52-anos/#axzz2xO23TGBJ
www.sobretiza.com.ar/2013/05/17/clementina-cumplio-52-anos/#axzz2xO23TGBJ
www.fundacionsadosky.org.ar/en/institucional/biografia-dr-sadosky
www.fundacionsadosky.org.ar/en/institucional/biografia-dr-sadosky
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Cora with husband Daniel, daughter Cora Sol and granddaugther
Sasha, California 2008,
Photo courtesy of Cora Sol Goldstein.

In addition to the positions already mentioned, Cora held/received the following
appointments/honors®:

¢ Member in residence of the Institute of Advanced Studies, Princeton, 1978-1979.

» Visiting Professorship for Women, NSF to spend a year at the Institute of
Advanced Studies, Princeton, 1983—-1984.

* Visiting Professor, University of Buenos Aires, 1984—1985.

* Career Advancement Award, NSF to spend a year at the Mathematical Science
Research Institute, Berkeley, 1987-1988.

* Visiting Professorship for Women, NSF to spend a year at the University of
California Berkeley, 1995-1996.

¢ Fellow of the American Association for the Advancement of Science, 1997.

Research Areas and Collaborators

Cora Sadosky wrote about 60 articles in several areas of Harmonic Analysis and
Operator Theory. According to her MathSciNet author profile’ these were her areas
and coauthors

%Some information taken from the Institute of Advanced Studies, https://www.ias.edu/people/cos/
users/5624.

Thttp://www.ams.org/mathscinet/search/author.html?mrauthid=199038.


https://www.ias.edu/people/cos/users/5624
https://www.ias.edu/people/cos/users/5624
http://www.ams.org/mathscinet/search/author.html?mrauthid=199038
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Publications (by number in area) Co-authors (by number of
collaborations)
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The profile clearly shows Cora’s interest in Fourier Analysis and Operator
Theory and Mischa Collar as her main collaborator. A better idea about her specific
research topics is given by the following Wordle cloud of titles of a selected
collection of her articles.
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MRS GENE

INEQUALITY

We can see clearly Hankel and Toeplitz operators and the Hilbert transform as
the focus of many of Cora’s works as well as the space BMO, weighted norm
inequalities and other topics related to singular integrals, scattering, and lifting
techniques.

We will present a few samples of her work in three areas: Parabolic Singular
Integrals, The Helson—Szegd theorem (major collaboration with M. Cotlar), and
Multiparameter Analysis, the last two topics being very much interrelated.
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Some Samples of Cora Sadosky’s Mathematics

Parabolic Singular Integral Operators

Cora did her thesis in this subject under the direction of Calder6n and Zygmund.
In her own words:

“I was obsessed with parabolic singular integrals, which seemed the natural object to study
after Calder6n’s success with elliptic and hyperbolic PDEs. Calder6n encouraged me in that
interest, and, as the problem was in the air, very soon afterwards a first paper on the subject
appeared by B. Frank Jones. This did not discourage me, since I came up with a notion
of principal value for the integral through a nonisotropic distance, an idea which Calderén
thought was the right one’”

and she added

“...through C-Z correspondence, we found out that Zygmund had assigned one of his
students, Eugene Fabes, a problem close to mine and that we had both proved the pointwise
convergence of parabolic singular integrals (by different methods)! Panic struck; Calder6n
defended my priority on the problem, but all was solved amicably, and upon my return Gene
[Fabes] and I wrote our first result as a joint paper” [5].

In 1964, Jones [18] introduced singular integrals of the type

1—€
lirr(l) Tf(x, 1) = liII(l)/ / K(x—y,t—5)f(y,s)dyds
€—> €—> 0 n
where K(x,f) = 0 fort <0,
KAx,A"t) = A7"""K(x, 1)
for some m > 0,
/ K(x,1)dx=0
and K has some appropriate smoothness. Typically
— 1 Q X Q —
K(i0) = s (W) () = K(x, 1)
These singular integrals arise in parabolic differential equations of the form
du m J
E(x, 1) = (=D)"PD)u(x,t), (x,1) € R x (0, 00),

for P and appropriate homogeneous polynomial of degree m.
If T is the fundamental solution of one such equation, then

u(x, t) =/0 /]Rd Cx—y,t—s)f(y,s)dyds
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solves

ou
— —(=1)"P(D)u=f.
5 — (C)"PDu = f

Taking o derivatives, with || = m, in the integral representation of u, leads to
the singular integrals considered. For example, if d = 1 and we consider the heat
equation (m=2), taking two derivatives of the fundamental solution leads to integrals
with kernels of the form

1 (x> 1\ =2
K(x,t) ~ e (5_1)6 L
Jones proved the convergence in [P-sense of the principal valued parabolic
singular integrals and posed the question about their almost everywhere convergence
in R" x (0, 00).
In 1966, Fabes and Sadosky [11] proved such convergence by obtaining the
boundedness of the associated maximal truncated singular integrals; a method which
is nowadays commonly used in proving pointwise convergence results.

Theorem (Fabes—Sadosky). Iff € L for 1 <p < oo and

T*f(x.1) = sup |[Tef (x, 1),

>0

then
I7*fllp < 1N

More generally Sadosky [21] studied operators given by kernels with homo-
geneities of the form

KA xy, ... A%x,) = A"@F el go 0 x)

as principal valued singular integrals with respect to a proper pseudodistance p,
which matches the homogeneity of the problem.
For example, for appropriate m,

1/m

n
pCey) = | Dl — il
=1

Sadosky also considered fractional singular integral versions of the above operators,
and they led to work with Cotlar in 1967, [30], on “quasi-homogeneous” Bessel
potential spaces (which is probably her only work jointly with Cotlar outside
their main area of research in Operator Theory). They extended to the parabolic
setting work of N. Aronszajn, K.T. Smith, A.P. Calderén, and others at a time when
potential spaces where still being properly understood.

All this, of course, preceded the development in the 1970s of the Coifman—Weiss
[6] theory of spaces of homogeneous type; the parabolic setting was one of the
motivating examples for such theory.
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The theory of parabolic singular integrals was then carried out much further by
B.F. Jones; E. Fabes and N. Riviere; and many others; and successfully applied to
parabolic differential equations and boundary value problems. Cora was very fond
of this area of research but, due to isolation, she had to switch to other areas of
mathematics.

The Helson-Szego Theorem

It is hard to overstate the extent and relevance of the work that Cora did with Mischa
Cotlar; they wrote together more than 30 articles. We cannot talk about Cora’s work
without briefly remembering a few facts about Mischa too.

An incredibly talented mathematician whose only formal education was his PhD
from Chicago, Mischa Cotlar was also a devoted pacifists and, not surprisingly,
a close friend of Cora’s family. The 2007 New Mexico Seminar had a special
afternoon dedicated to Mischa in which Cora also participated. The website of the
conference in his honor portraits Cora’s mathematical partner very well and reads:

“Mischa Cotlar was an exceptional mathematician and human being. Generations of

mathematicians in Venezuela, Argentina, and other Latin American countries grew under
his guidance. He was one of the world experts in harmonic analysis and operator theory.”

Laurent Schwartz, Mischa Cotlar, Concepcidén Ballester, and
Cora Sadosky.

Conference in Honor of M. Cotlar, Caracas, Venezuela, 1994,
Photo courtesy of Ramdn Bruzual.

Speaking of their joint work, Cora wrote in [28]:

“In Caracas, Mischa and I began to collaborate in earnest and together we established
an ambitious research program. Mathematically, our Caracas exile was extraordinarily
productive. Although Mischa was part of the Zygmund school, he had an astonishing
intellectual affinity with the Ukrainian school of Mathematics lead by Professors Krein and
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Gohberg, the leaders of the extraordinarily original and fertile school of operator theory. In
spite of my analytic upbringing, I could not resist Mischa’s daring approaches to operator
theory.”

Indeed, the ambitious Cotlar—Sadosky program brought to light beautiful connec-
tions between different areas in the study of moments theory and lifting theorems
for measures, Toeplitz forms, Hankel operators, and scattering systems. All this was
done both in a very general setting, but also on concrete applications in harmonic
analysis involving weighted norm inequalities and the ubiquitous role of BMO in
the intersection of many topics in analysis. We will briefly discuss some of their
achievements related to the Helson—Szegd theorem, highlighting only a couple of
remarks about different characterizations as described in their own works.

Helson and Szegd [15] proved in 1960 that for ® > 0 and diu = wdx,

/T HP dp /T 12 dp

wrHY v e L, |v]loo < /2. (1)

if and only if
w=e

Here Hf = —if) + if>, and fi and f, are the analytic and anti-analytic parts of f, so
the analytic projector is P = 1/2(I + iH).
Helson and Szegd were working on prediction theory. According to Cora [27]:
“When A. Zygmund read the manuscript of the paper [by Helson-Szeg6] he remarked to the
authors that they had given the necessary and sufficient condition for the boundedness of

the Hilbert transform in L2, solving an important problem. The consequences of this result
continue to be of interest in a variety of analysis settings.”

Of course there is also the Hunt—-Muckenhoupt—Wheeden theorem [16] and one
also has that H is bounded if and only if w € A, i.e.,

Sl;.p (% /Ia) dx) (% /Ia)_l dx) < 0. 2)

The condition in (1) is very useful to construct weights but it is almost useless to
verify that something is a weight; while for the condition in (2) the situation is the
opposite.

Cora was always very much puzzled by the relationship between the two
characterizations. They are, at some level, connected via BMO and together the two
theorems provide a new proof of a characterization of such space. If f € BMO, then
by the John—Nirenberg inequality e¥ € A, for some appropriate c. It follows from
the Hunt—-Muckenhoupt—Wheeden theorem that H is bounded on L?(e%) and by the
Helson and Szego theorem

¢f =u+ Hv,

so that f € L*° + HL*, and so BMO C L* + HL®.



14 R.H. Torres

Since the other inclusion L*° +HL* C BMO is clear, we have another “proof” of
BMO = L*® + HL*.

However, as Cora observed:

“The trick of the proof sketched above is to apply the necessary condition of one theorem
and the sufficient condition of the other. Those happen to be the hard part of both
theorems. ..” [27].

A moment problem related to the Helson—Szeg6 theorem is that of characterizing
the Fourier coefficients of the weights w. It is interesting how Cotlar and Sadosky
saw the moment problem and generalized Toeplitz operators as natural substitutes
for Cotlar’s Lemma on almost orthogonality. We can read in [23]:

“Cotlar’s Lemma showed that the Hilbert transform basic property on boundedness on L?
is related to a more general property of operators admitting certain type of decomposition.
Since the Lemma was not suited to characterize the positive measures p such that H is
bounded in L2(p) it was natural to think that such characterization could also be related to
a general property of certain operators.”

In [23] the moment problem is defined as follows: “to characterize the Fourier transform /i
of such p, i.e. those sequences s : Z — C such that there exist a measure u € R, with

i =s(n).”

Such measures give rise to some building block operators, generalized Toeplitz
kernels (GTK), i.e., K : Z x Z — C such that for some M > 1,

(M — 1)s(m — n) if sign(m) = sign(n)

KOmm) =0 (01 4 1)stom — ) it sign(m) # sign(n)

is positive definite. Note that K is not translation invariant but its restriction to each
quadrant of Z x Z is translation invariant or Toeplitz, hence the name. Cora further
wrote in [23],

“Since, by the Bochner theorem, every positive definite Toeplitz kernel is the Fourier
transform of a positive measure, Cotlar and Sadosky set to extend this result to GTKSs,

”

and they used the results then in applications to the estimates for the Hilbert
transform.

The power of these ideas is that they work also for the two-weight problem for the
Hilbert transform by relating matrices of bilinear forms with certain invariances to
“positive” measures. The building blocks of these matrices are the invariant (under
shifts in T) transformations of the form

B@@=Aﬁw.

Let V be the space of trigonometric polynomials, and write V = W, 4+ W,, where
W, = P(V). Consider now the problem of finding a pair of positive measures p and
v on T such that
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/ HF dp < M2 / 7P dv.
T T

Writing as before f = fi + f> and Hf = —if} + if>, this is equivalent to

/Tfl.]?l dpi + /Tfozdle + /sz}_ﬂ dpor + /szfzd,uzz >0,
where

P =po =MV —pn  pp=pa =M+ p.

One can also verify,

< (/ lf1|2dﬂll)l/2 (/ If>? dﬂzz)l/2~ 3

Cotlar—Sadosky showed that this can be lifted to a (complex) measure p differing
form pt1, by an analytic function # € H'(T) so that (3) holds for all (f;,f,) € Vx V
and, hence,

[ sibdn

lo(D)| < p11 (D)I/ZMZZ(D)I/Z

holds for all Borel sets D. They obtain the following result:

Theorem (Cotlar-Sadosky). A pair of positive measures (it and v on T satisfy

/ HF dp < M2 / 7P dv
T T

if and only if
|(M?v + pu — hdx)(D)| = (M?v — 11)(D)

for some h € H'(T) and all Borel sets D C T.

One can further show that in the case # = v one recovers the Helson—Szego
theorem from the above. Together with R. Arocena, Cotlar and Sadosky also
developed, among other things, a unified approach for the Helson—Szeg6 theorem
in T and R [1]. In addition, Cotlar—Sadosky gave other characterizations using the
notion of u-bounded operators on Banach lattices and they also obtained versions
of the Helson—Szeg6 theorem in LP. We refer the reader to [1, 8, 9, 27], and the
survey article [29] and the reference therein for more details. The characterization of
two-weight norm inequalities for more general singular integrals in R” has received
tremendous attention in recent years. The progress in the area will be described in
other articles in this volume.
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Cotlar and Sadosky also obtained versions of the Helson—Szeg6 theorem for the
product Hilbert transform. In the higher dimensional setting the conditions on the
weight are still logarithmic BMO. Here we just state the T? case. See [9] and [10].

Theorem (Cotlar—Sadosky). A weight @ on T? satisfies

/|Hf|2wsM2/ P o,
T2 T2

where H = H1H, and H; is the Hilbert transform in the variable j, if and only if
logw € bmo(T?) with

logw = uy + Hivy = uy + Hyvy
for u;, vj real valued in T?, u; € L and ||vj||loo < /2 — €n.

The bmo space in the theorem (see [10]) is precisely the space of all functions &
so that for some f;, g; € L°(T?)

¢ =fi+Hig =/ + Hag,
with norm given by

1Pl pmo = inf{me}n;{”fjﬂoo, lgilloo} Over all decompositions}.
J=1
This space bmo is also characterized by bounded mean oscillations on rectangles,

1
[ ®llomo = sup ——r |D(x1, x2) — Puyldxidxr. 4
ract UV Jixs
This gives origin to the name “little BMO,” since clearly this space is smaller than

BMO(T?), which as usual is defined as in (4) but with averages on cubes (squares)
in T?.

Multiparameter Analysis

Other BMO spaces surfaced in Cotlar—Sadosky’s work on the product Hilbert
transform and the study of Hankel operators, as well as in further collaborations
of Cora with Ferguson [12] and with Pott [20]. All such spaces coincide in 1-d
but they become different substitutes for BMO in product dimensions. Moreover
different characterizations in the one parameter case produce different spaces in the
multiparameter setting.

Another natural BMO-like space is BMO,,,. It is defined to be the space of
functions @ such that

sup —— [D(x1,x2) — Pr(x2) — Dy(x1) + Ppyldxidxy < oo. &)
ract I Jixs
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It was shown by Carleson [2] that the norm defined by (5) does not characterize
the dual of the Hardy space Hj,(T?). On the other hand, such space can be
characterized by an appropriate Carleson measure condition on open sets and not
just rectangles (we will not need such definition here). The space in question is
denoted by BMO,,,q. One has BMO,,,q C BMO,.. A detailed survey on the subject
is provided by Chang and Fefferman in [4].

Ferguson and Sadosky characterized the spaces bmo and BMO,, in terms of (big)
Hankel and little Hankel operators [12]. We shall only state the characterization of
bmo.

Let P : L?> — H? be the projection operator and P+ = I — P. Define the Hankel
operator 'y with symbol ®, to be Ty (f) = PL(®f) and let Mof = Of.

Theorem (Ferguson—Sadosky). The following are equivalent.

* The function ® € bmo.

 T'g and Ty are both bounded on H>.

* The commutators [Mo, Hj| = Mo H; — H; Mo are bounded on L2

o The commutator [Me, H\H,| = Mo Hi H, — H H, My is bounded on L*.

Notice that the third condition is a biparameter version of the Coifman—
Rochberg—Weiss theorem [7] about the commutator of the Hilbert transform and
pointwise multiplication. Moreover, it is also shown in [12] that if ® € BMO,,,q
then iterated commutator [[M¢, H;], H] satisfies

Mo, Hi], Ho]ll 212 < [ ®llproa-
The converse was proved by Ferguson—Lacey [13]. This gave a dual formulation

and solution to the so-called weak factorization problem in the context biholomor-
phic Hardy spaces in two variables. That is, the problem of being able to write

heH!
h=Y fg
j

with f;, g; € H* and

> lflallgillz < el
J

Cora Sadosky’s Impact on the Profession

According to the Mathematics Genealogy Project, Cora had officially one PhD
student: Sandra Farrier, Howard University, 2005. However, Cora played a tremen-
dously influential role in the life of many young mathematicians (and some not so
young too). We take the following from [14].
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“In particular she [Cora] interacted with many students in Venezuela and in Argentina. In
her years in Caracas, Cora was very influential on a group of Venezuelan mathematicians,
Maria Dolores Moran, Ramén Bruzual, Ma-risela Dominguez and Stefania Marcantognini,
among others, and a Uru-guayan mathematician, Rodrigo Arocena, that got their PhD
degrees at the Universidad Central de Venezuela (UCV). She also aided others pursue their
doctorates in the US, including Gustavo Ponce who went to Courant Institute in 1978 and
later Cristina Pereyra who went to Yale University in 1987.

Likewise, during her sabbatical year in Buenos Aires in 1984—1985 she helped many
Argentinian mathematicians come to the US for their doctoral degrees; among them, José
Zero who went to University of Pennsylvania, Estela Gavosto and Rodolfo Torres who
went to Washington University, and Andrea Nahmod and Lucas Monz6én who went to Yale
University.”

Estela Gavosto (now my wife) and I met Cora at an annual meeting of the
Argentine Mathematical Union when she was temporarily back in the country. We
were introduced to her by two of our professors at the Universidad Nacional de
Rosario, Pedro Aranda and Enrique Cattaneo. They have themselves studied at some
point with Mischa Cotlar in Buenos Aires and they gave us a very strong formation
in analysis in our undergraduate degree in Rosario. Cora was immediately eager to
help us to continue our studies. We visited her many times in Buenos Aires and
in one of those occasions we met also Cotlar. I remember he was giving a talk
about BMO and we were very enthusiast about attending a lecture by such famous
mathematician. It was the first time I heard about “bounded mean oscillations,” and
of course I did not understand anything. However, Cora took us aside after the talk
and explained things again for us. That was our first mathematical interaction. Many
more followed and Cora remained always interested in knowing what we were
working on. She helped us pursue our mathematical dreams and became a great
mentor for us over the years.

Many other students benefited from courses Cora taught in several countries.
These lectures notes gave rise to her monograph Interpolation of Operators and
Singular Integrals: An Introduction to Harmonic Analysis [22]. The book was
conceived as a very accessible introduction for students to materials that were
only covered in textbooks at the time by the famous treatises of E. Stein, Singular
Integrals and Differentiability Properties of Functions [31], and E. Stein and G.
Weiss Introduction to Fourier Analysis on Euclidean Spaces [32], which trained
generations of harmonic analysts. In the preface of her book Cora wrote:

“I hope that the book will be accessible to a wide audience that includes graduate students
first approaching the subject” “The initial inspiration on the treatment of this subject comes
from magnificent courses given by E. M. Stein, G. Weiss, and A. P. Calder6n, which 1
attended as a graduate student a the University of Chicago and the University of Buenos
Aires. The overall influence is that of Professor A. Zygmund who taught me how beautiful
singular integrals are and induced the will to try to share with others the pleasure of their
beauty.”

Many of us were helped by Cora in other countless ways. In particular Estela
and I benefited, among many other things, from the way she understood the “two-
body problem” (I am referring of course to the couples’ problem not the classical
mechanics one) and brought awareness about this issue in our profession when few
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were paying attention. From the time we applied to graduate school to the last time
we looked for a job, Cora was always advising us and trying to help solving the
two-body problem, which we were extremely fortunate to do several times with her
critical help. She not only mentored us as scientists, but she also gave us advise
about other professional responsibilities and roles we held in our lives. As we wrote
in [14],

“Cora was also concerned with many other aspects of the academic life and she often told
us to learn about them and encouraged us to be proactive. She taught us that for any change
to take place people really need to get involved.”

Guiding with the example, she did get involved. These are some of the many
positions in which she served the profession in the USA.®

¢ Member of the Human Resources Advisory Committee, Mathematical Sciences
Research Institute, Berkeley, 2002-2005.°

¢ Member of the Nominating Committee, AMS, 2001-2003.

e Member of the Council of the AMS, 1987-1988 and 1995-1998.

¢ Member of the Committee on Science Policy, AMS, 1996-1998.

¢ Member of the Committee on the Profession, ASM, 1995-1996.

¢ Member of the Committee on Human Rights of Mathematicians, AMS, 1990—
1996.

¢ President of the AWM, 1993-1995.

¢ Member of the Committee on Cooperation with Latin American Mathematicians,
AMS, 1990-1992.

As described in [33] some of Cora’s accomplishments as president of the AWM
included:

“...the move of AWM headquarters to the University of Maryland and the concurrent
staff changes. She increased AWM’s international connections and involvement in science
policy, in particular initiating (in coordination with other organizations) the first Emmy
Noether Lecture at an ICM in 1994 and representing AWM at the International Congress of
Mathematics Education in 1993.”

We quote again from [14],

“Cora Sadosky fought many battles and in many fronts. She had tremendous convictions
against many injustices, gender inequality, and discrimination in our society. She often took
the flag of the underrepresented, underserved, and underestimated. She chose to fight many
of her battles from within the mathematical community, sometimes even risking her own
mathematical career. She showed a lot of courage in this sense and never worried about the
consequences for her. She was never afraid to express her views.”

.. and expressing her views indeed she did. She wrote several articles and was often
quoted in others about issues on women and young mathematicians, immigration,
and discrimination. She had a vision of inclusiveness. For example, speaking of
immigration policies and the profession, she once wrote in the Notices [26]

8Some information taken from Cora Sadosky (1940-2010), by Jackson [17].
9Exact dates could not be verified.
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“In the mathematics departments of many U.S. universities a substantial percentage of
professors-in particular, of mathematicians-are foreign born. This would be unthinkable
in Europe! It is a sign of how more socially open this country is with respect to the rest
of the world. We should be collectively proud of the U.S. openness, which underlines
an extraordinary social dynamism. The enlightened acceptance foreigners receive at our
universities ought to be promoted as an example to follow.”

And she pointed out later on the same article to some issues that remain of concern
today:

“Many young mathematicians are trying to develop research careers in difficult cir-
cumstances. Research mathematicians in nonresearch environments, including those at
nondoctoral institutions, need support. For ages many women have faced these difficulties
without help, and some have survived as mathematicians. Their experiences could help oth-
ers, and their losses should not be repeated. Now some see promising young mathematicians
take positions at non-research institutions, and they cry foul. Instead, we should help devise
support systems to make small-college positions compatible with research.”

Finally adding in her presentation:

“Finding ways to support an active research population in the U.S. will become increasingly
difficult in an era of globalization of the world economy, where the competition is fierce and
international.”

A believer in equal opportunity and affirmative action properly done, Cora
organized in 1994 an AWM panel on “Are Women Getting All the Jobs”. She spoke
often to dispel the notion that women were taking a disproportional percentage of
the jobs in the 1990s (which AMS data at the time also showed it was not the case)
with spirited statements like:

“We strongly believe that this is false and dangerous, that pitting one group of
under/unemployed mathematicians against another is just the old tactic of dividing people
with similar interests in order to exploit them all” [33].

In a public lecture at the Meeting of the Canadian Mathematical Society in 1995
Cora stated [25] (quoted also in [3], p. 116-120),

“We have achieved much. But we are striving for nothing less than the right of all people to
do mathematics. For that we have to work together women and men, so that the mathematics
community no longer needs constant reminders of the existence of women in its midst.”

And further reflecting on the AWM, Cora wrote, as quoted in [33]:

“Our Association really makes an impact on the situation of women in mathematics.
... Still, women continue to face formidable problems in their development as mathe-
maticians ...To successfully confront these problems, we need the ideas and the work,
the enthusiasm and the commitment of all-students and teachers and researchers and
industrial mathematicians—of every woman and every man who stands for ‘women’s right
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to mathematics’.

Sometimes Cora preferred instead to rely on irony and humor to convey a similar
message, as in [25] (also quoted in [3], p. 118):

“Years ago, a friendly colleague told me his department was considering hiring a junior
person in our field and asked me for a top candidate. After some thought I mentioned one
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of the best junior researchers in the field. His answer was ‘But we already have a woman!’
and mine to him, ‘So, would you hire a man for the job? I assume your faculty already has
at least one man!””’

Some Final Memories

The two pictures below represent very special moment in my life in relation to Cora.
Although in the first one Cora is not present, it is a picture taken when several of
us met, through Cora, for the first time. These individuals will become some of my
best colleagues and friends in the profession. The second picture is from the last
time I saw Cora and I had a chance to introduce to her several of the young people
with whom I have had the fortune to work.

Gustavo Ponce, Estela Gavosto, Wilfredo Urbina, Andrea Nahmod
and Carlos Perez, Special Year in Harmonic Analysis and PDE,
MSRI, Berkeley, 1988.

Photo by R.H. Torres.
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Ward

Kabe Moen, Virginia Naibo, Diego Maldonado, Cora Sadosky, Rodolfo Torres,
and Arpdad Bényi, New Mexico Analysis Seminar, Albuquerque, 2009.
Photo courtesy of Erika Ward.

At the end of the day, for Cora it was (is) all about Mathematics, as she once
wrote [24]:

“Strange as it may seem at the end of this long report, I started out with the impression I
had little to say. That impression stemmed from my doing something it may be unwise for
a current AWM president to do: I plunged into mathematics head on for three full weeks. I
came out of that stint dazed, vaguely guilty and deeply happy. It is very clear that I enjoy
like crazy doing mathematics! ”’

“But what remains with me is the sense of elation. I did not prove the Riemann Conjecture.
My work was modest, but it gave me so much pleasure to do it! Thus I close this
conversation with a wish to each of you for this summer: do some of the mathematics
you want to do and do it with great pleasure!”

I have to say that I feel sort of the same way. When I started first to prepare the
talk about Cora and then this article, I did not know exactly what to say or whether
I will be able to make justice to her memory and contributions. Like Cora in the
above quote, I think my work here has been “modest” but I hope I have accurately
portrayed at least some of her multiple professional facets. But certainly, also like
her, I ended up enjoying this adventure, which gave me “much pleasure” to relate
one more time to Cora through her beloved mathematics. I will definitely continue
to follow her advise for the summer.

‘We borrow a few more words from [14],

“Cora taught all of us by example how to mentor, how to help younger mathematicians
pursue their dreams. Cora touched our lives in many ways but she never wanted to be
thanked for her good deeds; she believed instead in paying it forward to others. Helping
students reach their potential may be the best way to honor her memory. We will deeply
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miss her’.

I would like to conclude by recognizing Cora Sadosky in another line from the
poem by Emma Lazarus that we quoted at the beginning,

“A mighty woman with a torch, ...”
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Remembering Cora Sadosky

Introduction by Georgia Benkart

It was with deep sadness that AWM learned of the death
of AWM's eleventh pr
2010. Cora was born in Buenos Ain

ssident Cora Sadosky on December 3,

s, Argenrina, on May
23, 1940. As a young child, she accompanied her parents

| studies in several Eu-

mathemat

while they pursued th

ropean countries, Her mother Cora Ratto de Sadosky was a

mathematician and political activist who founded La Junta

de la Victoria (The Victory Union), a women's organization
in Argentina of over 50,000 members devoted to furthering
the anti-MNazi war effort. In 1945, as representative of her or-
ganization, Cora Ratto was a founding member of the Inter-

national Women's Union at its first meeting in Paris. Cors

5

father Manuel Sadosky was one of Latin America’s first com-
puter scientists and later served as vice dean of the University
of Buenos Aires.

Cora entered the university at the age of fifteen with
the intention nrm:iiming in p|1'\'5|cs but switched to math-

ematics after her first semester. During her undergraduate

years, she had the great fortune to study with University

of Chicago professors Alberro Calderén and Antoni Zyg

mund when they visited the University of Buenos Aires.

She received her Licendiada degree in 1960, just two years

after her mother received her Ph.D, in mathemartics from
the same university. In 1965, Cora earned her Ph.D. from

the University of Chicago with Calderén as her adviser, but

also supervised by Zygmund.
Following graduate school, Cora returned to Argen-

ina and married Daniel Gold:

n, an Argentinean phy-
sician. She joined the faculty of the University of Bue-
s but, like

many of her fellow 1‘:1"|||[}' members, n'sigm‘d in protest

nos Aires as an assistant professor of mathema

after a brutal assault by the police on the School of Sci-

ences. After one semester of reaching ar the Uruguay
Martional University, she was appointed an assistant professor
at Johns Hopkins University, where Daniel held a postdoc-
toral position.

When Cora and Daniel returned ro Argentina in 1968,
there were no academic positions available for Cora, and she
was forced to abandon mathemarics for several years. Their

daughter Cora Sol was born in 1971. Cora’s thirty-year re-

search collabora

n with Mischa Cotlar began two years

later. Cotlar had been her mother’s Ph.D. adviser and coau-

s used

thored with Cora Ratto a highly acclaimed and wide

text Introduceidn al Algebra: Nociones de Algebra Lineal In

Volume 41, Number 2 = March-April 2011

Remembering Cora Sadosky

Judy Green, Cora Sadoesky, Carol Wood, and Lenore Blum

1974, Cora, her husband, daughter, and parents, :llcmg with

Mischa Cotlar and his wife Yanny, were forced to flee Ar-

gentina by social and political unrest. They settled in Cara-
cas, Venezuela, where Cora joined the faculty of the Math-
ematics Department at Universidad Central de Venezuela. In
her tribute to Cotlar (“On the life and work of Mischa Cot-
lar” Rew. Un. Mat. Argenting 49 (2008), no. 2, i-iv) Cora
remarked, “In Caracas, Mischa and | began to collaborate

rch

in e ablished an ambitious res

and rogether e
program. Mathematically, our Caracas exile was extraor-

dinarily productive.” During this time, the seven exiles en-

joyed the grear friendship and hospitality of Concepcion

Ballester, who had left Argentina in 1966 to accept a faculty
.. Balles-

ter is the mother of University of New Mexico mathemari-

position in the Mathematics Department ac UC

utor to this Newsletter

cian Cristina Pereyra, who is

a cone

tribute. In 1980, Cora accepted an appointment as an associ-

ate professor of mathemarics at Howard University in Wash-
ington, D.C., and she remained on the faculty there uncil her
retirement.

As President of AWM from 1993 to 1995, Cora Sadosky

organized AWM's move to the University of Maryland. She

was instrumental in the establishment of the Emmy Noether

Lecture ar the International Congress of Mathemaricians,
which was given for the first time in 1994, In “Affirmative Ac-
nd ¥
s by Bettye Anne Case and Anne Leggett,

in the

tion: What it is at Should it Be?” which appears

volume Complexitie

and which is based on an invited address to the Canadian

Mathematical Society upon its fiftieth anniversary and on an
earlier article in the AWM Newslerter 25(5) (1995), 22-24,

Cora recounts the following episode:

Years ago, a friendly colleague told me his department
was considering hiring a junior person in our field and
asked me for a top candidate. After some thought |

continued on pige 6
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Cora Sadosky continued from page 5

mentioned one of the best junior researchers in the
field. His answer was, "But we already have a woman!”
and mine to him, "So would you hire a man for the job?
| assume your faculty already has at least one man!”

Throughour her career Cora Sadosky remained a strong
advocate for women in mathematics and an active proponent

ation of African Americans in mathe-

of the greater particip:

matics. Twice she was elected to the Council of the Amer

n
Mathematical Society, and she was a fellow of the American
Association for Advancement of Science.

A reorganization of the AWM business meeting at the
Joint Mathematics Meetings in New Otrleans in January en-
abled us to devote a portion of that meeting to a remembrance
of Cora. Daniel Szyld of Temple University spoke about her
early life in Argentina and her exile in Uruguay and Venezu-
below. Abdul-Aziz Yakubu,
chair of the Mathematics Department at Howard University,

ela. The text of his talk appe

recalled Cora's contributions as a much-treasured colleag

and friend. James Donaldson, a mathematics colleague of Co-
ra’s, now Dean of the College of Arts and Sciences at Howard,
travelled to New Orl

ans just to attend the remembrance. We
were very grateful for his presence. Richard Bourgin has kind-
ly shared his remembrances of Cora, his colleague at Howard,
and of his thirty-year friendship with Cora and Daniel. Cora
influenced an entire generation of young Argentinean math-

ematicians. Their memories of Cora appear below and were
captured so capably by Reuben Hersh at the ceremony.

Announcement of Cora's death precipitated a flurry of

e-mails among AWM’s Executive Committee members and

past officers. Judy Green, AWM t

urer during Cora’s presi-

Terri Edwards, Cora Sadosky, and Sylvia Bozeman
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Cora Sadosky, Carol Wood, and Jill Mesirov

dential term, describes below their years of AWM service and
their enduring friendship. During the business meeting re-

membrance, Carol Wood echoed words she had shared in an

lier e-mails, “One of Col which 1 saw firsthand

's strengtl
repeatedly during her/my terms as AWM presidents, was her
profound interest in the youngest members of our commu-
nity. The young women sensed her warmth and caring, and
were accordingly drawn to her. She came to this role honestly
lhf(ﬂ]‘l;h ht.‘r r!l(l[llrr. \\'ll‘, illﬂl]t‘]itt‘(l [I‘L' ].l\'fs ;l]l(i cireers (‘r

1. It sometimes Felt as if

budding mathematicians in Argenti

Cora wanted to adopt the Schafer Prize winners, every one!

Cora was an original, and it was a privi and a delight for

g

rov] made me cry when she

me to get to know her. Jill [Me

mentioned the get-together with photo) of the three of us—my

presidency was sandwiched berween Jill's and Cora’s, and their

friendships alone would have made the work worthwh

Linda Keen shared these thoughts: “1 was the nominating
committee member who convinced Cora to run. She always

teased me about it &

ving that 1 hadn’t told her how hard it

got to work together during her presidency and

really was. We
became friends. Her spunk and her warmth were apparent to
everyone she encountered.”

Linda Rothschild wrote, “As | read all your kind mes-
sages about Cora, | felt that it was unfair that she should die
so young. | have proudly displayed her graduate text on the
bookshelf in my office for many years and have referred many
P(.'Upll.' o it HL‘r g_‘f]lllL' 5[}'|L' I\:“i h‘.'lp(.‘ﬁl ”I'l!l}' _\1Jl|”g II]'.llh-
ematicians understand the difficult (and sometimes obscure)

of a kind, a unique person, and special ro AWM."

the ‘el I" texts on Fourier ar

ic

poin

At the remembrance | read a brief quote sent by Chandler
: “Cora Sadosky was

Davis, a longtime supporter of AW
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force of nature. We valued her tempestuous laughter; her inci-
sive wit; her total impatience with fools, phoneys, and bigots;
and her total patience in service of mathemarics and justice.
We will miss her but draw strength from her memory.”

We extend our sympathy to Daniel, to Cora Sol Gold-
stein and her husband Thomas Johnson, to Cora’s beloved
granddaughter Sasha, and to all of Cora's many friends.

(Y5
Judy Green

Cora Sadosky was an amazing person and [ am grateful
to AWM for having put me in a position that allowed me to
become aware of just how amazing she was. In 1992 Cora
and I, both of whom lived in the Washington, D.C., area,
became president-clect and treasurer of AWM, and the AWM
office moved to the nearby University of Maryland. Since we
both were very involved in the move, Cora and I became close
friends and over the years, together with our hushands, we
spent many happy times, including holidays and vacations,
together.

In the course of our friendship of almost twenty years, |
learned a lot about Cora and her life. She and her husl\and,
Daniel Goldstein, were political exiles. Because of their pro-
test of a repressive military dictatorship, they were forced to

Remembering Cora Sadosky

Six AWM p

at the MSRI
celebration: Cora Sadosky, Lenore Blum, Bhama Srinivasan,
Carol Wood, Georgia Benkart, and Cathy Kessel

ieth-fifth

flee Argentina to save their lives, leaving all their possessions
behind. Despite having sacrificed the possibility of a career in
her native Argentina, Cora was able to maintain an enthusi-
asm for involving new, young, people in doing whar she loved
so much, mathematics. I think her own words rather than my
own will better let you see this. Those of you who knew Cora,
or read her AWM president’s reports, will, I hope, find the
following typical.

continued on page 8

CALL FOR NOMINATIONS

2012 M. Gweneth Humphreys Award

The Executive Committee of the Association for Women in Mathematics has established a prize in memory of M. Gweneth
Humphreys to recognize outstanding mentorship activities. This prize will be ded lly to a math teacher (female
or male) who has enc ged female undergrad lents to pursue mark ical careers and/or the study of mathematics at the
graduate level. The recipient will receive a cash prize and honorary plaque and will be featured in an article in the AWM Newsletter.
The award is open to all regardless of nationality and citizenship. Mominees must be living at the time of their nomination.

The award is named for M. Gweneth Humphreys (1911-2006). Professor Humphreys graduated with honors in mathematics
from the University of British Columbia in 1932, earning the prestigious Governor General'’s Gold Medal ar graduation. After re-
ceiving her master’s degree from Smith College in 1933, Humphreys earned her Ph.D. at age 23 from the University of Chicago in
1935. She taught mathemarics to women for her entire career, first at Mount St. Scholastica College, then for several years at Sophie
Mewcomb College, and finally for over thirty years at Randolph Macon Woman's College. This award, funded by contributions
from her former students and colleagues at Randolph-Macon Woman's College, recognizes her c to and her profound
influence on und d fents of mark i

The nomination documents should include: a nomination cover sheet (available ar http://sites.google.com/site/awmmath/

award); a letter of nomination explaining why the qualifies for the award; the nominee's vita; a list of
d d by the during their undergraduate years, with a brief account of their post-baccalaureare math-
ematical careers and/or graduate study in the mathematical sciences; supporting lerters from colleagues and/or students; at least one

female

letter from a current or former student of the candidate must be included.

Nomination marerials for this award should be sent 1o awm@awm-math.org. Nominations must be received by April 30, 2011
and will be kept active for three years ar the request of the nominator. For more information, phone (703) 934-0163, email awm@
awrm-math.org or visic www.awnm -html.

th.orgy
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Remembering Cora Sadosky

Cora Sadosky coninued from page 7

For the ]lll)'f:‘\ugusl 1994 AWM Newsletter (24 no 4: 5)

she wrote:

Strange as it may seem at the end of this long report,
| started out with the impression | had very little to say. That
impression stemmed from my doing something it may be
unwise for a current AWM president to do: | plunged into
mathematics head on for three full weeks. | came out of
that stint dazed, vaguely guilty and deeply happy. It is very
clear that | enjoy like crazy doing mathematics! ... | did not
prove the Riemann Conjecture. My work was modest, but it
gave me so much pleasure to do it!

Six months later, at the end of her term as AWM presi-
dent she wrote (25 no 1: 6-7):

| had never met so many women mathematicians, so
many math teachers, so many graduate and undergracu-
ate math students. How wenderful it has been. The bright-
est of all: those precious, unigue marvels that are the
Schafer Prize awardees. And all the young people that
participate in the workshops. And all the people at meet-
ings, scientific conferences, and funding agencies, who
collaborate and contribute in so0 many ways in paving the
roads for women to travel into mathematics.

To hear our multiple voices, to perceive our diversity, to
see it in the flesh and in the papers—what a privilege.

A couple of days ago | had to answer on our behalf a
questionnaire on AWM's commitment to minarity inclusion
into mathematics. | was so proud to write that our work
for the right of women to mathematics is intertwined with
our total commitment to the struggle for right of all people
to mathematics.,

As a woman, as a Latin American, as a mathematician, |
am so proud of our struggle. Much has been gained, it is
true, and we should be happy about it. What women math-
ematicians in the U.S. have conquered in our quest for
equity is unmatched in the world, Still, 5o much remains
to be done. Until all deserving people find opportunities
that correspond to their abilities and their contributions.

‘We must not tire. We cannot cease to care. To go to a
classroom and be in touch with the bright young people
striving to do mathematics is encugh reminder of our duty
to open doors for them....

Contrary to the despicable joke about women mathemati
cians, Sofia Kovaleskaia and Emmy Noether were both
women and mathematicians. We cannect be like them by
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mere will. But we can empower others to be like them.
And better still, Let's do it,

As | copied these words, | heard them in Cora’s voice and
knew that both her mathematics and the inspiration she gave
to young mathematicians will live on. What 1 hope will also
live on is that her work was done despite the sacrifices she and
her husband made for their beliefs. What Cora wrote of her
mentor and long-time collaborator, Mischa Cotlar, applies o
her and Daniel as well:

Mischa's experiences in a country corrupted by decades
of autheritarianism made him a staunch defender of hu-
man rights and civil liberties... For Mischa, social and
ethical issues were not marginal problems. (On the Life
and Work of Mischa Cotlar, Rev. Un. Mat. Argentina 49
no. 2 (2008): ii).

Cora, too, remained committed to making the world a better

place to live for all people. We will miss her.

Cora and Schafer winners

(]
Richard Bowrgin

Cora and I were friends and colleagues for 30 years. We

briefly met before classes started in August 1980 ar Howard

University, but I didn't get much of an impression of her then.

Some d.‘lI\'& later her mother (who had been vi iring her in

Washingron, D.C., and was also a mathematician and hu-

man rights activist) died &llddl.‘ﬂ'}'. Despite that personal trag-
edy, Cora entered deparement life fully from the start. Dur-
ing those first months she made a number of suggestions or

bstantive c.'h:mgcs in our undcrgr.'ulu' te and gmdu:llr pro-

gram offerings, most of which were later implemented. In the
faculty discussions concerning curricular matters she argued

cogently and strongly for her positions. Cora believed that
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Daniel Goldstein and Cora Sadosky. Photo @ Azia Yakubu

l,r‘(']l ]Q's&
level) should be chall

obfuscating embellishments, enhanced by a few well chosen,

more: students (especially at the undergraduate

nged by studying core ideas without

on to educa-

easily understood examples. While her dedi

tional matters ar college and graduate levels was steadfast, at

times her ideas met SLrong resistance from some of her col-

leagues. She handled conflict well, neither secking nor shying

away from ir. Cora and | saw eve 1o eye on most |)m}e.l;>in||:1|

others), burt as often as not we found

marters [.‘Illd on many

ourselves in the minority, sometimes a minority of two. On

those occasions in which we did prevail, her ability to speak

clearly and forcefully to the issue at hand was often a key fac-
tor. She also understoad when not to speak. which was just as
important.

‘The lingua franca of many of our colleagues in the de-

parement is French. Cora martched their preferred lang

'.1gt.'.
switching seamlessly between French and English, often in

rapid succession. In fact, she was wrilingual and could move
in and out of Spanish equally as well. She was very warm,
quick to pick up social cues, urbane, and always civil. At the

1t to Cora that people take full re-

me time, it was impor

for those who,

sponsibility for their actions and she didn't care

in her view, did not. She could be intense, sometimes domi-
nating conversations when she felt strongly about what was
being discussed.

On the other hand, Cora had great empathy and com-
passion for people who she believed were being treated
unfairly. She provided succor and counsel to several such in-

for an extended per'md. Over the ¥

dividu sometim
Cora helped a number of graduate students and young fac-
ull:.' (at Howard and elsewhere), new to the United States,

who were products of the French educational system. Sev-

eral ran into difficulties due to the lmspukru difterences in

perceptions and assumptions in these two systems. Cora
understood both extremely well and was able to guide them

Volume 41, Number 2 = March

pril 2011

Remembering Cora Sadosky

through }Jr(1]1||.'m> of all sorts—from visas to tenure. She work-

ed with many graduate students, warching over their progress
with great care, advising and helping them, including giving
financial help in the form of travel money to conferences
and summer support. Their continued loyalty to her is no-
table. In fact, she had a Ph.D. student in the 1980s who still
considers her his second mother and refers to her that way
sometimes when we talk.

Cora and | became friends soon after her arrival at How-
ard. We socialized both on and off campus, often with her

husband Daniel. Once Cora helped me pick out something

for my future wife. As | remember it she was ar least as happy
with the choice as I was. She had wonderful taste and for many
vears thereafter I consulted her when shopping for my wife.
Dinner at Cora and Daniel's was always delightful. They had
a tiny kitchen with Daniel its undisputed master. Every meal
I had there was memorable—the food was magnificent, and

the conversation good. Before she went off to college we were

usu.'t]ll\' joined h_v their d:!ugi\lcr Cora Sol, to whom l|1c}' were

devoted. Cora and Daniel had wide ranging interests and ar-

eas of expertise, il\L‘|udiug a dcu:p unLlr_'r:.l.'lmling of the

5

and effects of oppression. One day | made an egregious
{[hl]llgh i[]"[]L'L'"l) mis Ik: \\'I\i‘.'l\ ‘.':]ll.‘;:(l h:lrd I‘I’.'t‘[l"g& :i”l“l\g
some of my graduate students. When 1 later described to Cora

what | thought had happened, she invited me to her home

where she and Daniel placed that event in a much broader
context. | finally understood what had really occurred and
what misunderstandings 1 needed o address. It was a very
important moment for me.

From time to time Cora said in passing that she would

She was

never see eighry. [ alw thought she was joking.
ghty £ J 5

so solid, such a presence, | thought she would outlast us all.

1 join the [mlg t of fami y, friends and cu||e:igm:> who will

always miss her. .
contimied on page 10

Cora Sadosky and Howard students, Photo & Aziz Yakubu
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Remembering Cora Sadosky

Cora Sadosky continued from page 9
()
Daniel B. Szyld, Temple University

I was asked to say a few words abour Cora’s life in Buenos

5. 1 am honored to be able to do so.

I would like to start by saying thar Cora was a quintes-

sential Buenos Aires intellecrual: widely-read and extremely

well-informed. She understood politics, and how politics in-

Huences all areas of our life including education and research.
She was an activist, and by that I mean a passionate socially
responsible individual, caring abour many issues, including
of course opportunities for women and African-Americans
in mathematics,

Many people are aware that there was a military govern-
ment in Argentina during the 1976-1983 period, during
\\'l]llch |]]‘,\|N'![‘Llh lJf- ]J‘.'[‘!’I‘.' were (IIINE}JlN.':‘I‘.‘(l. l(]rll]m({ :I[‘Ll
killed. There was also an earlier military government from
1966 to 1973, In July 1966,
taken power, the

arely a month after the Junta had

famous

Joche de los bastones largos” (or
night of the long batons) took place. Students and faculty had
taken over several schools of the Universidad de Buenos Aires

in protest against the military coup and their stated goal of

reversing the 1918 law granting the University autonomy, or

!i(']i‘-gl)\'r,'lﬂllh.'r]l. On that 1|ig|1t, [N]li(;t.' saulted the schools,

hitting the occupiers with their long batons and destroying
libraries and laboratories. Four hundred people were detained.
Later, many professors were fired, and many more resigned
in protest, Cora was a young assistant professor at that time,

and she was one of those who resigned. 1 should note that her

facher and mother also r

|{-.’|K'LE at (llil[ time. He was a vic

dean, and she was an associate |‘Jmﬂ.'>5sar.

Johns

After two years teaching in Montevideo and a

Hopkins, Cora was back in Buenos Aires, still under the dic-

tatorship. She was unable to have an academic position, and

she worked for a literary press for a while. Thus, for a few years

she left mathematics. She told me once that one of the hardest

things in her life was the process of going back to doing math-
ematics after that hiatus. But eventually back she was, starting
her collaboration with Mischa Cotlar, a collaboration which
would last over rhirt)‘ years.

But then the second coup came in 1973, ar a time when

a paramilitary group was active, threatening those who they

perceived as leftists. The group known as the “rriple A” was
the Argentine Anti-communist Alliance and had threatened
Cora’s family. If you w

in Her Eyes, wh

ched the Argentine movie, The Secrer

h won last year's Oscar, you would recog-
nize this climate of terror. Coras parents, Manuel Sadosky

and Cora Rarto de Sadosky, were well-known intellec

a Rarto had been a leader of the stu-

| activists. Cor

and pu| ics

1t union at the University in the 1930s. Later she created

a women's organization devoted to helping the anti-Nazi war
effort. The group eventually had fifty thousand members. She
also co-edited a magazine called Columuna diez (Column Ten)
in the 1960s, devoted to the analysis of the impact of science

and technology on international politics, and in particular it

brought to light many issues related to the Vietnam War.
Cora Sadosky, her parents, her husband Daniel Gold-

Con

again, this time for exile in Venezuela. Cotlar had raught in

1, and daught Sol Goldstein, thus left Argentina

Venezuela before and had conracts there. Cotlar also went
into exile ar that time, and Cora and he worked rogether at

the Universidad Central de Venezuela until Cora left Caracas

for the U.S. I met her first at the Courant Institute in the late
1970s when she was at the Institute for Advanced Studies and
Niremberg at NYU. In 1980 she

moved to Washington for her job at Howard Univers

Lo

would frequently vi

Coras passion for social issues was only matched by
her passion for mathematics, and her love of her immediate
}‘.nnill\'. im'luding in recent years her gr.'mdd:mgllu'r Sasha
Malena.

She left a big n

Her intellect was rich, her intensity was penetra

2
tle bit of Cora

k on many of us. Ther

in many of us.

D

Give me your tived, your poor,
Your huddled masses yearning to breathe free...'

Cora Sadosky fought many bartles and on many fronts.
She had tremendous convictions against many injustices,
v. She of-
ten took the flag of the underrepresented, underserved, and

gender inequality, and discrimination in our socie

underestimated. She chose to fight many of her battles from
within the mathemarical community, sometimes even ril;king

her own mathe

]!l{;\ll carecr. .‘;]l(' Sh(]\\'\'(l a Il)' lJf{;nur:ig\' il\
this sense and never worried about the consequences for her.
She v

We

teachings we celebrate her life. To remember her we choose

never afraid to express her views.

are deeply saddened for her passing, but through her

to focus on personal experiences that are not so well-known,
}Y.
tion to help young mathematicians.”

ticularly about her mentorship role and her unselfish devo-

from The New Colossns by Emma Lazarus, the poem engraved on the
Statue of Liberty

* A biographical sketch of Ce
surrounding her life in different cou
http:/ fwww.agnesscott.edu/Irddle fwomen fcorasadosky. htm.

a Sadosky and some of the historical events

ies can be found for example ar
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Cora always wanted to help students who were interested

in following a research career in mathematics. In particular

and in Ar-

in Vene

she interacted with many studes le
gentina. In her years in Caracas, Cora was very influential
ns, M

Morin, Ramén Bruzual, Marisela Dominguez and Stefania

ia Dolores

on a group of Venezuelan mathemari

Marcantognini, among others, and a Uruguayan mathe-
matician, Rodrigo Arocena, who carned their Ph.D. degrees
7). She also

aided others to pursue their doctorates in the US, includ-

at the Universidad Central de Venezuela (UC

ing Gustavo Ponce who went to Courant Institute in 1978
and later Cristina Pereyra who went to Yale University in
1987. 1
in 1984-1985 she helped many Argent

ewise, during her sabbarical year in Buenos Aires

an mathematicians

come to the US for their doctoral degrees, among them, José
Zero who went to the University of Pennsylvania, Estela Ga-
vosto and Rodolfo Torres who went to Washington Univer-
sity, and Andrea Nahmod and Lucas Monzén who went to
Yale University.

Over the I}liri)' s Cora conducted her plsal-r:sxinn;ﬂ

life in the US, but she continued to be interested in math-

sited

ematics in Argentina and Venezuela, where she often v
Mischa Cotlar. She was always trying to help colleagues and
students in those countries in any way she could.

‘Three years ago Cora retired from Howard University
where she had been a professor since 1980, With her husband,
Daniel Goldstein, they moved to California to be closer to
their daughter Cora Sol, son-in-law Tom, and beloved grand-
(l:illg]![t:r .‘;nhl];t.

We remember here particular moments and aspects of her

mentorship.

Gustavo Ponce: In 1976, the Universidad Central de
Venezuela started a graduate program in mathemarics. A thar
time | was Cora’s TA in a course on Advanced Calculus. She
convinced me to take two more advanced courses, one with

s and a seminar on har-

Mischa Cotlar in functional analy:

where Cora and Mischa alternated as lectur-

monic analy

ers. These cours natics and the

3 Sll.'l]!(.‘(l my view of mathe

enthusiasm of both lec

FEFs Was as pil ng as the content.

d still are so

In retrospect, it is amazing that the topics were
fruitful in problems related to my research interests, the field

of nonlinear partial differential equartions.
Cora suggested that I should pursue a career as a math-

emartician and recommended that 1 apply w the Courant

Institute. She even mad

1 providential call ro Louis Niren-

ation: it turned out

berg :i.l;liing for an answer to my '.lpp]i

that it had been lost. This was just one of the many favors for

which I feel so much in debe to her. She has been a systematic

Volume 41, Number 2 * March-April 2011
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source :srinspiratiun and academic advice and a model of in-

tellectual integrity since those years ar UCV.

Estela Gavosto and Rodolfo Torres: We met Cora atan
annual meeting of the Unidn Matemirtica Argentina in the mid
"80s
ing and studying in Rosario, another city in Argentina). From

nd often visited her then in Buenos Aires (we were liv-

the first time we met she showed a lot of interest in getting to

know us, mathematically and otherwise, and li

g to what

we wanted to do in our lives, so she could help us maximize
our l]l“il][‘h. Sl".' never }Jllﬁ]'lt.‘({ us il] -'lll,\' (iin’.'L" Il“]l. l‘lll SllL' was
the first to suggest that we study in the US. We still remember
her words when we told her thar it would be impossible to ger

fellowships for both of us at the same university. Her almost

irritated response was one we heard from her many times over

“... and who

the years and in many different circumstanc

told you that? If you plan and do the things right you can do

it.” Her attitude remained the same over the years. She w.

always positive and enthusiastic. Nothing ever seemed impos-

at

sible to her. With her help we went to do our Ph.D. deg
Washington University in 5t. Louis. She strongly encouraged

s to go there and told us it would be a grear place for us and a

good martch for many of our interests. She was right. Not only
did we find a grear math graduate program bur also a terrific
atmosphere where we met fantastic teachers and other students
who have become long lasting friends and mathematical col-
leagues. Several years later, we also thought it would be impos-

sible to get postdoctoral positions at the same place or nearby

ones

ind then impim;ihlr_' 1o et tenure-track jobs at the same

univ ‘And who told you that?” Cora repeated time and

time again. She was there always ready to give advice and help

us in whar she could. She understood the “two-body problem”

better than anybody, brought awareness about this common
issue in our profession, and worked hard to help people in
this situation. She was tireless in trying to achieve any goal she
set her mind to and always infected us with her optimism.
Cora was also concerned with many other aspects of the

academic life and she often told us 1o learn abour them and

encouraged us 1o be proact ive. She [:Iughl us that for any

change 1o take place people really need 1o ger involved. We

will alw

s be very thankful for all her help, mentorship and
guiding example.

Andrea Nahmod: Cora Sadosky was my professor and
undergraduate advisor in Buenos Aires. She was also a friend.
In 1984-1985, during the last year of my Licenciatura en

Matemiticas (a (lx,‘gn‘x,‘ similar to a Master of Science), sev-

eral research mathematic ing abroad (luring the |1|i|i1;lr}'

continued on page 12
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Cora Sadosky continued from page 11

regime returned to the Universidad de Buenos Aires for a year,
to teach. Cora Sadosky was one of them. I knew of her be-
fore her arrival in Buenos Aires, where she spent her sabbari-
cal year, through one of my uncles, Victor E. Nahmod. Vie-
tor, a biomedical researcher and physician, had been a clinical
teacher of Daniel Goldstein, Cora's husband, ar the Instituto
de Investigaciones Medicas at the Universidad de Buenos
Aires. Victor and Daniel then became scientific collabora-
tors for many years. Of course, Victor knew Cora's parents
and Mischa Cotlar. But [ first met Cora at the campus of the
Universidad de Buenos Aires at the beginning of Fall 1984
and like many others rushed to enroll in her topics course on
“Singular Integral Operators and the Theory of A, Weights.”
To say that this course opened up our heads would be an un-
derstatement. To this date, | marvel at the course notes and
at how deep and useful was the mathemarics she taughr us
back then. It was an easy decision to do my Licenciatura's
thesis under her supervision. 1 recall going one morning to
her office to discuss it and spending practically the whole
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day with her ar the blackboard passionately explaining ro
me lots of “hard anal hil.
sis, we settled on Factorization of operators and the Nikishin-

" It was

ing, For my the-

Stein theory. Garcia Cuerva and Rubio de Francia were at
that time writing their celebrated book, and Cora had drafts
of some of its chapters. I recall leaving her office that day
late in the afternoon with these, together with a pile of
papers by Grothendieck, Maurey, Nikishin, Stein, Pisier
and others. These were the first research papers | read, and |
learned to do so with Cora.

When I decided later that year to pursue my Ph.D. in the
US, Cora did much more than write letters of recommenda-
tion on my behalf. She truly guided me and helped me each
step of the way. Alberto Calderén was also in Argentina at
that time after his first retirement from the University of
Chicago. He had been my professor in Functional Analy-
sis, and thanks to Cora he was a member of my Licenciaru-
ra's thesis commirtee and after my defense wrote a letter of
recommendation on my behalf. 1 graduated in November
of 1985, and by then Cora had returned to the US. Since

the carliest 1 could start graduate school in the US was

NSF-AWM Travel Grants for Women

Mathematics Travel Grants. Enabling women mathematicians to attend conferences in their fields provides them a

valuable opportunity to advance their research activities and their visibility in the research community. Having more women
attend such meetings also increases the size of the pool from which speakers at subsequent meetings may be drawn and thus ad-
dresses the persistent problem of the absence of women speakers at some research conferences. The Mathematics Travel Grants
provide full or pama] support for travel and subsistence for a meeting or conference in the applicant’s field of specialization.

Math. Ed ion Travel G There are a variety of reasons to encourage interaction between mathema-
ticians and educational researchers. Mational reports recommend encouraging collaboration between mathematicians and re-
searchers in education and related fields in order to improve the education of teachers and students. Communication between
mathematicians and educational researchers is often poor and second-hand accounts of research in education can be misleading.
Particularly relevant to the AWM is the fact that high-profile panels of mathemaricians and educational researchers rarely in-
clude women mathematicians. The Mathematics Education Research Travel Grants provide full or partial support for travel and
subsistence for

1: -

* mathematicians at a research ¢ ce in mathematics education or related field.
* researchers in mathematics education or related field artending a mathematics conference.

Selection Procedure. All awards will be determined on a competitive basis by a selection panel consisting of distinguished
mathematicians and mathematics education researchers appointed by the AWM. A maximum of $1500 for domestic travel and
of $2000 for foreign travel will be funded. For foreign travel, US air carriers must be used (exceptions only per federal grants
regulations; prior AWM approval required).

Eligibility and Applications. These travel funds are provided by the Division of Mathematical Sciences (DMS) of the
Mational Science Foundation. The conference or the applicant’s research must be in an area supported by DMS. Applicants
must be women holding a doctorate (or equivalent) and with a work address in the USA (or home address, in the case of un-
employed applicants). Please see the website (http://www.awm-math.org/travelgrants.html) for further details and do not hesitate
to contact Jennifer Lewis at 703-934-0163, ext. 213 for guidance.

Deadlines. There are three award periods per year. Applications are due February 1, May 1, and October 1.
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.‘Q\'}Jt\'m]wr 1986, Cora worried about how to, mathemarically,

make the most out of the 10 months in berween. She

thought it was fundamental | continued learning mathemarics
until [ started my Ph.D. in the US. She suggested several topics
and gave me her own copy of |.L. Journés book, while asking
C. Segovia to read it with me and make sure [ learned the ma-

terial inside out in the months ahead. Cora went out of her

also at a personal level, reassuring my parents | was not

ng far away alone, for she and Daniel would are of me,
And so they did. My first two weeks in the US and ever away
from home were at her home in Washington, D.C. Cora later
insisted I call her collect from New Haven often to her home in

[.C. to tell her about my studies and life at Yale, to let her know

[ was alright. I visited Cora and stayed at her home many times
afterwards, in Washingron, D.C. and while she spent a year at
MSRI in Berkeley during 1987-1988. She was always there
rnr me as a mentor q'l]l(l as a rri"]k(l l]lr(lllgll[lll! ]"}" gr:idll:lln‘
M']Il)"] }'L"'Irh in Nf.'\\' H:l\".‘]l.

Co
dards; she was all about being the best you can be, as a mathe-

a had an impeccable work ethic and very high st

matician and as a person. She inspired all of us to work harder
and be better, each day, every day. Many of us would probably
not be professional mathematicians had it not been for Cora.

Our gratitude is infinite,

as we knew her, was a dear friend

Cristina Pereyra: Corit:
of my mother, Concepeidn Ballester, from the time before |
was born; so were her parents Cora Ratto and Manuel. All of
t

=m, my mother included, were mathematicians who grew up

in the gcilc!rn era of mathemarics in Argenting, the fifties and

the sixties, a time when Laurent Schwartz and Antoni Zyg-

mund would visit Buenos Aires because the US and Europe

were interested in identifying and helping talented budding

mathematicians. In one of those visits Zygmund recruited Al-

berto Calderén and Mischa Cotlar to the University of Chi-

cago. In turn, Calderédn and Zygmund would become Corita's
advisors at Chicago, where she received her Ph.D. in 1965,
In 1964, my mother, my older brother and me joined

my father in the US where he was getting his Ph.D. We never

returned to Argentina; by 1967 many of my parents’ former
colleagues in Buenos Aires had been fired or had resigned
from the university for political reasons. Instead we landed
in Caracas, where my parents became professors at the Uni-
versidad Central de Venezuela, Things in Argentina only got
waorse, and in 1974, when Corita, her husband Daniel, young
daughter Cora Sol and her parents came as political refugees

to Venezuela, we all lived in the same building (San Bartolo-

mé; in acas every building has a name instead of a num-

ber). We were in the 12th Hoor of one tower, Cora Ratto and
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and Cora Sol in the 11th floor of the other tower, with ma

nificent views to El Avila, the mountain ths

from the Caribbean Sea. This was no coincidence, my mother
must have arranged things for her dear friends.

Mischa Cotlar also arrived in Venezuela, escaping the as-
phyxiating political climate in Argentina. Before leaving Bue-
nos Aires Corita had started her lifelong collaboration with
Mischa, which spanned more than 30 years, with more than
30 influent 3
sis and in operaror theory. After Corita left Venezuela in the

al joint papers in harmonic and functional ar

V-

early "80s, she kept visiting once or twice a year to work with
Mischa; during those visits she would stay with my mother.
Cora and Mischa would work like crazy for many hours each
day, but Cora would return to my mother’s house to relax and

to enjoy her compa

y.

I was too young to have Cora as my reacher in Caracas,
\\']“.‘]I in en I (1(“.'i(!(‘.(| lh.‘[ '.l‘-l(‘r "Ill [‘I;Ill“.'”l-'l' Ilf_.'i wWas ]"}' (::‘“.
However Cora was instrumental in helping me choose which
graduare schools to apply to, and her support was fundamen-
tal to enter Yale. | remember before arriving in New Haven in
1987 spending a week in Washingron warming up with Cora
and Daniel, as Andrea Nahmod had done the year before, and
as Lucas Monzon did the next year when he also came. The

rest is history: Cora became part of my mathematical family,

s was there

or more precisely, | became part of hers. Cora alway
through my professional career to offer support and advice,
In October 2007, Cora helped me and Wilfredo Urbina
organize an afternoon in honor of Mischa Cotlar who had
Llifll [I\.‘l J-'llll]"lr'\'. Sl]{‘ came to A”Jl](]l]cr(llll.' "N]li .‘il"l}'(‘(l \\'ill!
my mother I:agﬂ!lcr with Maria Dolores (Lolé) Moran and
Stefania Marcantognini who had come from Venezuela. We
saw Cora last in April 2009 when she came o Albuquerque
and stayed again with my mother for five days for the 12th
New Me

to learn of her passing, hard to accept that such a viral woman

co Analysis Seminar; she looked well. It was a shock

and life-long dear friend had left us.

Wilfredo Urbina: [ met Cora at the Univ ad Central

aduate studies in

e Venezuela where [ was doing my underg
mathemarics. Later [ was her TA in an Advanced Calculus
course and then in 1978, when [ started my master’s degree,

I had the privilege to take her course Introduction o Har-

monic Analysis. The notes of that course were the base of her
famous book futerpolation of Operators and Singular Integrals

published by Marcel Dekker a year later. It wa

a very [uugh

course for me but | must say that it had a lasting influence on
r that Mischa

semi

my career. Also | attended the analysis

continued on page 12
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Cora Sadosky continued from page 9

and Cora organized and that is still running today ac UCV.
Later I went to get my Ph.D. at the University of Minnesota,
in principle to study probability, but I met Gene Fabes so |
went back to analysis, and then back to the things that I had
learned from Mischa and Cora in Caracas.

Cora was a real enthusiast of mathematics, willing to help
anyone who showed serious interest in studying it. Her soli-
darity and support for so many mathematicians from Latin
America is very well known. Cora's help in the organization
of an international conference to celebrate Mischas 80th
birthday in Caracas in January 1994 was invaluable, as was
her help and input when we organized an afternoon in honor
of Mischa Cotlar in Albuquerque in October 2007, When |
came back to the States in 2004, due to the political sitvation
in Venezuela, Cora was an important reference for me, and 1
got her support in the painful process of looking for jobs. We
met several times in Albuguerque (in October 2007 and April
2009) and in Zacatecas during the AMS-SMM Joint Meet-
ing in July 2007; on every occasion we had a wonderful time
together, enjoying good mathematics and good food.

We all met each other through Cora. At a special year
in harmonic analysis at MSRI in 19871988, she introduced
Andrea, Gustavo, Wilfredo, Estela and Rodolfo to each
other, and we had a great time together. Cora jump-started
the beautiful friendships and professional relations we have
kept among us over the years. Every time we talked to Cora,
she asked us what we were up to in mathemarics, and she
wanted details! She also wanted to know how what we were
working on, fitted into the big picture of mathemarics. She
was very critical about mathematics. She once told us that
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Antoni Zygmund taught her to judge mathematicians by
their theorems, thar when someone spoke highly of a math-
ematician, Zygmund would always like to see the theorems
the mathematician had proved. She did the same. If you
said to her that you like mathematician X she would ask you
to explain histher mathematics. Cora was a person who al-
ways expressed her views in a very direct way. But she never
let disagreements she might have with a mathematics col-
league on other issues affect her appreciation of his/her math-
ematics, When it came to mathematics, Cora indeed judged
mathemaricians by their theorems.

Cora was a vibrant, strong minded and outspoken
woman, who fought all her life for human rights, who helped
uncountable young mathematicians withour expecting any-
thing in return. Cora was a phenomenal mathematician, in a
time when it was not easy for women, and she championed
this cause all her life, becoming president of the AWM in the
eatly "90s.

Cora taught all of us by example how to mentor, how
to help younger mathematicians pursue their dreams. Cora
touched our lives in many ways but she never wanted to be
thanked for her good deeds; she believed instead in paying
it forward to others. Helping students reach their potential
may be the best way to honor her memory. We will deeply
miss her.

Estela A, Gavosto (University of Kansas, Lawrence)

Andrea R. Nahmod (University of Massachusetts, Amberst)

Marfa Cristina Pereyra (University of New Mexico,
Afbuqm‘rz;ne)

Gustave Ponce (University of California, Santa Barbara)

Rodolfo H. Torres (University of Kansas, Le )

Wilfredo Urbina (Roosevelt University, Chicagn)

CALL FOR NOMINATIONS:

2012 Louise Hay Award

Marh

It is strongly recommended that the leters a range of

The Executive Committee of the Association for Women in Mathematics has established the Louise Hay Award for Contributions
o ics Educarion, to be ded lly to a woman ar the Joint Prize Session art the Joint Mathematics Meetings in Janu-
ary. The purpose of this award is to recognize outstanding achievements in any area of mathemarics education, to be interpreted in the
broadest possible sense. The annual presentation of this award is i

of mathemartics education and

to evoke the memory of all thar Hay exemplified as a teacher, scholar, administrator, and human being,
The nomination documents should include: a one to three page letter of nomination highlighting the exceptional contributions of
the candidate to be recognized, a curriculum vitae of the candidate not to exceed three pages, and three letters supporting the nomination.

Jsmu‘un.uu the : P

affected by the nominee’s work. Nomination marterials for

this award should be sent o math.org. N

must be received by April 30, 2011 and will be kepr active for three
years. For more information, phone (703) 934-0163, email awm@awm-math.org or visit www.awm-math.org.
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In Memory of Cora Sadosky

Steven Krantz, Washington University in St. Louis

Cora Sadosky was a student of Alberto Calderén and Antoni Zygmund. And she
was very closely associated with Mischa Cotlar. It is easy to see that she inherited
from these wonderful mentors her intense sense of curiosity about everything
mathematical. Apart from her personal charms, Cora was an intense mathematician
who wanted to learn about everything.
This passion also shows in the remarkable array of collaborators that she had. It
is clear that she loved to develop mathematics, to communicate mathematics, and
to write mathematics. She wrote mathematics easily and well, and her publication
record attests to her success at mathematical communication.
I knew Cora Sadosky for almost my entire career. For me she was a friend, a
colleague, and a role model. She was the paradigm of what a mathematician
should be. She was always ready with friendly advice, with sympathy, with ideas,
or whatever the situation called for. I always looked forward to seeing Cora at
conferences or other gatherings.
Cora’s mathematical interests were in harmonic analysis. She kept up with all
the latest developments, and wrote about many aspects of harmonic analysis
on Euclidean space. Her papers covered such diverse topics as singular inte-
grals, moment problems, interpolation of operators Toeplitz operators, weighted
norm inequalities, lifting theorems, HelsonSzego theorems, Hankel forms, matrix
measures, functional analysis, operator theory, conservative systems, BMO, and
scattering theory. Space prevents me from enumerating all the subjects that were
in her arsenal. She was a talented and diverse mathematician with catholic interests.
Cora will be missed by her friends in the American Mathematical Society and
also by her colleagues in the Association for Women in Mathematics. Cora’s
intense feelings for the role of women in mathematics were well known and much
appreciated. She was a mentor for woman mathematicians and a role model for all.
— Steven G. Krantz
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Cora

Maria Dolores (Lolo) Mordn

There are people that mark the lives of others, Cora definitely influenced mine.

I'met Cora in 1975. I had started a computer science major and she taught a pre-
calculus course at the Facultad de Ciencias of the Universidad Central de Venezuela
that I took. Each and every day to my delight, Cora assigned me a problem. At the
end of the course, she said, “ I'm here for you, for math, whenever you want.”

A year later, when I decided to change my major to Mathematics (it was not easy
in my country), she helped me with all the bureaucracy.

Cora also taught my first graduate course, Functional Analysis. She had a job
offer in the US, that fulfilled my dream of working with the first mathematician,
feminist I had ever met, my mentor. Anyhow, she gave me one of my favorites books,
Reed-Simon’s Functional Analysis. Her continued generosity helped me also with
my first publication.

The last time I saw her was at the Albuquerque meeting in honor of Misha
Cotlar, I recognized her weariness. She was about to retire, so she would see her
granddaughter grow.

Cora, Misha and Rodrigo were crazy southern analysts with a dream: a school of
mathematics, they succeeded: Venezuela is now a reference in Operator Theory.
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A Statement About Cora Sadosky

I am very happy to write a short note about Cora Sadosky. She was a close friend an
excellent mathematician who did much to help women mathematicians. I met her
often and discussed many topics Let me give you more information about us two.

In the first semester of 1960,' I was invited to give a course at the University
of Buenos Aires. During a very long period that included this date Argentina was
“occupied by its own army.” It was badly governed sometimes brutally. There
were a few brief reprieves, including this period in 1960, when there was a better
rule There was a surprisingly good group of mathematicians associated with this
university at this time, including A. P Calderon and Mischa Cotlar This group was
heavily influenced by A. Zygmund Cora Sadosky was a graduate student in the
class I taught. She was an excellent student and she and I became good friends
during this course. The notes I wrote for this course were published in the series
“Cursos y seminarios de matematica” Volume 9 “Analisis Armonico en Varias
Variables, teoria de los Espacios H?” Alberto Calderon who had just accepted a
position at the University of Chicago, worked in an area very close to this one and
I encouraged Cora to pursue a PhD under his direction. At about the same time, I
accepted a position at Washington University in St Louis. I visited the University of
Chicago often and our friendship continued After completing her PhD, Cora made
many attempts to find a position for herself and her husband, Daniel Goldstein, in
Argentina. Unable to do that, Cora ultimately took a faculty position at Howard
University in Washington D.C At that time I had to attend several committee
meetings in Washington and reconnected with her. By then, we had established a
long-lasting friendship which included not only mathematics, but long discussions
about politics and the place of women in mathematics. She became a leading activist
and presided the Association for Women in Mathematics from 1993 to 1995. By this
time she exuded enormous energy, confidence and warmth I was one of her strongest
supporters.

August 28, 2015

Guido L. Weiss
Elinor Anheuser Professor
of Mathematics

1Washington University in St. Louis, Campus Box 1146, One Brookings Drive, St. Louis, MO
63130-4899 (314) 9356711, Fax: (314) 935-6839, Email: guido@math.wustl.edu.
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Michael Wilson’s Remembrance

I first met Cora in Montreal in 1987, at a workshop on weighted norm inequalities.
Doug Kurtz had flown in. His luggage didn’t make it.
After the 24 (or 487) hour period passed and it still hadn’t arrived, he went out to
get new luggage and clothes at the airline’s expense. A bunch of us traipsed along
with him.
“What is it with shopping?” Cora asked “I don’t understand this fascination with
just... shopping.”
“Me neither,” I said. “Except for books”
“Oh, books!” she said “Completely different!”
Clearly, she knew what was important.

Mike Wilson
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From left to right: Weissman, Cora, Manuel Sadosky, Rome 1948
Photo Courtesy of Cora Sol Goldstein, photographer unknown

Graduation Photo: Cora
Sadosky, PhD University of
Chicago, 1965

Photo Courtesy of Cora Sol
Goldstein, photographer
unknown
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From left to right: [unknown], Zygmund, Cora Sadosky, Chicago, 1981
Photo Courtesy of Cora Sol Goldstein, photographer unknown
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Group photo, taken in Caracas in January 1994, on the occasion of Mischa Cotlar’s
conference celebrating his 80th birthday.

Front row: Concepcion Ballester (in a blue dress); to the right, Laurent Schwartz (in a black tie);
Mischa Cotlar (with a black shirt and beige jacket); Cora Sadosky (in a black dress), her arm on
Stefania Marcantognini’s shoulder. Behind Laurent Schwartz to the left is Steve Hoffman; behind
Schwartz to the right, Eli Stein. Between Stein and Cotlar is Fernando Soria (with a beard).

Photo reproduced with the kind permission of Ramon Bruzual
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Attendees of the Cotlar Conference.

1) Ileana Iribarren, 2) Aline Bonami, 3) Zeljko Cuckovic 5) Concepcién Ballester 6) Laurent
Schwartz 7) Mischa Cotlar 8) Stefania Marcantognini 9) Cora Sadosky 10) Damir Arov 11) Ilya
Spitkovskiy 12) Israel Gohberg 13) Marisela Dominguez 14) Alfredo Octavio 16) Richard Gundy
17) Gustavo Ponce 18) Wilfredo Urbina Romero 21) Dmitry Yakubovich 24) Vadim Adamjan 28)
Gerardo Mendoza 29) James Rovnyak 34) Michael Dritschel 37) Steve Hoffman 40) Elias Stein
44) Fernando Soria 56) Mario Milman 59) Javier Duoandikoetxea 63) Norberto Salinas 64) Victor
Vinnikov 67) Vladimir Peller 70) Daniel Alpay 72) Nikolai Vasilevski 75) Gustavo Corach 76)
Pedro Alegria 77) Victor Padrén 80) Lazaro Recht 81) Carlos Segovia 82) Ventura Echandia 84)
José Andrés 87) Cristina Cerruti [unknown attendees unlisted]
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1996 University of Chicago Conference in honor of Alberto Calderén’s 75" Birthday: Front
row, seated (left to right): M. Christ, C. Sadosky, A.P. Calderon, M.A. Muschietti. First row,
standing (left to right): C.E. Kenig, J. Alvarez Alonso, C. Gutierrez, E. Berkson, J. Neuwirth.
Second row, standing (left to right): A. Torchinsky, J. Polking, S. Vagi, R.R. Reitano, E. Gatto, R.
Seeley.

(The editors would like to thank Carlos Kenig for help identifying most of the people appearing
in the photo, to Mike Christ who help trying to identify the missing character, and pointed us in
the direction of Cristian Gutierrez, who identified Reitano as well as Jerome Neuwirth. Thanks,
Cristian!) Photo courtesy of Cora Sol Goldstein, photographer unknown
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Family photo: From left to right, Daniel Goldstein, Cora Sol Goldstein & Cora Sadosky, on the
day of Cora Sol’s PhD Graduation from University of Chicago in 2002.

Photo reproduced with the kind permission of Thomas Johnson. Photo courtesy of Cora Sol
Goldstein
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The next generation: Cora Sadosky and her newborn granddaughter, Sasha Malena, in 2006.
Photo reproduced with the kind permission of Thomas Johnson. Photo Courtesy of Cora Sol
Goldstein

Photo Courtesy of Cora Sol Goldstein, photographer unknown
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Barry Mazur, Cathy O’Neil and Cora Sadosky: Cathy O’Neil being embraced and supported
by Cora Sadosky on one side and Barry Mazur on the other. This picture was taken in 1993 in
Vancouver, where O’Neil received the Alice T. Schafer prize. In O’Neil’s words, “It was a critical
moment for me, and both of those people have influenced me profoundly. Barry became my thesis
advisor; part of the reason I went into number theory was to become his student [. . .] Cora became
my mathematical role model and spiritual mother. [...] Well, Cora, whom I met when I was 21,
was the person that made me realize there is a community of women mathematicians, and that I
was also welcome to that world.” Accessed June 29, 2011 at http://mathbabe.org/2011/06/29/cora-
sadosky/

Photo reproduced with the kind permission of Aaron Abrams (Photo courtesy of Cathy O’Neil)

Author: George Bergman, Source: Archives of the Mathematishes Forchungsinstitute Oberwalfach


http://mathbabe.org/2011/06/29/cora-sadosky/
http://mathbabe.org/2011/06/29/cora-sadosky/
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Mischa Cotlar, Cora
Sadosky’s mentor and long
time friend and collaborator.
Author: Ramon Bruzual.
Photo reproduced with the
kind permission of Ramon
Bruzual
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Higher-Order Elliptic Equations in Non-Smooth
Domains: a Partial Survey

Ariel Barton and Svitlana Mayboroda

Abstract Recent years have brought significant advances in the theory of higher-
order elliptic equations in non-smooth domains. Sharp pointwise estimates on
derivatives of polyharmonic functions in arbitrary domains were established, fol-
lowed by the higher-order Wiener test. Certain boundary value problems for
higher-order operators with variable non-smooth coefficients were addressed, both
in divergence form and in composition form, the latter being adapted to the
context of Lipschitz domains. These developments brought new estimates on the
fundamental solutions and the Green function, allowing for the lack of smoothness
of the boundary or of the coefficients of the equation. Building on our earlier
account of history of the subject (published in Concrete operators, spectral theory,
operators in harmonic analysis and approximation). Operator Theory: Advances
and Applications, vol. 236, Birkhiuser/Springer, Basel, 2014, pp. 53-93), this
survey presents the current state of the art, emphasizing the most recent results and
emerging open problems.

1991 Mathematics Subject Classification: Primary 35-02; Secondary 35B50,
35B65, 35J40, 35J55

Introduction

The theory of boundary value problems for second-order elliptic operators on
Lipschitz domains is a well-developed subject. It has received a great deal of study in
the past decades and while some important open questions remain, well-posedness

A. Barton
Department of Mathematical Sciences, University of Arkansas, Fayetteville, AR 72701, USA
e-mail: aeb019 @uark.edu

S. Mayboroda (<)
Department of Mathematics, University of Minnesota, Minneapolis, MN 55455, USA
e-mail: svitlana@math.umn.edu

© Springer International Publishing Switzerland 2016 55
M.C. Pereyra et al. (eds.), Harmonic Analysis, Partial Differential Equations,

Complex Analysis, Banach Spaces, and Operator Theory (Volume 1), Association

for Women in Mathematics Series 4, DOI 10.1007/978-3-319-30961-3_4
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of the Dirichlet, Neumann, and regularity problems in L7 and other function spaces
has been extensively studied in the full generality of divergence-form operators
—divAV with bounded measurable coefficients.

The corresponding theory for elliptic equations of order greater than two is much
less well developed. Such equations are common in physics and in engineering
design, with applications ranging from standard models of elasticity [101] to
cutting-edge research of Bose—Einstein condensation in graphene and similar
materials [124]. They naturally appear in many areas of mathematics too, including
conformal geometry (Paneitz operator and Q-curvature [30, 31]), free boundary
problems [1], and nonlinear elasticity [9, 32, 133].

It was realized very early in the study of higher-order equations that most of the
methods developed for the second-order scenario break down. Further investigation
brought challenging hypotheses and surprising counterexamples, and few general
positive results. For instance, Hadamard’s 1908 conjecture regarding positivity of
the biharmonic Green function [56] was actually refuted in 1949 (see [46, 54, 127]),
and later on the weak maximum principle was proved to fail as well, at least in high
dimensions [96, 119]. Another curious feature is a paradox of passage to the limit
for solutions under approximation of a smooth domain by polygons [19, 92].

For the sake of concreteness, we will mention that the prototypical example of
a higher-order elliptic operator, well known from the theory of elasticity, is the
bilaplacian A? = A(A); a more general example is the polyharmonic operator A™,
m > 2. The biharmonic problem in a domain £2 C R” with Dirichlet boundary data
consists, roughly speaking, of finding a function u such that for given f, g, A,

A’u=hinQ, u|m=f, avu‘m:g, (1

subject to appropriate estimates on u in terms of the data. To make it precise, as
usual, one needs to properly interpret restriction of solution to the boundary u|aQ
and its normal derivative 8Uu| s as well as specify the desired estimates.

This survey concentrates on three directions in the study of the higher-order
elliptic problems. First, we discuss the fundamental a priori estimates on solutions
to biharmonic and other higher-order differential equations in arbitrary bounded
domains. For the Laplacian, these properties are described by the maximum
principle and by the 1924 Wiener criterion. The case of the polyharmonic operator
has been only settled in 2014-2015 [83, 84], and is one of the main subjects
of the present review. Then we turn to the known well-posedness results for
higher-order boundary problems on Lipschitz domains with data in L7, still largely
restricted to the constant-coefficient operators and, in particular, to the polyharmonic
case. Finally, we present some advancements of the past several years in the
theory of variable-coefficient higher-order equations. In contrast to the second-
order operators, here the discussion splits according to several forms of underlying
operators. Let us now outline some details.
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On smooth domains the study of higher-order differential equations went hand-
in-hand with the second-order theory; in particular, the weak maximum principle
was established in 1960 ([6]; see also [102, 103]). Roughly speaking, for a solution
u to the equation Lu = 0 in €2, where L is a differential operator of order 2m and
2 C R" is smooth, the maximum principle guarantees

max [|0%/l;c0iy < C max |[0%u]; 00501, 2
x| [10%ul oo (@) < pnax 107 ull o0 (92) 2

with the usual convention that the zeroth-order derivative of u is simply u itself.
For the Laplacian (m = 1), this formula is a slightly weakened formulation of the
maximum principle. In striking contrast with the case of harmonic functions, the
maximum principle for an elliptic operator of order 2m > 4 may fail, even in a
Lipschitz domain. To be precise, in general, the derivatives of order (m — 1) of
a solution to an elliptic equation of order 2m need not be bounded. However, in
the special case of three dimensions, (2) was proven for the m-Laplacian (—A)™ in
domains with Lipschitz boundary ([117, 119]; see also [38, 116, 128, 130] for related
work), and, by different methods, in three-dimensional domains diffeomorphic to a
polyhedron [72, 96].

Quite recently, in 2014, the boundedness of the (m — 1)st derivatives of a
solution to the polyharmonic equation (—A)™u = 0 was established in arbitrary
three-dimensional domains [84]. Moreover, the authors derived sharp bounds on
the k-th derivatives of solutions in higher dimensions, with k strictly less than
m — 1 when the dimension is bigger than 3. These results were accompanied by
pointwise estimates on the polyharmonic Green function, also optimal in the class
of arbitrary domains. Furthermore, introducing the new notion of polyharmonic
capacity, in [83] the authors established an analogue of the Wiener test. In parallel
with the celebrated 1924 Wiener criterion for the Laplacian, the higher-order Wiener
test describes necessary and sufficient capacitory conditions on the geometry of
the domain corresponding to continuity of the derivatives of the solutions. Some
earlier results were also available for boundedness and continuity of the solutions
themselves (see, e.g., [86, 88, 90]).

We shall extensively describe all these developments and their historical context
in section “Boundedness and Continuity of Derivatives of Solutions.”

Going further, in sections “Boundary Value Problems with Constant Coeffi-
cients” and “Boundary Value Problems with Variable Coefficients” we consider
boundary value problems in irregular media. Irregularity can manifest itself through
lack of smoothness of the boundary of the domain and/or lack of smoothness of
the coefficients of the underlying equation. Section “Boundary Value Problems
with Constant Coefficients” largely concentrates on constant-coefficient higher-
order operators, in particular, the polyharmonic equation, in domains with Lipschitz
boundaries. Large parts of this section are taken verbatim from our earlier survey
[24]; we have added some recent results of I. Mitrea and M. Mitrea. We have chosen
to keep our description of the older results, for completeness, and also to provide
background and motivation for study of the boundary problems for operators
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with variable coefficients—the subject of section “Boundary Value Problems with
Variable Coefficients.”
The simplest example is the L”-Dirichlet problem for the bilaplacian

Au=0 inQ, =feWl0Q), du|,, =gecl’(), 3)

“|asz

in which case the expected sharp estimate on the solution is
”N(VM)HU’(BQ) = C||Vrf||u(asz) + C||g||y’(asz)v “)

where N denotes the nontangential maximal function and W/ (32) is the Sobolev
space of functions with one tangential derivative in L’ (cf. section “Higher-Order
Operators: Divergence Form and Composition Form” for precise definitions). In
sections “The Dirichlet Problem: Definitions, Layer Potentials, and Some Well—
Posedness Results”—*“The Maximum Principle in Lipschitz Domains” we discuss (3)
and (4), and more general higher-order homogeneous Dirichlet and regularity
“Boundary Value Problems with Constant Coefficients” with boundary data in L.
Section “Biharmonic Functions in Convex Domains” describes the specific case of
convex domains. The Neumann problem for the bilaplacian is addressed in section
“The Neumann Problem for the Biharmonic Equation.” In section “Inhomogeneous
Problems for the Biharmonic Equation,” we discuss inhomogeneous boundary value
problems (such as problem (1), with & # 0); for such problems it is natural to
consider boundary data f, g in Besov spaces, which, in a sense, are intermediate
between those with Dirichlet and regularity data.

Finally, in section “Boundary Value Problems with Variable Coefficients” we
discuss higher-order operators with non-smooth coefficients. The results are still
very scarce, but the developments of past several years promise to lay a foundation
for a general theory.

To begin, let us mention that contrary to the second-order scenario, there
are several natural generalizations of higher-order differential equations to the
variable-coefficient context. Recall that the prototypical higher-order operator is
the biharmonic operator A?; there are two natural ways of writing the biharmonic
operator, either as a composition A>u = A(Au) or in higher-order divergence form

Nu=Y">"0;00(300u) = %8“(8"‘14).

j=1 k=1 la|=2

If we regard A? as a composition of two copies of the Laplacian, then one
generalization to variable coefficients is to replace each copy by a more general
second-order variable-coefficient operator L, = —divAV for some matrix A; this
yields operators in composition form

Lu(X) = divB(X)V(a(X) divA(X)Vu(X)) (5)
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for some scalar-valued function a and two matrices A and B. Conversely, if we
regard A? as a divergence-form operator, we may generalize to a variable-coefficient
operator in divergence form

Lu(X) = (=1)"div, AOV"u(X) = (=1)" Y #*(apX)2’u(X)).  (6)

la|=|Bl=m

Both classes of operators will be defined more precisely in section “Higher-Order
Operators: Divergence Form and Composition Form”; we will see that the composi-
tion form is closely connected to changes of variables, while operators in divergence
form are directly associated with positive bilinear forms.

Sections “The Kato Problem and the Riesz Transforms” and “The Dirichlet Prob-
lem for Operators in Divergence Form” discuss higher-order operators in divergence
form (6): these sections discuss, respectively, the Kato problem and the known
well-posedness results for higher-order operators, all of which at present require
boundary data in fractional smoothness spaces (cf. section “Inhomogeneous Prob-
lems for the Biharmonic Equation”). Section “The Dirichlet Problem for Operators
in Composition Form” addresses well-posedness of the Dirichlet boundary value
problem for a fourth-order operator in a composition form (5) with datain L”, p = 2,
in particular, generalizing the corresponding results for the biharmonic problem (3).
To date, this is the only result addressing well-posedness with L7 boundary data
for higher-order elliptic operators with bounded measurable coefficients, and its
extensions to more general operators, other values of p, and other types of boundary
data are still open. Returning to divergence-form operators (6), one is bound to
start with the very foundations of the theory—the estimates on the fundamental
solutions. This is a subject of section “The Fundamental Solution,” and the emerging
results are new even in the second-order case. Having those at hand, and relying on
the Kato problem solution [16], we plan to pass to the study of the corresponding
layer potentials and eventually, to the well-posedness of boundary value problems
with data in L. In this context, an interesting new challenge, unparalleled in the
second-order case, is a proper definition of “natural” Neumann boundary data. For
higher-order equations the choice of Neumann data is not unique. Depending on
peculiarities of the Neumann operator, one can be led to well-posed and ill-posed
problems even for the bilaplacian, and more general operators give rise to new
issues related to the coercivity of the underlying form. We extensively discuss these
issues in the body of the paper and present a certain functional analytic approach to
definitions in section “Formulation of Neumann Boundary Data.” Finally, section
“Open Questions and Preliminary Results” lays out open questions and some
preliminary results.

To finish the introduction, let us point out a few directions of analysis of
higher-order operators on non-smooth domains not covered in this survey. First,
an excellent expository paper [89] by Vladimir Maz’ya on the topic of the Wiener
criterion and pointwise estimates details the state of the art near the end of the
previous century and provides a considerably more extended discussion of the
questions we raised in section “Boundedness and Continuity of Derivatives of
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Solutions,” surrounding results and open problems. Here, we have concentrated
on recent developments for the polyharmonic equation and their historical context.
Secondly, we do not touch upon the methods and results of the part of elliptic theory
studying the behavior of solutions in the domains with isolated singularities, conical
points, cuspidal points, etc. For a good first exposure to that theory, one can consult,
e.g., [72] and references therein. Instead, we have intentionally concentrated on
the case of Lipschitz domains, which can display accumulating singularities—a
feature drastically affecting both the available techniques and the actual properties
of solutions.

Higher-Order Operators: Divergence Form
and Composition Form

As we pointed out in the introduction, the prototypical higher-order elliptic equation
is the biharmonic equation A%y = 0, or, more generally, the polyharmonic equation
A"y = 0 for some integer m > 2. It naturally arises in numerous applications in
physics and in engineering, and in mathematics it is a basic model for a higher-order
partial differential equation. For second-order differential equations, the natural
generalization of the Laplacian is a divergence-form elliptic operator. However,
it turns out that even defining a suitable general higher-order elliptic operator
with variable coefficients is already a challenging problem with multiple different
solutions, each of them important in its own right.

Recall that there are two important features possessed by the polyharmonic
operator. First, it is a “divergence form” operator in the sense that there is an
associated positive bilinear form, and this positive bilinear form can be used in a
number of ways; in particular, it allows us to define weak solutions in appropriate
Sobolev space. Secondly, it is a “composition operator,” that is, it is defined
by composition of several copies of the Laplacian. Moreover, if one considers
the differential equation obtained from the polyharmonic equation by change of
variables, the result would again be a composition of second-order operators. Hence,
both generalizations are interesting and important for applications, albeit leading to
different higher-order differential equations.

Let us discuss the details. To start, a general constant-coefficient elliptic operator
is defined as follows.

Definition 2.1. Let L be an operator acting on functions u : R” — C*. Suppose
that we may write

{
Luyy =" > dyd'u (7)

k=1 la]=|B|=m
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for some coefficients aff defined for all 1 < j,k < ¢, and all multiindices «,
of length n with |a| = |B| = m. Then we say that L is a differential operator of
order 2m.

Suppose the coefficients a’ are constant and satisfy the Legendre—Hadamard
ellipticity condition

J4
Re Y Y el = AlgPmel? ®)

=1 la|=Ipl=m

forall £ € R" and all ¢ € C¢, where A > 0 is a real constant. Then we say that L is
an elliptic operator of order 2m.

If £ = 1, we say that L is a scalar operator and refer to the equation Lu = 0 as
an elliptic equation; if £ > 1, we refer to Lu = 0 as an elliptic system. If @/ = a¥,
then we say the operator L is symmetric. If " of is real for all &, B, j, and k, we say
that L has real coefficients.

Here if o is a multiindex of length n, then 9% = 9% ... d%".
Now let us discuss the case of variable coefficients. A divergence-form higher-
order elliptic operator is given by

(Lu);(X) = Z D (a0 u(X)). ©)

k=1 la|=|p|=m

If the coefficients affﬁ : R" — C are sufficiently smooth, we may rewrite (9) in
nondivergence form

14

LX) =" Y af () u(X). (10)

k=1 |a|<2m

This form is particularly convenient when we allow equations with lower-order
terms [note their appearance in (10)].

A simple criterion for elhptlclty of the operators L of (10) is the condition that (8)
holds with a’ replaced by d), (X) for any X € R”, that is, that

14
Re Y Y dfx)& gl = Mgl ¢ (11)

Jk=1|a|=2m

for any fixed X € R” and for all £ € R", { € C?. This means in partlcular that
ellipticity is only a property of the highest-order terms of (10); the value of a{x for
|| < m, is not considered.
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Returning to divergence-form operators (9), notice that in this case we have a
notion of weak solution; we say that Lu = h weakly if

£ l
Z/Qq)_,-hjz > Z(—l)'"/ga“gojc/jﬁ 3P uy (12)
j=1

lo|=[Bl=m jk=1

for any function ¢ : Q + C! smooth and compactly supported. The right-hand
side (¢, Lu) may be regarded as a bilinear form A[p, u|. If L satisfies the ellipticity
condition (11), then this bilinear form is positive definite. A more general ellipticity
condition available in the divergence case is simply that (¢, Lp) > A||Vmgo||iz for
all appropriate test functions ¢ (see formula (108) below); this condition is precisely
that the form A[g, u] be positive definite.

As mentioned above, there is another important form of higher-order operators.
Observe that second-order divergence-form equations arise from a change of
variables as follows. If Au = h, and # = u o p for some change of variables p,
then

adivAVii = h,

where a(X) is a real number and A(X) is a real symmetric matrix (both depending
only on p; see Fig. 1). In particular, if u is harmonic, then # satisfies the divergence-
form equation

Y. () (X)) =0
lo|=[8]=1

and so the study of divergence-form equations in simple domains (such as the upper
half-space) encompasses the study of harmonic functions in more complicated, not
necessarily smooth, domains (such as the domain above a Lipschitz graph).

x—p(r) =2
N

1 -
|1, div<|J|Jp J;> Vi=h
P

Fig. 1 The behavior of Laplace’s equation after change of variables. Here & = u o p and J, is the
Jacobean matrix for the change of variables p
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If A>u = 0, however, then after a change of variables & does not satisfy a
divergence-form equation [that is, an equation of the form (9)]. Instead, u satisfies
an equation of the following composition form:

divAV (adivAVi) = 0. (13)

In section “The Dirichlet Problem for Operators in Composition Form” we shall
discuss some new results pertaining to such operators.

Finally, let us mention that throughout we let C and ¢ denote positive constants
whose value may change from line to line. We let { denote the average integral, that
is, fE fdu = ﬁ I gf di. The only measures we will consider are the Lebesgue
measure dX (on R” or on domains in R") or the surface measure do (on the
boundaries of domains).

Boundedness and Continuity of Derivatives of Solutions

Miranda-Agmon Maximum Principle and Related Geometric
restrictions on the boundary

The maximum principle for harmonic functions is one of the fundamental results
in the theory of elliptic equations. It holds in arbitrary domains and guarantees that
every solution to the Dirichlet problem for the Laplace equation, with bounded data,
is bounded. Moreover, it remains valid for all second-order divergence-form elliptic
equations with real coefficients.

In the case of equations of higher order, the maximum principle has been
established only in relatively nice domains. It was proven to hold for operators
with smooth coefficients in smooth domains of dimension two in [102, 103], and of
arbitrary dimension in [6]. In the early 1990s, it was extended to three-dimensional
domains diffeomorphic to a polyhedron [72, 96] or having a Lipschitz boundary
[117,119]. However, in general domains, no direct analog of the maximum principle
exist (see Problem 4.3, p. 275, in Necas’s book [113]). The increase of the order
leads to the failure of the methods which work for second-order equations, and the
properties of the solutions themselves become more involved.

To be more specific, the following theorem was proved by Agmon.

Theorem 3.1 ([6, Theorem 1]). Letm > 1 be an integer. Suppose that Q2 is domain
with C*™ boundary. Let

L= )" a,X)0"

loe|<2m
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be a scalar operator of order 2m, where a, € C'*\(Q). Suppose that L is elliptic in
the sense of (11). Suppose further that solutions to the Dirichlet problem for L are
unique.

Then, for every u € C"~'(Q) N C*"(Q) that satisfies Lu = 0 in Q, we have

max [|0%ul| o0y < C max [|0Pul ;o050 14
amax [19%ull o) = € max [0l a) (14)

We remark that the requirement that the Dirichlet problem have unique solutions
is not automatically satisfied for elliptic equations with lower-order terms; for
example, if A is an eigenvalue of the Laplacian, then solutions to the Dirichlet
problem for Au — Au are not unique.

Equation (14) is called the Agmon—Miranda maximum principle. In [123], Sul’ce
generalized this to systems of the form (10), elliptic in the sense of (11), that satisfy
a positivity condition (strong enough to imply Agmon’s requirement that solutions
to the Dirichlet problem be unique).

Thus the Agmon—Miranda maximum principle holds for sufficiently smooth
operators and domains. Moreover, for some operators, the maximum principle is
valid even in domains with Lipschitz boundary, provided the dimension is small
enough. We postpone a more detailed discussion of the Lipschitz case to section
“The Maximum Principle in Lipschitz Domains”; here we simply state the main
results. In [117, 119], Pipher and Verchota showed that the maximum principle
holds for the biharmonic operator A2, and more generally for the polyharmonic
operator A, in bounded Lipschitz domains in R2 or R3. In [140, Sect. 8], Verchota
extended this to symmetric, strongly elliptic systems with real constant coefficients
in three-dimensional Lipschitz domains.

For Laplace’s equation and more general second-order elliptic operators, the
maximum principle continues to hold in arbitrary bounded domains. In contrast,
the maximum principle for higher-order operators in rough domains generally fails.

In [98], Maz’ya et al. studied the Dirichlet problem (with zero boundary data) for
constant-coefficient elliptic systems in cones. Counterexamples to (14) for systems
of order 2m in dimension n > 2m + 1 immediately follow from their results.
(See [98, formulas (1.3), (1.18), and (1.28)].) Furthermore, Pipher and Verchota
constructed counterexamples to (14) for the biharmonic operator A? in dimension
n = 4in [116, Sect. 10], and for the polyharmonic equation A”u = 0 in dimension
n,4 <n < 2m+1,in [119, Theorem 2.1]. Independently Maz’ya and Rossmann
showed that (14) fails in the exterior of a sufficiently thin cone in dimension n,
n > 4, where L is any constant-coefficient elliptic scalar operator of order 2m > 4
(without lower-order terms). See [97, Theorem 8 and Remark 3].

Moreover, with the exception of [97, Theorem 8], the aforementioned counterex-
amples actually provide a stronger negative result than simply the failure of the
maximum principle: they show that the left-hand side of (14) may be infinite even if
the data of the elliptic problem is as nice as possible, that is, smooth and compactly
supported.
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The counterexamples, however, pertain to high dimensions. This phenomenon
raises two fundamental questions: whether the boundedness of the (m — 1)st
derivatives remains valid in dimensions n < 3, and whether there are some other,
possibly lower-order, estimates that characterize the solutions when n > 4. This
issue has been completely settled in [82, 84] for the polyharmonic equation in
arbitrary domains.

Sharp Pointwise Estimates on the Derivatives of Solutions
in Arbitrary Domains

The main results addressing pointwise bounds for solutions to the polyharmonic
equation in arbitrary domains are as follows.

Theorem 3.2 ([84]). Let Q be a bounded domain in R", 2 < n <2m + 1, and

(—A)Y"u=finQ, feCPQ) ueWi(Q). (15)

m

Then the solution to the boundary value problem (15) satisfies

V2R 2y e L2°(Q) when nis odd, V" "?u € L (Q) when n is even.
(16)
In particular,

V"l e L®(Q) whenn = 2,3. (17)

Here the space VOV,%l(Q) is, as usual, a completion of C3°(£2) in the norm given by

B = V"ull2(q). We note that V%/Ii(Q) embeds into C¥(R2) only when k is
strictly smaller than m — g, n < 2m. Thus, whether the dimension is even or odd,
Theorem 3.2 gains one derivative over the outcome of Sobolev embedding.

The results of Theorem 3.2 are sharp, in the sense that the solutions do not exhibit
higher smoothness than warranted by (16)—(17) in general domains. Indeed, assume
that n € [3,2m + 1] N Nis odd and let  C R” be the punctured unit ball B; \ {0},
where B, = {x € R" : |x| < r}. Consider a function n € C{°(B;,2) such that n = 1
on By/4. Then let

[l

u() = n@ Y. xe B\ (O}, (18)

where d, stands for a derivative in the direction of x; for some i = 1,...,n. Itis
straightforward to check that u € VOV,%,(Q) and (—A)"u € C3°($2). While vnitay
is bounded, the derivatives of order m — % + % are not, and moreover, vr—itiy
is not continuous at the origin. Therefore, the estimates (16)—(17) are optimal in
general domains.
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As for the case when n is even, the results in [72, Sect. 10.4] demonstrate that in
the exterior of a ray there is an m-harmonic function behaving as |x|m_%+%. Thus,
upon truncation by the aforementioned cut-off 7, one obtains a solution to (15) in
Bi\{x; =0,...,x,—1 = 0,0 <ux, < 1}, whose derivatives of order m—%—i—l are not
bounded. More delicate examples can be obtained from our results for the Wiener
test to be discussed in section “The Wiener Test: Continuity of Solutions.” Those
show that the derivatives of order m — 5 need not be continuous in even dimensions.
Therefore, in even dimensions (16) is a sharp property as well.

It is worth noting that the results above address also boundedness of solutions
(rather than their derivatives) corresponding to the case when m — 5 + % = 0inodd
dimensions, or, respectively, m — g = 0 in the even case. In this respect, we would
also like to mention higher dimensional results following from the Green function
estimates in [89]. As will be discussed in the next section, one can show that, in
addition to our results above, if Q2 C R” is bounded forn < 2m + 2, and if u is a
solution to the polyharmonic equation (15), then u € L°°(£2). This result also holds
if Q C R”and m = 2.

If @ C R"is bounded and n > 2m + 3, or if m = 2 and n > 8§, then the question
of whether solutions u to (15) are bounded is open. In particular, it is not known
whether solutions u to

ANu=hinQ, ueW(Q)

are bounded if 2 C R” forn > 8. However, there exist another fourth-order operator
whose solutions are not bounded in higher dimensional domains. In [93], Maz’ya
and Nazarov showed that if n > 8 and if a > 0 is large enough, then there exists an
open cone K C R” and a function i € C3° (K \ {0}) such that the solution u to

A +ad*u=hinK, ueWiK) (19)

is unbounded near the origin.

Green Function Estimates

Theorem 3.2 has several quantitative manifestations, providing specific estimates
on the solutions to (15). Most importantly, the authors established sharp pointwise
estimates on Green’s function of the polyharmonic operator and its derivatives, once
again without any restrictions on the geometry of the domain.

To start, let us recall the definition of the fundamental solution for the polyhar-
monic equation (see, e.g., [10]). A fundamental solution for the m-Laplacian is a
linear combination of the characteristic singular solution (defined below) and any
m-harmonic function in R”. The characteristic singular solution is
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Conlx|?, if nisodd, orif nis even withn > 2m +2,  (20)
Cpnlx|?™"log |x|, if niseven withn < 2m. (21)

The exact expressions for constants C,,, can be found in [10], p. 8. Hereafter we
will use the fundamental solution given by

|x|?*", if nis odd,
T(x) = Cpn 3§ |x)*" " log %, if nisevenand n < 2m, (22)

|x|2’”_”, if nisevenand n > 2m + 2.

As is customary, we denote the Green’s function for the polyharmonic equation
by G(x,y), x, y € €2, and its regular part by S(x,y), that is, S(x,y) = G(x,y) —
I'(x — y). By definition, for every fixed y € Q the function G( -, y) satisfies

(—A)"G(x,y) =8(x—y), xeQ, (23)

in the space ﬁ/,i (2). Here A, stands for the Laplacian in the x variable. Similarly,
we use the notation A, V,, V., for the Laplacian and gradient in y, and gradient in
x, respectively. By d(x) we denote the distance from x € Q to 2.

Theorem 3.3. Let Q@ C R” be an arbitrary bounded domain, m € N, n € [2,2m +
1] NN, and let

m—n/2+1/2 whennis odd,
A= 24)

m—n/2 when n is even.

Fix any number N > 25. Then there exist a constant C depending only on m, n, N
such that for every x,y € Q the following estimates hold.
Ifn € [3,2m + 1] N N is odd, then

d(y*~

[ViVIG(x,y)| = C PR

when [x —y| = Nd(y), 0<ij=<A,

and

o d A—i
[ViViG(x,y)| < C%» when [x —y| > Nd(x), 0<i,j=<A.
(26)
Next,
|V)’;V§,G(x, = ey 2ty (27
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when |x—y| < N 'max{d(x),dy)}, andi+j>2m—n0<ij<m—n/24+1/2,
and

|VIVIG(x.y)| < Cmin{d(x),d(y)}*" ™", (28)

when |x—y| < N1 max{d(x),d(y)}, andi+j <2m—n,0<i,j<m—n/2+4+1/2.
Finally,

C
min{d(x), d(y), |x — y|yr=2nFi+i
N C
~ max{d(x), d(y), |x — y|}r2mit

|VIVIG(x,y)| < (29)

when N~'d(x) < |x —y| < Nd(x) and N"'d(y) < |x —y| < Nd(y), 0 <i,j < A.
Furthermore, if n € [3,2m + 1] N N is odd, the estimates on the regular part of
the Green function S are as follows:

o C . ..
[ViViS(x —y)| < |x—y|”—_2’”+’+1 when |x —y| > Nmin{d(x),d(y)}, 0 <i,j < A.
(30)
Next,
. C
IViViS(e.y)l < 31)

max{d(x),d(y)}"—2mtiti’

when |x—y| < N"'max{d(x),d(y)}, andi+j>2m—n 0<ij<m—n/2+1/2
an

[ViVIS(x,y)| < Cmin{d(x),d(y)}*" ™", (32)
when |x—y| < N"'max{d(x),d(y)}, andi+j<2m—n 0<ij<m—n/2+1/2.
Finally,

C
min{d(x), d(y), |x — y[jr=2m+iti
N C
~ max{d(x), d(y), [x — y[}r2n i’

IViVIS(x,y)| < (33)

when N7'd(x) < |[x —y| < Nd(x) and N~'d(y) < |x—y| < Nd(y), 0 < i,j <
m—n/2+1/2.

Ifn € [2,2m] NN is even, then (25)—(26) and (29) are valid with A = m— '%, and

min{d(x), d(y)} ) (34)

ViViG(x,y)| < Cmin{d(x),d(y)}*" ™" (" + 1o
xVy g | |
) xX—=y

when |x —y| < N"'max{d(x),d(y)} and 0 < i,j <m—n/2.
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Furthermore, if n € [2,2m] N N is even, the estimates on the regular part of the
Green function S are as follows:

(35)

. N diamn ()
IVIViS(x —y)| < Clx—y| ™2 [ C’ + log iam ()
Xy —

b=
when |x —y| > N min{d(x),d(y)}, 0 <i,j < m—n/2. Next,
[ViVIS(x,y)| < Cmin{d(x)., d(y)}*" ™"~ (c’ + log &) . (36)
max{d(x),d(y)}
when |x —y| < N~"'max{d(x),d(y)}, 0 < i,j < m —n/2. Finally,

IV, ViS(x. y)| < Cmin{d(x). d(y). |x — y[}" "

xVy
x[c' +10 diam 2 37)
& max{d(x). d(y). |x — y| 2t

when N™'d(x) < |x —y| < Nd(x) and N"'d(y) < |x—y| < Nd(y), 0 < i,
j<m-—n/2.
We would like to highlight the most important case of the estimates above,

pertaining to the highest-order derivatives.

Corollary 3.4. Let Q C R" be an arbitrary bounded domain. If n € [3,2m+ 1]NN
is odd, then for all x, y € Q,

m—141 gl C
Ve 2V, 2 2(G(XJ)—F(X—y))'S ; (38)
’ max{d(x), d(y), [x — y|}
and, in particular,
m—041l _ng 1 C
vy 2+2G(x,y)‘ < —. (39)
lx =yl
Ifn € [2,2m] N N is even, then for all x, y € L,
VIR GE ) — T - )|
<c1 (1 n diam £ ) (40)
< Clog ,
max{d(x),d(y), |x — y|}
and
- in{d(x), d
\AREAA ZG(x,y)‘ < Clog (1 + M) . (41)
X—=y
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The constant C in (38)—(41) depends on m and n only. In particular, it does not
depend on the size or the geometry of the domain <.

We mention that the pointwise bounds on the absolute value of Green’s function
itself have been treated previously in dimensions 2m + 1 and 2m + 2 for m > 2 and
dimensions 5, 6,7 for m = 2 in [89, Sect. 10] (see also [86]). In particular, in [89,
Sect. 10], Maz’ya showed that the Green’s function G,,(x, y) for A” in an arbitrary
bounded domain Q2 C R” satisfies

C(n)

|G (x, y)| < RN (42)

ifn=2m+1orn =2m+ 2. If m = 2, then (42) also holds in dimensionn = 7 =
2m+ 3 (cf. [86]). Whether (42) holds in dimension n > 8 (form = 2)orn > 2m+3
(for m > 2) is an open problem; see [89, Problem 2]. Also, similarly to the case of
general solutions discussed above, there exist results for Green functions in smooth
domains [44, 73, 134, 135], in conical domains [72, 94], and in polyhedra [96].

Furthermore, using standard techniques, the Green’s function estimates can be
employed to establish the bounds on the solution to (15) for general classes of data
f, such as L for a certain range of p, Lorentz spaces, etc. A sample statement to this
effect is as follows.

Proposition 3.5. Let Q C R”" be an arbitrary bounded domain, m € N, n €
[2,2m + 1] NN, and let A retain the significance of (24). Consider the boundary
value problem

A)"u= " cadfu ueWAQ). (43)

la|<A

Then the solution satisfies the following estimates.
Ifn € [3,2m + 1] N N is odd, then for all x € Q,

m—141 d(y)m—%+%—|oz|
IV 2+2u(x)| < Cun Z /QW lfa(Y)| dy, (44)

n 1
lo|sm—5+3

whenever the integrals on the right-hand side of (44) are finite. In particular,

_ny 1
V"2 %20 o0 (g
—n_1_ n
SCm,n,Q Z ”d()m 272 lalfa”U’(Q)’ p> m, (45)

\alfm*%Jr%

provided that the norms on the right-hand side of (45) are finite.
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Ifn € [2,2m] N N is even, then for all x € ,
V" Su()|

<G T / aor e og (14 9 ) hol v @0

|a|<m—
whenever the integrals on the right-hand side of (46) are finite. In particular,

IV" 5 ullio@) < Cung Y 1dO" 7 @), p> 1, (47)

loe|<m—1%

provided that the norms on the right-hand side of (47) are finite.
The constants C,,, above depend on m and n only, while the constants denoted
by Cyn.q depend on m, n, and the diameter of the domain 2.

By the same token, if (42) holds, then solutions to (15) satisfy

el oo @y < Clm, n, p) diam(R)*" ™ f | (s

provided p > n/2m (see, e.g., [89, Sect. 2]). Thus, e.g., if 2 C R” is bounded for
n = 2m+ 2, and if u satisfies (15) for a reasonably nice function f, then u € L>(2).
This result also holds if & C R’ and m = 2. This complements the results in
Theorem 3.2, as discussed in section “Sharp Pointwise Estimates on the Derivatives
of Solutions in Arbitrary Domains.”

To conclude our discussion of Green’s functions, we mention two results from
[106]; these results are restricted to relatively well-behaved domains. In [106],
D. Mitrea and 1. Mitrea showed that, if €2 is a bounded Lipschitz domain in R3,
and G denotes the Green’s function for the bilaplacian A2, then the estimates

V2G(x, -) € L3(Q), dist(-,dQ) *VG(x, -) € L3/*®

hold, uniformly inx € , forall 0 < o < 1.

Moreover, they considered more general elliptic systems. Suppose that L is an
arbitrary elliptic operator of order 2m with constant coefficients, as defined by
Definition 2.1, and that G denotes the Green’s function for L. Suppose that 2 C R”,
for n > m, is a Lipschitz domain, and that the unit outward normal v to 2 lies in the
Sarason space VMO(d2) of functions of vanishing mean oscillations on d€2. Then
the estimates

V"G(x, -) € Lrn™(Q), (48)
dist(-, Q) V"' G(x, -) € L=« (Q)

hold, uniformly inx € Q, forany 0 <« < 1.
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The Wiener Test: Continuity of Solutions

In this section, we discuss conditions that ensure that solutions (or appropriate
gradients of solutions) are continuous up to the boundary. These conditions parallel
the famous result of Wiener, who in 1924 formulated a criterion that ensured
continuity of harmonic functions at boundary points [143]. Wiener’s criterion
has been extended to a variety of second-order elliptic and parabolic equations
([3, 41, 47, 50, 51, 74, 76, 78, 137]; see also the review papers [2, 87]). However,
as with the maximum principle, extending this criterion to higher-order elliptic
equations is a subtle matter, and many open questions remain.

We begin by stating the classical Wiener criterion for the Laplacian. If Q C R”
is a domain and Q € 92, then Q is called regular for the Laplacian if every solution
uto

Au=hinQ, ueWi(Q)

for h € C{°(£2) satisfies limy—, o u(X) = 0. According to Wiener’s theorem [143],
the boundary point Q € dS2 is regular if and only if the equation

1
/0 cap,(B(Q.s) \ Q)s' ™" ds = oo (49)

holds, where
cap,(K) = inf{||u||iz(Rn) + IVl gy 1€ CP(RY), u= 1on K} (50)

For example, suppose €2 satisfies the exterior cone condition at Q. That is,
suppose there is some open cone K with vertex at Q and some ¢ > 0 such that
K N B(Q,e) C QF. It is elementary to show that cap,(B(Q,s) \ Q) > C(K)s"™?
for all 0 < s < &, and so (49) holds and Q is regular. Regularity of such points
was known prior to Wiener (see [75, 120, 144]) and provided inspiration for the
formulation of the Wiener test.

By [76], if L = —divAV is a second-order divergence-form operator, where the
matrix A(X) is bounded, measurable, real, symmetric, and elliptic, then Q € 92 is
regular for L if and only if Q and Q satisfy (49). In other words, Q € 9<2 is regular
for the Laplacian if and only if it is regular for all such operators. Similar results
hold for some other classes of second-order equations; see, for example, [41, 50], or
[47].

One would like to consider the Wiener criterion for higher-order elliptic equa-
tions, and that immediately gives rise to the question of natural generalization of
the concept of a regular point. The Wiener criterion for the second-order PDEs
ensures, in particular, that weak ‘?Vlz solutions are classical. That is, the solution
approaches its boundary values in the pointwise sense (continuously). From that
point of view, one would extend the concept of regularity of a boundary point as
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continuity of derivatives of order m — 1 of the solution to an equation of order 2m
up to the boundary. On the other hand, as we discussed in the previous section, even
the boundedness of solutions cannot be guaranteed in general, and thus, in some
dimensions the study of the continuity up to the boundary for solutions themselves
is also very natural. We begin with the latter question, as it is better understood.
Let us first define a regular point for an arbitrary differential operator L of order
2m analogously to the case of the Laplacian, by requiring that every solution u to

Lu=hinQ, ueW(Q) (51)

for h € C§°(R2) satisfies limy_,o u(X) = 0. Note that by the Sobolev embedding

theorem, if @ C R” for n < 2m — 1, then every u € VOVi(Q) is Holder continuous
on  and so satisfies limy_.p u(X) = 0 at every point Q € 9Q2. Thus, we are only
interested in continuity of the solutions at the boundary when n > 2m.

In this context, the appropriate concept of capacity is the potential-theoretic Riesz
capacity of order 2m, given by

cap,, (K) = inf{ > 16Ul € CP(R™), u> 1on K} (52)

0<|a|<m

The following is known. If m > 3, and if Q C R" forn = 2m, 2m+ 1, or 2m+2,
orifm=2andn =4,5,6,or7, then Q € dQ is regular for A” if and only if

1
[ canauB@\ 0 ds = o 53
0

The biharmonic case was treated in [85, 86], and the polyharmonic case for m > 3
in [88, 91].

Let us briefly discuss the method of the proof in order to explain the restrictions
on the dimension. Let L be an arbitrary elliptic operator, and let F be the fundamental
solution for L in R"” with pole at 0. We say that L is positive with weight F if, for
all u € C3°(R™ \ {Q}), we have that

/ Lu(X) - u(X) F(X)dX > ¢y / IVEu(X) 71X dX. (54)
R —1 YR

The biharmonic operator is positive with weight F' in dimensionnif 4 <n <7,
and the polyharmonic operator A™, m > 3, is positive with weight F in dimension
2m < n < 2m + 2. (The Laplacian A is positive with weight F in any dimension.)
The biharmonic operator A? is not positive with weight F in dimensions n > 8, and
A™ is not positive with weight F in dimension n > 2m + 3. See [88, Propositions 1
and 2].
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The proof of the Wiener criterion for the polyharmonic operator required
positivity with weight F. In fact, it turns out that positivity with weight F suffices
to provide a Wiener criterion for an arbitrary scalar elliptic operator with constant
coefficients.

Theorem 3.6 ([90, Theorems 1 and 2]). Suppose Q@ C R" and that L is a
scalar elliptic operator of order 2m with constant real coefficients, as defined by
Definition 2.1.

If n = 2m, then Q € 0K2 is regular for L if and only if (53) holds.

If n > 2m + 1, and if the condition (54) holds, then again Q € 02 is regular for
L if and only if (53) holds.

This theorem is also valid for certain variable-coefficient operators in divergence
form; see the remark at the end of [88, Sect. 5].

Similar results have been proven for some second-order elliptic systems. In
particular, for the Lamé system Lu = Au + o graddivuy, @ > —1, positivity with
weight ' and Wiener criterion have been established for a range of « close to zero,
that is, when the underlying operator is close to the Laplacian [77]. It was also
shown that positivity with weight F' may in general fail for the Lamé system. Since
the present review is restricted to the higher-order operators, we shall not elaborate
on this point and instead refer the reader to [77] for more detailed discussion.

In the absence of the positivity condition (54), the situation is much more
involved. Let us point out first that the condition (54) is not necessary for regularity
of a boundary point, that is, the continuity of the solutions. There exist fourth-order
elliptic operators that are not positive with weight F whose solutions exhibit nice
behavior near the boundary; there exist other such operators whose solutions exhibit
very bad behavior near the boundary.

Specifically, recall that (54) fails for L = A? in dimension n > 8. Nonetheless,
solutions to A?u = h are often well-behaved near the boundary. By [95], the vertex
of a cone is regular for the bilaplacian in any dimension. Furthermore, if the capacity
condition (53) holds with m = 2, then by [90, Sect. 10], any solution u to

ANu=hinQ, ueWi(Q)

for h € C§°(L2) satisfies limy .o u(X) = O provided the limit is taken along a
nontangential direction.

Conversely, if n > 8 and L = A? + ad?, then by [93], there exists a cone K and a
function h € C§° (K \ {0}) such that the solution u to (19) is not only discontinuous
but unbounded near the vertex of the cone. We remark that a careful examination
of the proof in [93] implies that solutions to (19) are unbounded even along some
nontangential directions.

Thus, conical points in dimension eight are regular for the bilaplacian and
irregular for the operator A% + a d%. Hence, a relevant Wiener condition must use
different capacities for these two operators. This is a striking contrast with the
second-order case, where the same capacity condition implies regularity for all
divergence-form operators, even with variable coefficients.
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This concludes the discussion of regularity in terms of continuity of the solution.
We now turn to regularity in terms of continuity of the (m — 1)st derivatives.
Unfortunately, much less is known in this case.

The Higher-Order Wiener Test: Continuity of Derivatives
of Polyharmonic Functions

The most natural generalization of the Wiener test to the higher-order scenario
concerns the continuity of the derivatives of the solutions, rather than solutions
themselves, as derivatives constitute part of the boundary data. However, a necessary
prerequisite for such results is boundedness of the corresponding derivatives of
the solutions—an extremely delicate matter in its own right as detailed in section
“Sharp Pointwise Estimates on the Derivatives of Solutions in Arbitrary Domains.”
In the context of the polyharmonic equation, Theorem 3.2 has set the stage for an
extensive investigation of the Wiener criterion and, following earlier results in [81],
the second author of this paper and Maz’ya have recently obtained a full extension of
the Wiener test to the polyharmonic context in [83]. One of the most intricate issues
is the proper definition of the polyharmonic capacity, and we start by addressing it.

At this point Theorem 3.2 finally sets the stage for a discussion of the Wiener test
for continuity of the corresponding derivatives of the solution, which brings us to
the main results of the present paper.

Assume that m € N and n € [2,2m + 1] N N. Let us denote by Z the following
set of indices:

Z={0,1,...,m—n/24+1/2} ifnisodd, (55)
Z={-n/2+2,—n/2+4,....m—n/2—-2,m—n/2} N (NU{0}) (56)
if n 1s even, m is even,
Z={-n/2+1,—-n/24+3,....m—n/2-2,m—n/2} N (NU{0}) 57
if n is even, m is odd.
Now let IT be the space of linear combinations of spherical harmonics
P
Px) =Y > buY(x/ll),  bueR, xeR"\{0}, (58)
peZ I=—p
with the norm

1
2

P
1Pl =D > v and Tl,:={Pell: |P|g=1} (59)

PpEZ I=—p
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Then, given P € I1;, an open set D in R” such that O € R"\ D, and a compactum
K in D, we define

Cap, (K, D)

=inf /|V'"u(x)|2dx ue W2
D

m

(D), u=P in a neighborhood of K , (60)

with

Cap (K,D) := Plenl_fl Cap, (K, D). 61)

In the context of the Wiener test, we will be working extensively with the capacity
of the complement of a domain & C R”" in the balls B,—;, j € N, and even more
so, in dyadic annuli, Cy—j ,—j+2, j € N, where Cy 45 := {x € R" : 5 < |x| < as}, s,
a > 0. As is customary, we will drop the reference to the “ambient” set

CapP (Cz—j’z—j-‘rz \ Q) = CapP (Cz—j_z—j+2 \ Q, C2—j—2y2—j+4), ] e N, (62)
and will drop the similar reference for Cap. In fact, it will be proven below that there

are several equivalent definitions of capacity, in particular, for any n € [2,2m + 1]
and forany s > 0,a > 0, K C C 4, we have

Capp(K, Cs/2,245)

|Vku(x)|2 95 mon
1nf§ Z/n R dx: ue W2(R"\ {0}),
u = P in a neighborhood of K; . (63)

In the case when the dimension is odd, also

Capp (Csus \ 2., Cy20a5) ~ Capp (Cs a5 \ 2, R"\ {O}).

Thus, either of the above can be used in (62), as convenient.

Let © be a domain in R”, n > 2. The point Q € 92 is k-regular with respect
to the domain 2 and the operator (—A)™, m € N, if the solution to the boundary
problem

(—A)"u=finQ, feCPQ), ueWi(Q), (64)
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satisfies the condition
Viu(x) > 0asx — Q, x € Q, (65)

that is, all partial derivatives of u of order k are continuous. Otherwise, we say that
Q0 € 09 is k-irregular.

Theorem 3.7 ([81, 83]). Let Q2 be an arbitrary open set in R", m e N,2 < n <
2m + 1. Let A be given by

m—n/2+1/2 whennis odd,

A= (66)
m—n/2 when n is even.
If
o0
Z 2i@m=m) Pinl_{ Capp (Cy—j5—j+2 \ Q) = +00, when n is odd, (67)
ell; ’
j=0
and
o0
Zj 2i(@m=n) Pinl_g Capp (Cy—j5—+2 \ ) = +00, when nis even, (68)
elly
j=0

then the point O is A-regular with respect to the domain Q2 and the operator (—A)™.
Conversely, if the point O € 0K is A-regular with respect to the domain Q2 and
the operator (—A)™, then

o
Pinlg 277Cm=m) Cap, (Cy—j 712 \ Q) = +00, when n is odd, (69)
ell; ’
J=0
and
o0
Piné j277Cm Cap,, (Cyey gtz \ ) = 400,  when n is even. (70)
e Il ’
=0

Here, as before, Cy—j 5—j+2 is the annulus {x € R" : 277 < |x| < 272}, j e NU{0}.

Let us now discuss the results of Theorem 3.7 in more detail. This was the first
treatment of the continuity of derivatives of an elliptic equation of order m > 2
at the boundary, and the first time the capacity (60) appeared in the literature.
When applied to the case m = 1, n = 3, it yields the classical Wiener criterion
for continuity of a harmonic function [cf. (49)]. Furthermore, as discussed in the
previous section, continuity of the solution itself (rather than its derivatives) has
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been previously treated for the polyharmonic equation, and for (—A)™ the resulting
criterion also follows from Theorem 3.7, in particular, when m = 2n, the new notion
of capacity (55)—(59) coincides with the potential-theoretical Bessel capacity used
in [90]. In the case A = 0, covering both of the above, necessary and sufficient
condition in Theorem 3.7 are trivially the same, as P = 1 when n = 2m in even
dimensions and n = 2m + 1 in odd ones. For lower dimensions z the discrepancy is
not artificial, for, e.g., (67) may fail to be necessary as was shown in [81].

It is not difficult to verify that we also recover known bounds in Lipschitz
and in smooth domains, as the capacity of a cone, and hence capacity of an
intersection with a complement of a Lipschitz domain, assures divergence of
the series in (67)—(68). On the other hand, given Theorem 3.7 and following
considerations traditional in this context (choosing sufficiently small balls in the
consecutive annuli to constitute a complement of the domain), we can build a set
with a convergent capacitory integral and, respectively, an irregular solution with
discontinuous derivatives of order A at the point O. Note that this yields further
sharpness of the results of Theorem 3.2. In particular, in even dimensions, it is a
stronger counterexample than that of a continuum (not only m —n/2 + 1 derivatives
are not bounded, but m — n/2 derivatives might be discontinuous). We refer the
reader back to section “Sharp Pointwise Estimates on the Derivatives of Solutions
in Arbitrary Domains” for more details.

One of the most difficult aspects of proof of Theorem 3.7 is finding a correct
notion of polyharmonic capacity and understanding its key properties. A peculiar
choice of linear combinations of spherical harmonics [see (55)—(57) and (58)] is
crucial at several stages of the argument, specific to the problem at hand, and no
alterations would lead to reasonable necessary and sufficient conditions. At the same
time, the new capacity and the notion of higher-order regularity sometimes exhibit
surprising properties, such as sensitivity to the affine changes of coordinates [81],
or the aforementioned fact that in sharp contrast with the second-order case [76],
one does not expect the same geometric conditions to be responsible for regularity
of solutions to all higher-order elliptic equations.

It is interesting to point out that despite fairly involved definitions, capacitory
conditions may reduce to a simple and concise criterion, e.g., in a case of a graph.
To be precise, let 2 C R3 be a domain whose boundary is the graph of a function ¢,
and let w be its modulus of continuity. If

U rdr

then every solution to the biharmonic equation satisfies Vu € C(Q). Conversely,
for every w such that the integral in (71) is convergent, there exists a C*“ domain
and a solution u of the biharmonic equation such that Vu ¢ C(Q). In particular, as
expected, the gradient of a solution to the biharmonic equation is always bounded
in Lipschitz domains and is not necessarily bounded in a Hélder domain. Moreover,
one can deduce from (71) that the gradient of a solution is always bounded, e.g., in a
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domain with w(f) & tlog!/? t, which is not Lipschitz, and might fail to be bounded
in a domain with w(¢) & tlogt. More properties of the new capacity and examples
can be found in [81, 83].

Boundary Value Problems in Lipschitz Domains for Elliptic
Operators with Constant Coefficients

The maximum principle (14) provides estimates on solutions whose boundary data
lies in L°°. Recall that for second-order partial differential equations with real
coefficients, the maximum principle is valid in arbitrary bounded domains. The
corresponding sharp estimates for boundary data in L7, 1 < p < oo, are much
more delicate. They are not valid in arbitrary domains, even for harmonic functions,
and they depend in a delicate way on the geometry of the boundary. At present,
boundary value problems for the Laplacian and for general real symmetric elliptic
operators of the second order are fairly well understood on Lipschitz domains. See,
in particular, [65].

We consider biharmonic functions and more general higher-order elliptic equa-
tions. The question of estimates on biharmonic functions with data in 1” was raised
by Riviere in the 1970s [28], and later Kenig redirected it towards Lipschitz domains
in [64, 65]. The sharp range of well-posedness in L7, even for biharmonic functions,
remains an open problem (see [65, Problem 3.2.30]). In this section we shall review
the current state of the art in the subject, the main techniques that have been
successfully implemented, and their limitations in the higher-order case.

Most of the results we will discuss are valid in Lipschitz domains, defined as
follows.

Definition 4.1. A domain 2 C R” is called a Lipschitz domain if, for every
Q € 022, there is a number r > 0, a Lipschitz function ¢ : R > R with
V@]l 0 <M, and a rectangular coordinate system for R" such that

B(O.NNQ ={(xs) xR seR, |(x,s) — Q)| <r, ands > ¢(x)}.

If we may take the functions ¢ to be C* (that is, to possess k continuous
derivatives), we say that 2 is a C* domain.

The outward normal vector to 2 will be denoted v. The surface measure will be
denoted o, and the tangential derivative along 0€2 will be denoted V..

In this paper, we will assume that all domains under consideration have con-
nected boundary. Furthermore, if 92 is unbounded, we assume that there is a single
Lipschitz function ¢ and coordinate system that satisfies the conditions given above;
that is, we assume that €2 is the domain above (in some coordinate system) the graph
of a Lipschitz function.
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In order to properly state boundary value problems on Lipschitz domains, we will
need the notions of nontangential convergence and nontangential maximal function.

In this and gubsequent sections we say that u| 9q = J if [ is the nontangential
limit of u, that is, if

lim  u(X) =f(Q)

X—0.XeT(Q)
for almost every (do) Q € 02, where I'(Q) is the nontangential cone
Q) ={Y € Q :dist(¥,0Q2) < (1 + a)|X — Y|} (72)

Here a > 0 is a positive parameter; the exact value of a is usually irrelevant to
applications. The nontangential maximal function is given by

NF(Q) = sup{|[F(X)| : X € T'(Q)}. (73)

The normal derivative of u of order m is defined as

|
Q) = Y- v = u(Q).

|a|=m

where 0%u(Q) is taken in the sense of nontangential limits as usual.

The Dirichlet Problem: Definitions, Layer Potentials,
and Some Well-Posedness Results

We say that the I”-Dirichlet problem for the biharmonic operator A? in a domain
is well-posed if there exist a constant C > 0 such that, for every f € W7 (32) and
every g € [P (012), there exist a unique function u that satisfies

Al =0 in Q,
u=f on 02,
(74)
ou=g on 092,

INVW ey = Cliglpee) + CIV lpea)-

The LP-Dirichlet problem for the polyharmonic operator A™ is somewhat more
involved, because the notion of boundary data is necessarily more subtle. We say
that the LP-Dirichlet problem for A™ in a domain 2 is well-posed if there exist a
constant C > 0 such that, for every g € L7 (d$2) and every f in the Whitney—Sobolev
space WA? _ (9€2), there exist a unique function u that satisfies
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A"u=0 inQ,
aau|aQ = fa forall0 < |o| <m—2,
331_1” =8 on 02, (75)
INV" ')l pagy < Clglpea + € Z Vool o
la|=m—2

The space WA? (9€2) is defined as follows.

Definition 4.2. Suppose that 2 C R” is a Lipschitz domain, and consider arrays
of functions f = {f, : || < m — 1} indexed by multiindices o of length n, where
Jo 1 02 > C. We let WA? (3€2) be the completion of the set of arrays Vo= {0%y
|| < m— 1}, for y € C5°(R"), under the norm

D Vllpee + D 1YV lnan)- (76)

la|<m—1 la|=m—1

If we prescribe 0“u = f, on 0S2 for some f € WA? (d€2), then we are prescribing
the values of u, Vu, ..., V" ly on 92, and requiring that (the prescribed part of)
Vm”|39 lie in P (02).

The study of these problems began with biharmonic functions in C! domains.
In [125], Selvaggi and Sisto proved that, if €2 is the domain above the graph of
a compactly supported C' function ¢, with ||[Vg||;c small enough, then solutions
to the Dirichlet problem exist provided 1 < p < oo. Their method used certain
biharmonic layer potentials composed with the Riesz transforms.

In [33], Cohen and Gosselin proved that, if  is a bounded, simply connected C!
domain contained in the plane R?, then the 7-Dirichlet problem is well-posed in 2
for any 1 < p < oo. In [34], they extended this result to the complements of such
domains. Their proof used multiple layer potentials introduced by Agmon in [5] in
order to solve the Dirichlet problem with continuous boundary data. The general
outline of their proof paralleled that of the proof of the corresponding result [49]
for Laplace’s equation. We remark that by [109, Theorem 6.30], we may weaken
the condition that Q be C! to the condition that the unit outward normal v to £ lies
in VMO(0€2). (Recall that this condition has been used in [106]; see formula (48)
above and preceding remarks. This condition was also used in [100]; see section
“The Dirichlet Problem for Operators in Divergence Form.”)

As in the case of Laplace’s equation, a result in Lipschitz domains soon followed.
In [39], Dahlberg et al. showed that the L”-Dirichlet problem for the biharmonic
equation is well-posed in any bounded simply connected Lipschitz domain 2 C R”,
provided 2 — e < p < 2 4 ¢ for some ¢ > 0 depending on the domain €2.

In [138], Verchota used the construction of [39] to extend Cohen and Gosselin’s
results from planar C! domains to C' domains of arbitrary dimension. Thus, the
LP-Dirichlet problem for the bilaplacian is well-posed for 1 < p < oo in C!
domains.
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In [139], Verchota showed that the L”-Dirichlet problem for the polyharmonic
operator A™ could be solved for 2 — ¢ < p < 2 4 ¢ in starlike Lipschitz domains by
induction on the exponent m. He simultaneously proved results for the L7-regularity
problem in the same range; we will thus delay discussion of his methods to section
“The Regularity Problem and the L”-Dirichlet Problem.”

All three of the papers [33, 39, 125] constructed biharmonic functions as
potentials. However, the potentials used differ. Selvaggi and Sisto [125] constructed
their solutions as

n—1

u(X) = /8 ] RF(X—Y)f(Y)do(Y)+ /a O FX=VRg(¥)do(¥)  (7)
i=1

where R; are the Riesz transforms. Here F(X) is the fundamental solution to the
biharmonic equation; thus, « is biharmonic in R" \ 0€2. As in the case of Laplace’s
equation, well-posedness of the Dirichlet problem follows from the boundedness
relation [|[N(Vu)||pia) < Clifllroa) + Cllglly@pe) and from invertibility of the
mapping (f, g) — (ul,,. dyu) on LP (3Q) x L (02) > W1 (IQ) x LF (392).

The multiple layer potential of [33] is an operator of the form

LF(P) = pv. /8 _L(P.0I@)do () (78)

where L(P, Q) is a 3 x 3 matrix of kernels, also composed of derivatives of the
fundamental solution to the biharmonic equation, and f=(.fe fy) is a “compatible
triple” of boundary data, that is, an element of WP (d2) x LF(d2) x L”(dS2) that
satisfies 0.f = f,7, + f,7,. Thus, the input is essentially a function and its gradient,
rather than two functions, and the Riesz transforms are not involved.

The method of [39] is to compose two potentials. First, the function f € L?(3R2)
is mapped to its Poisson extension v. Next, u is taken to be the solution of the
inhomogeneous equation Au(Y) = (n+2Y - V)v(Y) withu = 0on Q2. If G(X, Y)
is the Green’s function for A in © and k" is the harmonic measure density at Y, we
may write the map f +— u as

u(X) = /Q GX,Y)(n+2Y-V) /89 k' (Q)f(Q) do(Q) dY. (79)

Since (n + 2Y - V)v(Y) is harmonic, u is biharmonic, and so u solves the Dirichlet
problem.
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The I7-Dirichlet Problem: The Summary of Known Results
on Well-Posedness and Ill-Posedness

Recall that by [139], the L”-Dirichlet problem is well-posed in Lipschitz domains
provided 2 — ¢ < p < 2 + ¢. As in the case of Laplace’s equation (see [48]), the
range p > 2 —¢ is sharp. That is, for any p < 2 and any integers m > 2, n > 2, there
exist a bounded Lipschitz domain €2 C R” such that the LP-Dirichlet problem for
A™ is ill-posed in €2. See [39, Sect. 5] for the case of the biharmonic operator AZ,
and the proof of Theorem 2.1 in [119] for the polyharmonic operator A™.

The range p < 2 4 ¢ is not sharp and has been studied extensively. Proving
or disproving well-posedness of the L”-Dirichlet problem for p > 2 in general
Lipschitz domains has been an open question since [39], and was formally stated
as such in [65, Problem 3.2.30]. (Earlier in [28, Question 7], the authors had posed
the more general question of what classes of boundary data give existence and
uniqueness of solutions.)

In [116, Theorem 10.7], Pipher and Verchota constructed Lipschitz domains
Q such that the I”-Dirichlet problem for A? was ill-posed in €2, for any given
p > 6 (in four dimensions) or any given p > 4 (in five or more dimensions).
Their counterexamples built on the study of solutions near a singular point, in
particular upon [95, 98]. In [119], they provided other counterexamples to show
that the L”-Dirichlet problem for A™ is ill-posed, provided p > 2(n — 1)/(n — 3)
and 4 < n < 2m + 1. They remarked that if n > 2m + 1, then ill-posedness follows
from the results of [98] provided p > 2m/(m — 1).

The endpoint result at p = oo is the Agmon—-Miranda maximum principle (14)
discussed above. We remark that if 2 < py < oo, and the L°-Dirichlet problem is
well-posed (or (14) holds) then by interpolation, the L”-Dirichlet problem is well-
posed for any 2 < p < py.

We shall adopt the following definition (justified by the discussion above).

Definition 4.3. Suppose that m > 2 and n > 4. Then p,,, is defined to be the
extended real number that satisfies the following properties. If 2 < p < p,,,,, then
the LP-Dirichlet problem for A™ is well-posed in any bounded Lipschitz domain
Q C R Conversely, if p > p,,.,, then there exist a bounded Lipschitz domain
Q C R” such that the L7-Dirichlet problem for A™ is ill-posed in 2. Here, well-
posedness for 1 < p < oo is meant in the sense of (75), and well-posedness for
p = oo is meant in the sense of the maximum principle (see (91) below).

As in [39], we expect the range of solvability for any particular Lipschitz domain
Qtobe2—¢e < p < pp,+ ¢ for some ¢ depending on the Lipschitz character of €2.

Let us summarize here the results currently known for p,,,. More details will
follow in section “The Regularity Problem and the L”-Dirichlet Problem.”

For any m > 2, we have that

e If n = 2 or n = 3, then the L”-Dirichlet problem for A™ is well-posed in any
Lipschitz domain €2 for any 2 < p < oo [116, 119].
o If4<n<2m+1,thenp,, =2@n—1)/(n—3)[119, 130].
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o Ifn=2m+ 2,thenp,,,, =2m/(m—1) = 2(n—2)/(n—4) [98, 128].
e Ifn>2m+3,then2(n—1)/(n—3) < pmn < 2m/(m—1) [98, 130].

The value of p,, ,, for n > 2m + 3, is open.
In the special case of biharmonic functions (m = 2), more is known.

* pr4a=06,pr5s=4,prs =4, and py; = 4[128, 130].
e Ifn > 8§, then

2+ <p2.n§4
n—~An
where
Y _ n+10+2/2(n*—n+2)
n — 7 .
[129]

o If Qis a C' or convex domain of arbitrary dimension, then the I7-Dirichlet
problem for A?is well-posed in 2 forany 1 < p < oo [70, 129, 139].

We comment on the nature of ill-posedness. The counterexamples of [39, 119]
for p < 2 are failures of uniqueness. That is, those counterexamples are non-zero
functions u, satisfying A™u = 0 in 2, such that Bl’ju =0ondRQfor0<k<m-—1,
and such that N(V"~ly) € 17 (0Q).

Observe that if Q is bounded and p > 2, then 17(32) C L?(32). Because the
L?-Dirichlet problem is well-posed, the failure of well-posedness for p > 2 can only
be a failure of the optimal estimate N(V"~'u) € 1/(dR2). That is, if the L”-Dirichlet
problem for A is ill-posed in £, then for some Whitney array f € WA" | (9Q2) and
some g € [P(0R2), the unique function u that satisfies A™u = 0 in Q, 0%u = f,,
"'y = g and N(V"'u) € L?(9S2) does not satisty N(V""'u) € LF(32).

The Regularity Problem and the L”-Dirichlet Problem

In this section we elaborate on some of the methods used to prove the Dirichlet
well-posedness results listed above, as well as their historical context. This naturally
brings up a consideration of a different boundary value problem, the L?-regularity
problem for higher-order operators.

Recall that for second-order equations the regularity problem corresponds to
finding a solution with prescribed tangential gradient along the boundary. In
analogy, we say that the L?-regularity problem for A™ is well-posed in 2 if there
exist a constant C > 0 such that, whenever f € WA (02), there exist a unique
function u that satisfies
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A"u=0 inQ,
ul,, =fo forall0<|o| <m-—1,

INOV"0)laaey <€ Y 1 Vefalloan)-

|a|=m—1

(80)

There is an important endpoint formulation at g = 1 for the regularity problem.
We say that the H'-regularity problem is well-posed if there exist a constant C > 0
such that, whenever f lies in the Whitney—Hardy space H (02), there exist a unique
function u that satisfies

A"u =0 inQ,

aau|39 =fy forall0 < |(;(| <m-—1,

INCV" W0y < C Y I Vefullim -

la|=m—1
The space H) (3€2) is defined as follows.

Definition 4.4. We say that @ € WA?(d2) is a H.,(0Q)-L? atom if & is supported
in a ball B(Q, r) N 02 and if

Z V20l o) < 0(BQ.7) N Q).

la|=m—1

If f € WAL (02) and there are H!-L? atoms & and constants A; € C such that

o0
Vefu = Y MVe(ar) forall ja| = m — 1
k=1

and such that 3" |A;| < oo, we say that f € H} (0€2), with |[f||H}n(39) being the
smallest Y |A;| among all such representations.

In [139], Verchota proved well-posedness of the L?-Dirichlet problem and the
L?-regularity problem for the polyharmonic operator A” in any bounded starlike
Lipschitz domain by simultaneous induction.

The base case m = 1 is valid in all bounded Lipschitz domains by [35, 62]. The
inductive step is to show that well-posedness for the Dirichlet problem for A”*! fol-
lows from well-posedness of the lower-order problems. In particular, solutions with
d%u = f,, may be constructed using the regularity problem for A™, and the boundary
term d)'u=g, missing from the regularity data, may be attained using the inho-
mogeneous Dirichlet problem for A™. On the other hand, it was shown that the
well-posedness for the regularity problem for A”*! follows from well-posedness of
the lower-order problems and from the Dirichlet problem for A"t in some sense,
by realizing the solution to the regularity problem as an integral of the solution to
the Dirichlet problem.
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As regards a broader range of p and g, Pipher and Verchota showed in [116] that
the L/-Dirichlet and L?-regularity problems for A? are well-posed in all bounded
Lipschitz domains 2 C R3, provided 2 < p < oo and 1 < g < 2. Their method
relied on duality. Using potentials similar to those of [39], they constructed solutions
to the L2-Dirichlet problem in domains above Lipschitz graphs. The core of their
proof was the invertibility on L?(dR2) of a certain potential operator T. They were
able to show that the invertibility of its adjoint 7* on L?(92) implies that the L*-
regularity problem for A2 is well-posed. Then, using the atomic decomposition of
Hardy spaces, they analyzed the H'-regularity problem. Applying interpolation and
duality for T* once again, now in the reverse regularity-to-Dirichlet direction, the
full range for both regularity and Dirichlet problems was recovered in domains
above graphs. Localization arguments then completed the argument in bounded
Lipschitz domains.

In four or more dimensions, further progress relied on the following theorem of
Shen.

Theorem 4.5 ([128]). Suppose that Q@ C R" is a Lipschitz domain. The following
conditions are equivalent.

e The LP-Dirichlet problem for L is well-posed, where L is a symmetric elliptic
system of order 2m with real constant coefficients.
o There exists some constant C > 0 and some p > 2 such that

1/p 1/2
(][ NV 1y)p da) <C (][ N(V" 1y)? da) (81)
B(Q,r)NIQ B(Q.2r)NIQ

holds whenever u is a solution to the L>-Dirichlet problem for L in Q, with
Vu = 0on B(Q,3r) N 0.

For the polyharmonic operator A™, this theorem was essentially proven in
[130]. Furthermore, the reverse Holder estimate (81) with p = 2(n — 1)/(n — 3)
was shown to follow from well-posedness of the L?-regularity problem. Thus
the L”-Dirichlet problem is well-posed in bounded Lipschitz domains in R” for
p = 2(n—1)/(n — 3). By interpolation, and because reverse Holder estimates have
self-improving properties, well-posedness in the range 2 < p <2(n—1)/(n—3) +¢
for any particular Lipschitz domain follows automatically.

Using regularity estimates and square-function estimates, Shen was able to
further improve this range of p. He showed that withp = 2+4+4/(n—1),0 < A <n,
the reverse Holder estimate (81) is true, provided that

A
[ wtsc(g) [ (82)
B(Q.ANQ R/ Jp.rne

holds whenever u is a solution to the L?-Dirichlet problem in  with N(V""'u) €
L?(3Q2) and V¥uly o = Oforall0 <k <m— 1.
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It is illuminating to observe that the estimates arising in connection with the
pointwise bounds on the solutions in arbitrary domains (cf. section “Miranda—Ag-
mon Maximum Principle and Related Geometric restrictions on the boundary™)
and the Wiener test (cf. section “The Wiener Test: Continuity of Solutions™) take
essentially the form (82). Thus, Theorem 4.5 and its relation to (82) provide a direct
way to transform results regarding local boundary regularity of solutions, obtained
via the methods underlined in sections “Miranda—Agmon Maximum Principle and
Related Geometric restrictions on the boundary” and “The Wiener Test: Continuity
of Solutions,” into well-posedness of the L”-Dirichlet problem.

In particular, consider [90, Lemma 5]. If u is a solution to A"y = 0 in
B(Q,R) N Q, where Q is a Lipschitz domain, then by [90, Lemma 5] there is some
constant Ay > 0 such that

ro C
swp P < ()" 5 [ oorax (83)
B(Q.)NQ R/ R" Jporne

provided that r/R is small enough, that u has zero boundary data on B(Q, R) N 0€2,
and where 2 C R” has dimension n = 2m + 1 or n = 2m + 2, or where m = 2 and
n =7 = 2m + 3. (The bound on dimension comes from the requirement that A”
be positive with weight F; see Eq. (54).)

It is not difficult to see (cf., e.g., [128, Theorem 2.6]) that (83) implies (82) for
some A > n—2m + 2, and thus implies well-posedness of the I”-Dirichlet problem
for a certain range of p. This provides an improvement on the results of [130] in the
casem = 2andn = 6 orn = 7, and in the case m > 3 and n = 2m + 2. Shen has
stated this improvement in [128, Theorems 1.4 and 1.5]: the L”-Dirichlet problem
for A? is well-posed for 2 < p < 4 4 ¢ in dimensions n = 6 or n = 7, and the
LP-Dirichlet problem for A™ is well-posed if 2 < p < 2m/(m— 1) + ¢ in dimension
n=2m+2.

The method of weighted integral identities, related to positivity with weight F
[cf. (54)], can be further finessed in a particular case of the biharmonic equation.
Shen [129] uses this method (extending the ideas from [86]) to show that if n > 8§,
then (82) is valid for solutions to A% with A = A,,, where

1042202 —n+2
a, =110+ 7(” nt2) (84)

We now return to the L7-regularity problem. Recall that in [116], Pipher and
Verchota showed that if 2 < p < oo and 1/p + 1/g < 1, then the L?-
Dirichlet problem and the L9-regularity problem for A? are both well-posed in
three-dimensional Lipschitz domains. They proved this by showing that, in the
special case of a domain above a Lipschitz graph, there is duality between the
L?-Dirichlet and L7-regularity problems. Such duality results are common. See
[67, 68, 131] for duality results in the second-order case; although even in that case,
duality is not always guaranteed. (See [79].) Many of the known results concerning
the regularity problem for the polyharmonic operator A™ are results relating the
L?-Dirichlet problem to the L?-regularity problem.
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In [105], 1. Mitrea and M. Mitrea showed thatif 1 < p <ocoand 1/p+1/q =1,
and if the L7-regularity problem for A2 and the L’-regularity problem for A
were both well-posed in a particular bounded Lipschitz domain €2, then the
[P-Dirichlet problem for A? was also well-posed in Q. They proved this result
(in arbitrary dimensions) using layer potentials and a Green representation formula
for biharmonic equations. Observe that the extra requirement of well-posedness for
the Laplacian is extremely unfortunate, since in bad domains it essentially restricts
consideration to p < 2 4 ¢ and thus does not shed new light on well-posedness in
the general class of Lipschitz domains. As will be discussed below, later Kilty and
Shen established an optimal duality result for biharmonic Dirichlet and regularity
problems.

Recall that the formula (81) provides a necessary and sufficient condition for
well-posedness of the L”-Dirichlet problem. In [71], Kilty and Shen provided a
similar condition for the regularity problem. To be precise, they demonstrated that
if ¢ > 2 and L is a symmetric elliptic system of order 2m with real constant
coefficients, then the L?-regularity problem for L is well-posed if and only if the
estimate

1/q 1/2
(][ N(V"u)? da) <C (][ N(V"u)? da) (85)
B(Q.r)NQ B(0.2r)NQ

holds for all points Q € 9%, all r > 0 small enough, and all solutions u to the
L?-regularity problem with Vku| BOANNIQ = 0for 0 < k < m—1. Observe that (85)
is identical to (81) with p replaced by g and m — 1 replaced by m.

As a consequence, well-posedness of the L?-regularity problem in €2 for certain
values of g implies well-posedness of the L”-Dirichlet problem for some values of p.
Specifically, arguments using interior regularity and fractional integral estimates
(given in [71, Sect. 5]) show that (85) implies (81) with 1/p = 1/¢—1/(n—1). But
recall from [128] that (81) holds if and only if the L7-Dirichlet problem for L is well-
posed in Q2. Thus, if 2 < ¢ < n—1, and if the L?-regularity problem for a symmetric
elliptic system is well-posed in a Lipschitz domain €2, then the L7-Dirichlet problem
for the same system and domain is also well-posed, provided 2 < p < po + ¢ where
1/po=1/g—1/(n—1).

For the bilaplacian, a full duality result is known. In [70], Kilty and Shen showed
that, if 1 < p < coand 1/p + 1/g = 1, then well-posedness of the L”-Dirichlet
problem for A? in a Lipschitz domain § and well-posedness of the L7-regularity
problem for A2 in Q were both equivalent to the bilinear estimate

/AuAv
Q

= C(IV: VSl +1021™ " IVf Il +102 " Irl,)  86)

x (IVglle + 10217 llgll,)
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forallf, g € C3°(R"), where u and v are solutions of the L?-regularity problem with
boundary data 0*u = 0*f and 0°v = 9%g. Thus, if @ C R" is a bounded Lipschitz
domain, and if 1/p + 1/g = 1, then the I”-Dirichlet problem is well-posed in €2 if
and only if the L?-regularity problem is well-posed in 2.

All in all, we see that the LP-regularity problem for AZ? is well-posed in
Q C R"if

* Qis C! or convex,and 1 < p < co.

e n=2orn=3andl <p <2+e.

e n=4and6/5—c<p<2+e

e n=>5,6,0or7, and4/3—£<p<2+s

e n>g8,and2— 4+n < p < 2+ ¢, where A, is given by (84). The above ranges
of p are sharp, but th1s range is still open.

Higher-Order Elliptic Systems

The polyharmonic operator A™ is part of a larger class of elliptic higher-order
operators. Some study has been made of boundary value problems for such operators
and systems.

The LP-Dirichlet problem for a strongly elliptic system L of order 2m, as defined
in Definition 2.1, is well-posed in €2 if there exist a constant C such that, for every
f e WAP (092 > C*) and every g € LP(dQ + CY), there exist a unique vector-

m—

valued function % : Q > C¢ such that

14
(Lu); = Z Z 3“a§ﬁaﬂ“k =0 in & foreach I <j = £,
k=1 |a|=|p|=m

o> —
u =f, on 0% for |a| <m—2, 87)

8’”_1* g on 92,

INOV" ) ey <€ Y I Vefallioay + ClElag)-

la|=m—2

The L?-regularity problem is well-posed in €2 if there is some constant C such that,
for every f € WA (9Q2 — CY), there exist a unique i such that

m

¢
(L) = Z Z a“djﬁaﬂuk =0 inQforeachl <j<{,
k=1 |a|=|p|=m
“u=f, ondQfor|a|<m-—1, (88)
INOV"O 0y <€ Y IVefallzaaoy-

la|=m—1
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In [118], Pipher and Verchota showed that the LP-Dirichlet and L”-regularity
problems were well-posed for 2 — & < p < 2 + ¢, for any higher-order elliptic
partial differential equation with real constant coefficients, in Lipschitz domains of
arbitrary dimension. This was extended to symmetric elliptic systems in [140]. A
key ingredient of the proof was the boundary Garding inequality

A

n |V’"u|(—vn) do
4 /asz

4

<y / 8”a’kﬁ8ﬂuk(—vn)da+C / V" 19,ul” do
Jk=1|a|=|Bl=m 9%

valid if u € CP(R", if L = 8"‘afzg 9P is a symmetric elliptic system with real
constant coefficients, and if €2 is the domain above the graph of a Lipschitz function.
We observe that in this case, (—v,) is a positive number bounded from below. Pipher
and Verchota then used this Garding inequality and a Green’s formula to construct
the nontangential maximal estimate. See [119] and [140, Sects. 4 and 6].

As in the case of the polyharmonic operator A™, this first result concerned the
L?-Dirichlet problem and L?-regularity problem only for 2 —¢ < p < 2 + ¢ and for
2 — & < g < 2 + ¢. The polyharmonic operator A™ is an elliptic system, and so we
cannot in general improve upon the requirement that 2 — ¢ < p for well-posedness
of the L”-Dirichlet problem.

However, we can improve on the requirement p < 2+ ¢. Recall that Theorem 4.5
from [128] and its equivalence to (82) were proven in the general case of strongly
elliptic systems with real symmetric constant coefficients. As in the case of the
polyharmonic operator A", (81) follows from well-posedness of the L*-regularity
problem provided p = 2(n—1)/(n—3), and so if L is such a system, the L”-Dirichlet
problem for L is well-posed in Q provided2 — e < p < 2(n—1)/(n —3) + &. This
is [128, Corollary 1.3]. Again, by the counterexamples of [119], this range cannot
be improved if m > 2 and 4 < n < 2m + 1; the question of whether this range can
be improved for general operators L if n > 2m + 2 is still open.

Little is known concerning the regularity problem in a broader range of p. Recall
that (85) from [71] was proven in the general case of strongly elliptic systems with
real symmetric constant coefficients. Thus, we known that for such systems, well-
posedness of the L?-regularity problem for 2 < ¢ < n — 1 implies well-posedness
of the L”-Dirichlet problem for appropriate p. The question of whether the reverse
implication holds, or whether this result can be extended to a broader range of g, is
open.
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The Area Integral

One of major tools in the theory of second-order elliptic differential equations is
the Lusin area integral, defined as follows. If w lies in le,loc(Q) for some domain
Q C R", then the area integral (or square function) of w is defined for Q € 92 as

1/2
Sw(Q) = ( /F o |Vw(X)|* dist(X, 39)2—"dx) .

In [36], Dahlberg showed that if « is harmonic in a bounded Lipschitz domain €2, if
Py € Q and u(Py) = 0, then for any 0 < p < oo,

1 / (Su)’ do < / (Nu)? do < C / (Su)’ do (89)
C Joa B1o) BTo)

for some constants C depending only on p, €2, and Py. Thus, the Lusin area
integral bears deep connections to the L”-Dirichlet problem. In [38], Dahlberg
et al. generalized this result to solutions to second-order divergence-form elliptic
equations with real coefficients for which the L"-Dirichlet problem is well-posed for
at least one r.

If L is an operator of order 2m, then the appropriate estimate is

1
— / N(Vu""YWdo < / S(Vu"YWdo < C / N(Vu"™ 1Y do. (90)
C Joa a0 a0

Before discussing their validity for particular operators, let us point out that such
square-function estimates are very useful in the study of higher-order equations. In
[128], Shen used (90) to prove the equivalence of (82) and (81), above. In [70],
Kilty and Shen used (90) to prove that well-posedness of the L”-Dirichlet problem
for A% implies the bilinear estimate (86). The proof of the maximum principle (14)
in [140, Sect. 8] (to be discussed in section “The Maximum Principle in Lipschitz
Domains”) also exploited (90). Estimates on square functions can be used to derive
estimates on Besov space norms; see [4, Proposition S].

In [115], Pipher and Verchota proved that (90) (with m = 2) holds for solutions u
to A%y = 0, provided S is a bounded Lipschitz domain, 0 < p < oo, and Vu(P) =
0 for some fixed Py € Q2. Their proof was an adaptation of Dahlberg’s proof [36]
of the corresponding result for harmonic functions. They used the L2-theory for the
biharmonic operator [39], the representation formula (79), and the L*-theory for
harmonic functions to prove good-A inequalities, which, in turn, imply L” estimates
for 0 < p < o0.

In [40], Dahlberg et al. proved that (90) held for solutions u to Lu = 0, for a
symmetric elliptic system L of order 2m with real constant coefficients, provided
as usual that © is a bounded Lipschitz domain, 0 < p < oo, and V" 'u(Py) = 0
for some fixed Py € 2. The argument is necessarily considerably more involved
than the argument of [115] or [36]. In particular, the bound ||S(Vm_'u)||Lz(am <
C||N(V’"_lu)||Lz(3Q) was proven in three steps.
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The first step was to reduce from the elliptic system L of order 2m to the scalar
elliptic operator M = det L of order 2¢m, where £ is as in formula (7). The second
step was to reduce to elliptic equations of the form >, _, aq 9%u = 0, where
lag| > O for all |«| = m. Finally, it was shown that for operators of this form

Z / aq %u(X)? dist(X, 0Q)dX < C / N(V"™'w)? do.
Q Q2

loe|=m

The passage to 0 < p < 0o in (90) was done, as usual, using good-A inequalities. We
remark that these arguments used the result of [118] that the L2-Dirichlet problem
is well-posed for such operators L in Lipschitz domains.

It is quite interesting that for second-order elliptic systems, the only currently
known approach to the square-function estimate (89) is this reduction to a higher-
order operator.

The Maximum Principle in Lipschitz Domains

We are now in a position to discuss the maximum principle (14) for higher-order
equations in Lipschitz domains.

We say that the maximum principle for an operator L of order 2m holds in the
bounded Lipschitz domain €2 if there exist a constant C > 0 such that, whenever
fe WA (0Q) C WA2_,(3R2) and g € L>®(IQ) C L*(dS2), the solution u to the

Dirichlet problem (87) with boundary data f and g satisfies

19" il = Clgllimoey + € 32 1Vefullimony O

la|=m—2

The maximum principle (91) was proven to hold in three-dimensional Lipschitz
domains by Pipher and Verchota in [117] (for biharmonic functions), in [119]
(for polyharmonic functions), and by Verchota in [140, Sect. 8] (for solutions to
symmetric systems with real constant coefficients). Pipher and Verchota also proved
in [117] that the maximum principle was valid for biharmonic functions in C!
domains of arbitrary dimension. In [70, Theorem 1.5], Kilty and Shen observed
that the same technique gives validity of the maximum principle for biharmonic
functions in convex domains of arbitrary dimension.

The proof of [117] uses the L2-regularity problem in the domain  to construct
the Green’s function G(X,Y) for A2 in Q. Then if u is biharmonic in € with
N(Vu) € L*(9R2), we have that

u(X) =/ w(Q) I, AG(X, Q)dG(Q)+/ d,u(Q) AG(X. Q) do(Q) 92)
Q Q
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where all derivatives of G are taken in the second variable Q. If the H'-regularity
problem is well-posed in appropriate subdomains of €2, then V?VxG(X, -) is in
L'(32) with L' norm independent of X, and so the second integral is at most
C||vull ;o0 (5q)- By taking Riesz transforms, the normal derivative 9, AG(X, Q) may
be transformed to tangential derivatives V. AG(X, Q); integrating by parts transfers
these derivatives to u. The square-function estimate (90) implies that the Riesz
transforms of VyAoG(X, Q) are bounded on L'(3€2). This completes the proof of
the maximum principle.

Similar arguments show that the maximum principle is valid for more general
operators. See [119] for the polyharmonic operator, or [140, Sect. 8] for arbitrary
symmetric operators with real constant coefficients.

An important transitional step is the well-posedness of the H'-regularity prob-
lem. It was established in three-dimensional (or C') domains in [117, Theorem 4.2]
and [119, Theorem 1.2] and discussed in [140, Sect. 7]. In each case, well-posedness
was proven by analyzing solutions with atomic data f using a technique from [37].
A crucial ingredient in this technique is the well-posedness of the L”-Dirichlet
problem for some p < (n — 1)/(n — 2); the latter is valid if n = 3 by [39], and (for
A?)in C! and convex domains by [70, 139], but fails in general Lipschitz domains
forn > 4.

Biharmonic Functions in Convex Domains

We say that a domain €2 is convex if, whenever X, ¥ € Q, the line segment
connecting X and Y lies in €2. Observe that all convex domains are necessarily
Lipschitz domains but the converse does not hold. Moreover, while convex domains
are in general no smoother than Lipschitz domains, the extra geometrical structure
often allows for considerably stronger results.

Recall that in [81], the second author of this paper and Maz’ya showed that
the gradient of a biharmonic function is bounded in a three-dimensional domain.
This is a sharp property in dimension three, and in higher dimensional domains
the solutions can be even less regular (cf. section “Miranda—Agmon Maximum
Principle and Related Geometric restrictions on the boundary”). However, using
some intricate linear combination of weighted integrals, the same authors showed in
[80] that second derivatives to biharmonic functions were locally bounded when the

domain was convex. To be precise, they showed that if €2 is convex, and u € Vci/ZZ(SZ)
is a solution to A%u = h for some h € C°(Q \ B(Q, 10R)), R > 0, Q € 9L, then

c 1/2
sup |V < — (][ |u|2) ) (93)
B(Q.R/5)NQ R QNB(Q.5R\B(Q.R/2)

In particular, not only are all boundary points of convex domains 1-regular, but the
gradient Vu is Lipschitz continuous near such points.
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Kilty and Shen noted in [70] that (93) implies that (85) holds in convex domains
for any g; thus, the L?-regularity problem for the bilaplacian is well-posed for any
2 < g < oo in a convex domain. Well-posedness of the L”-Dirichlet problem for
2 < p < oo has been established by Shen in [129]. By the duality result (86),
again from [70], this implies that both the L7-Dirichlet and L?-regularity problems
are well-posed, for any 1 < p < oo and any 1 < g < o0, in a convex domain of
arbitrary dimension. They also observed that, by the techniques of [117] (discussed
in section “The Maximum Principle in Lipschitz Domains” above), the maximum
principle (91) is valid in arbitrary convex domains.

It is interesting to note how, once again, the methods and results related to
pointwise estimates, the Wiener criterion, and local regularity estimates near the
boundary are intertwined with the well-posedness of boundary problems in L”.

The Neumann Problem for the Biharmonic Equation

So far we have only discussed the Dirichlet and regularity problems for higher-
order operators. Another common and important boundary value problem that arises
in applications is the Neumann problem. Indeed, the principal physical motivation
for the inhomogeneous biharmonic equation A’y = h is that it describes the
equilibrium position of a thin elastic plate subject to a vertical force /. The Dirichlet
problem u\ aq =1 Vu| s = & describes an elastic plate whose edges are clamped,
that is, held at a fixed position in a fixed orientation. The Neumann problem, on the
other hand, corresponds to the case of a free boundary. Guido Sweers has written
an excellent short paper [136] discussing the boundary conditions that correspond
to these and other physical situations.

More precisely, if a thin two-dimensional plate is subject to a force & and the
edges are free to move, then its displacement u satisfies the boundary value problem

Au=h inQ,
pAu+ (1 —p)aﬁu =0 onod,
dAu+ (1 —p)dpu=0 ondQ.
Here p is a physical constant, called the Poisson ratio. This formulation goes back
to Kirchhoff and is well known in the theory of elasticity; see, for example, Sect. 3.1

and Chap. 8 of the classic engineering text [112]. We remark that by [112, formula
(8-10)1,

Au~+ (1 —p)opu = 0,Au+ (1 —p)d; (0,.u).

This suggests the following homogeneous boundary value problem in a Lipschitz
domain Q of arbitrary dimension. We say that the [”-Neumann problem is
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well-posed if there exist a constant C > 0 such that, for every fy € LP(dS2) and
Ao € W, (02), there exist a function u such that

Au=0 inQ,

Myu = pAu+(1—p)32u=f0 on 02,

o4
Kou:=0,Au+ (1—-p)= 8TU( vyl ):AO on 92,

INCVW)ll a0y < Clfollwe o) + CliAollwe oa)-

Here 7;; = v;e; — vje; is a vector orthogonal to the outward normal v and lying in
the x;xj-plane.

In addition to the connection to the theory of elasticity, this problem is of interest
because it is in some sense adjoint to the Dirichlet problem (74). That is, if A%u =
A’w = 01in Q, then [, d,wMou —wKyudo = [ d,uM,w —uK,wdo, where
M, and K|, are as in (94); this follows from the more general formula

/ wA%u = / (pAu Aw + (1 —p)oju 8jkw) + / wK,u—0,wM,udo
Q Q IR
95)

valid for arbitrary smooth functions. This formula is analogous to the classical
Green'’s identity for the Laplacian

/wAuz—/Vu-Vw+/ wv - Vudo. 96)
Q Q aQ

Observe that, contrary to the Laplacian or more general second-order operators,
there is a family of relevant Neumann data for the biharmonic equation. Moreover,
different values (or, rather, ranges) of p correspond to different natural physical
situations. We refer the reader to [141] for a detailed discussion.

In [34], Cohen and Gosselin showed that the L”-Neumann problem (94) was
well-posed in C' domains contained in R? for 1 < p < oo, provided in addition
that p = —1. The method of proof was as follows. Recall from (78) that Cohen
and Gosselin showed that the I7-Dirichlet problem was well-posed by constructing
a multiple layer potential £f with boundary values (I + K)f, and showing that
I + K is invertible. We remark that because Cohen and Gosselin preferred to work
with Dirichlet boundary data of the form (u, d,u, a}u)‘m rather than of the form
(u, d,u) | s the notation of [34] is somewhat different from that of the present paper.
In the notation of the present paper, the method of proof of [34] was to observe that
(I+K)* 6 is equivalent to (K_; vh, M_, v@)mc where v is another biharmonic layer
potential and (I 4+ K)* is the adjoint to (I + K). Well-posedness of the Neumann
problem then follows from invertibility of 7 + K on 9QC.
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In [141], Verchota investigated the Neumann problem (94) in full generality. He
considered Lipschitz domains with compact, connected boundary contained in R”,
n > 2. He showed that if —1/(n — 1) < p < 1, then the Neumann problem is well-
posed provided 2 — ¢ < p < 2 4 ¢. That is, the solutions exist, satisfy the desired
estimates, and are unique either modulo functions of an appropriate class or (in
the case where €2 is unbounded) when subject to an appropriate growth condition.
See [141, Theorems 13.2 and 15.4]. Verchota’s proof also used boundedness and
invertibility of certain potentials on L”(d€2); a crucial step was a coercivity estimate
||V2u||Lz(m) < C”Kpbt”Wz_le) + C||Mpu||L2(aQ). (This estimate is valid provided u
is biharmonic and satisfies some mean-value hypotheses; see [141, Theorem 7.6]).

More recently, in [132], Shen improved upon Verchota’s results by extending the
range on p (in bounded simply connected Lipschitz domains) to 2(n—1)/(n+ 1) —
e<p<24c¢cifn>4,and1 <p <2+ ¢ifn = 2 or n = 3. This result again was
proven by inverting layer potentials. Observe that the L”-regularity problem is also
known to be well-posed for p in this range, and (if n > 6) in a broader range of p;
see section “The Regularity Problem and the L”-Dirichlet Problem.” The question of
the sharp range of p for which the L”-Neumann problem is well-posed in a Lipschitz
domain is still open.

Finally, in [109, Sect. 6.5], I. Mitrea and M. Mitrea showed that if @ C R” is
a simply connected domain whose unit outward normal v lies in VMO(0R2) (for
example, if Q is a C! domain), then the acceptable range of pis 1 < p < oo;
this may be seen as a generalization of the result of Cohen and Gosselin to higher
dimensions, to other values of p, and to slightly rougher domains.

It turns out that extending the well-posedness results for the Neumann problem
beyond the case of the bilaplacian is an excruciatingly difficult problem, even if
one considers only fourth-order operators with constant coefficients. Even defining
Neumann boundary values for more general operators is a difficult problem (see
section “Formulation of Neumann Boundary Data”), and while some progress has
been made (see [7, 20, 25, 109], or section “Formulation of Neumann Boundary
Data” below), at present there are no well-posedness results for the Neumann
problem with L” boundary data.

In analogy to (95) and (96), one can write

/ wlu = Alu,w] + / wKuu — d,wMyudo, 97)
Q ile
where Alu, w] = 3,2 p1=2 %p o DPuD”w is an energy form associated with

the operator L = 3, _5=2 aupD*DP. Note that in the context of fourth-order
operators, the pair (w, d,w) constitutes the Dirichlet data for w on the boundary,
and so one can say that the operators Kqu and M,u define the Neumann data for u.
One immediately faces the problem that the same higher-order operator L can be
rewritten in many different ways and gives rise to different energy forms. The
corresponding Neumann data will be different. (This is the reason why there is a
family of Neumann data for the biharmonic operator.)
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Furthermore, whatever the choice of the form, in order to establish well-
posedness of the Neumann problem, one needs to be able to estimate all second
derivatives of a solution on the boundary in terms of the Neumann data. In the
analogous second-order case, such an estimate is provided by the Rellich identity,
which shows that the tangential derivatives are equivalent to the normal derivative
in L? for solutions of elliptic PDEs. In the higher-order scenario, such a result calls
for certain coercivity estimates which are still rather poorly understood. We refer
the reader to [142] for a detailed discussion of related results and problems.

Inhomogeneous Problems and Other Classes of Boundary Data

In [4], Adolfsson and Pipher investigated the inhomogeneous Dirichlet problem
for the biharmonic equation with data in Besov and Sobolev spaces. While
resting on the results for homogeneous boundary value problems discussed in
sections “The Dirichlet Problem: Definitions, Layer Potentials, and Some Well-
Posedness Results” and “The Regularity Problem and the L”-Dirichlet Problem,”
such a framework presents a completely new setting, allowing for the inhomoge-
neous problem and for consideration of classes of boundary data which are, in some
sense, intermediate between the Dirichlet and the regularity problems.

They showed that if f € WA}, (3Q) and h € Lf+l/p_3(Q), then there exist a
unique function u that satisfies

ANu=h inQ,
(98)
Tro“u =f,, for0<|a| <1
subject to the estimate
lll, v < Cllzz,, @ + ClFlag, oy (99)

provided 2 —¢ < p < 2+ eand 0 < s < 1. Here Trw denotes the trace of w in
the sense of Sobolev spaces; that these may be extended to functions u € Lf: 1 /p
s > 0, was proven in [4, Theorem 1.12].

In Lipschitz domains contained in R3, they proved these results for a broader
range of p and s, namely for 0 < s < 1 and for

2
max (1 —) <p< {Oj =8 (100)

s+ 1+¢ =, e<s<l

Finally, in C! domains, they proved these results for any p and s with 1 < p < oo
and0 <s < 1.
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In [107], Mitrea et al. extended the three-dimensional results to p = oo (for
O<s<e)or2/(s+1+¢) <p<1(forl—¢ <s < 1) They also extended these
results to data 4 and f in more general Besov or Triebel-Lizorkin spaces.

In [108], I. Mitrea and M. Mitrea extended the results of [4] to higher dimensions.
That is, they showed that if Q2 C R”" is a Lipschitz domain and n > 4, then there
is a unique solution to the problem (98) subject to the estimate (99) provided that
0 < s < 1 and that

( n—1 ) {oo (n—3)/2+s <e,
max | 1, <p<

— n—1
S+(n 1)/2+8 m, 8§S<1.

As in [107], their results extend to more general function spaces.
I. Mitrea and M. Mitrea also showed that, for the same values of p and s, there
exist unique solutions to the inhomogeneous Neumann problem

A’u=h inSQ,
Mou=f ondS,
K,u=A on Q2

where M, and K, are as in section “The Neumann Problem for the Biharmonic
Equation,” subject to the estimate

||M||Lf+l/p+l(9) = Clklly, @ + Clflzr oo + ClAlR?,@0)- (101)

s+1/p

Finally, in [109, Sect. 6.4], I. Mitrea and M. Mitrea proved similar results for
more general constant-coefficient elliptic operators. That is, if L is an operator given
by formula (7) whose coefficients satisfy the ellipticity condition (8), and if 2 C R”
is a bounded Lipschitz domain, then there exist a unique solution to the Dirichlet
problem

Lu=h inQ,
(102)
Tro%u=/f, forO<|a|=<1
subject to the estimate
||u||BZ;q—l+x+l/p(Q) = C||h||BIiZn—l+.s‘+l/p(Q) + C”fHWAI;Z’q_l_'_S(aQ) (103)

provided2 —e¢ <p<24¢g2—e<g<2+4eandl/2—e<s<1/2+e¢.
Furthermore, with a slightly stronger ellipticity condition

L _
Re D Y aybref = AP

le|=|8|=mjk=1
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they established well-posedness of the inhomogeneous Neumann problem for
arbitrary constant-coefficient operators. See section “Formulation of Neumann
Boundary Data” below for a formulation of Neumann boundary data in the case of
arbitrary operators. Finally, if L is self-adjoint and n > 2m, and if the unit outward
normal v to 92 lies in VMO(dS2), then the Dirichlet problem (102) has a unique
solution satisfying the estimate (103) forany 0 < s < l andany 1 < p < oo,
1 <g<oo.

Let us define the function spaces appearing above. L5 (R") is defined to be {g :
(I — N)*?g € IP(R")}; we say g € Lo(Q) if g = h|, for some h € LE(R"). If k
is a nonnegative integer, then Lj = Wy If m is an integer and 0 < s < 1, then the
Whitney-Besov space WA7 _, = WA'? ., “or WAD?,  is defined analogously
to WA? (see Definition 4.2), except that we take the completion with respect to the
Whitney—Besov norm

SV lpee + D 18V lgipe (104)

lo|<m—1 la|=m—1

rather than the Whitney—Sobolev norm

Z 10V [l 1p o) + Z V20"V [l 1p o) -

|al<m—1 la|=m—1

In [4], the general problem (98) for A2 was first reduced to the case h = 0
(that is, to a homogeneous problem) by means of trace/extension theorems, that is,
subtracting w(X) =[5, F(X,Y)h(Y)dY, and showing that if /& € Lf+l/p_3(§2)
then (Trw, TrVw) € WA} +,(082). Next, the well-posedness of Dirichlet and
regularity problems discussed in sections “The Dirichlet Problem: Definitions,
Layer Potentials, and Some Well-Posedness Results” and “The Regularity Problem
and the L”-Dirichlet Problem” provide the endpoint cases s = 0 and s = 1,
respectively. The core of the matter is to show that, if u is biharmonic, k is an integer,
and 0 < o < 1, then u € L}, () if and only if

/ VU0 dist(X, 9Q)7 7% + [Vl + [u(OP dX < oo, (105)
Q

(cf. [4, Proposition S]). With this at hand, one can use square-function estimates
to justify the aforementioned endpoint results. Indeed, observe that for p = 2
the first integral on the left-hand side of (105) is exactly the L?> norm of S(V¥u).
The latter, by [115] (discussed in section “The Area Integral”), is equivalent to
the L? norm of the corresponding nontangential maximal function, connecting the
estimate (99) to the nontangential estimates in the Dirichlet problem (74) and the
regularity problem (80). Finally, one can build an interpolation-type scheme to pass
to well-posedness in intermediate Besov and Sobolev spaces.
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The solution in [109] to the problem (102), at least in the case of general
Lipschitz domains, was constructed in the opposite way, by first reducing to the
case where the boundary data f = 0. Using duality it is straightforward to establish
well-posedness in the case p = ¢ = 2, s = 1/2; perturbative results then suffice to
extend to p, g near 2 and s near 1/2.

Boundary Value Problems with Variable Coefficients

Results for higher-order differential equations with variable coefficients are very
scarce. As we discussed in section “Higher-Order Operators: Divergence Form
and Composition Form,” there are two natural manifestations of higher-order
operators with variable coefficients. Operators in divergence form arise via the weak
formulation framework. Conversely, operators in composition form generalize the
bilaplacian under a pull-back of a Lipschitz domain to the upper half-space.

Both classes of operators have been investigated. However, operators in diver-
gence form have received somewhat more study; thus, we begin this section by
reviewing the definition of divergence-form operator. A divergence-form operator
L, acting on ermc(ﬂ > C!), may be defined weakly via (12); we say that Lu = h
if

14 14
Z/Qg;,hj:(—nmz > /Qa“@djﬂ P uy (106)
j=1

Jk=1|a|=|B|=m

for all ¢ smooth and compactly supported in 2.

The Kato Problem and the Riesz Transforms

We begin with the Kato problem and the properties of the Riesz transform; this is an
important topic in elliptic theory, which formally stands somewhat apart from the
well-posedness issues.

Suppose that L is a variable-coefficient operator in divergence form, that is, an
operator defined by (106). Suppose that L satisfies the bound

4
oy /Rnc/fﬂ f; 9g;

le|=|B|=mjk=1

= IVl 2@y I V"8l 2 n) (107)
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for all f and g in W,i (R"), and the ellipticity estimate

‘ 4
Re 2 2 /chﬁ‘ﬁ(X)aﬂ<pk(X)aa@(x)dX =29 Z/Q “@i> (108)

lo|=|Bl=m k=1 Joul=m k=1

for all functions ¢ € C§°(2 +— CY). Notice that this is a weaker requirement than
the pointwise ellipticity condition (11).
Auscher et al. [16] proved that under these conditions, the Kato estimate

1
E”me“LZ(Rn) = ||\/Zf||L2(R") < CIV"fll2@n) (109)

is valid for some constant C. They also proved similar results for operators with
lower-order terms.

It was later observed in [11] that by the methods of [15], if | < n < 2m,
then the bound on the Riesz transform V”L~!/2 in [? [that is, the first inequality
in formula (109)] extends to the range 1 < p < 2 + ¢, and the reverse Riesz
transform bound [that is, the second inequality in formula (109)] extends to the
range 1 < p < oo. This also holds if the Schwartz kernel W, (X, Y) of the operator
e~ 'L satisfies certain pointwise bounds (e.g., if L is second order and the coefficients
of A are real).

In the case where n > 2m, the inequality [|[V"L™"?f| p@n) < CIIf |l p(ny holds
for 2n/(n 4+ 2m) — e < p < 2; see [11, 26]. The reverse inequality holds for
max(2n/(n + 4m) — e,1) < p < 2 by [11, Theorem 18], and for 2 < p <
2n/(n — 2m) + ¢ by duality (see [12, Sect. 7.2]).

In the case of second-order operators, the Kato estimate implies well-posedness
of boundary value problems with L? data in the upper half-space for certain
coefficients in a special (“block”) form. We conjecture that the same is true in
the case of higher-order operators; see section “Open Questions and Preliminary
Results.”

The Dirichlet Problem for Operators in Divergence Form

In this section we discuss boundary value problems for divergence-form operators
with variable coefficients. At the moment, well-posedness results for such operators
are restricted in that the boundary problems treated fall strictly between the range
of LP-Dirichlet and LP-regularity, in the sense of section “Inhomogeneous Problems
for the Biharmonic Equation.” That is, there are at present no well-posedness results
for the LP-Dirichlet, regularity, and Neumann problems on Lipschitz domains with
the usual sharp estimates in terms of the nontangential maximal function for these
divergence-form operators. (Such problems are now being considered; see section
“Open Questions and Preliminary Results.”)
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To be more precise, recall from the discussion in section “Inhomogeneous
Problems for the Biharmonic Equation” that the classical Dirichlet and regularity
problems, with boundary data in L7, can be viewed as the s = 0, 1 endpoints of the
boundary problem studied in [4, 107, 108]

Au=hinQ, 8"u|,, =f forall o] <1
with f lying in an intermediate smoothness space WA1 +s(8£2), 0 <s < 1.1Inthe
context of divergence-form higher-order operators with variable coefficients, essen-
tially the known results pertain only to boundary data of intermediate smoothness.

In [7], Agranovich investigated the inhomogeneous Dirichlet problem, in Lips-
chitz domains, for such operators L that are elliptic [in the p01ntw1se sense of (11),
and not the more general condition (108)] and whose coefficients a’ are Lipschitz
continuous in £2.

He showed that if & € Lp_m_lﬂ/pﬂ(Q) and f € WAP _ 145(0€2), for some
0 < s < 1, and if |p — 2| is small enough, then the Dirichlet problem

Lu=h 1inQQ,
(110)
Trou=f, forall0<|a|]<m—1
has a unique solution u that satisfies the estimate
” ||Lm |+Y+l/p(9) C” ||L7m l+l/;+;(aQ) + C|V‘”WA5171+5(89). (111)

Agranovich also considered the Neumann problem for such operators. As we
discussed in section “The Neumann Problem for the Biharmonic Equation,” defining
the Neumann problem is a delicate matter. In the context of zero boundary data, the
situation is a little simpler as one can take a formal functional analytic point of view
and avoid to some extent the discussion of estimates at the boundary. We say that u
solves the Neumann problem for L, with homogeneous boundary data, if Eq. (106)
in the weak formulation of L is valid for all test functions ¢ compactly supported
in R” (but not necessarily in 2). Agranovich showed that, if & € ip_ —1+1/p +X(Q),

then there exist a unique function u € Lm_1 +1/p +,(§2) that solves this Neumann
problem with homogeneous boundary data, under the same conditions on p, s, L
as for his results for the Dirichlet problem. Here /1 € ig (Q)ifh = g’Q for some
g € L (R") that in addition is supported in Q.

In [100], Maz’ya et al. considered the Dirichlet problem, again with boundary
data in intermediate Besov spaces, for much rougher coefficients. They showed that
if f e WA? _ 145(082), for some 0 < s < I and some 1 < p < oo, if & lies in an
appropriate space, and if L is a divergence-form operator of order 2m [as defined
by (106)], then under some conditions, there is a unique function u that satisfies the
Dirichlet problem (110) subject to the estimate

leellwe _

1/p
(Z / |0%u(X)|P dist(X, asz)f’—!"—ldx) < 00. (112)

la|<m
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See [100, Theorem 8.1]. The inhomogeneous data # is required to lie in the space

me.l_s_l/p(Q), the dual space to VZI,S-H/p—l (), where
1/p
Iwllye = (Z / |0%u(X)|P dist(X, 9§)retrlel=rm dX) . (113)
' Q

lo|<m

Notice that w € VP  if and only if w € W/  and 3w = 0 on 9 for all
0<|e|<m-—1. '

The conditions are that the coefficients a’of satisfy the weak ellipticity condi-
tion (108) considered in the theory of the Kato problem, that €2 be a Lipschitz
domain whose normal vector v lies in VMO(0f2), and that the coefficients agﬂ
lie in L°°(R") and in VMO(R"). Recall that this condition on £ has also arisen
in [106] [it ensures the validity of formula (48)]. Notice that the L* bound on the
coefficients is a stronger condition than the bound (107) of [16], and the requirement
that the coefficients lie in VMO(R") is a regularity requirement that is weaker than
the requirement of [7] that the coefficients be Lipschitz continuous.

In fact, [100] provides a more intricate result, allowing one to deduce a
well-posedness range of s and p, given information about the oscillation of the
coefficients a’;ﬂ and the normal to the domain v. In the extreme case, when the
oscillations for both are vanishing, the allowable range expands to 0 < s < 1,
1 < p < 00, as stated above.

The construction of solutions to the Dirichlet problem may be simplified using
trace and extension theorems. In [100, Proposition 7.3], the authors showed that if
fe WAP | 4+(0€2), then there exist a function ' € W7  such that 3F = f, on

dQ. It is easy to see that if F € WP _ and the coefficients aka of L are bounded

m,a’

pointwise, then LF € V_,, 1__1/,. Thus, the Dirichlet problem

Lu=nhin Q,
3"‘14]39 = fy, forall @] <m—1,

+ ”f”WA”

< [lhllye -

||u||W£r’1.l—x—l/p m,1—s—1/p (9)

may be solved by solving the Dirichlet problem with homogeneous boundary data

ILw=h—LFin Q,
<'9°‘w|aQ =O0forall |¢| <m—1,

O T L R 17, ¥

1/ —m,l—s—1/p

for some extension F and then letting u = w + F.

We comment on the estimate (112). First, by [4, Proposition S] [listed above
as formula (105)], if u is biharmonic, then the estimate (112) is equivalent to the
estimate (111) of [7]. Second, by (90), if the coefficients affﬂ are constant, one
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can draw connections between (112) for s = 0, 1 and the nontangential maximal
estimates of the Dirichlet or regularity problems (87) or (88). However, as we
pointed out earlier, this endpoint case, corresponding to the true LP-Dirichlet and
regularity problems, has not been achieved.

The Dirichlet Problem for Operators in Composition Form

Let us now discuss variable-coefficient fourth-order operators in composition form.
Recall that this particular form arises naturally when considering the transformation
of the bilaplacian under a pull-back from a Lipschitz domain [cf. (13)]. The
authors of the present paper have shown the well-posedness, for a class of such
operators, of the Dirichlet problem with boundary data in L?, thus establishing
the first results concerning the L”-Dirichlet problem for variable-coefficient higher-
order operators.
Consider the Dirichlet problem

L*(aLu) =0 in Q,
u=f on 052,
(114)
v-AVu=g on 092,
”N(VM)HLZ(HQ) < CIVfl2pe) + Clglzog)-
Here L is a second-order divergence-form differential operator L = —divA(X)V,

and a is a scalar-valued function. (For rough coefficients A, the exact weak definition
of L*(aLu) = 0 is somewhat delicate, and so we refer the reader to [23].) The
domain €2 is taken to be the domain above a Lipschitz graph, that is, Q = {(x, ) :
x € R™, t > ¢(x)} for some function ¢ with Vo € L*®(R"""). As pointed out
above, the class of equations L*(aLu) = 0 is preserved by a change of variables,
and so well-posedness of the Dirichlet problem (114) in such domains follows from
well-posedness in upper half-spaces R’ . Hence, in the remainder of this section,
Q=NR1.
The appropriate ellipticity condition is then

A<a(X) <A, Al <ReTAX)n, JAX)| <A (115)

forall X € R" and all n € C”, for some constants A > A > 0. The modified
nontangential maximal function N(Vu), defined by

12
N(Vu)(Q) = sup (][ |Vu|2) ,
XeT(Q) \JB(X.dist(X.02)/2)

is taken from [67] and is fairly common in the study of variable-coefficient elliptic
operators.
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In this case, we say that ”\asz =fandv-AVu = gif

lim ||u(- + re) — aon = 0,
ot [l ) f”wf(ag)

lim [[v-AVu(- + 1) — gll;290) = 0
t—0+

where e = e, is the unit vector in the vertical direction. Notice that by the restriction
on the domain 2, e is transverse to the boundary at all points. We usually refer to
the vertical direction as the t-direction, and if some function depends only on the
first n — 1 coordinates, we say that function is #-independent.

In [23], the authors of the present paper have shown that if n > 3, and if a
and A satisfy (115) and are 7-independent, then for every f € W?(9Q) and every
g € L[*(3R), there exist a u that satisfies (114), provided that the second-order
operator L = divAV is good from the point of view of the second-order theory.

Without going into the details, we mention that there are certain restrictions on
the coefficients A necessary to ensure the well-posedness even of the corresponding
second-order boundary value problems; see [27]. The key issues are good behavior
in the direction transverse to the boundary, and symmetry. See [61, 67] for
results for symmetric t-independent coefficients, [58, 59, 68, 69, 122] for well-
posedness results and important counterexamples for non-symmetric coefficients,
and [8, 17, 18] for perturbation results for 7-independent coefficients.

In particular, using the results of [8, 17, 18], we have established that the
L?-Dirichlet problem (114) in the upper half-space is well-posed, provided the
coefficients a and A satisfy (115) and are t-independent, if in addition one of
the following conditions holds:

1. The matrix A is real and symmetric,

2. The matrix A is constant,

3. The matrix A is in block form (see section “Open Questions and Preliminary
Results”) and the Schwartz kernel W;(X, Y) of the operator ¢~ satisfies certain
pointwise bounds, or

4. There is some matrix Ay, satisfying (1), (2), or (3), that again satisfies(115) and is
t-independent, such that ||A — Agl|jcogn—1y is small enough (depending only on
the constants A, A in (115)).

The solutions to (114) take the following form. Inspired by formula (79) (taken
from [39]), and a similar representation in [116], we let

Eh = / F(X.,Y) 2Sch(Y) dY (116)
Q

1
a(y)
for h defined on 0€2, where S is the (second-order) single layer potential associated
with L* and F is the fundamental solution associated with L. Then a(X) L(Eh)(X) =
92S+f(X) in © (and is zero in its complement); if A* is r-independent, then
L*(32Ssh) = 92L*(S<h) = 0. Thus u = w + Eh is a solution to (114), for any
solution w to Lw = 0. The estimate ||N(V€h)||Lz(BQ) < |[All;2(5) must then be
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established. In the case of biharmonic functions (considered in [116]), this estimate
follows from the boundedness of the Cauchy integral; in the case of (114), this is
the most delicate part of the construction, as the operators involved are far from
being Calderén—Zygmund kernels. Once this estimate has been established, it can
be shown, by an argument that precisely parallels that of [116], that there exists a w
and & such that Lw = 0 and u = w + Eh solves (114).

The Fundamental Solution

A set of important tools, and interesting objects of study in their own right,
are the fundamental solutions and Green’s functions of differential operators in
various domains. To mention some applications presented in this survey, recall from
sections “Sharp Pointwise Estimates on the Derivatives of Solutions in Arbitrary
Domains” and “Green Function Estimates” that bounds on Green’s functions G
are closely tied to maximum principle estimates, and from sections “The Wiener
Test: Continuity of Solutions” and “The Higher-Order Wiener Test: Continuity of
Derivatives of Polyharmonic Functions” that the fundamental solution F' is used
to establish regularity of boundary points (that is, the Wiener criterion). See in
particular Theorem 3.6.

Furthermore, fundamental solutions and Green’s functions are often crucial
elements of the construction of solutions to boundary value problems. In the
case of boundary value problems in divergence form, the fundamental solution or
Green’s function for the corresponding higher-order operators is often useful; see
the constructions in [33, 100, 118, 119, 125, 140], or in formulas (77) and (78)
above. In the case of operators in composition form, it is often more appropriate
to use the fundamental solution for the lower-order components; see, for example,
formulas (79), (92), and (116), or the paper [139], which makes extensive use of the
Green'’s function for (—A)™ to solve boundary value problems for (—A)" 1,

We now discuss some constructions of the fundamental solution. In the case of
the biharmonic equation, and more generally in the case of constant-coefficient
equations, the fundamental solution may be found in a fairly straightforward
fashion, for example, by use of the Fourier transform; see, for example, formu-
las (20) and (21) above, [60, 63, 110, 114, 126] (the relevant results of which
are summarized as [109, Theorem 4.2]), or [42, 43]. In the case of variable-
coefficient second-order operators, the fundamental solution has been constructed
in [45, 53, 55, 57, 66, 76, 121] under progressively weaker assumptions on the
operators. The most recent of these papers, [121], constructs the fundamental
solution F' for a second-order operator L under the assumption that if Ly = 0 in
some ball B(X, r), then we have the local boundedness estimate

1 1/2
u(X)| < C(—/ |u|2) (117)
™ JBx.n
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for some constant C depending only on L and not on u, X, or r. This assumption is
true if L is a scalar second-order operator with real coefficients (see [111]) but is not
necessarily true for more general elliptic operators (see [52]).

If Lu = 0 in B(X,r) for some elliptic operator of order 2m, where 2m > n,
then the local boundedness estimate (117) follows from the Poincaré inequality, the
Caccioppoli inequality

C
/ V") < — ul? (118)
B(X.r/2) r JBx

and Morrey’s inequality

N 1/2
(1 .
luX)| < C E ﬂ(—/ |Vfu|2) whenever N/2 > n.
=\ ey

Weaker versions of the Caccioppoli inequality (118) (that is, bounds with higher-
order derivatives appearing on the right-hand side) were established in [14, 29].
In [21], the first author of the present paper established the full Caccioppoli
inequality (118), thus establishing that if 2m > n then solutions to Lu = 0 satisfy the
estimate (117). (Compare the results of section “Sharp Pointwise Estimates on the
Derivatives of Solutions in Arbitrary Domains,” in which solutions to (—A)"u = f
are shown to be pointwise bounded only if 2m > n — 2; as observed in that section,
Morrey’s inequality yields one fewer degree of smoothness but was still adequate
for the purpose of [21].)

Working much as in the second-order papers listed above, Barton then con-
structed the fundamental solution for divergence-form differential operators L with
order 2m > n and with bounded coefficients satisfying the ellipticity condition (108).
In the case of operators L with 2m < n, she then corgtructed an auxiliary operator
L with 2m > n and used the fundamental solution for L to construct the fundamental
solution for L; this technique was also used in [16] to pass from operators of
high order to operators of arbitrary order, and for similar reasons (i.e., to exploit
pointwise bounds present only in the case of operators of very high order).

This technique allowed the proof of the following theorem, the main result
of [21].

Theorem 5.1. Let L be a divergence-form operator of order 2m, acting on functions
defined on R", that satisfies the ellipticity condition (108) and whose coefficients A
are pointwise bounded. Then there exist an array of functions ka(x, y) with the
following properties.

Let g and s be two integers that satisfy q + s < n and the bounds 0 < q <
min(m, n/2), 0 < s < min(m, n/2).
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Then there is some ¢ > 0 such that if xo € R, if 0 < 4r < R, if A(xo,R) =
B(xp,2R) \ B(xo,R), and if ¢ < n/2 then

&
/ / VIV )| dedy < Crzﬂsz(f) . (119)
YEB(xo,r) J x€A(x0,R) R

If ¢ = n/2, then we instead have the bound

R 8
/ / VSV FL (x, )| dxdy < C(8) quRZS(—) (120)
YEB(x9,r) J xEA(xo,R) : r

for all § > 0 and some constant C(8) depending on 4.
We also have the symmetry property

LG (x.y) = HBFL (v 0) (121)

as locally L?* functions, for all multiindices y, § with |y| = m — q and |§| = m — s.
If in addition g + s > 0, then for allp with 1 <p <2andp <n/(n— (q + )),
we have that

/ / VeV FE (x, )| dxdy < C(p) rHPete) (122)
B(xo.r) J B(xo.r)

forall xo € R" and all r > 0.

Finally, there is some & > 0 such that if 2 — s < p < 2 + ¢ then V"I1* extends
to a bounded operator IF (R") — LP(R"). If y satisfies m —n/p < |y| < m—1 for
some such p, then

N
N Trh(x) = Z Z /R P Fl (x.y) hp(y)dy fora.e x € R (123)
k=1 |B|=m

for all h € LP(R™) that are also locally in LF(R"), for some P > n/(m — |y|). In the
case of |a| = m, we still have that

N
O*TIrh(x) = Z Z /R ) L0 Fl (x.y) hep(y)dy fora.e x ¢ supph  (124)
k=1 |B|=m

for all h € L2(R") whose support is not all of R™.
Here, if i € L*(R"), then TT*/ is the unique function in W2 (R") that satisfies

{ 4
Yoy /Q Fgihig=(=D">" Y /Q 0% ayy 0 (TT" ),

J=1 la|l=m Jk=1la|=|g|=m
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for all ¢ € W,%,(R”). That is, u = II%h is the solution to Lu = div,, k. The
formulas (123) and (124) represent the statement that F is the fundamental solution
for L, that is, that L,F*(x,y) = §,(x) in some sense.

Thus, [21] contains a construction of the fundamental solution for divergence-
form operators L of arbitrary order, with no smoothness assumptions on the
coefficients of L or on solutions to Lu = 0 beyond boundedness, measurability,
and ellipticity. These results are new even in the second-order case, as there exist
second-order operators L = —divAV whose solutions do not satisfy the local
boundedness estimate (117) (see [52, 99]) and thus whose fundamental solution
cannot be constructed as in [121].

Formulation of Neumann Boundary Data

Recall from section “The Neumann Problem for the Biharmonic Equation” that
even defining the Neumann problem is a delicate matter. In the case of higher-order
divergence-form operators with variable coefficients, the Neumann problem has thus
received little study.

As discussed in section “The Dirichlet Problem for Operators in Divergence
Form,” Agranovich has established some well-posedness results for the inhomo-
geneous problem Lu = h with homogeneous Neumann boundary data. He has
also provided a formulation of inhomogeneous Neumann boundary values; see [7,
Sect. 5.2].

This formulation is as follows. Observe that if the test function ¢ does not have
zero boundary data, then formula (106) becomes

4 14
> /Q Loy = ("3 > /Qa“%(xw,;f‘ﬂ(X)aﬂuk(X)dX (125)
j=1

k=1 lal=Ipl=m

m—1 ¢

+ 20 [ B g

i=0 j=1

where B;u is an appropriate linear combination of the functions 0*u where || =
m + i. The expressions B;u may then be regarded as the Neumann data for «. Notice
that if L is a fourth-order constant-coefficient scalar operator, then By = —M,y
and B; = Ky, where K4, M, are given by (97). Agranovich provided some brief
discussion of the conditions needed to resolve the Neumann problem with this
notion of inhomogeneous boundary data. Essentially the same notion of Neumann
boundary data was used in [109] (a book considering only the case of constant
coefficients); an explicit formula for B;u in this case may be found in [109,
Proposition 4.3].
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However, there are several major problems with this notion of Neumann bound-
ary data. These difficulties arise from the fact that the different components B;u may
have different degrees of smoothness. For example, in the case of the biharmonic
[P’-Neumann problem of section “The Neumann Problem for the Biharmonic
Equation,” the term M,u = —Bou is taken in the space L7(0€2), while the term
K,u = Bju is taken in the negative smoothness space W’ (32).

If Q is a Lipschitz domain, then the space W} (3$2) of functions with one degree
of smoothness on the boundary is meaningful, and so we may define W” (3%Q),
1/p 4+ 1/q = 1, as its dual space. However, higher degrees of smoothness on the
boundary and thus more negative smoothness spaces W7, (9Q2) are not meaningful,
and so this notion of boundary data is difficult to formulate on Lipschitz domains.
(This difficulty may in some sense be circumvented by viewing the Neumann
boundary data as lying in the dual space to WA?,_, , (32); see [108, 109]. However,
this approach has some limits; for example, there is a rich theory of boundary value
problems with boundary data in Hardy or Besov spaces which do not arise as dual
spaces (i.e., with p < 1) and which is thus unavailable in this context.)

Furthermore, observe that as we discussed in section “Boundary Value Problems
with Constant Coefficients,” a core result needed to approach Neumann and
regularity problems is a Rellich identity-type estimate, that is, an equivalence of
norms of the Neumann and regularity boundary data of a solution; in the second-
order case this may be stated as

[Veull 200y = Iv - AVul 1250

whenever divAVu = 0 in Q, for at least some domains £ and classes of
coefficients A. In section “Open Questions and Preliminary Results,” we will
discuss some possible approaches and preliminary results concerning higher-order
boundary value problems, in which a higher-order generalization of the Rellich
identity is crucial; thus, it will be highly convenient to have notions of regularity
and Neumann boundary values that can both be reasonably expected to lie in the
space L.

Thus, it is often convenient to formulate Neumann boundary values in the
following way. Observe that, if Lu = 0 in €, and 92 is connected, then for all
nice test functions ¢, the quantity

J4
> > /a“chgjﬂ 0 uy
k=1 la|=|p|=m"

depends only on the values of V"¢ on dQ; thus, there exist functions M/’;Vu such
that

l l
Y Y [reditu= ¥ X[ siuvgde a2
Q aQ

Jk=1la|=|p|=m lyl=m—1j=1
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We may then consider the array of functions M,u to be the Neumann boundary val-
ues of u. This formulation only requires dealing with a single order of smoothness,
but is somewhat less intuitive as there is no explicit formula for Mau(X) in terms of
the derivatives of u evaluated at X.

Also observe that, if we adopt this notion of Neumann boundary data, it is more
natural to view the Dirichlet boundary values of u as the array {Bl’u\aQ Syl =
m — 1}, and not {8Vu|39 : ly] < m— 1}, as was done in sections “Boundary Value
Problems with Constant Coefficients” and “The Dirichlet Problem for Operators
in Divergence Form.” The natural notion of regularity boundary values is then
{vfayu| aq - |Y] = m—1}; again, all components conveniently may then be expected
to have the same degree of smoothness.

Open Questions and Preliminary Results

The well-posedness results of section “The Dirichlet Problem for Operators in
Divergence Form™ cover only a few classes of elliptic differential operators and
some special boundary value problems; the theory of boundary value problems for
higher-order divergence-form operators currently contains many open questions.
Some efforts are underway to investigate these questions. Using the Lax—
Milgram theorem, it is straightforward to establish that the Poisson problems

Lu=hinQ,  ulo =0 uly _  =Clhly (127)

s—1 s—1/p

Lu=hin Q, Muu =0, ”u”W’n’m— ; < C”h”V‘im,l—s—up' (128)

s—1
are well-posed for p = 2 and s = 1/2. It is possible to show that these problems
are well-posed whenever |p — 2| and |s — 1/2| are small enough; recall from [109]
that if L has constant coefficients then the Dirichlet problem (102) and a similar
Neumann problem are well-posed for this range of p and s.

Turning to a broader range of exponents p and s, we observe that perturbative
results for the Poisson problems (127) and (128) are often fairly straightforward
to establish. That is, with some modifications to the relevant function spaces, it is
possible to show that if (127) or (128) is well-posed in some bounded domain €2,
for some operator Ly and for some 1 < p < 00, 0 < s < 1, and certain technical
assumptions are satisfied, then the same problem must also be well-posed for any
operator L; whose coefficients are sufficiently close to those of L (in the L*® norm).

Recall from section “The Dirichlet Problem for Operators in Divergence Form”
that forany 1 < p < oo and 0 < s < 1, the Dirichlet problem

Lu=01in €, 3‘)‘u|3Q = fu, [lae]| o = CW”WA”

ml—s—1/p — m—1-+s

oo (129
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for boundary data f in the fractional smoothness space WA? | 4+,(0€2) can be
reduced to well-posedness of the Poisson problem (127). (Some results are also
available at the endpoint p = oo and in the case p < 1; the integer smoothness
endpoints s = 0 and s = 1 generally must be studied using entirely different
approaches.) A similar argument shows that well-posedness of the Neumann
problem

Lu=0inQ, M u=g,, lullye = Cllgllwas_,, op=  (130)
follows from well-posedness of the Poisson problem (128) for 1 < p < oco. (In the
case of the Neumann problem results for p < 1 are somewhat more involved.) A
paper [20] containing these perturbative results was recently submitted by the first
author of the present paper.

A key component in the construction of solutions of [20] are appropriate
layer potentials, specifically, the Newton potential and the double and single layer
potentials given by

I
i) = 3 3 [ 0P )

k=1 |o|=m

J4
DI = 1ge @i — 3 Y /Q ) ) 0 d,

la|=|B|=mjk=1

J4
Siw=3 3 /m O FL (6, 3) g1y () do ()

k=1 [y|=m—1

where FL denotes the fundamental solution discussed in section “The Fundamental
Solution” and where f is any function that satisfies 3fy = Sy on 0Q2. We remark
that these are very natural generalizations of layer potentials in the second-order
case, and also of various potential operators used in the theory of constant-
coefficient higher-order differential equations; see in particular [104, 109].

In particular, to solve the Dirichlet or Neumann problems (129) or (130), it was
necessary to establish the bounds on layer potentials

IDGf Ny <Clflwe . ooy 1S5&lwe
m—I1-+s m,1—s

A = Clillgrrs—1(90)

—1/p

In [20], these bounds are derived from the bound

ITL ]y < Clilly

ml—s—1/p — 0.1—s—1/p

This bound is the technical assumption mentioned above; we remark that it is stable
under perturbation and is always valid if p = 2 and s = 1/2.
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Analogy with the second-order case suggests that, in order to establish well-
posedness of the L2-Dirichlet, L>-Neumann, and L?-regularity problems, a good first
step would be to establish the estimates

D&l < Cllfll 250 ||DAQf||g) < ClIVef Il 200)- ”Ség”g) < Clélr2pe)

for some spaces X and 2). (We remark that the corresponding bounds for constant-
coefficient operators are Theorem 4.7 and Proposition 5.2 in [109], and therein were
used to establish well-posedness results.) In the paper, the recently submitted paper
[25], Steve Hofmann together with the authors of the present paper has established
the bounds

o0
i 2 )
/ / |V"9,8*%(x. 0)|” tdtdx < ClIg| > p0- (131)
» Jo
o0 . 2 .2
/ / V3, DY (e 1) tdidx < CIV e (132)
n ()
where DA = Df‘mr , 8% = &g, for scalar operators L, provided that the

coefficients a,g are pointwise bounded, elliptic in the sense of (108), and are
constant in the 7-direction, that is, the direction transverse to the boundary of R’_’P As
discussed in section “The Dirichlet Problem for Operators in Composition Form,”
this assumption of #-independent coefficients is very common in the theory of
second-order differential equations.

We hope that in a future paper we may be able to extend this result to domains
of the form @ = {(x,f) : t > @(x)} for some Lipschitz function ¢; in the
second-order case, this generalization may be obtained automatically via a change of
variables, but in the higher-order case this technique is only available for equations
in composition form (section “The Dirichlet Problem for Operators in Composition
Form”) and not in divergence form.

In the case of second-order equations —divAVu = 0, where the matrix A of
coefficients is real (or self-adjoint) and 7-independent, a straightforward argument
involving Green’s theorem establishes the Rellich identity

V(- )2 gome ) = [|—e “AVull 2

where —é is the unit outward normal to Ri; that is, we have an equivalence of norms
between the regularity and Neumann boundary values of a solution « to divAVu =
0. Together with boundedness and certain other properties of layer potentials, this
estimate leads to well-posedness of the L2-regularity and L?>-Neumann problems;
it is then a straightforward argument to derive well-posedness of the Dirichlet
problem. See [8, 13, 22, 59], and others.

We have hopes that a similar argument will yield the higher-order Rellich identity

—1 y
(A% M(',O)”Lz(aRg) A ||MAM||L2(3R';)
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where the Neumann boundary values M,u are as in section “Formulation of
Neumann Boundary Data,” for solutions u to divergence-form equations with
t-independent and self-adjoint coefficients (that is, coefficients that satisfy a,g =
@py), and that a similar argument will imply well-posedness of higher-order L
boundary value problems.

The results of section “The Kato Problem and the Riesz Transforms” may also
lead to well-posedness of L?> boundary value problems for a different class of
operators, namely, operators of block type. Again, this argument would proceed
by establishing a Rellich-type identity.

Let us review the theory of second-order divergence-form operators L =
—divAV in R"™!, where A is an (n + 1) x (n + 1), t-independent matrix in block
form; thatis, Aj,+1 = Ayy1; =0for1 <j <n,and A, ,4+1 = 1. Itis fairly easy
to see that one can formally realize the solution to Lu = 0 in R’f‘, U|gn = f, as the

Poisson semigroup u(x, t) = e"ﬁf (%), (x,1) € R’_"_H. Then the Kato estimate (109)
essentially provides an analogue of the Rellich identity-type estimate for the block
operator L, that is, the Lz—equivalence between normal and tangential derivatives of
the solution on the boundary

[0:(-, O) [l 2y = [ Vata(+, 0)|[ 12 en)-

Boundedness of layer potentials for block matrices also follows from the Kato
estimate.

Following the same line of reasoning, one can build a higher-order “block-type”
operator L, for which the Kato estimate (109) of section “The Kato Problem and
the Riesz Transforms” would imply a certain comparison between normal and
tangential derivatives on the boundary

||8lznu(' > 0)”L2(]R") ~ ”V;nu( s O)”LZ(ery

It remains to be seen whether these bounds lead to standard well-posedness results.
However, we would like to emphasize that such a result would be restricted to very
special, block-type, operators.
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Victor Shapiro and the Theory of Uniqueness
for Multiple Trigonometric Series

J. Marshall Ash

Abstract In 1870, Georg Cantor proved that if a trigonometric series converges
to 0 everywhere, then all its coefficients must be 0. In the twentieth century this
result was extended to higher dimensional trigonometric series when the mode of
convergence is taken to be spherical convergence and also when it is taken to be
unrestricted rectangular convergence. We will describe the path to each result. An
important part of the first path was Victor Shapiro’s seminal 1957 paper, Uniqueness
of multiple trigonometric series. This paper also was an unexpected part of the
second path.
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My thesis advisor, Antoni Zygmund, and his student, Albert Calderén, created a
wonderful school of mathematical analysis that radiated outward from the Univer-
sity of Chicago in the 1950s and 1960s. Their intellectual curiosity, complemented
by their generosity and friendliness, induced similar good feelings among their
direct mathematical descendants. This is a large community, numbering 65 Ph.D.
mathematicians. Zygmund had 40 Ph.D. students, including Calderén, Calder6n had
27, and they had one student in common.

Cora Sadosky was the one student who had both Zygmund and Calderén listed
for thesis advisors [13]. Cora was my fellow student at the University of Chicago.
When I heard of the loss of this cheerful, enthusiastic mathematician in 2010, it was
sad news indeed.
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Victor Shapiro was a student of Zygmund, and therefore a fellow “mathematical
sibling” of Cora’s and mine. His death in 2013 was followed later in that year
by a conference to honor him held in Riverside, California. I gave a talk at that
conference. The paper that I present here is based on that talk. I suspect that Cora,
whose first question upon meeting me after the passage of some time was usually
about my mathematics, would have enjoyed seeing this.

Two Theorems and a Conjecture

Let {dy}_o0-neoo DE @ sequence of complex numbers and let x € T! = [0, 27).
Suppose a function has a representation of the form

N
D de™ = lim do+ Y (doye™™ + dye™) .

n=1

It is natural to combine the nth and —nth terms, for if a, and b, are real, d, =
(a, +ib,) /2 and d_, is the complex conjugate of d,, then d,e™ + d_,e ™=
a, cosnx + b, sinnx, the “natural” nth term of a real valued trigonometric series.

Is this representation unique? In other words, if Y d,e™ = Y d/e™ for every x,

F
does it necessarily follow that d, = d,, for every n? Subtract and set ¢, = d, —d), to
get a cleaner formulation: Does Y ¢,e™ = 0 imply that ¢, = 0 for every n? Here

is Georg Cantor’s answer.
Theorem 2.1. Let Y c,e™ = 0 for every x € T'. Then c, = 0 for every n [9].

He proved this in 1870. Notice that in the statement of his theorem, Cantor
made a choice of what it means for a trigonometric series to represent the
function z(x) where z has domain T' and range {0}, namely that it converges
to that point at every point of T'. Many other notions of “represent” have been
considered since then; many are discussed in Chap. IX of Antoni Zygmund’s book
Trigonometric Series [16]. We will mostly focus on this pointwise everywhere
notion of representation.

The entire subject of this broad survey concerns attempts to extend this result to
higher dimensions. In all dimensions we will always combine terms whose indices
differ only by signs. This reduction in dimension 1 converts a two-sided numerical
series Z:i_oo C, to the series Y, .+ Ty, where foreachn € Z* = {0,1,2,...},
T, = Z{lel:n} C,. Since the nonnegative integers have a natural ordering,
Cantor’s theorem’s hypothesis is unambiguous. When d > 2, the corresponding
reduction of ), .. C, to Zne(z+)d T, where Ty = 3 . \ui=m for 1<i<ay Cv dO€S

(13 b b4l d .
not produce a “natural ordering” because (Z+) does not have a natural ordering,
SO many conjectures arise in each dimension.

Here are three important distinct ways of adding the elements of the numerical

series Zne(z+)d T,.
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Spherical convergence: The Nth partial sum contains all terms with indices in
the intersection of the sphere of radius /N with the positive cone (Z+)d. The natural
norm on Z? for spherical convergence will be denoted by |v| and is given by

[v] := /v + -+ 02

The spherical sum is defined to be

SPH = 1
> Tui= lim > T,
ne(Z+)d {u:all v;>0 and u|2+-~~+v§§N}

= lim E T,.
N—o00
{v:all v;>0 and \vlsﬁ}

Square convergence: The Nth partial sum contains all terms with indices in
the rectangular parallelepiped with opposite corners (0, ...,0) and (N, ...,N). The
natural norm on Z¢ for square convergence will be denoted by |v|| and is given by

[Vl := max {|vq],....|va|}-

The square sum is defined as

N N
SO Z T, Z=N1LH;OZ-~-ZT\,=NILH;O Z T,.

ne(Z+)d vi=0  vy=0 {v:all v;>0and ||v]| <N}

Unrestricted rectangular convergence: This is no longer a one variable process.
Assign to each point n of (Z+)d the rectangular partial sum S, of all terms
whose indices are in the rectangular parallelepiped with corners (O, ...,0)
and (my,...,ny). The unrestricted rectangular limit of ) 7, is a number L
such that for each ¢ > 0, there is a number N (¢) so that for every n with
min {ny,...,ng} > N(€), |S, — L| < €. When such an L exists, we call it the
unrestricted rectangular sum of ) 7, and write

N

N,
UR Z T, = lim iiT

ne(Z+)d min {N17 e 7Nd} — 00 v1=0 vg=0

It is obvious that if a numerical series is unrestrictedly rectangularly convergent,
then it is square convergent to the same sum; i.e.,

UR Y T,=LimpliesSQ » T, =L (1)
nE(ZJF)d nE(ZJr)d
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It is easy to give examples of double series of numbers Zne (z+)? T,, which show

that each of the five other possible connections between these three methods of
convergence is, in general, false.

In dimension d > 2, withn = (n1,...,ng) € Z% x = (x1,...,x;) € T¢ and
nx = mxy + -+ 4 ngxg, and Ty (¥) = D0, 10l for 1 <i<d} cye’v*, there are three
distinct and natural hypotheses for direct generalizations of Cantor’s theorem. Here
is the present state of knowledge.

Theorem 2.2. Let

SPH Z cne™ = SPH Z Z ce™ =0

nezd ne(Zd)+ {: li|=n; for 1<i<d}

for every x € T¢. Then c, = 0 for every n[8].
Theorem 2.3. Let

UR Z c,€™ = UR Z Z ce* =0

nezd nE(Zd)Jr {: lil=n; for 1<i<d}

for every x € T?. Then c, = 0 for every n[4, 15].
Conjecture 2.4. Let

SO Z cne™ = SQ Z Z ce™ =0

nez! ne(zd)t & lil=nifor I<i=d}

for every x € T?. Then ¢, = 0 for every n.

We will later need to mention one higher dimensional extension of Theorem 2.2
which involves replacing the condition of spherical convergence, namely that
SPH )" c,e™ exists, by the weaker condition of spherical Abel summability:

Theorem 2.5. Iffor every x € T% SPH Y cne™ " exists for all positive r < 1 and
lim, - SPH Y c,e™r"l = 0, and if

Z lenl = 0 (R) as R — o0; 2)

R—1<|n|<R

then ¢, = 0 for every n[14].
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History of the Two Theorems

The steps of Cantor’s brilliant proof are well known. Our discussion here will be
informed by drawing comparisons with them. Here are the four major steps of his
proof.

(1) Establish the Cantor—Lebesgue theorem, which implies that everywhere con-
vergence ensures that

€(R) = Z lea* = 0as R — oo. 3)
=R

. . 2 2 2
In dimension 1, 3, =g |ca|” = [cr|” + [c—r]".
. . . 2
(2) Show that the Riemann function, the formal second integral, F (x) = co% +
D nt0 (f'”)z ¢™ is continuous. (Formal means that i—zz)‘; = 1 and for each n #
m
L e in
S dx? (in)z =e ‘)
(3) Establish the consistency of Riemann summability, that the Schwarz second
derivative D? defined by

F(x+h)—2Fx)+ F(x—h)
m

2 1
D*F (x) = %L 1 5 4)

satisfies at every x

2
< h
. [sinns
D’F (x) = limco + ) _ cpe™ (—hz) =0.
h—0 nz
n#0 2
(4) Use Schwarz’s theorem, that continuous functions with identically zero

Schwarz second derivative are of the form ax + b.

Step (2), the proof that F' is continuous, is immediate from Step (1) and the
Weierstrass M-test.

The Spherical Uniqueness Theorem, Theorem 2.2

The first big step towards Theorem 2.2 was taken in 1957, when Victor Shapiro
proved a powerful d dimensional theorem. Shapiro worked in a more general
context, also considering questions of summability. He did not prove Theorem 2.2
because his proof required an extra assumption on the coefficient size[14]. A corol-
lary of one of Shapiro’s results was a weaker version of Theorem 2.2 which required
the additional hypothesis of condition (2). This condition is quite natural when
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d = 2: since there are O (r) lattice points being summed over in condition (2),
in dimension 2 this assumption asserts that the c,, tend to zero “on the average”
as |m| — oo. But the assumption becomes much stronger as the dimension
increases; specifically, in dimension d there are O (rd_l) terms in the sum, so that
the coefficients are required to be decaying like o (-*~) on the average.

Shapiro’s 1957 proof is a direct extension of Cantor’s in the sense that he follows
the same four steps.

(1) He controls the coefficient size by simply adding a second hypothesis, namely
that condition (2) holds is true by assumption.

(2) His Riemann function F(x) is the formal anti-Laplacian of the series
> ez cne™ appearing in the hypothesis of Theorem 2.2,

x> e . x> Cn e
F(x) =cp— — E c = lim ¢g—— — E —n_ginx=lnllr.
( ) 0 d n ||n||2 —1— 0 2d 2

n#o n#o ”n”
2
which he proves to be continuous. (Now formal means that A% = 1 and
inx P . 2
A||en||2 = ¢™ for all non-zero n. For the Laplacian A = Y% (%) and

x| = Z;izle; and for each n # 0, Ae"™ = ||n|e™.)
(3) He establishes a kind of consistency of Riemann summability by showing that
at every x, the generalized Laplacian of F,

8 1
lim —={— F dn—F
h—1>I(I)1+ h? { Th? ~/||77||<h Gt 7)) 7 OC)%

is zero.
(4) He uses a well-known theorem that continuous functions with identically zero
generalized Laplacian are harmonic.

By far the most delicate and difficult part of his work is Step (2), the proof that F
is continuous.

Because the original series is only required to be Abel summable to 0 every-
where, it is not possible to weaken the hypothesis by replacing o (R) by O (R).
For the proposed stronger theorem would be contradicted by the fact that the one-
dimensional series

8 (x) = Zinei"x = —2Znsin nx

has Abel limit 0 everywhere. To my mind, the most beautiful thing about Theo-
rem 2.2 is that there is no hypothesis about coefficient size. In 1971, 14 years after
Shapiro’s theorem was proved, Roger Cooke proved a two-dimensional Cantor—
Lebesgue theorem[12]. An immediate consequence of his result is that everywhere
two-dimensional spherical convergence ensures that condition (3) must hold. But in
dimension 2 (and not in higher dimensions), condition (3) implies condition (2). So
the two-dimensional version of Theorem 2.2 was proved.
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The first precursor to a higher dimensional spherical theory came in 1976, when
Bernard Connes extended the Cantor—Lebesgue result of Cooke, whose proof was
exceedingly two-dimensional, to all dimensions[11]. At this point, we knew that if
we wanted to prove Theorem 2.2, we could use the fact that € (R) — 0 without
having to add a second hypothesis involving coefficient size.

But in dimension 3, there is a very large gap between condition (3) and the much
stronger condition (2), and this gap becomes ever larger as the dimension increases.
So it seemed likely that when dimension d > 3, Step (2) of Shapiro’s proof, the
proof that his Riemann function is continuous, would be inaccessible. Shapiro and I
discussed this problem. We agreed that it was totally unclear if there was a proof or
a counterexample ahead for the cases of d > 3, and he speculated that there might
be a century of mathematical analysis development required to bring this question
within reach.

Victor Shapiro had one more major contribution to make towards the solution of
Theorem 2.2. Victor told me that 1 day in the middle 1990s, he and Jean Bourgain
happened to be strolling across the University of California, Riverside campus and
Victor mentioned this problem. Their conversation inspired Bourgain to look at the
problem and solve it! He stayed entirely within the framework established by Cantor
and generalized by Shapiro. Assuming only the everywhere spherical convergence
to zero, and bringing together Connes result, hard analysis, harmonic measure, and
some probability theory (martingales), he was able to prove that Shapiro’s Riemann
function was continuous. In 1996, Bourgain published his proof that the hypothesis
of Theorem 2.2 implies the continuity of Shapiro’s Riemann function[8]. Together,
these two excellent papers, the first by Shapiro and the latter by Bourgain, published
39 years apart, provide the complete proof of Theorem 2.2.

Bourgain’s paper is only 15 pages long. Although it is absolutely correct and
says everything that should be said in just the right order, it is extremely terse. In
fact, Gang Wang and I took 9 months to read it, but once we got it, we were able
to reproduce a lot of the substantial collection of one- dimensional extensions of
Cantor’s theorem that can be found in Chap. IX of Antoni Zygmund’s Trigonometric
Series [5, 6, 16]. To see an expansion of Bourgain’s proof of continuity, see the
22 page version in [5]; and to see his proof expanded to 42 pages while being
specialized down to two dimensions, see [2].

The Unrestricted Rectangular Uniqueness Theorem,
Theorem 2.3

Let M (x) be a one-dimensional trigonometric series that converges to zero a.e.
and let § (y) = Y_e™ be the trigonometric series associated with the unit mass
at the origin. Because the partial sums of § (y) are bounded by cscy, the double
trigonometric series M (x) § (y) is unrestrictedly rectangularly convergent to O
a.e.[7]. But by Zygmund’s extension of Cooke’s theorem, M§ cannot converge
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circularly on a set of positive measure, since its coefficients do not tend to 0 as
7]l — oo [17]. So the proof of Theorem 2.3 seems to have nothing to do with
Shapiro’s 1957 theorem. However, by a strange quirk of fate, it does.

Theorem 2.3 was announced in 1919. The announced proof also followed the
model of Cantor’s theorem. It was a very simple induction that seemed to indicate
that there were no interesting things to do in this direction, so for many years
nothing involving uniqueness for unrestricted rectangular convergence appeared in
the literature. Grant Welland and I studied the proof around 1970 and could not
follow the step that generalized Schwarz’s theorem. In fact, some years later Chris
Freiling and Dan Rinne showed me the counterexample function (x + y) |x + y|.
This function satisfies the hypotheses (being continuous and having a certain
generalized F,,, identically 0), but not the conclusion (having the expected form

ax+b(y +c@y+d),

with a, b, ¢, d being twice differentiable), of the generalized Schwarz’s theorem
necessary for the 1919 paper’s proof to be valid.

So Grant Welland and I tried to prove Theorem 2.3. We were able to prove a
version of the Cantor-Lebesgue theorem stating that when a multiple trigonometric
series converges unrestrictedly rectangularly a.e., “most” coefficients tend to zero,
while all coefficients are bounded. From this control of the coefficient size, it follows
that Shapiro’s coefficient size condition (2) holds in dimension 2. In view of the M§
example just mentioned, one cannot expect the hypothesis of

UR Z cpe™ = 0 forall x € T¢ (5)

nezd

to easily imply that SPH )", ., c,e™ = O for all x € T. Nevertheless, it turns

out to be easy to prove that hypothesis (5) does imply spherical Abel summability
to zero everywhere. (This was quite an unexpected and happy surprise for Welland
and me.) Thus Shapiro’s more general Theorem 2.5 does apply here, so that in 1972
the two-dimensional case of Theorem 2.3 was shown to be another consequence of
Shapiro’s 1957 results [7].

After a gap of about 20 years, during which there was no activity at all in
the area of uniqueness for multiple trigonometric series, two completely different
proofs of Theorem 2.3 for all dimensions appeared [4, 15]. The Tetunashvili proof
involves a clever induction. Some ideas from [7, 10] play a role. The Ash—Freiling—
Rinne proof extensively renovates the 1919 attempted proof, and uses a complicated
covering argument. (See [1] to see this covering argument applied in a much simpler
situation.) It is ironical that our very complicated covering proof probably would
not have happened if Tetunashvili’s previously published and more direct proof
had come to our attention before our article had appeared. Only time will tell
if the covering techniques we developed will eventually have useful applications
elsewhere.
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The Conjecture

There is an obvious inclusion. If a multiple numerical series converges Unrestricted
Rectangularly, then it converges Square. So

Hypothesis of UR Theorem == Hypothesis of Square Conjecture.

This explains how it can be that UR uniqueness can be known while Square
uniqueness remains an open question. One hint of the problems here is that it is
possible for a double trigonometric series to square converge everywhere to a finite
valued function while having coefficients that are not O (nJ ) no matter how large J
may be [6]. I have discussed the square uniqueness conjecture in several places [3].

The first seven references below can be found using links from http://condor.
depaul.edu/mash/realvita.html.
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A Last Conversation with Cora

Aline Bonami

Abstract I cannot contribute to this volume without speaking of Cora and what
her friendship meant to me. But I know that, would she be here, she would ask:
“Raconte-moi tes maths,” that is, “what are you doing right now?” Because, first
of all, she was a mathematician. My mathematical contribution tends to answer her
question.

I probably met Cora for the first time at El Escorial in 1979. We immediately
started a friendly conversation, which went over years. Each time we met again,
at a conference or when she visited Paris area, we continued as if there had been
no interruption. We always spoke French, which she liked. She had no accent at
all, which was at first surprising: it was only from some hesitation in the choice
of words that one understood that French was not her mother language. She had
spent 1 or 2 years in Paris while a very young child, in the immediate after war
period and she liked to remind that time. I remember her, for instance, telling me
that their house caretaker had never crossed the Seine River. I had the impression
she was speaking of some mythic city, where time stays still, even if [ was only a few
years younger and lived in Paris area since the early 1950s. During her last stays in
Paris she visited regularly Marie-Hélene Schwartz, whom she knew from her early
childhood. She came back happy, and somehow serene, to have spent some time
with this kind figure of her past, then a very old lady—who finally survived Cora a
couple of years.

The conversation of Cora was brilliant, witty, full of life, sometimes intense. We
spoke of everything: science or careers, politics and history, colleagues and women
in mathematics, and harmonic analysis, of course. She was curious of everything.
“Raconte-moi” (tell me), she would ask. And I went to the blackboard and explained
what I was doing. We passed from one subject to another, leaving maths to come
back 5 min later, as one can do between friends. It is sometimes easier to confide to
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a friend one does not meet on an everyday basis. This is how it was between us: a
real friendship. At times she spoke of the exile, and the injury it causes, the loss one
feels for life. I had only lived it in books. I then lived it through her words. But the
next moment we joked gaily again.

I visited her at Howard University in 1981 and met Daniel for the first time.
I remind the three of us laughing together after a performance of “A Midsummer
Night’s Dream,” the staging of which we had found ridiculous. We met at MSRI in
1988 (I recall the beach, with Cora, Daniel, and Corasol), then in Oberwolfach. I
remember her persuading me to leave for Paris early on Friday afternoon. I had my
car and we drove back with Guy David and Stéphane Jaffard, stopping for a lively
and cheerful dinner. Cora came to my home that night and succeeded immediately
to charm the whole family. In the late 1990s Daniel and Cora spent nearly each
year a few days in Paris and we met regularly. I took them once to a horse show,
which was not that successful and became another source of jokes between us. But
unfortunately illness imperceptibly changed them year after year.

I called her from time to time, not enough, certainly. She replied in her deep,
warm voice. “Comme je suis contente de t’entendre ! We met for the last time in
2005, in Washington, where I stopped for half a day on my way back from Buenos
Aires. I called her early in the morning. We met and walked quietly through the city,
chatting happily as ever. It was our last conversation.

T am so glad to hear you!



Fourier Multipliers of the Homogeneous
Sobolev Space W1

Aline Bonami

In memory of Cora

Abstract We prove that the restriction to an affine subspace of such a Fourier
multiplier is still a Fourier multiplier, generalizing a celebrated theorem of de Leeuw
for Fourier multipliers of L”. This may be seen as a complement to the spectacular
result that such Fourier multipliers are continuous, which has been recently proved
by Kazaniecki and Wojciechowski.
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Introduction

Let W!'7(IR?) be the usual Sobolev space, consisting of functions f € L”(R?) such
that f and |Vf| are in L (R?). Here | - | stands for the Euclidean norm of a vector in
R¢. The homogenous Sobolev space W'?(R?) consists of tempered distributions f
such that |Vf| belongs to L” (R¢). We define its seminorm by

I llyrr = VAl

The Schwartz class S(R?) is dense in W'?. Let F be the Fourier transform, defined
on L'(RY) by

FI© =1 ©:= [ fooeian
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For 1 < p < oo, let X be either the Lebesgue space L”(R?) or the homogeneous
Sobolev space WP (R?). A function m € L% (R?) is said to be a Fourier multiplier
of X if there exists a bounded linear operator 7 : X +— X such that 7/"]\‘ = mf‘
for all f € S(RY). The operator T is the convolution operator by some tempered
distribution S. We denote it by 7}, in the sequel.

When p > 1, Fourier multipliers of wir (R?) coincide with Fourier multipliers
of I”(R%). So we will concentrate on the case when p = 1. Recall that Fourier
multipliers of L' (R¥) are given by Fourier transforms of bounded measures. While
Fourier multipliers of W'!(R) coincide with those of L'(R), it was observed by
Poornima [8] that this is not the case in higher dimensions. Indeed, there are
examples of multipliers of W'!(R¢) for d > 1 given by Fourier transforms of
distributions S which are not bounded measures but whose partial derivatives 9,5
may be written as a linear combination of partial derivatives of bounded measures,

d
8ij = Z 3Xk/ij.

k=1

Clearly 0,,(S * f) = )_ i * d,f, from which one concludes that FS is a Fourier
multiplier of W'!(R?). The existence of such distributions relies on a very difficult
example of Ornstein [7]. Such examples have attracted a lot of interest, in particular
in relation with Korn’s inequality. Another proof has been given by Conti, Faraco,
and Maggi in [3] and generalized in [5].

Let us mention that for d > 1 the space W' (R?) possesses other unexpected
properties, such as the fact that (up to a constant) it is contained in the Lorentz
space L] (see [1, 8, 10] and also the recent paper [9]).

At the same time, one may expect that there are not so many Fourier multipliers
of W (R¢). This was the object of a joint paper [2] with Poornima, where it was
proved that nonconstant homogeneous functions of degree 0 are not such Fourier
multipliers. Very recently Kazaniecki and Wojciechowski have proved a much
stronger statement in their preprint [4], namely,

Theorem 1.1 (Kazaniecki and Wojciechowski). Fourier multipliers of W' (RY)
are continuous functions on R¢.

Their proof uses the fact that the continuity is already known for homogeneous
functions of degree 0. It also relies on a tricky construction based on Riesz products,
which gives another family of possible counterexamples. Since the counterexamples
of Ornstein were the basis of Bonami and Poornima [2], two kinds of difficult
constructions are required to prove the continuity.

It may be of independent interest to generalize in this context a well-known
property of the Fourier multipliers. The L” version is known as the theorem of
de Leeuw (see [6]). It was in particular used by C. Fefferman to prove that the
characteristic function of the unit ball is not a Fourier multiplier of L’ (R¥) ford > 3
once it is proved for R?. Namely, we prove the following.
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Theorem 1.2. The restriction of a Fourier multiplier of Wl'l'(]Rd) to any dffine
subspace of dimension k identifies with a Fourier multiplier of W' (R¥).

The proof does not use Theorem 1.1 but implies the continuity of Fourier
multipliers on all lines.

We list properties of the space of Fourier multipliers of W'!(R?) in the next
section. We give some proofs, which are not so easily available in [2, 4, 8]. We
prove Theorem 1.2 in the third section.

We end this introduction with a remark. In Dimension 2, the complexification
of the Sobolev space W'!(R?) identifies with the space of functions f such that
0.f and d:f are in L'(R?). Since one passes from one derivative to the other one

by the Beurling transform 3, which is given by the multiplier {52, it identifies

also with the space of functions f in L'(R?) such that their Beurling transform Bf
is in L' (R?). This is reminiscent of the definition of the Hardy space !, with the
Beurling transform that plays the role of the Hilbert transform. But Theorem 1.1
proves that this space has very few Fourier multipliers, contrarily to the Hardy space.

First Properties of Fourier Multipliers of whi (RY)

We call Sy(IRY) the space of smooth functions whose Fourier transform is compactly
supported in RY \ {0}. It is proved in [2] that they are dense in W'!(R%).

Next, it is proved in [4] (by an elementary proof) that Fourier multipliers of
W1 (R¢) are continuous in R? \ {0} and uniformly bounded by the norm of 7}, as
a convolution operator, which we simply note |||m|||. More precisely, the norm |||m||
is the smallest constant C such that, for all f € Sp(R?), we have

IV(TaH) I = ClIVFII (1)

or, equivalently, for 4 with values in R? that is bounded and compactly supported,

2

/R [ mEFEE - hE)E| < CIVF ] 1] oo @)

Using this characterization and the Lebesgue dominated convergence theorem, we
obtain the next lemma (a weaker version may be found in [4]). The analog for
Fourier multipliers of 7 (RY) when p > 1 is well known.

Lemma 2.1. If m, is a sequence of Fourier multipliers of W"'(R?) which are
bounded in norm and if m,, tends to m a.e., then m is a Fourier multiplier of W' (RY)
and

llmlll < sup [lma]]- A3)
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Next, for all functions ¢ defined on R4 and A > 0, we define the dilated functions
0,(¢) by 0, (¢)(x) := ¢(Ax). We immediately have that

||9/\(f)||vi/1~l(Rd) = A_d—i_l”f”vi/lvl(u{dy 4

Moreover, from the identity

Tﬁ)t(m)f = 9)&7' (Tm(e)» (f))) ’ (5)

we deduce the invariance of the space of Fourier multipliers by dilation: 6, (m) is a
Fourier multiplier at the same time as m, with norm |||0; (m)||| = |||m]||.

We now state and prove for completeness the characterization of Fourier
multipliers of W!!(R) (it is only proved for the space W'!(R) in [8]). The same
kind of proof will be used later on.

Proposition 2.2. Fourier multipliers of Wit (R) are Fourier transforms of bounded
measures and, if m is the Fourier transform of the measure i, then ||m||| ~ ||| mw).

Here M(R) stands for the space of bounded measures on R.

Proof. Since the convolution by bounded measures preserves the space W (RY),
we only have to prove the converse. Assume that m is a Fourier multiplier of
W(R). Let ¢ be a fixed smooth function, which is supported in (-2, +2) and
equal to 1 in (—1, +1). Because of the analog of Lemma 2.1 for Fourier transforms
of bounded measures, it is sufficient to prove that (1 — ¢(n-))m is uniformly the
Fourier transform of a bounded measure. Using invariance by dilation for Fourier
transforms of bounded measures, this is equivalent to the fact that (1 — ¢)6;,,(m) is
uniformly the Fourier transform of a bounded measure. Again, using invariance by
dilation of the Fourier multipliers of W' (R), it is sufficient to prove that there exists
some constant C such that, for all Fourier multipliers m, the function (1 — ¢)m is the
Fourier transform of a measure whose norm is bounded by C|||m|||. Let us prove this
inequality when m is a Fourier multiplier of W'-!(R) and m vanishes in (-1, +1). It
is sufficient to prove that m is a multiplier of L! (R), that is,

21 =< Clllmllliglhli2lloo (6)

/R m(E)3(E)h(E)dE

for all g with compactly supported and smooth Fourier transform, and # bounded
with compact support. This is a consequence of (2), written with f smooth with
compact support outside (—1/2,4+1/2), such that £f(§) = g(£), with ||f||; <
Cllglli. We can take f(§) := (1 — ¢(2S))g%. Indeed the function I_‘OT(ZE), which is

in L>(R) as well as its derivative, is the Fourier transform of an L' function. O
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The Restriction Theorem

We now prove Theorem 1.2. Since the space of Fourier multipliers is not invariant
through translation, let us be more explicit. Because of the invariance by rotation, it
is sufficient to consider the following situation: we fix the integer k with 1 < k < d.
For £ in R, we denote by £’ its projection on the subspace generated by the k first
coordinates and §” = & — &’. We then consider the affine subspaces &’ = a, for
some a € RY7*, We claim that for m a Fourier multiplier of W'!(IR?), the function
£ + m(£,a) is a Fourier multiplier of W'!(R¥). Because of the invariance by
dilation, it is sufficient to prove the theorem in two particular cases, namely a = 0
anda = (0,---,0,1).

Traces of Fourier Multipliers on Subspaces of R?

In this sub-section we consider the case when a = 0. Recall that we know, by
the theorem of Kazaniecki and Wojciechowski, that m is a continuous function, but
we will only need the continuity outside 0. Without loss of generality we assume
that ||m|| = 1. With an obvious change of notations, because of (2), we have to
prove that

2

[ € OFEE (6| < CITr il

Now f and h are defined on R*. Let ¢ be a fixed function on R4~ whose Fourier
transform is smooth and compactly supported, and is equal to 1 at 0. Because of
continuity, the integral on the left-hand side is the limit, for A tending to 0, of

o /R mE ENFEE FE ) E" /A dE".

We have used the fact that ﬁ(pz(é "/M)dE"” tends weakly to the Dirac mass at
0. But it is bounded by ||[VF||i||H|l0o, With F(x) = Af()F'(p)(Ax") and
H(x) = h(X)(F '9)(Ax"). The norm of H is directly bounded by C||A| s. For
F, the norm of its gradient in x" is also directly bounded in terms of |Vyf];. It
remains to consider the gradient in x”, which is bounded by A|[f]l{ ||V @|l1. When
we let A tend to 0, we find the required inequality.

Remark that we deduce from the previous proof that the norm of m(-,0) as a
Fourier multiplier of W'!(R¥) is bounded by ||m]]|.
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Traces of Fourier Multipliers on Other Affine Subspaces of R¢

We have seen that it is sufficient to consider the case when a = (0,---,0, 1). We
adapt the previous proof by replacing the function ¢?(£§”/1) by @?>((§” — a)/A),
so that now Ml—_kgoz((g‘” — a)/A)dE"” tends to the Dirac mass at a. The proof goes
the same way, except for a new term that appears in the gradient of the new
function F that we obtain when derivating g~ 2max’ Up to a constant, it is equal
to A4kf()e2ima" (F~1p)(Ax"). This gives another term in ||f]|; for the norm
||V F||1, with no small constant before. We need to get rid of this term, which we
can do when m(-, a) is supported outside some ball |§| < « because of the following
lemma.

Lemma 3.1. There is a constant C such that, for every f on R whose Fourier
transform is smooth and compactly supported, there exists g with the same
properties, such that their Fourier transforms coincide outside the ball |§| < 1
and such that

lglh + IVell = ClIVATL-

Proof. The proof is classical. Let us consider a function ¥, which is smooth and
compactly supported in the ball || < 1, and is equal to 1 when |§| < 1/2. We take
g such that

(I =y (@)

e =(—-yENE =)

J

The inequality ||Vg|1 < C||Vf|; follows directly from the fact that the Fourier
transform of ¢ is in L'(R?). Let us prove the bound for the norm of g itself. It
A=y ()&

is sufficient to prove that for each j the function v(§) := T is also the

Fourier transform of an L! function. For this we write 1 — v/ (§) = ijl (W (E/2Y)—
¥ (§/27")), and see v as a sum of functions v;. It is easily seen that

ID%v;(§)] < C,27 e+,

So the v; is the Fourier transform of an L' function with norm bounded by C27/.
This finishes the proof. O

To conclude that the restriction of m to the affine subspace £’ = a is a Fourier
multiplier, we write m as the sum of two Fourier multipliers. We take this time
a function @ in R? whose Fourier transform is smooth and supported in the ball
centered at a of radius 1/2. We assume moreover that # = 1 in the ball centered at
a of radius 1/4. Clearly Om and (1—6)m are Fourier multipliers of norm bounded by
C|||m]||. Next (1—6)m vanishes at points (¢, a) when |£’| < 1/4. So we can use for it
our previous argument. It remains to deal with Fourier multipliers that are supported
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in the ball centered at a of radius 1/2. We conclude from the following lemma,
using the fact that the restriction to an affine subspace of the Fourier transform
of a bounded measure is also the Fourier transform of a bounded measure, and in
particular a Fourier multiplier of W' (R).

Lemma 3.2. There exists a constant C such that every Fourier multiplier of
WUL(R) which is compactly supported in the shell 1/2 < |&| < 3/2 is the Fourier
transform of a measure i, with ||| yway < Cll|ml].

Proof. We assume that ||m|| = 1. It is sufficient to prove that m is a Fourier
multiplier of L'(R?), that is, for g which is smooth and compactly supported and
k which is bounded and compactly supported,

27 =< Cliglh k]l oo-

| m@i@iends

This is deduced from (2) once we have found f and h; forj = 1,--- , d such that
2ORE) =7 ghi(®).
J

We fix a function ¢, which is smooth, equal to 1 in the shell that contains the support
of m and compactly supported in a slightly larger shell, say, 1/2 < || < 3/2. We

choose f(é) = %li’g(g), izj(é) = go(S)EjIAc(S). It remains to prove that ||Vf|; <

Cligll, and also ||4j]lcc < [lk[loo. This is a direct consequence that all functions
% and §¢(§) are Fourier transforms of L' functions. The functions h; are not

compactly supported but decrease rapidly, which is sufficient to conclude. O

The restriction mapping is surjective when k& = 0: the Fourier transform of a
bounded measure on R extends into the Fourier transform of a bounded measure on
RY. When k > 0 and a # 0 it is not surjective: a Fourier multiplier of W'!(R%)
coincides locally with the Fourier transform of a bounded measure outside 0 by
Lemma 3.2, while it is not the case for a Fourier multiplier of Wl'l(Rk) in a
neighborhood of 0 for £k > 0. We do not know whether the restriction mapping
is surjective for a = 0.

Final Remark

The proof of Theorem 1.2 may be considered as very simple compared to the
one of Theorem 1.1. One would like to have a Functional analysis proof for this
last one. Due to Theorem 1.2 and the fact that the class of Fourier multipliers
of WE(R) coincides with that of L' (R), the restriction of a Fourier multiplier of
W(RY) to a line in R? is the Fourier transform of a bounded measure on R. As
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a consequence, multipliers are continuous on rays. This simplifies one step of the
proof of Kazaniecki and Wojciechowski. Remark also that to prove that the limit
at 0 on rays does not depend on the direction it is sufficient to do it in Dimension
2, which is another simplification. Unfortunately we could not go further in the
establishment of a simple proof of Theorem 1.1.
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A Note on Nonhomogenous Weighted Div-Curl
Lemmas

Der-Chen Chang, Galia Dafni, and Hong Yue

Dedicated to the memory of Cora Sadosky

Abstract We prove some nonhomogeneous versions of the div-curl lemma in the
context of weighted spaces. Namely, assume the vector fields V, W: R"—R", along
with their distributional divergence and curl, respectively, lie in L‘Z and L, 117 + 611 =

1, where p and v are in certain Muckenhoupt weight classes. Then the resulting
1 1

scalar product V - W is in the weighted local Hardy space h. (R"), for = purve

1nA1+£.

2000Mathematics Subject Classification: Primary 42B30, 46E35

Introduction and Background

The following article describes the results presented by the second author at the
Special Session on Harmonic Analysis and Operator Theory (in memory of Cora
Sadosky), the AMS Western Spring Sectional Meeting, Albuquerque, NM, April
2014. All three authors have been influenced by Cora, both personally (the first two
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authors have been her coauthors—see [3, 4]) and through her work. We would like
to dedicate this note to her memory, in recognition of her contributions to harmonic
analysis and to mathematics in general.

Since the work of Coifman, Lions, Meyer, and Semmes [5], there have been
many results by a variety of authors on div-curl lemmas in the context of Hardy
spaces (the article [4] also falls into this body of work). The idea is to show that
certain quantities occurring in nonlinear PDE lie in a better space than expected,
in many cases the Hardy space H' as opposed to L!, enabling one to prove weak
convergence of these quantities and leading to improved regularity results. Here we
prove analogues of some of these theorems in the case of weighted Hardy spaces
on R". Previous work by Tsutsui [17] has already dealt with the homogeneous
case, and we present a nonhomogeneous version, although the proofs can also be
applied to the homogeneous case in order to obtain Tsutsui’s conclusions in a more
straightforward way.

Before stating our results, we review quickly some definitions and theorems
relevant to this work. We do not attempt to give an overview of the subject. To
define real Hardy spaces, we will use the maximal function characterization: for
0 < p < oo, we say a tempered distribution f lies in H” (R") if the maximal function
M, (f) belongs to L”(R"), where ¢ is a fixed Schwartz function with ['¢ = 1, and

My () x) = sup f* @)l @) =1"pC). (1)

The choice of ¢ does not affect the space H”, only the norm, defined by

il := M (-

We will be dealing with the case p = 1, where the Hardy space H' is a proper
subspace of L'. One of the main results of Coifman et al. [5] can be stated as follows:

Theorem 1.1 ([5]). Ifn>2,1<p < oo, f) + }1 =1,
Vel’/(R",R"), WelLi(R"R"
with
divV=0, culW=0
in the sense of distributions, then
V-W e H'(RY),
with

IV- Wi < ClIV Wl za-
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A local, or nonhomogeneous, version of real Hardy spaces, #’(R"), 0 < p < oo,
was defined in [8]: a tempered distribution f € A”(R") if the localized maximal
function Mg’c (f) belongs to L7 (R"), where ¢ is fixed as in the definition of M,
in (1), and

ME(N) @) = sup |f * o).

O<t<1

Here the choice of the number 1 is arbitrary: any finite number will give an
equivalent norm. The term local is misleading because there is another (truly) local
real Hardy space H, ., consisting of distributions which when multiplied by smooth
functions of compact support become elements of #” (or elements of H? if an extra
step is included in order to guarantee the moment conditions—see Proposition 1.92
in [14] for the case p = 1). A nonhomogeneous version of the div-curl lemma
for vector fields in Lfoc, L{]OC, resulting in a dot product in HIIOC, was given in [5],
assuming some improved “integrability” of the distributional divergence and curl,
respectively, and using the Hodge decomposition.

An analogue of the result of Coifman et al. [5] above for the space h! was given
in [6], where it was shown that the dot product V-W belongs to /!, assuming certain
conditions on the distributions div V and (curl W);;. A special case (corresponding

to the hypotheses of the div-curl lemma of Murat [12]) is as follows:
Theorem 1.2 ([6]). For vector fields V € [P(R",R"), W € L1{(R",R"), if div V is

a function in [P (R") and (curl W);; are functions in LY(R"), 1 < i,j < n, we have
V-W e h'(R") with

IV - Wilis ey < CIV ooy [Wllageny + 198V Ve [ Wil iy
FIVlrceny D llCcurl Wyglzagen, |-
ij

Hardy spaces can be defined in much more general settings than R”, such as
metric measure spaces or spaces of homogeneous type. We will consider the special
case of doubling measures A on R" for which the Hardy-Littlewood maximal
function is bounded on L’i, 1 < p < 0o, which are measures of the form dA = wdx,
where @ > 0 satisfies the Muckenhoupt A, condition

p—1
[w]Ap ‘= sup (][ wdx) (][ w—l/(p—l)dx) < oo,
B B B

Here we take the supremum over all balls B in R" and use f, wdx to denote the
average of w over B with respect to Lebesgue measure. When p = 1, the A;
condition becomes

—
[@]a, := Sl;p (]i a)dx) (ess)icrelga)(x)) < 00,
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while for p = oo itis

(0] = S%p (]i a)dx) |:exp (]i log wdx)}_l < 0.

Recall that the A, classes are increasing in p, so that A; is the smallest and A, is
the biggest class, which can be written as the union of all the A, classes for p < oo.
For some recent instructive expositions of weights and related topics see [10, 13].

The theory of weighted Hardy spaces using A, weights was developed in
[7, 16, 18]. Local weighted Hardy spaces K, were studied by Bui [2], who proved
analogues of the results of Goldberg [8] on boundary functions of harmonic
functions on the strip, with the restriction that the weight @ belong to A;.

Starting with @ € A, we will use the conditions

M, (f) e LY, resp. M;’C(f) el?,

to define HY, resp. 1. These correspond to the radial maximal function, while other
equivalent characterizations can be shown using grand and nontangential maximal
functions. For H?,, Tsutsui proves the following version of the (homogeneous) div-
curl lemma (Theorem 1.2 in [17]):

RN
further that t € (1,p(14+1/n)) and p € (1, q(1+1/n)) are such that%—i—g < l—i-rll.
Then for any weights i € A; and v € A, we have

Theorem 1.3 ([17]). Letp,q € (-~ 00) be such that% = I{—i—}] <1+ ﬁ Suppose

(- V)vllg, < cllally [Volly

when divu = 0 and w = p’/Pv'/4.

Note that @ belongs to Ar(; +2) by an interpolation result for weights (see Corol-
lary 28 in [10]). The proof of the theorem relies on using the divergence-free
condition on u to express u - Vv in terms of some bilinear forms involving
Riesz transforms, and then applying a pointwise estimate of Miyachi [11] and
the boundedness of the Riesz transforms on HY,. Tsutsui also proves an endpoint
estimate (p = oo) following the ideas in [1].

Statement and Proof of Results

We now state and prove two nonhomogeneous versions of the div-curl lemma for
weighted local Hardy spaces, corresponding to the irrotational and the incompress-
ible cases, respectively. Here ¢ is fixed as in definition (1) above, and we may
assume that its support is contained in the ball B(0, 1).
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Theorem 2.1. Let 1 < p,q < oo be conjugate exponents, % + é = 1, and let
pe(l.p) g e (max(4,1), 1+ %) suchthat &+ 1 = 1+ L Assume that i and v

are two weights in A; and Ag, respectively, and that v = /ul’ v%. If the vector fields
Vin L}, (R",R") and W in LI (R", R") satisfy

divV GL/‘Z, curl W =0

in the sense of distributions, then the scalar product f = V - W satisfies
/\/ll/,oc(f) € L!. Moreover,

IME@y, = C(IVILg + ldiv Vi, ) Wz @

Theorem 2.2. Let 1 < p,q < oo be conjugate exponents, % + é = 1, and let
~ ~ . 15 a _ 1
g € (1,g), p € (max(2, 1), min(p, 1 4 £)) such that% + g = 1+ . Assume

and v are two weights in Ay and A;, respectively, and that w = /,L% v%. If the vector
fields V in L}, (R", R") and W in LI (R", R") satisfy

divV =0, (curl W); € LI(R",R"), i,je{l,...,n},

in the sense of distributions, then the scalar product f = V - W satisfies
/\/lfpoc(f) € LL. Moreover,

IME Py, = CIVEg (IWLig + 3 eurt Wyl ). )

i

Note that our results correspond roughly to the case » = 1 in Tsutsui’s result,
Theorem 1.3 above. In our case interpolation gives w € A, 1, but by the self-

improvement property of weights, w will lie in some class Ay with s < 1 + %

Moreover, even if we took p and g with 5 +14 <1+ ,ll we can always increase them
(since the A, classes are increasing) so without loss of generality we may assume
equality.

Conversely, starting with a weight w in A, 1 the factorization of weights (see

[15], V.5.3, Proposition 9 or [10], Theorem 29) allows us to write w as wjw, I/

for w,wy € A;. Then a)z_l/” € A, 1 by scaling (Corollary 16 in [10]) and setting

ur = wlea)z_(l/")(l_g) and v'/7 = a)ll_ea)z_(l/")e, one can again use interpolation
and scaling (Corollary 17 in [10]) for an appropriate 6 to get u in A5 and v in Ag.

When both div V and curl W vanish, as in Tsutsui’s hypotheses, we can use the

theorem with the widest range for p and g, namely when 1 < p < %7 we can use
Theorem 2.2 which allows for ¢ € (1,¢) and p € (max(Z, 1), min(p, 1 + 2)) =

(1,p) for this range of p. When p > - we can use Theorem 2.1 which allows
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forp € (1,p), g € (max(4,1),1 4+ %) = (1,1 + %) since ¢ < n. Note that in
Theorem 1.3, the condition ;—J + g <1+ % restricts the ranges of 7 and p to less
than the ones specified.

A more significant difference with Theorem 1.3 is that the right-hand side
involves the weighted L” (and L?), rather than H? (resp., H?), norms. For p > 1,
these coincide when the weight is in A, but otherwise, depending on the weight,
the Hardy space can contain singular measures and distributions.

When both div V and curl W do not vanish, we can still apply the theorems
above after first applying a Hodge decomposition, as in [5], to get an analogue of
Theorem 1.2.

Proof of Theorem 2.1. Leta = 2and p = 4, then L + 1 =2+ & =1+ 1 The
key inequality proved in [5] (see (10) after Lemma II.1) is a bound on the maximal
function M, (f) in terms of the Hardy-Littlewood maximal function, denoted by M:

M, (F)(x) < CM(VI*) ) (MW (x))"”

“)
under the assumption that 1 < o < p, 1 < B < ¢. By our hypotheses we still
have 1 < & < p but now S lies in the range (q‘f:n ,min(g, n)) which means that as ¢
approaches 1 we may have § < 1.

Fix x € R", ¢t > 0. From the hypothesis on W we write W = Vi and proceed as
in [5]. Since we assume ¢ is supported in B(0, 1), we have that ¢,(x—-) is supported
in B = B(x,t). Then W = V(;r — ) and we can write, denoting by g the function
in L, which is the divergence of V in the sense of distributions,

g+ () = /B 0 — V() - Vo — 1) ()dy
_ /B div [pix— VO] — 78 0)dy
_ /B (Voo — ) - VODIr — m6)(0)dy

+ / 0t — Y)g() (x — 78) ().
B

Denote by ' the conjugate exponent of «. By Holder’s inequality, and using the
fact that ¢+ < 1, we have that

lor * f(x)]

IVt ™! / V|l — mgldy + ||<ﬂ||oot_"/|g||7f — 7ldy
B B

©(fi-m) Y ) L e

IA

IA
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o < % < B < n, and since o/ = nﬁ—_r;s = B* is the
Sobolev conjugate exponent of 8, we have f* > 1. Thus we can apply the version
of the Sobolev—Poincaré inequality found in [9], Theorem 8.7 and Remark 8.8 (with

the dimensions = nand o > 1) to 7:

N4 1/8
(][ |n(y>—n3|°‘dy) SCt(][ |Vn<y)|ﬂdy) . ©)
B oB

It is important to note that we are not using here any of the weighted versions of the
Sobolev—Poincaré inequality found in [13], for example. Inserting this in (5) and
taking the supremum over all # < 1 give the analogue of (4):

As pointed out above,

ME() = ¢ (MW @)" LAV ) + M(lgl) @)}

We can again use Holder’s inequality, as well as the boundedness of the Hardy—

Littlewood maximal function M on L,‘Z, LI (see [15] Chap. V, Theorem 1, noting that
p=%>1landg = % > 1) to conclude:

M = [ Mm@ s

1/
< c[ [ muwir ) ]

1/p
[/(M(IVI“)(X))”/“/L(x)dx] + [(M(|g|a)(x))l7/aﬂ(x)dx]l/l’}
< CIMqWP) { IMVE) P + ||M<|g|“)||’j,ép}

< CIWI (Il + gl )-

|
Proof of Theorem 2.2. We will follow the proof of Theorem 4 in [6]. As shown
there, given the hypothesis div V. = 0, we can find a matrix A = (a;) whose
columns Aj satisfy
div A; = vj, (7)
so that in the sense of distributions
VW= div(Aw) + Y ag(curl W), (8)

j=1 i<j
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Denoting B(x, t) by B and replacing a;; by a;; — (a;)p in (8), we can proceed, as in
the proof of Theorem 2.1, to write

¢ x—
or VW0 = -3 [ s @) - @ wo)

mt1 ay

£y / 91— )@y ) — (az)) (curl W)y ()

i<j

For o, B as in the proof of Theorem 2.1, the assumptions on ¢ force 1 < 8 < ¢,
so we can use Holder’s inequality, and the fact that 7 < 1, to get

196 loo
sl < EE= Y [ 1= @l dy

||<0IIoo

3 / lay — (ay)s|(curl W), ldy

i<j

c NV
=y 7“’(]{; lay(5) — (a)al? dy) x
N

1/8 1/
{ (][ |W|ﬂ) + ( |(curl W),,-|ﬂ) }
B B

For each i,j, we can again apply the Sobolev—Poincaré inequality (with the

ranges for & and 8 reversed, so that now 35 <« < nand B = a* > 1)to get

NV 1/a
(][ a5 — (@)l dy) e (][ |Vai,(y)|“dy) . ©)
B oB

The resulting estimate for the maximal function is

Mg ()]

= €Y M(Val") @ (MUl )'7P + M| (curl Wyl @)'/?).

i

Since the a; were defined (see [6]) in terms of second derivatives of the solution
of Poisson’s equation for the components of V, the boundedness of the Riesz
transforms on Lj, (see [15] Chap. V, Corollary to Theorem 2), provided yu € A; C A,
(which is why we need to assume p < p), gives ||Va,-j||L1;L < C”V”Lﬁ- This and the
boundedness of the maximal function allow us to conclude the proof:
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My, < CZ/[M(waw)(x)]i x

[M(wil") )P+ M(|(curl W)P) ()P 7 (v (x)dx

<C), ||M<|Vai,-|“>||’;g’ {||M(|W|ﬁ)||qu + M(](curl W),,.w)”z%q}

if

= €Y IVaglly (Wil + lcurl Wyl }
ij

< CIVIg (IWllg + D liteur Wyl ).

i
|
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A Remark on Bilinear Square Functions

Loukas Grafakos

Abstract We provide some remarks concerning a bilinear square function formed
by products of Littlewood—Paley operators over arbitrary intervals. For 1 < p;,
p2 < oo with 1/p = 1/p; + 1/p,, we show that this square function is bounded
from L' (R) x L”2(R) to L”(R) when p > 2/3 and unbounded when p < 2/3.

2000Mathematics Subject Classification: 42Bxx

Little work is known in the area of bilinear Littlewood—Paley square functions
besides the articles of Lacey [6], Diestel [3], and Bernicot [1]. In this note, we study
a bilinear square function formed by products of Littlewood—Paley operators over
arbitrary intervals.

Given an interval I = [a,b) on R, let A; be the Littlewood—Paley operator
defined by multiplication by the characteristic function of / on the Fourier transform
side. The Fourier transform of an integrable function g on R is defined by

26 = /R g ()% dx

and its inverse Fourier transform is defined by g¥(§) = g(—£). In terms of these
operators we have A;(g) = (8x1) -

The Littlewood—Paley square function associated with the function f on R is
given by

[STE

s = (X 1a,00P) " (M

jez
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where I; = [-211 —2) U [2,27"!) and the classical Littlewood-Paley theorem
says that

[s&

v = Gllflrw

where 1 < p < oo and C, is a constant independent of the function f in L (R) (but
depends on p).

In this note, we are interested in estimates for Littlewood—Paley square functions
formed by products of Littlewood—Paley operators acting on two functions. To
be precise, let a; and b; be strictly increasing sequences on the real line with the
properties limj o0 @j = limjo0 bj = 00 and limjs_oo a; = limjs_oo b; = —00
and consider the bilinear square function

=

$20.8) = (D 1810 (D Ay () )

jez
defined for suitable functions f, g on the line. We consider the question whether S,

satisfies the inequality

12 )| gy = Cor i fllrr o g1y )
for some constant Cp, 5, independent of f, g where 1 < pi,p» < oo and 1/p =
1/p1 + 1/p,2. We have the following result concerning this operator:

Theorem 1. Let 1 < py,py < oo be given and define p by setting 1/p = 1/p; +
1/p>. Then if p > 2/3, there is a constant Cy, ,, such that (2) holds for all functions
f, g on the line. Conversely, if (2) holds, then we must have p > 2/3.

Proof. Introduce the maximal function

M) = sup  |Apy ()]

—oo<a<b<oo

and notice that is pointwise controlled by

25up | A (—00.0) (1)

a€R

and thus is controlled by the following version of the Carleson operator

N A o
CF)(x) = sup / f@)ezﬂﬂfds' .
N>0 —00

In view of the Carleson—Hunt theorem [2, 5] we have that C is bounded on L"(R)
forl <r < oo.
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Consider the case where 2 < p; < oo and 1 < p, < oo. Then we have that

2008 = (X 18w OF)” Sup [ Ap 1) (9)] = S(IM(e)
JE

jez

where S is defined as in (1) with [gj, aj+) in place of I;. In view of the Rubio de
Francia inequality [7] we have that S is bounded on L"(R) for 2 < r < oco. An
application of Holder’s inequality yields the inequality

|52, &) “U,(R) = IS @y IM (@) |2 w) (3)

and this (2) follows from the preceding inequality combined with the boundedness
of S on 7' (R) and M on L”*(R).

An analogous argument holds with the roles of p; and p, are reversed, i.e., when
we have 1 < p; < oo and 2 < p; < o0. Thus boundedness holds for all pairs
(p1,p2) for which either p; > 2 or p, > 2. But there exist points (p;, p;) with
p = (1/p1 + 1/p2)~' > 2/3 for which neither p; nor p; is at least 2. (For instance,
p1 = p2 = 7/5). To deal with these intermediate points we use interpolation.

Given a pair of points (p;,p,) with p = (1/p; + 1/pp)~' > 2/3
and 1 < p;,p» < 2, we pick two pairs of points (p],p}) and (p?,p3)
with

p>p'=/pi+1p)~ =p* = (/pi + 1/p)" >2/3
and 1 <p§ <2 <p} < o0o,<2and1 <p% <2 <p% < oo. For instance, we take

1, ph,pY) near (1,2,2/3) and (p?, p3, p?) near (2, 1,2/3). Then consider the three

points Wy = (1/p}, 1/ps, 1/pY), Wo = (1/p2,1/p3,1/p*), and W5 = (1/2,1/2,1)
and notice that the point (1/py, 1/p, 1/p) lies in the interior of the convex hull of
Wi, W,, and W3. We consider the bi-sublinear operator

(fv g) = SZ(fv g)

which is bounded at the points W, W,, and W3. Using Corollary 7.2.4 in [4] we
obtain that S, is bounded from L' (R) x L2(R) to L”(R). This completes the proof
in the remaining case.

Next, we turn to the converse assertion of the theorem. Suppose that for some
1 < pi,p2 < oowith1/p = 1/pi+1/p estimate (2) holds for some constant Cy,, ,,
and all suitable functions f, g on the line. Now consider the sequences a; = b; = j
and the functions

Iv = 8n = Xjow) -
Then we have
eZm’Nx —1

2mix

N .
W) = A @) = /0 P e =
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and forj =0,1,...,N — 1 we have

eZn ixj (627t ix _ 1)

j+1 ) ol ‘
At (fv) (x) = / T dE = / ATy —
J 0

2mwix
Consequently,
s 2 % eZTEix -1 2
(Z | A1) () ) Ay (n) (1) | ) =N —
Jj=0 TIX
and thus
eZm‘x -1 2
[S2fv-2m)],, = VF | ) = v
4mx 1

as long as p > 1/2. On the other hand we have

ler ix __

1—L 1
= ¢p, N »
)idl

vl =N

2mwix

whenever 1 < p; < oo.
Now suppose that (2) holds. Then we must have

152w )| 1y y = Cora vl ) llgw Il ey 4

and this implies that

cvN <C,, ,c Nl_ﬁc Nl_f’% =C, ,,Cp Cpy N> 7
= CpipaCp P2 = Cp1.pCpiCpa

which forces p > 2/3 by letting N — oo. O

It is unclear to us at the moment as to what happens when p = 2/3.
We now discuss a related larger square function. Let 1 < p;,p, < oo with
1/p1 + 1/p, = 1/p. It is not hard to see that the square function

$20.8) = (302 18w D Api 0@ F )

JEZ keZ

is bounded from L' (R) x [72(R) to L7 (R) if and only if p;,p, > 2. Indeed, one
direction is a trivial consequence of Holder’s inequality; for the other direction, let

eZme -1

N .
fv(@) = gn(x) = xpom®) = /O P g =

2mwix
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The preceding argument shows that

IS 8|, = VM VN

and we also have
-L -1
el ) llgn vy = cpycpyM™ PINT 72

Hence, letting M — oo with N fixed or N — oo with M fixed, we obtain that both
p1 and p; satisfy py, pr > 2.

I would like to end this note by expressing a few feelings about Cora Sadosky.
Although, I have not had a very close personal relationship with her, I have always
admired the great dedication and enthusiasm Cora has displayed in mathematics
and the sincere love and support she has provided to young people who wished to
pursue a research career in harmonic analysis. I warmly recall the personal interest
she showed in my search for a permanent position in the USA. Cora’s untimely
passing away was a big loss for our harmonic analysis community and we are all
proud of the strong legacy she has left behind.
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Unique Continuation for the Elasticity System
and a Counterexample for Second-Order
Elliptic Systems

Carlos Kenig and Jenn-Nan Wang

Dedicated to the memory of Cora Sadosky.

Abstract In this paper we study the global unique continuation property for the
elasticity system and the general second-order elliptic system in two dimensions.
For the isotropic and the anisotropic systems with measurable coefficients, under
certain conditions on coefficients, we show that the global unique continuation
property holds. On the other hand, for the anisotropic system, if the coefficients
are Lipschitz, we can prove that the global unique continuation is satisfied for a
more general class of media. In addition to the positive results, we also present
counterexamples to unique continuation and strong unique continuation for general
second elliptic systems.

Introduction

In this work, we study the unique continuation property for the elasticity system
and the general second-order elliptic system in two dimensions. We begin with the
elasticity system. Let u = (u;, uy)” be a vector-valued function satisfying
. 2
0j(aju(x) ;) =0 in R”, (D

where a;j;(x) is a rank four tensor satisfying the symmetry properties:

Qjjil = Qi = jikd.- 2)
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Throughout, the Latin indices range from 1 to 2. Also, the summation convention is
imposed. For isotropic media, we have that ajy = A8;;6; + w(8ixdj + 848jx), where
A and p are called Lamé coefficients. In this case, (1) is written as

V-(u(Vu+ (V)") + VAV -u) =0 in R 3)

We say that u, a solution of (3), satisfies the global unique continuation property
if whenever u vanishes in the lower half plane, it vanishes identically in R?. Recall
that any solution u of the partial differential equation defined in an open connected
set 2 is said to satisfy the unique continuation property if whenever u vanishes in a
non-empty open subset of €2, it is zero in 2. On the other hand, u satisfies the strong
unique continuation property if whenever u vanishes of infinite order at any point of
€2, it vanishes in Q.

For the isotropic system (3) with nice Lamé coefficients, there are a lot of results
on the unique continuation property and the strong unique continuation property
(for dimension n > 2). We will not review the detailed development here. To
motivate our study, we only mention the recent result in [10], where the strong
unique continuation property was proved for 4 € W' and A € L, which is
the best known assumption on the coefficients by far. For the scalar second-order
elliptic equation in nondivergence or divergence form

AV’u=0 in R? 4)
or
V-(Ax)Vu) =0 in R?, )

the strong unique continuation property is satisfied for A € L* (see, for example,
[1-3, 6, 13]). The proof is based on the intimate connection between (4) or (5) and
quasiregular mappings. Therefore, it is a natural question to ask whether the unique
continuation or the strong unique continuation holds for (3) or even for (1) when all
coefficients are only measurable.

When p of (3) is Lipschitz, it is known that (3) is weakly coupled. Hence, the
usual Carleman method will lead us to the unique continuation properties. However,
if p is only measurable, (3) is strongly coupled. To the best of our knowledge, the
Carleman method has never been successfully applied to strongly coupled systems.
The general elasticity system (1) is always strongly coupled, regardless of the
regularity of coefficients.

In this work we would like to show that solutions u of (1) satisfy the global
unique continuation property under some restrictions on the measurable coefficients
ajjg. Our approach to prove this result relies on the connection between (1) and
the Beltrami system with matrix-valued coefficients (see (22)). When this matrix-
valued coefficient is sufficiently small (which is satisfied when the coefficients
do not deviate too much from a set of constant coefficients), we can follow the
arguments in [9] and use the L”-norm of the Beurling—Ahlfors transform to conclude
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the result. When the coefficients are only measurable, the set of constant coefficients
is rather restricted, see the conditions in Theorems 0.1 and 0.3. If some coefficients
of the general system (1) are Lipschitz, the global unique continuation is true for
coefficients near a larger set of constant coefficients, see Theorem 0.1.

In addition to the positive results mentioned above, we also present a counterex-
ample to unique continuation for a second-order elliptic system (in the sense of (62))
with measurable coefficients based on the example derived in [9]. The main idea
in the construction of the counterexample is to convert the second-order elliptic
system to a first-order elliptic system and match coefficients of the first-order system
obtained from the example in [9]. Based on the example given in [8] (also see related
article [12]), using the same argument, we can also construct a counterexample
to strong unique continuation for second-order elliptic systems with continuous
coefficients satisfying the Legendre-Hadamard condition (27) or even the strong
convexity condition:

agu(x)§E > cl&? (6)

for any 2 x 2 matrix £ = (&}), where c is a positive constant. Note that (6) implies
the Legendre—Hadamard condition.

We would like to remark that the nontrivial solution u of the counterexample
to unique continuation described above vanishes in the lower half plane. It was
shown in [11] that there exists nontrivial W'-2(IR?) solution u or Lipschitz solution
u whose supports are compact solving second-order elliptic system with mea-
surable coefficients satisfying the Legendre—Hadamard condition. This is another
counterexample to unique continuation for second-order elliptic systems with
measurable coefficients. We want to point out that the examples in [11] do not exist
in second-order elliptic systems satisfying the strong convexity condition (6). This
can be easily seen by the integration by parts. Nonetheless, the strong convexity
condition (6) does not rule out the existence of the counterexample to unique
continuation we constructed in this paper since this nontrivial solution does not
necessarily have compact support.

The paper is organized as follows. In section “Elasticity System with Measurable
Coefficients,” we prove the global unique continuation property for the Lamé and
general anisotropic systems when the measurable elastic coefficients are close to
some constant values. In section “Anisotropic System with Regular Coefficients,”
we expand the set of constant values when the elastic coefficients are Lipschitz.
Finally, in section “Counterexample to Unique Continuation,” we construct coun-
terexamples to unique continuation and strong unique continuation for general
second-order elliptic systems with measurable coefficients and continuous coeffi-
cients, respectively.
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Elasticity System with Measurable Coefficients

It is instructive to begin with the isotropic system, i.e., Lamé system (3). Assume
that A, u € L™ satisfy the ellipticity condition

w>=8>0, A+2u>8 VxeR: (7)

The key to proving the global unique continuation property lies in arranging the
coefficients nicely. We write the system (3) componentwise

01 (2o ur) + 02((01uz + dauy)) + 01(AV-u) =0 ®)
and
01(p(druz + 0ou1)) + 02(2n02u2) + 92(AV - u) = 0. )
Letv =V - u=0diu; + drup andw = V X u = dyuy — duy, then (8) is written as
1 2udiu; + Av) 4+ 0,(2uou; + uw) = 0. (10)
Similarly, (9) is equivalent to
01 (2udiuy — puw) + 92 (2udruy + Av) = 0. (11)
By taking advantage of the relation
Aup = 0d1v—0dw and Aup, = 0,v + 01w,
we obtain from (10) that
(2 — Doy + (A + D) + 92(2p — Ddous + (1 — Hw) =0 (12)
and from (11) that
91 (2p — Doz — (1 — Dw) + 92(2p — Dd2uz + (A + Dv) = 0. (13)

Therefore, there exist «} and ) such that

ou) = 2u—1)0u; + (A + v, (14)
=0y = 2u — Ddauy + (u — DHw,

and
8214’2 = (Z[L — 1)81142 — ([L — I)W, (15)
—811,{,2 = (Z/L - 1)821,{2 + (). + 1)U
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Setting fi = u; + iu} and o = u, + iy, (14) and (15) become

o =odfi+h (16)
f = 0df> + ih,

where

As usual, we define
d= 1(8 +idy), 9= 1(a i9,)
= 501+ 102), = 501 —102).
Using the obvious relations

1 - - — 1 - .
Oy = 5(3fl +0fi + 9fi + 9f1), Odup = 5(3fz + of> + 9f> + 9f2),

1 - - — 1 - - —
Oruy = E(afl —dfi —0fi +0f1), Our = z(afz —df2 — dfs + 9f2),

we can compute

h = _ﬂ _ i/’L — lw
=~ o
A+1 /- - — = o
= e ((aﬁ +0fy + 3y + 0f1) — i(3f> — Ofr — Of> + 3f2))
1, - o . o
43MQ%+%+%+%H%%_%_%+%»
LZA=2)5 —A - AV —A—2\=—
# i 4u I
Aznt2) 5 —A - AR oz A—pu+2\ =
“( - ) 3f2+i( “) 8f2+i( “) o +i (L) 5.
For simplicity, let us denote
a:—l/(/_k_z7 ﬁ:_k_l/l’,
A A

then
h = adfi + Bofy + BOfy + adfy — iadfs + iBdf> + iBOf> — i dfs
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and
ih = iadfy + iBofy + iBOfi + iadfy + adfs — BOfs — B + cOfs.

Therefore, (16) is equivalent to

(G206 + (5576
= (5 %))+ () o(h)

where I, denotes the n x n unit matrix. Setting g—; =0, if 5f = (0and g =0, and if
df = 0, (17) can be written as

T EANERI (AR
) 2 ) (B 2t

af>

(18)

Finally, let U and V be two 2 X 2 matrices

. 0
—o o - —1,3 3
U=1 AT
2T (—ia ) —ip ﬂ 0 &
>

-G

f?

UE_)(J;I) = Va(f;l). (19)
2 2

[U=DLllee = C(llaflzeo+[|Bllee) and  [[Vizeo < C(|B oo+ |0 ]| oo+letl|zo0).
(20)

then (18) can be written as

It is clear that

where C is an absolute constant. Hereafter, for any matrix-valued function A(x) :
C" — C" with x € R?, the norm ||A|| < is defined by

[Allzee = sup [|AC)]],
xER2

where || || is the usual matrix norm derived by treating C" as an inner-product space.
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Theorem 0.1. There exists an € > 0 such that if
[t —1zee <& and |[A+ 1 <e, (21)
then for any Lipschitz solution u of (3) vanishing in the lower half plane, we must

have u = 0.

Remark 0.2. Tt is clear that if the Lamé coefficients A and u satisfy (21), then the
ellipticity condition (7) holds.

Proof. Since u is Lipschitz and vanishes in the lower half plane, so does the vector-

valued function
F= G‘) .
2

In view of the definitions of o, «, B, if € of (21) is sufficiently small, then all of them
are sufficiently small as well. By (20), U is invertible and V is small, consequently,
|U='V||o < &' < 1. Therefore, from (19) we have

OF = WOF in C, (22)

where ¥ = U~V and we have identified R? as the complex plane C. Note that here
F : C — C?. Equation (22) is a Beltrami system studied in [9]. It was proved in [9]
that if || W|| 0 is sufficiently small and F vanishes in the lower half plane, then F is
trivial, i.e., u is trivial. For the sake of completeness, we sketch the proof here. We
refer to [9, Sect. 7] for more details. Without loss of generality, we assume that F
vanishes for Jz < 1. Define G(z) = F(/z). Then G satisfies

3G = é\p(ﬁ)aG. 23)

We can see that the differential of G, DG, lies in L”(C) for some p > 4 (see (7.13)
in [9]). In other words, we have

180G < €'|0G]|1r- (24)

Let S be the Beurling—Ahlfors transform, i.e., S = 0. It is known from the
Calder6n—Zygmund theory that

ISlp—1r < ap (25)

for some constant a,,, depending only on p (see [5] for a more precise bound on a,).
Hence, (25) implies

18G]|r < a,||dG | 1. (26)

Combining (24) and (26), we conclude that ||dG|;» = [|dG]|;» = 0 provided ape’ <
1 for some p > 4. The proof of theorem then follows. O
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Now we turn to the general elasticity system (1). Assume that a;; € L satisfies
the ellipticity condition

au(x)EEpipe > SIEP|pl> Y E, peR?, (27)

i.e., the Legendre-Hadamard condition. Due to the symmetry properties (2), for
simplicity, we denote

ain = a,a»n = b,ain = ani = ann = ana =,
ain = apii = d,apn = a2 = ain) = a1 = e,
a2 = dz122 = ax12 = A1 = §-

Componentwise, (1) is written as

81((181141-}-681”2—}-6’82”1+d82u2)+82(681u1 + 681142 + 682111 + gazuz) = O,
01(cOuy+ediur+edru;+g0oruz)+02(doyuy + gojus + gdruy + boruy) = 0.

(28)
For our purpose, we will express (28) as
d1((a—d—1)01uy + (d+ 1)v + cOyup + coruy)
4+ 02((2e — 1)0u; + (e — )w + cOyuy + gorup) =0, @)

31((26 — 1)81142 — (e — I)W + c81u1 + gazuz)
+ 82((b —d— 1)82142 + (d + ])U + g81u2 + g32u1) =0.

Comparing (29) with (12) and (13), it is not difficult to see that (29) can be
transformed to (22) with similar smallness condition on W if |a — d — 2| <
Lb—d-2 < I,ld+1] <€ 1,]le—1] < 1,|c] <€ 1,|g] <« 1. Therefore,
we can prove that

Theorem 0.3. There exists € > 0 such that if

la—d—2|pe <& ||b—d—2|ro <é&|d+ 1| <&,
(30)
le =1lzee < & lcllzoe < &, [lgllzee <,

then if u is a Lipschitz function solving (1) and vanishes in the lower half plane, then
u vanishes identically.

Remark 0.4. Under the assumptions (30), (1) is a slightly perturbed system of the
Lamé system with A, u satisfying (21). Therefore, the ellipticity condition (27)
holds.
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Anisotropic System with Regular Coefficients

One may wonder if |d + 1| < 1 and |e — 1| < 1 in Theorem 0.3 can be replaced
by |d + ko| < 1 and |e — ko| < 1 for ky # 1. For measurable coefficients, it is not
possible since the requirement of |e — ky| < 1 and 2e — kg ~ 1 will force kg = 1.
However, if a, b, d, e are Lipschitz, we can extend Theorem 0.3 to a larger class of
system. Let ko be any fixed constant. Similarly to (29), we obtain that
01((a —d —ko)oyuy + (d + ko)v + cdiups + coruy)
+ 02((2e — ko) 021y + (e — ko)w + cdjuy + goaup) = 0,
01((2e — ko)d1uz — (e — ko)w + cdruy + gdauz)
+ 82((b —d— k0)32u2 + (d + ko)v + galuz + gazul) =0.

€29

Denote d = a—d —ko, & = 2e —ko,b = b—d — ko. Suppose that @ % 0 and b # 0.
Then (31) is equivalent to

01(01(auy) — drauy + (d + ko)v + cdyup + coruy)
+ O2(ea (0 (auy) — draur) + (e — ko)w + cdyuy + gdrun) = 0,
. . . (32)
81(éb_1(81(bu2) — 81bu2) — (e — k())W + cBml + g82u2)

+ 92(92(bu) — dabuy + (d + ko)v + gdyuy + gdruy) = 0.
We set uy = auy, iy = l;uz, then (32) becomes

9101 (ity) — 01aa "y + (d + ko)v + dy (b7 i2) + (@ iny))
+ 02(2a" (92 — 02a@ ") + (e — ko)w + c01(@i1r) + g02(b™'in)) = 0,
31(2b™" (01 (itz) — d1bb™"i2) — (e — ko)w + c01 (@ 'ity) + g02(b™"i12))

+ 0(32(i12) — 02Db™ ity + (d + ko)v + 801 (b "it2) + g0 (@ "ity)) = 0.
(33)

We then express

v = 01u; + 0y = alzlill:ll + 517181121 + 825’%2 + 57182[{2

w = 81142 — 82141 = 815_1122 + 15_181122 - 8221_1ﬁ1 - El_laﬂ:h.
Theorem 0.1. Let kg > 0. Assume that a,b,d,e are Lipschitz and c,g are

measurable. Moreover, suppose that a,b,d, e are constants in R? \ K, where K is
compact set. Then there exists an ¢ = &(ky, K) > 0 such that if
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V(@ —=d)|lre <& [V(b—d)|o < e, lla—d=2e|| <&, [b—d—2e] > <,

ld+kolloe < &, [le—kollLoo < &, [lcllLee < &, [IgllLee < &,
(34
then if u vanishes in the lower half plane, then u is identically zero.

Proof. We first note that when ¢, depending on ky, is sufficiently small, a and b are
strictly positive. Let f; = it; + it} and f, = it, + iity, where i} and it, are conjugate
functions of i; and i1, defined as above. In view of (34), (33) is reduced to

dF = WJF + HF + HF, (35)

where || U] 00 < &, |H||oo < €, |H|lzoo < ¢, and H, H are supported in K. Note
that ¢/ — 0 as ¢ — 0. As before, let G(z) = F(4/z), then G satisfies

3G = é@(\/})BG + H(J2)G + H(J/2)G.

By the Poincaré inequality, we have that
IHG|» + |HG| < & C(|0G ] + [19G]|1r) (36)
for p > 2, where C depends on K (and p). Using (36), we have from (35) that
9G] < €"119G]|.»

with ¢/ — 0 as ¢ — 0. Next, using the same arguments as in the proof of
Theorem 0.1, the result follows. O

Remark 0.2. From the ellipticity condition (7) for isotropic media, it is readily
seen that if k) > 0 and ¢ is sufficiently small, then the ellipticity condition (27)
is satisfied.

Counterexample to Unique Continuation

In this section we will construct a counterexample to the unique continuation
property, which vanishes in the lower half plane, for second-order elliptic systems
with measurable coefficients. Precisely, we consider

Bj(aijkl(x)fikul):O in Rz, (37)

where the coefficients a;;; do not necessarily satisfy the symmetry conditions (2).
For simplicity, we use the following short-hand notations:

11—-1, 12 -2, 21 = 3, 22 - 4,



Unique Continuation for the Elasticity System and a Counterexample. . . 169
ie.,

apiir = di1,aie = di,dier = di3, diie = dig, - elc.
So, the system (37) is written as

d1(anduy + andiuy + aizdau; + ajsdrus)
+ 02(a2101u1 + axdius + ar30ru; + axduy) =0,

(38)
01(az101u1 + az0iur + az30ru1 + azs0ruy)
+ 02(a4101u1 + agpdiuy + as302u; + agadruz) = 0.
As before, we can find v; and v, such that
0201 = a1101u; + ai30z2u1 + adius + aiadau, (39)
—01v1 = a2101u1 + ax30su1 + andius + axdrus,
and
02V2 = a3 01Up + az40ruy + az101u; + azzdauy, (40)
—01V2 = 401Uy + a4a02up + 410111 + as302u;.

Here we will use a different reduction from the one used in section “Elasticity
System with Measurable Coefficients.” The method is inspired by Bojarski’s
work [7]. Denote

o = (a11 + az3) + i(a21 — a13)
3 ,

b =an +iay, m = ay+iaxy.

_ (a1 —ax) + i(az + aiz)

B 5 :

Letfi = u; + ivy and o = up + ivy, then we can compute that
0= (1+a)ifi + B19fi + B1dfi — (1 —a)dfi + &101u2 + Moy
= (1 +a)dfi + B10fi + B10fi — (1 — a1)0fs + %(5f2 +3f + oz + 3h)

+ 20— 8 — 0+ )

= (L +a)dfi + B1ofi + B1dfi — (1 —an)dfy + (% + %)@Cz + (é——1 - n—l.)afz
i 2 21
O Mmoo 8 mas
G TR G )%

(41)
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Likewise, we denote

o — (asy + aas) + i(ag — azq)

_ (az —ags) +ilan + azs)
) -

B2

2 ’ 2 ’
$r = a3y +iasy, M = azz + iag,
then we obtain
3 e v é’z M. 3 é'z 2
0=(1+02)dfr + B23f2 + B23fa — (1 —a2)dfr + (5 + wal + (5 - 5)3f1
é’z M. o= é’z m =
= - =)0 =+ —=)dfi.
+ G =D+ G+ 2T
(42)
Putting (41) and (42) in matrix form gives
AOF 4+ BOF + COF + DOF =0 in C, (43)
where F' = (j;l) and
2
A= ;‘Hxl%_’%l . B= EIBI §+i% ’
2 =i Tt c it p
(44)

Note that D = A — 21,. Conversely, it is easy to see that, given any 2 x 2 complex-
valued matrices A, B, C, D satisfying B = C and D = A — 2, and (43) with
F = (u1 i l_vl), then, writing A, B, C, D as in (44), we can find real numbers
175) 1y
apy,dp, -+ ,das such that (39) and (40) hold, and hence (38) is satisfied.
It was proved in [9] that there exists a 2 x 2 complex-valued matrix Q € L*°(C)
with

[Ollze(c) <k <1 (45)

and a nontrivial Lipschitz function F : C — C? vanishing in the lower half plane of
C such that

OF + Q0F =0 in C. (46)
Adding Ax(46) and B x (46), for any A, B, gives

AJF + BIF + AQIF + BOOF =0 in C. (47)
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Comparing (43) with (47), we hope to find A, B, C, D satisfying
B=C=AQ, D=BQ, D=A-2l. (48)
To fulfill (48), we begin with
A—2L =D = AQOQ,
which implies
Al — 0Q) = 21,. (49)

In view of (45), we have that | QQ||zos(c) < k> < 1 and hence I, — QQ is invertible.
In other words, (49) gives

A=2(L-00) "

Once A is determined, we can find C and, of course, B. Hence the relations in (48)
hold. Finally, in view of the definitions of «;, 8;, {;, j,j = 1,2, there exists a unique
fourth rank-tensor (a;jx(x)) producing A, B, C, D which were determined above.

With such A, B, C, D obtained above, there exists a nontrivial solution F : C —
C%ie, F = F, vanishing in the lower half plane of C and satisfying (43) (and
hence, (47)), i.e.,

AJF + AQOF + AQIF + AQQJF =0 in C. (50)
As mentioned above, (50) is equivalent to the second-order system (38) with
corresponding coefficients (a;ju(x)). Now we would like to verify that this second-

order system is elliptic. The meaning of ellipticity will be specified later. We first
show that LyF := dF 4+ QOF is equivalent to a first-order uniformly elliptic system.

Let us denote
F— (ul + l:Ul) ’
Uy + 1vy

2IF = ((31M1 — dv1) +i(dv1 + 82u1))
(811/{2 — 821)2) + i(81v2 + 32142)

then

and

20F = ((81”1 + dav1) +i(d1vy — 32”1)) ‘
(01uz + 02v3) + i(01v2 — dauz)
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Let Q = Q, + iQ;, then 2LyF can be put into the following equivalent system

u u uy
L ur | _ (12+Qr -0; )81 u +( 0, —12+Qr) 9, w |
VU1 O L+0, v L—-0 0O vy
1%) 1%) 1%
(51)
ie,2LgF =G = (g1) = (Wl + l.zl) is equivalent to
82 Wy + 122
up w1
L us _ w»
U1 21
%) 22

For simplicity, we denote

R:(b+® %Z) mdsz( o —b+®)
Qi 12 + Qr 12 - Qr Qi

Now we want to show that (51) is uniformly elliptic, i.e.,
det(@R + BS) = c(@®> + B*)?, V z€C, (a,B) e R? #0, (52)

where ¢ = ¢(k) > 0. To prove (52), we first observe that

s:( 0 —h+Q0=(b—® Qi)J
L-0 Q -0 L-0

0 -5
J= .
(12 0)

aR+ BS =a(ly + E)+ By — E)J = (aly + BJ) + E(aly — BJ), (53)

E = (Qr _Qi) .
Qi Qr

From (45), we have that for E : R* — R*

where

Therefore, we obtain that

where

IE] oo ey < k. (54)
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It is easy to see that

(s + BNZ|| = (@ls = BNZ] = V2 + B2 ||Z]|, ¥ ZeR" (55)
Combining (54) and (55) gives
det(aR + BS) = det(aly + BJ)det(ly + (aly + BJ) 'E(aly — BJ)) > c(a® + p2)?

with ¢ = ¢(x) and (52) is proved.
Now we want to consider

2(3F + QOF + Q(IF + Q 9F)) = 2LyF + 20LoF. (56)
It is easy to see that
onF = (7).
Wy — 122

which is equivalent to

u wi

A u Al W

i |l =1]"1.
1%} 21
(%) 22

where

Consequently, (56) can be written as

uj up

(R + EIR)d, | "2 | + (s + El5)d, | 12
U1

U2 U2

It is clear that
det(a(R + EIR) + B(S + EIS)) = det([aR + BS] + EI[aR + BS])
= det(aR + BS) - det(l + EI)
> c(a® 4 B2)°.
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Finally, let us denote A = A, + iA; and
i A, —A; 7
A; A,

AJF + AQOF + AQIF + AQQOF = 0 (57)

then

is equivalent to the first-order system

Ui uj
A 5 u | 5 5 )
A(R + EIR)0, v + A(S + EIS)0; o | = 0. (58)
1 1
Vo U2
Since detA > ¢ > 0, we immediately obtain that
det(¢A(R + EIR) + BA(S + EIS)) > c(a® + B> (59)

We would like to remind the reader that (57) is equivalent to (39) and (40) (and (38)).
Now we return to the system (39) and (40), i.e.,

02v1 = ay101u1 + a1302u1 + a0y + a40sus,
—01v1 = ax 01Uy + andouy + andius + axdius,
and

{ 02V2 = a3 01Uy + azs0ruy + az01uy + azzdauy,

—01V2 = apdius + asaots + as01uy + as302u;.

We put this system as

ajpa;p 00 u a3 aig —1 0 u
axi a» 10 9 up | | @23 az 0 0 9, u | _ 0. (60)
azp ax 00 vy az azg 0 —1 vy
asy ap 01 05 agz asgs 0 0 05

which is equivalent to (58). From (59), we have that
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c(ot2 _I_ /32)2
< det(@A(R + EIR) + BA(S + EIS))

ai; a2 00 aizay —1 0
ax ax» 10 axp ay 0 0
= det
“1 asz; a3 00 MG a3 azg 0 —1
as as 01 a3 aze 00
ajpapp 00 aizay—1 0
— det| o |8 ax 00 + B azz az 0 —1
ax axp 10 axp ay 0 0
az azp 01 agz az 00

apa + auf ana +apf —p 0
aypa + ayup ana +anf 0 —p
ana + auf ana +anf a 0
apo + auP ano +anf 0 o

= det

¢ (€l120l2 + a1s0f + anaf + axf? ane® + azeP + anap + a23.32)
€ 2 2 2 2]
ayna” + ayof + apaf + awuP’ aze” + azzof + anaf + ap
(61)

It follows from (61) that for any & = (&1, &) # 0, the 2 x 2 matrix (Zj.k aij(2)§i&r)
satisfies .

|det(Y " azu(2)EE)| = clg]*. ¥ zeC. (62)
ok
In summary, we have shown that

Theorem 0.1. There exists a nontrivial vector-valued function u = (u,us)" :
R? — R? vanishing in the lower half plane solving a second-order uniformly elliptic
system (37), in the sense of (62), with essentially bounded coefficients.

To prove Theorem 0.1, we used a reduction different from the one given in
section “Elasticity System with Measurable Coefficients.” It is natural to investigate
whether the reduction used here can be applied to prove positive results stated in
section “Elasticity System with Measurable Coefficients.” We only discuss the Lamé
system. Comparing (8), (9), and (38) implies

ang =A+2u, apn=a3=0, ay = A,
ay) = axy =0, ap =an =,
as) = a3 =0, azp = az3 = [,

ag = A, ap =a;3 =0, ag = A+ 2.
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By the definitions, we see that

A+3 A+ .
o = M,ﬂ1= M,§1=l,u, n = A,
2 2
A+3 A+ .
o =— M,ﬁz=—TM, H=il, m=pu,

and thus,

A3 i At i
A= (TETRT W) g (0 kAN
J0— g 1+ 2 S0 -

_ (A Sw-)

- ( 50— ) —1+”%)‘

Now if 4 ~ 1 and A ~ —1 as in Theorem 0.1, then B & 0, C =~ 0, but

A~ 2‘1 D= 0.1 .
—i2 —i 0

In other words, (43) corresponding to the Lamé system cannot be put into the form
OF = WIF
with || V]| < 1.
On the other hand, if the coefficients (a,,) of (38) satisty

{na,,q— oo < & for pg = 11,23,32, 44, )

”apq”Loo < ¢ for all other pg's
with a sufficiently small ¢, then
|A =20 g0 < cg, ||Bllree = ||Cllzee < ce, ||D]lree < ce

for some constant c. For this case, we can prove that the global unique continuation
property holds as in the proof of Theorem 0.3. It is not hard to see that the
second-order system (38) with coefficients satisfying (63) is elliptic in the sense
of (62). In fact, we can even show that (a,,) = (a;u) satisfies the strong convexity
condition (6) (and, of course, the Legendre-Hadamard condition (27)) provided &
is small. To see this, it suffices to consider a;; = ajii1 = 1, a3 = apo = 1,
axn = a2 = 1, ays = axoy = 1, and all other a,,’s are zero. Then we have that
for any 2 x 2 matrix § = (&)

aijklé]i%_; = ann§ & + a6 + annlE] + amn&i € = €
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which implies (6) for small e. The class of second-order elliptic systems (38)
satisfying (63) contains a special class of hyperelastic materials, where only the
major symmetry property a;jx = ax;; holds.

A counterexample to the strong unique continuation for (22) was constructed in
[8] (see also related article [12]). The counterexample given in [8] shows that there
exists a nontrivial function F' vanishing at O to infinite order satisfying

OF + QOF = 0,

where Q(x) € C?*2 is continuous and vanishes at 0 to infinite order as well.
Based on this example, using the same framework as above, we can construct a
counterexample to strong unique continuation for second-order elliptic systems with
continuous coefficients in the plane. Observe that for the extreme case Q = 0, we
have A = 2] and B = C = D = 0. Consequently, we see that

ayp =axp =axn =ay =1

and all other ap,’s are zero. Therefore, when x is near 0, Q is sufficiently small,
which is exactly the case we discussed in (63). In other words, for the second-
order elliptic system with coefficients satisfying (63) and the strong convexity
condition (6), the global unique continuation property holds, in spite of the fact
that there are examples showing that the strong unique continuation property fails.
Furthermore, we want to point out that the counterexample to the strong unique
continuation for (37) we constructed is a small perturbation of the Laplacian A near
the origin. In section “Elasticity System with Measurable Coefficients” we have
shown that the Lamé system with A ~ —1 and p & 1 can be written as a small
perturbation of the Laplacian. Therefore, this counterexample strongly suggests that
the Lamé system with measurable coefficients, even when A &~ —1 and p &~ 1, does
not possess the strong unique continuation property. Moreover, this example or an
earlier example constructed in [4] also suggests that the strong unique continuation
property for the anisotropic elasticity system even with continuous coefficients is
most likely not true.
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Hardy Spaces of Holomorphic Functions
for Domains in C" with Minimal Smoothness
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Abstract We prove various representations and density results for Hardy spaces of
holomorphic functions for two classes of bounded domains in C", whose boundaries
satisfy minimal regularity conditions (namely the classes C? and C"!, respectively)
together with naturally occurring notions of convexity.
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Introduction

Here we discuss the interplay of the holomorphic Hardy spaces with the Cauchy
integrals, and with the Cauchy—-Szeg6 projection,' for a broad class of bounded
domains D C C" when n > 2. We make minimal assumptions on the domains’
boundary regularity. While such interplay is fairly well understood in the context of
one complex variable (that is, for D C C, see [20, 33, 42, 43] and references therein)
the situation in higher dimensions presents further obstacles, both conceptual and
technical in nature, which require a different analysis.
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At the root of all these questions are three basic issues.

First, the fact that for any bounded domain D C C" whose boundary is of class
C? there are two characterizations of the Hardy space H”(D), see [61]:

The holomorphic functions F for which

| N(F) |l op.doy < 00, (1)

where N (F) is the so-called nontangential maximal function of F, see (4) below,
and do is the induced Lebesgue measure on the boundary of D. Alternatively,

sup / [F(W)|P do,(w) < oo. 2)

O<t<c
webD;

where {D,}, is an exhaustion of D by appropriate subdomains D;. The quantities (1)
and (2) give equivalent norms of the space H?(D), which is also known as the
Smirnov class, see [20]. Such F have (nontangential) boundary limits

f=F.

If HP(bD, do) denotes the space of such functions, then H?”(bD, do) is a closed
subspace of L?(bD, do). Moreover the Cauchy—Szegé projection S can then be
defined as the orthogonal projection of L?(bD, do) onto H?(bD, do).

Second, if in addition the domain D is strongly pseudo-convex, we know
(by [47]) that D supports an appropriate Cauchy integral C and a corresponding
Cauchy transform C, which is a bounded operator on L”(bD, do), 1 < p < oo.

Third, a combination of the above facts leads to the following consequences:

* The approximation theorem (Theorem 10): the class of functions holomorphic in
a neighborhood of D is dense in H?(D), 1 < p < oo, and correspondingly their
restrictions to bD are dense in H?(bD, do).

¢ The fact that when f € LP(bD, do) then f € HP(bD, do) if and only if f = C(f)
(Corollary 11). Related to this is the conclusion that the image of L”(bD, do)
under C is exactly H?(bD, do’) (Proposition 8).

 The identities SC = C and CS = S which hold in L?(bD, do’) (Proposition 12).
These are crucial in the proof (given in [47]) of the L”(bD, do)-boundedness of
S, 1 <p<oo.

¢ A further characterization of H”(bD, do) as the space of those f € LP(bD) for
which f = S(f) (Proposition 13).

The results given in Proposition 8 and Corollary 11, Theorem 10, Propositions 9
and 12 also hold for C"*! domains that are strongly C-linearly convex. For these one
uses the LP estimates of the Cauchy—Leray integral given in [46], together with a
suitable modification of Lemma 14. These will appear in a future publication.

We point out that analogous statements apply to the weighted spaces
L?(bD, w do) (resp., H?(bD, w do)) whenever w is a continuous strictly positive
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density on bD: these weighted measures include the so-called Leray—Levi measure
considered in [46, 47]. But note that the space L’ (bD, ® do) (resp., H? (bD, w do))
contains the same elements as L”(bD,do) (resp., HP(bD,w do)) and the two
norms are equivalent, and so we will continue to denote both of these spaces
simply by I7(bD) (resp., H”(bD)). However the distinction between L?(bD, do’)
and L2(bD, w do) becomes relevant when defining the Cauchy—Szegd projections
because these spaces have different inner products that give different notions of
orthogonality, and so we will distinguish between the two orthogonal projections S
and S,,.

The structure of this paper is as follows. In section “Preliminaries” we collect the
main definitions along with a few, well-known features of the spaces H”(bD) for
any bounded domain D of class C2. In section “The Role of the Cauchy Integral”
we restrict the focus to the strongly pseudo-convex domains and establish various
connections of H”(bD) with the holomorphic Cauchy integrals that were studied in
[47]; in particular, we give the proof of Proposition 8 and of Corollary 11, and use
these results to establish an operator identity that directly links our Cauchy integrals
to the Cauchy—Szeg6 projection (Proposition 12). The approximation theorem for
‘HP(bD) is also proved in section “The Role of the Cauchy Integral” (Theorem 10).
In section “Further Results” we give a further characterization of H”(bD) as the
range of the Cauchy—Szeg6 projection for D, again for D strongly pseudo-convex
and of class C? (Proposition 13). In the appendix we go over the more technical
tools and results that are needed to prove Theorem 10.

Lastly, in the References we provide a number of papers, including
[1-19, 21-32, 3441, 48-60, 62, 63], that offer further insight on the vast literature
on Hardy Spaces.

We remark that this paper complements and at the same time is complemented by
the paper [47], in the following sense. Part I of [47] is needed to prove the results in
section “The Role of the Cauchy Integral” of the present paper. On the other hand,
section “The Role of the Cauchy Integral” in this paper (in particular Proposition 12)
is needed in Part II of [47]. There is no circularity in our proofs, as Part I of [47]
is independent from Part II in that same paper. Finally, the results of Part II in [47]
(along with section “The Role of the Cauchy Integral” in this paper) lead to the
proof of Proposition 13 in section “Further Results” of the present paper.

Preliminaries

Here we recall the main definitions and basic features of the theory of the
holomorphic Hardy spaces for a domain D C C". While all results are stated for
the induced Lebesgue measure do, they are in fact valid for any measure that is
equivalent to do in the sense discussed in the previous section (in particular for the
aforementioned Leray—Levi measure). Thus we will drop explicit reference to the
measure and again write L”(bD), H? (bD), and so forth.
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Most proofs are deferred to [61, Sects. 1-5 and 9—10] and [20], where references
to the earlier literature can also be found. To simplify the exposition we limit this
review to the case 1 < p < oo, however we point out that what is needed for p = co
is a trivial consequence of p < oo.

The only assumptions on D that we need to make at this stage are that D
is bounded and it is of class CZ. In fact the class C'*T¢ would suffice here; the
requirement that the domain D is of class C? will be needed in section “The Role of
the Cauchy Integral” and onwards, when we deal with pseudo-convex domains.

Small Perturbations of the Domain

Starting with our original domain D we will need to construct a family of domains
{D,} where t is a small real parameter. We recall that since D is of class C? it admits
a C?-smooth defining function p : C* — R such that

D={p<0}, bD={p=0} and Vp # 0onbD.
Then for each real r which is small we consider
p=p+t and D, ={p, <0}, sothat bD, = {p, = 0}.

Note that with this notation we have Dy = D and furthermore D, C Dy if t > 0,
whereas Dy C D, if t < 0. We will also need an appropriate bijection between bD
and bD,. This is given by the exponential map of a normal vector field, which we
denote ®, : bD — bD,, and whose properties are detailed in the appendix.

Hardy Spaces

When 1 < p < oo and ¢ is a small positive constant, the class H” (D) is defined as
the space of functions F' that are holomorphic in D and for which (2) holds with D,
as above and ¢ > 0. (Note that therefore D, C D.) We take the norm ||F||gr(p) to be
the p-th root of the left-hand side of the expression (2).

We recall some basic properties of H”(D). First, the space is independent of the
specific choice of defining function that is being used (i.e., another defining function
will give an equivalent norm). Also, one has the following fact about convergence
in H?(D):

If a sequence {F} C HP(D) is uniformly bounded in the norm, and F, — F
uniformly on compact subsets of D, then F € HP (D).

A key feature of functions in H” involves nontangential convergence. To describe
this we fix a convenient nontangential approach region for each point w € bD. With
B > 1 fixed throughout, set '(w) = {z € D : |z —w| < Bdist(z,bD)}, where
dist(z, bD) is the usual Euclidean distance of z € D from the boundary of D. Then
if F € HP(D), one knows (see [61, Theorem 10, Sect. 10, and its corollary]):
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lim F(z) = F(w) exists for a.e. w € bD . 3)
€0 (w)
N(F)(w) := sup |F(z)| € L”(bD) “4)
zel'(w)
IFlwo ~ IFlpeny ~ INE)lpen (5)

The above allow us to define the Hardy space in terms of the boundary values F
of F € H?(D). More precisely, the Hardy space H? (bD) consists of those function
f € I?(bD, do’) which arise as

F=f, forsome F e H'(D).
If we take

|lf||HP(bD) = ”f”LP(bD)

then (5) shows that

12wy =~ 1F e o) 6)

and in this sense the spaces H” (D) and H? (bD) are identical with equivalent norms,
and we will henceforth refer to either one of H” and H” as “the Hardy space.”
It follows that (1) gives an alternate characterization of H?.

Connected with this is the fact that whenever F € H?(D), one has

F(z) =P(f). with zeD,

where P, (f) is the Poisson integral of f, that is,

F) = P = / ) fw) dos ().

webD

The characteristic property of the Poisson kernel P, (w) is that it gives the solution
of the Dirichlet problem for the Laplace operator for D with data f. Namely, if f
is any continuous function on bD, and we set u(z) = P.(f)(z), then u is harmonic
in D, it extends continuously to D and u(w) = f(w) whenever w € bD. More
generally, if f € L7(bD), then iu(w) = f(w) for o-a.e. w € bD and furthermore,
IN @)l @py < If | @p)- The fact that

sup P.(w) <¢;, if t>0, @)
implies that a Cauchy sequence {F}}; C H?(D) has a subsequence that is uniformly
convergent on any compact subset of D to a function F, which is in fact in
H? (D), from which the completeness of H?(D) is evident. Thus (6) shows that
‘H?(bD) is a closed subspace of L?(bD). Moreover, one has the following simple
characterization.
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Proposition 1. Suppose f € LP(bD). Then f € HP(bD) if, and only if, u(z) = P,(f)
is holomorphic in D.

Indeed, if f € HP(bD), then there is F € HP(D) such that F = f. But
one also has P.(f) = f, and we conclude that P.(f) = F(z).z € D, by the
uniqueness of the solution of the Dirichlet problem for harmonic functions with data
f € LP(bD). Conversely, if P,(f) is holomorphic in D, then by the aforementioned
estimates for the solution of the Dirichlet problem with data f € LP(bD) and by
the equivalence (5), we have that P.(f) € H?(D) and furthermore, that P.(f) = f,
showing that f € ‘H?(bD) with F(z) := P,(f),z € D.

Proposition 1 has the following immediate consequence which, of course, is
interesting only when p, > p;.

Corollary 2. Iff € HP'(bD) N LP2(bD), then f € HP2(bD).

Indeed, first note that u(z) = P,(f) is holomorphic in D by Proposition 1 (because
f € HPY(bD)). From this we conclude that f € #H?2(bD) again by Proposition 1
(because f € [P2(bD) and P,(f) is holomorphic in D).

The Role of the Cauchy Integral

In this section we come to terms with the main issue that arises in the context of
several complex variables, namely, the fact that there is no canonical, holomorphic
Cauchy kernel for D C C" when n > 2. For this reason we need to impose
the additional restriction that our domain be strongly pseudo-convex and of class
C?, so we may apply the results of [47, Part I], where the existence (and explicit
construction) of a family of holomorphic Cauchy kernels is established, along with
I7- and Holder-regularity properties of the resulting integral operators.

Holomorphic Cauchy Integrals

The proofs of the statements in this section can be found in Part I of [47]. Here we
briefly recall the main ideas and ingredients in the proofs.

¢ Taking p : C* — R to be a strictly plurisubharmonic defining function of D,
one begins by constructing a family of locally holomorphic kernels, denoted
{C!(w, 2)}, by applying the Cauchy—Fantappié theory, see [45], to a perturbation
of the Levi polynomial of D in which the second derivatives of p (which are only
continuous functions of w € D) are replaced by a smooth approximation z.. One
then achieves global holomorphicity by adding to each such kernel the solution
of an ad-hoc 0-problem in the z-variable (for fixed w in a neighborhood of bD),
whose data is defined in a (strongly pseudo-convex and smooth) neighborhood
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Q of D; we denote such solution Cf(w, 7). The outcome of this procedure is a
family of globally holomorphic kernels {C, (w, z)}.:

Ccw,2) = C!(w,2) + C2(w,2), 0<e<e (8)

which are holomorphic in z € D whenever w is in bD. More precisely, each of
the C¢(w, z)’s is defined in terms of a denominator >~" (w, z), where > (w, z)
is a holomorphic function of z € D (and of class C! in w € Q) that satisfies the
following inequalities uniformly in 0 < € < €p:

Re > (w,2) > ¢/(—p(z) + |w—2z|?), forzeD, webD, 9)
and
Re > (w.2) = ¢(p(w) — p(2) + [w —z]) (10)

for z and w in a neighborhood of »D. We denote the resulting integral operators
by C,, that is,

CSf(r) = /f(w)CE(w,z), z€D.

webD

From now on we are only interested in the properties of these operators for a fixed
(small) value of €. Thus we will drop explicit reference to € and will write C for C,,
C(w, z) for C.(w, 2), g(w, z) for > (w, z), and so forth.

The key properties of C are summarized in Propositions 3 and 4 below.

Proposition 3.

(1) Whenever f is integrable, C(f)(z) is holomorphic for z € D.
(2) If F is continuous in D and holomorphic in D and

f=r
bD

then C(f)(z) = F(z), z € D.

e An important feature of the Levi polynomial of D is that it determines a
quasi-distance function d(w, z), defined for w,z € bD, that exhibits borderline
integrability:

/ a(w,2) " do(w) < cp 1P / dw,2) " Pdo(w) <cgr? (1)
weB,(2) w€ebD\B,(z)

for0 <r < 1land B > 0, where B,(z) = {w € bD | d(w,z) < r}.
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Then one has the following extension result (proved in Part I of [47]):

Proposition 4. Iff satisfies the Holder-type condition:
[f(w) —f(2)| < cdw,2)”, w,z€bD. (12)

then C(f) extends to a continuous function on D.

It follows from this proposition that one may define the Cauchy transform C as
the restriction of C to the functions on bD that satisfy the Holder-like condition (12),
that is,

C(f) = C(f)|bD for f as in (12).

Note that with the notation of section “Small Perturbations of the Domain” we have

C() =C().

The Cauchy transforms have the following regularity properties (proved in Part I
of [47]).

Theorem 5. The operator C initially defined for functions satisfying (12) extends
to a bounded linear transformation on LF (bD, do), for 1 < p < oo.

Proposition 6. Forany 0 < o < 1, the transform C : f + C(f) preserves the space
of Holder-like functions satisfying condition (12).

Stability Under Small Perturbations of the Domain

We should note that when |¢| is small, the approximating domains D, that were
defined in section “Small Perturbations of the Domain” are strongly pseudo-convex
as a consequence of the assumption that D is strongly pseudo-convex. It turns out
that the Cauchy kernel C(w, z) that was introduced in the previous section for the
original domain D works as well, mutatis mutandis, for the domains {D,};. More
precisely, we have:

Proposition 7. If |t| is sufficiently small, the kernel C(w,z) given by (8) has a
natural extension to z € D; and { € bD,. The corresponding Cauchy integral
operator CY for D,, defined as

CY (o) = / F©)C.2). zeD,

tebD,
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satisfies the following properties:

(1) Whenever f is integrable on bD,, C?(f)(z) is holomorphic
for z €D, _
(2) If F is continuous in D; and holomorphic in D, and

F-d
bD,
then CO(f)(z) = F(z), z € D,.

We point out that this proposition includes the result for the Cauchy integral of
D (Proposition 3) as the case t = 0.

Proof. To construct the extension of the kernel we begin by noting that g(w, z) still
satisfies the inequality analogous to (9) for z € D;, { € bD,, when p is replaced by
p: = p + t. Namely, we have by (10) that

Re (g(¢.2)) = c(=pi(x) + 1 —2*). when ze€D,, ¢ e€bD,.

(Note that using p; in place of p does not change the definition of g.) Hence if we
take

o= [focca. e,

tebD,

where

G(£, 2) AN(0G(E, 2))"!
g, 2"

C'(¢o) =

then C'! is a Cauchy—Fantappié integral for D; whose kernel is holomorphic for
7z € D, close to ¢ € bD,. Next, as pointed out in, e.g., [45, Lemma 7] and [44,
Proposition 3.2], there is a smooth, strongly pseudo-convex domain @ that contains
D; for |¢| sufficiently small, with the property that H(Z, z) := —0,C' (¢, z) is smooth
when z € @, and is continuous in { € bD,. We may thus consider the correction
operator C? and its kernel CZ(Z ,7) as described in [47, Part I] and references therein,
however now for z € @ and ¢ € bD;, so that

3,C*(,z) = —C'(¢,z) whenever z €@, ¢ €bD,,

and set

CO2() () = /f@)cz(az), forz € D, .

rebD,
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Then if CO(f) = COL(f) + CO2(f) , we have

COF)() = /f@) C(t.2), zeD

bD;

where C(¢,z) = C'(¢,z) + C*(¢,z) is in fact the kernel of C (the Cauchy integral
for the domain D that was defined in section “Holomorphic Cauchy Integrals”) and
so it is independent of . It should be clear from the above that (1) and (2) hold.
Namely, C(¢, z) is holomorphic in z € D, for any ¢ € bD,; and if F is holomorphic
in D, and continuous in D,, we have that

F(z) = /f‘({) C(¢,z), for zeD, and|t]small, (13)
webD,

where

f=F|bD,'

Hardy Spaces and the Cauchy Integral
The following proposition gives the first link between the Cauchy integral and
H? (D).

Proposition 8. Suppose f € [P (bD,do), 1 < p < oo, and let F(z) = Cf(z), z € D.
Then, F € H? (D) and

1Fllw o) < fller@op.do)-
Moreover, we have that C(f) € HP(bD,do) .

Proof. We let {g;}x be a sequence of smooth (say, C') functions so that g, — f in
the L” (bD, do)-norm. Let

Fie = C(8k) -
Then by Proposition 4, Fy, is holomorphic in D and continuous on D, and
Fye=Fil,, = Clg0) .

by the definition of the transform C. So {F}; C HP(D), and

1Fx — Fillwr ) < I1C(gk — g)lrwny < llgk — &illr oy »
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with the first inequality due to (5), and the second due to the L”-boundedness of
C ([47, Theorem 7]). This shows that {F}}, is a Cauchy sequence in H”(D) and it
follows from (7) and the comments thereafter that {F}}; has a subsequence (which
we keep denoting {F}) that converges uniformly on compact subsets of D and
therefore in H”(D) to a limit F which is thus in H?(D). Since as we have seen
I Fillar ) < llgkllspy» this yields the first assertion.

The fact that C(gx) € H?(bD, do) (recall that C(gi) = Fy with F; € H?(D)), and
the continuity of C in the L”(bD, do’)-norm ([47, Theorem 7]), then shows that

C() = klggo C(gk) € H'(bD, do).

This proves the second assertion, completing the proof of the proposition. O

The operator C” that appeared in Proposition 7 will be used in the proofs of the
next two results. Specifically, the situation when 7 > 0 (for which D, C D) arises in
the proof of Proposition 9 below, whereas the case ¢ < 0 (for which D C D) will
occur in the proof of Theorem 10 in the next section.

Proposition 9. Suppose F € H’(D) and f = F. Then,
F(z) = C()(z), zeD.

The assertion above is an elaboration of [47, Proposition 5], in which F was taken
to be in the subspace of H”(D) consisting of the functions that are holomorphic in
D and continuous on D.

Proof. For t > 0 we consider the Cauchy integral C® for the region D, that was
defined in section “Small Perturbations of the Domain” and then pass to the limit
ast — 0.

To this end, first note that by (13), for any fixed z € D, we have

F(z) = / F(¢)C(¢,z) for t >0 and sufficiently small

bD;

because F is holomorphic in D, and continuous on D,. We may now use the bijection
®,: bD — bD, that was described in section “Small Perturbations of the Domain”
to express the identity above in the equivalent form

F) = / F(®,(m)J,w) C(,(w). 2) (14)

bD

via a corresponding formulation of the change of variables formula (21) (given in
the appendix below). Since J; — 1 uniformly on D, and the coefficients of C(w, z)
are continuous in w in a neighborhood of D, then J,(w)C(®;(w),z) converges to
C(w,z) as t — 0, uniformly in w € bD; moreover, the convergence of ®,(w) to w
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is nontangential. Thus (3) and the dominated convergence via the maximal function
N (F) show that the integral in (14) converges to

/F(w) Con2) = CH)().

bD

The proposition is therefore proved. O

Density Properties of H? (bD)

There are two realizations of H”(bD) that follow from the previous results for C
and C. The first is in fact a basic approximation of H”(bD). We define Hy(bD)
to consist of all functions f that arise as restrictions to »D of functions F' that are
holomorphic in some neighborhood of D (which need not be fixed and may, in fact,
depend on F).

Theorem 10. For each p, 1 < p < 0o, we have that Hy(bD) is dense in HP (bD).

In particular, the space of functions that arise as restrictions to bD of functions
that are holomorphic in D and continuous on D is dense in H” (bD).

Proof of Theorem 10. We denote by H,(bD) the space of functions f on bD that
satisfy the Holder condition (12) and moreover, arise as

f=F,

with F holomorphic in D and continuous in D. Note that Hy (bD) C He (bD).

The proof of the proposition is given in two steps: in the first step we show that
H, (bD) is dense in 7 (bD). Let f € HP(bD), with F = f, where F € H? (D). Note
that by Proposition 9 we have

C(f) = F.

Now let {A,} be a sequence of C!-functions on hD (which automatically satisfy (12))
so that

hl‘l 9\]“

in the L7 (bD)-norm, and set F,, = C(h,). As in the proof of [47, Proposition 6], we
see that F), is holomorphic in D and continuous in D. Let

fn = Fn = C(hn)
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Then by Proposition 6 we have that f,, is Holder continuous in the sense of (12) and
we conclude that

{fi}n C Ho(bD).

We claim that f, — f in H?(bD). Indeed by the definitions of F, and of F we
have that

F,—F=C,—f),
and Proposition 8 thus grants that

1Fw — Fllae o) < llhn = fllrepy — 0.

On the other hand by (6) we also have
IFs = Fllaro) ~ |Fy — Fllwep) = s — fllren

from which the desired convergence follows.

In the second step of the proof of Theorem 10 we show that any f € H,(bD) can
be approximated uniformly on bD by a family {F,}, of functions whose boundary
values are in Hy (bD). To construct such a family we use the Cauchy integrals {C?},
for the domains D; that were defined in section “Small Perturbations of the Domain”
for negative t (note that then D C D,), and apply them to a suitable transposition of f
to bD,. More precisely, given f € H,(bD) we define f by requiring that f(®,(w)) =
f(w) if t is negative and sufficiently small. (Here ®; : bD — bD; is again as in
section “Small Perturbations of the Domain.”) Now define

Fi(z) =C?(f)(z), zeD, t<0 andsmall,

where we recall that
@ i= [ e,
webD;

is the aforementioned Cauchy integral for D,. Then by part (1) of Proposition 7
we have that each F; is holomorphic in D; and so its restriction to bD belongs to
Hy (bD).

It will suffice to show that

Fi(z) = f(z) uniformly forz € bD, ast— 0.
To this end, note that

E@=ﬂ@+/ﬁ@—ﬂm0@@,zem> (15)

rebD,
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because

/C(Z,z) =1 forzeD,

rebD,

by conclusion (2) of Proposition 7. By an analogous formulation of the change of
variables formula (21), the identity (15) can be rewritten as

Fi(2) =f(2) + /[f(W) —f(@)]Ji(w) C(®,(w),2), z€bD. (16)

we€bD

We point out that a corresponding representation for C(f) was given in [47, (3.2)],
namely

C(Hi) =f(z) + /[f(w) —f(z)] Cw,z), z€bD. 17
webD

We next remark that whenever f € H, (bD), one has

CH)y=r. (18)

To see this, we write f as F , for some F € H?” (in fact for F holomorphic in D
and continuous on D). Then it follows by Proposition 9 that Cf = F on D; by
Proposition 4, this identity extends to D, and (18) then follows by the definition
of C. Combining (18) with (17) we obtain

1@ =r@+ [Im -] Cona). z€bD.
webD
Subtracting the above from (16) we find
Fi(z) —f(z) = I,(z) + II,(2)
where

Ii(z) = /(f(W) —f@) [C(®,(w),2) = C(w,2)],

webD

and
1) = /(f(W) —£) [1w) — 1] C(@,w). 2),
webD

To treat I;(z), we break the integral on bD into two parts: when d(w,z) < a and
d(w,z) > a. To study the integration in w where d(w,z) < a, we invoke the
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following inequality concerning the denominators > (w, z) that were described in
section “Holomorphic Cauchy Integrals,” which is a consequence of Lemma 14 in
the appendix below,

|g(®;(w).2)| Z |g(w,z)|, for w,z e bD. (19)

Assuming for now the truth of this inequality, we see by the Holder-regularity of f
that the integrand above is bounded by a multiple of
1

—d(w’ Z)Z’l d(W, Z)a .

Thus, by (11) the integral on the set where d(w, z) < a is majorized by a multiple of

/ d(W, Z)—2n+a 5 aoz .
d(w,z)<a
On the other hand, by the continuity of C(w, z) where d(w,z) > a, we see that
integration over this set gives a quantity that tends to O uniformly as ¢+ — 0. Since
a can be chosen arbitrarily small, this shows that the first term 7;(z) tends to O as
t — 0, uniformly in z € bD. The second term II;(z) can be treated similarly to

conclude that 1I,(z) — 0 uniformly in z € bD, as well.
Combining all of the above, we conclude that

sup [Fi(z) —f(x)) >0 ast—0,
Z€EDD

and the proposition is established. O
Our second characterization of H” (bD) is as the range of the Cauchy transform C.

Corollary 11. Suppose h € LP(bD,do). Then h € HP(bD,do) if, and only if,
h = C(h).

Proof. Recall that if h € [P(bD,do) then C(h) € HP(bD,do), by Proposition 8.
Thus, if h = C(h), we have that h € HP(bD, do). Conversely if h € HP(bD, do), by
the density just proved we can approximate it by a sequence {f,} with the property
that f,, = F,l with F,, holomorphic in D and continuous in D. Hence,

Clf) = C(Fn)|bD =fn

where the last equality is due to the identity C(F,)(z) = Fu(z) for zin D
(Proposition 9), which extends to z in D because of the continuity of F,, on D. Thus

f.» =C(f,) foreachn,

and the conclusion & = C(h) follows by the continuity of C in the L”(bD, do’)-norm.
O
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Comparing the Cauchy-Szegd Projection
with the Cauchy Integral

Proposition 8 and Corollary 11 show that C is a projection: LF(bD,do) —
‘HP(bD,do). Thus, when p = 2 we may compare C with the Cauchy-Szegd
projection S, which is the orthogonal projection: L?(bD, do) — H*(bD, do).

Proposition 12. As operators on L*(bD, do) we have

(a) CS§ =S
(b) SC=2¢C

In fact, whenever f € L?(bD), then g = Sf € H*(bD), by definition of S. If we
apply Corollary 11 (to g = Sf), we see that C(Sf) = C(g) = g = Sf, proving (a).
Next, by Proposition 8, C(f) € H?(bD), for f € L?>(bD). Thus SC(f) = C(f), which
shows (b), thus proving the proposition.

We point out that a corresponding version of Proposition 12 holds for the
orthogonal projections: S, : L?>(bD,w do) — H?*(bD, w do) for the densities w
discussed in the introduction (so in particular for the Leray—Levi measure).

Further Results

To conclude, we give a further characterization of H”(bD,do) as the range of
the Cauchy—Szeg6 projection S. This uses the L”(bD)-regularity of the Cauchy-
Szegb projection S, proven in [47, Theorem 16], and the approximation theorem
just proved (Theorem 10).

Proposition 13. Suppose f € [P(bD), 1 < p < oo. Then S(f) € HP(bD).
Furthermore, we have that f € HP(bD) if, and only if, f = S(f).

Proof. To prove the first conclusion, we consider first the case when p > 2. Then
S(f) € H2(bD) N L7(bD) (because I? € L? and S : L> — H?(bD)) and thus
S(f) € HP(bD) by Corollary 2. In the case when p < 2, we take (f,), C C'(bD)
with ||f, — fll, = 0. Then S(f;,) € H9(bD) for any g > 2 (by the case just proved,
since f, € C'(bD) C Li(bD) and g > 2). But H4(bD) C H?(bD) (because g >
2 > p) and so {S(f)}» C HP(bD). Furthermore ||S(f, — f)|l, < IIfs —fll, by the
L?(bD)-regularity of S. We conclude that S(f) € H”(bD) by the completeness of
‘HP(bD). This proves the first conclusion of the proposition. To prove the second
conclusion, suppose first that f € H?(bD); then by Theorem 10 there is a sequence
{f.} C Hs(bD) such that f, — f in L’ (bD, do’). But Hy(bD) C H?*(bD) and thus
Sf, = f, (by the definition of S). On the other hand, Sf, — Sf in L”(bD) by the
regularity of S in I”(bD). Thus Sf = f. Conversely, if f € L(bD) and f = S(f),
then f € H”(bD) by the first conclusion of the proposition. O
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Appendix

Consider the C'-smooth vector field v defined in a neighborhood of bD by

2n

_ 1 S 1
v(h)(x) = |Vp(x)|2;8xj(X) axj(x) xeU, heC\(U).

Note that v(p)(x) = 1. Let ®,(x) = exp(tv)(x) be the exponential map associated
with v, defined on a small neighborhood U’ of bD, for small ¢. One knows that

x> ®(x), xelU

is a C'-smooth mapping when ¢ is small. We recall that ®,(-)(x) arises as the solution
of the time-independent differential equation

Vp(u)

05 20)

d%(d%(')(X)) =a(®()x) with a(u) =

with initial condition
D, (x) |t=0 =x.

As a result,

@) =1,

and hence p(®;(x)) = p(x) + t = p:(x).
The existence, uniqueness, and C'-regularity of the solution to equations like (20)
guarantee the following properties:

c &,0®,=0,, ifthe f#s aresmall
. ®( = Identity.

Note that these properties imply that @, is a C!-bijection: bD — bD, with
inverse ®_,. Moreover J;(x) (the Jacobian determinant of ®,) has the following
properties:

* 0<c <Ji(x) < ¢ < oo uniformly in 7 and x € bD;
e |Ji(x) — 1| = 0as ¢ — 0, uniformly in x € bD;
¢ The following change of variable formula holds:

/f(cb,(w)) J(w) do(w) = /f(z) do(¢) @1
bD

bD;

whenever f is integrable on bD;.
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Proof of Inequality (19)
The proof of this inequality is a consequence of the following lemma.
Lemma 14. Fort < O, t small, we have
|g(®:(w). 2)| ~ [g(w.2)| + lt| . for w.ze€bD.
Proof. Without loss of generality we will assume that w is close to z; then, we may

write g(w, z) = (dp(w), w — z) + Q,,(w — 2), with Q,,(u) a quadratic form in u.
Letting v,, denote the inner unit normal vector at w € bD, we claim that

8w —8vy,2) = g(w, 2+ 8v2) + O(8|w — 2| + 67 (22)
when § > 0 is sufficiently small. To prove this claim, we begin by noting that
(Bp(w — 8v,), w — 8, —2) = (Jp(w), w — v, — 2) + O(B|w — 2| + &%)
= (Jp(w), w —z—8v.) + O|w — 2| + &%).

One similarly has
O, (W — 80y = 2) = O, (w — 2+ v.) + O|w — 2| + 87,
which combined with the above proves the claim.
Next, we observe that the first-order Taylor expansion at + = 0 of the bijection
®,(w) (as a function of ¢, for fixed w € bD) is
d,(w)=w+tN, +o(t]) ast—0
with o(|¢|) uniform as w ranges over bD, where

_ d®,(w) Vi

No == =0 = o1

As a result we obtain

g(®,(w),z) = g(w —6v,,2) + 0(§) with § = — > 0 and small.

t
IVow)|
By (22) we have

lg(w — 8vy.2)| = |g(W. 2+ 8v.)| + OS|w — 2| + 8%) + 0(6).
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And by Lanzani and Stein [47, Corollary 2]

lg(w,z + 8v.)| + OS|w — z| + 8%) + 0(8) ~
~ gw.2)| + 8 4+ 0(8) + OB|lw — 2| + 8) = |g(w.2)| + |1,

since § = |t for ¢, and hence §, sufficiently small. O
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On the Preservation of Eccentricities
of Monge-Ampere Sections

Diego Maldonado

Dedicated to the memory of Cora Sadosky

Abstract A study on the preservation of eccentricities of Monge—Ampere sections
under an integral Dini-type condition on the Monge—Ampere measure is presented.
The approach is based solely on C>*-estimates for solutions to the Monge—Ampére
equation. The main results are then related to the local quasi-conformal Jacobian
problem and to a priori estimates for solutions to the linearized Monge—Ampere
equation.

mscdot[2000]Primary 30C65, Secondary 26B25, 31B15

Introduction

The purpose of this article is to present an alternative proof of a regularity result
for solutions to the Monge—Ampere equation due to Jiang and Wang in [17, pp.
611-613]. As a novelty in our proof (which sets it apart from the techniques in
[15-17], for instance), no a priori C> or C*-estimates are used and instead we rely
on C%2_estimates only. In addition, an effort has been made to provide full details
and to quantify the role of the eccentricities of Monge—Ampere sections in each one
of the a priori estimates.
The main results are the following (see Section “Preliminaries" for definitions):

Theorem 1.1. Let Q C R” be an open convex set and suppose that a strictly convex
function u € C*(Q) satisfies

0<A<detDu=:f<A in%. (1)
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Assume that the section S,(0, 1) of u satisfies S,(0,1) CC Q and let Ey denote its
eccentricity. Then, there exists &y > 0, depending only on A, A, n, and E, such that
the inequality

Z (|S 0,47 Js,0.4-%) e —f@O) " dx) < & Q)

k=0

implies the eccentricity estimates
Ecc(S,(0,47%) = Ci3Ey  Vk € Ny, 3)

for a dimensional constant Cy3 > 0.

Theorem 1.2. Let Q2 C R" be an open convex set and suppose that a strictly
convex function u € C*(Q) satisfies (1). Assume that the section S,(0,1) of u
satisfies S, (0, 1) CC Q2 and let Ey denote its eccentricity. Then, there exists €| > 0,
depending only on A, A, n, and E,, such that

1

o0
1 1 n
i —F(0)n " d 4
g(w(oz 5 VOO 1O ) < @
implies
B(0,k3E;"27%) € 8,(0,47%) < B(0, K3ER27%)  Vk e Ny, (5)

for some structural constants k3, K3 > 0.

Corollary 1.3. Under the hypotheses of Theorem 1.2 there is a structural constant
K11 > 0 such that

ID?u(0) || < Ki1Eec(S.(0,1))*. (6)

The article is organized as follows: in Section ‘“Preliminaries" we introduce
the basic notation and the notion of eccentricity for convex sets that will be used
throughout. In Section “A Priori Estimates" the main a priori estimates are proved.
Built upon the classical Aleksandrov—Bakelman—Pucci and Pogorelov results, such
estimates include an explicit description of the interplay between the size of the
Hessian of a convex solution and the eccentricities of its sections (Lemma 3.5) and
a C>“-regularity result (Lemma 3.6). In turn, these results are proved sufficient
for obtaining a comparison principle between two solutions of detD’u = 1
(Lemma 3.7). Sections “Proof of Theorem 1.1”, “Proof of Theorem 1.2” and
“Proof of Corollary 1.3” are devoted to the proofs of Theorem 1.1, Theorem 1.2,
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and Corollary 1.3, respectively. In Section “On the Local Quasi-Conformal Jacobian
Problem" we relate Theorem 1.2 to the local quasi-conformal Jacobian problem and
to a result by H.M. Riemann by means of local quasi-conformal mappings with
convex potentials. In Section “On the Uniform Ellipticity for the Linearized Monge—
Ampere Operator” we apply Corollary 1.3 to show uniform ellipticity for cofactor
matrices of Hessians of solutions in terms of eccentricities of their sections.

Preliminaries

About Notation

|A| as well as det A will denote the determinant of an n X n matrix A while ||A| will
denote its matrix norm. Thus, either one of det D’u(x) or [D*u(x)| will denote the
determinant of the Hessian of a function u at x and || D?u(x)|| will denote the matrix
norm of D?u(x).

B(x, r) will denote the Euclidean ball centered at x € R" with radius r > 0, |E|
will stand for the Lebesgue measure of a set E C R" and we put w, := |B(0, 1)|. |x|
will denote the norm of a vector x € R”, and the dot product between two vectors
x,y € R" will be denoted as (x, y).

Constants depending only on dimension n will be called dimensional constants
and will be denoted as C;’s. We will also use C, to denote a generic dimensional
constant that might change from line to line. Constants depending only on A, A,
and n will be called structural constants and will be denoted as K;’s and «;’s.

Given « € (0, 1) and scalar and matrix functions w and W defined on an open set
U C R", the norms ||w|)3 ., and W]l are defined as

IWI5 s 2= Wil oo 7y + sup du| Vw(x)| + sup d; [ D*w(x) |
xeU xeU
4 sup g2+ 1P = DO -
x,yeU - |-x - yla
xy
and
W) — WOl

IWllga:w = IWllLoow) + sup d, : ®)
003U Loo(U) B A It — yle

X7y

where d, := dist(x, dU) and d, := min{d,, d,}.
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Normalization and Eccentricity of Open, Bounded,
and Convex Sets

An (open) ellipsoid E C R” centered at x, € R”" is an open, bounded, and convex
set of the form
E:={xeR": (Q(x—x.),x—x:) <1} ©)

where Q is a symmetric, positive-definite n x n (real) matrix. For « > 0 the ellipsoid
oF is defined as

aE :={xeR": (Q(x —x.),x —x.) < a}. (10)

Given an open, bounded, and convex § C R”, a seminal result due to F. John
establishes the existence of a unique ellipsoid £ of minimum volume circumscribing
S. In addition, the ellipsoid E satisfies

a0, ECSCE

with o, 1= 1/n. Now, if T : R" — R”" is an affine transformation satisfying T(E) =
B(0, 1) it follows that

B(0,a,) C T(S) C B(0,1), (11)
and 7 is of the form Tx = Lyx+ b for some symmetric, positive-definite n x n matrix
Lt and some b € R". By abusing notation, we will identify T with its matrix Ly by
writing |T| for |L7| and T for its Jacobian Ly. Also, we will refer to the eigenvalues

of Lt as the eigenvalues of T (Fig. 1).
If § C R is open, bounded, and convex, the eccentricity of S is defined as

Ece(S) := |T|7#|T| (12)

T

Tx=Lrx+b
B(0,a,,) C T(S) C B(0,1)
apwn, < |T(S)| = TS| < wn

Fig. 1 Normalization of an open, bounded, and convex set S C R” through an affine transforma-
tion 7. Among all ellipsoids containing S, the ellipsoid E has minimal volume
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where T normalizes S. That is, Ecc(S) is comparable, with dimensional constants, to
the ratio between the arithmetic and geometric means of the eigenvalues of 7. Notice
that Ecc(S) is well-defined due to the uniqueness of 7. Also, if 0 < A; < --- < A,
denote the eigenvalues of T, then |T|| = A,, and if H > 0 satisfies |T|_% IT|| < H,
then

An < H"AL. 13)
If0 < p; <+ < p, denote the radii of an ellipsoid E witha,E C S C Eand T
normalizes S, then the eigenvalues of T are 0 < i <...< pll, so that ||T|| = %
and ||[T7!|| = p, = diam(E)/2 and, by (13)
. . 2 2Ecc(S)" 2Ecc(S)"
diam(S) < diam(E) = 2p, = — < =
) = diam(E) = 2pn = 50 = 7l
Hence,
2Ecc(S)"
7| < 22O (14)
diam(S)

Monge-Ampere Sections

Given an open convex set 2 C R” and a convex function u € C?(2), the section of
u centered at xy € 2 and of height t > 0 is the open convex set defined by

Su(x0,1) :={x € Q:u(x) < ulxg) + (Vulxo), x — xo) + t}. (15)
We will use the fact that whenever 0 < A < detD?*u < A is an open convex set

Q C R”, there exist structural constants K, K, > 0 (that is, depending only on A,
A and n) such that

Kit < [Su(x0, 0|7 < Kot VSu(x0,7) CC Q, (16)
see, for instance, Corollary 3.2.4 in [12, p. 50].

Notice that if S := S,(xo,7) is a fixed section and if E is an ellipsoid with
o,E C S C E, from (16) we have

diam(S)" > o diam(E)" > ”'|E| > "|S| > K} 12,
so that

Kt < diam(S, (xo, 1))>. (17)
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Now, given 0 < ¢ < t, what can be said about the eccentricity of a section
S, (x0, t) compared to the one of S,(xp,)? By Theorem 3.3.8 in [12, p. 571, if u
satisfies 0 < A < detD?u < A (in fact, just a doubling condition suffices) there
exist structural constants xy > 0 and Ky > 1 such that

Ece(Su(xo, ) < Ko (t—t/)0 Ece(Su(xo. 1) VY € (0,1). (18)

By taking, for instance, ' := 27t for k € N, as we move inwards from S, (xo, ) to
S.(x0, 27%1), eccentricities can be expected to grow exponentially in k.

The main purpose of this article is then the exploration of regularity conditions
on det D?u that guarantee the uniform comparability

Ecc(S,(x0, 1)) < Ecc(S,(x0,2)) V¢ €(0,1), (19)

where the implied constants are structural constants.

A Priori Estimates

A Version of the ABP for Open, Bounded, and Convex Sets

A version of the well-known Aleksandrov—Bakelman—Pucci maximum principle
reads as follows (see Lemma 9.3 in [11, p. 222]): let 2 C R" be open and bounded
and, for x € 2, let A(x) be a symmetric, positive-definite n x n matrix. Then, for
every g € C2() N C(Q) we have

diam(2)
supg <supg + 7
Q aQ nwy

tr(AD?g)
|A|*

(20)

L(r+)

where |A|* := |A|% and 't denotes the upper contact set of g. Notice that A above
need not be uniformly elliptic for (20) to hold. In the case where A is uniformly
elliptic, that is, when there exist constants 0 < ¢y < Cy such that the eigenvalues of
A(x) belong to the interval [cg, Cy] for every x € Q, X. Cabré [3] showed that (20)
can be improved as to admit |2|'/" instead of diam(£2), but with the L"-norm taken
in all of  and not just I'". In this case, the relevant constants depend heavily on ¢
and Cy.

When A is just symmetric and positive-definite, Lemmas 3.1 and 3.2 below
establish the validity of the ABP maximum principle (20) with |©2|'/" in place of
diam(€2) provided that 2 be an open, bounded, and convex set. These lemmas
appear as Problem 9.3 in [11, p. 255] and their short proofs are included for
completeness’ sake.
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Lemma 3.1 (ABP for Convex Domains). Let Q@ C R”" be open, bounded, and
convex and, for every x € Q, let A(x) be a symmetric, positive-definite n x n matrix.
Then, for every g € C2(2) N C(Q) we have

tr(AD?g)

, 21
AT ey

L)

supg < supg + Co|Q2|"
Q oQ

1
where Cy := #2/”, |A|* := |A|», and T'" denotes the upper contact set of g.
no,wy,

Proof. Let T be an affine transformation normalizing 2 and, for y € T(R2),
introduce A(y) := g(T™'y) so that, for x €  and y = Tx we have

tr(A(x)D?g(x)) = tr(A(x)T'D*h(y)T) = tr(TA(x)T'D*h(y))
=: tr(Ar()D*h(y)),

where A7(y) := T'A(T"'y)T is a symmetric, positive-definite n x n matrix with
|Ar(y)| = |T|*|A(T'y)|. Then, from (20) (applied to 4 and A on T(S2), and
noticing that the upper contact set of 4 coincides with T(I'")) we have

diam(7T (2
suph < sup h+ iam( 1( )
T(Q) IT(Q) new;

tr(ArD*h)
|Ar[*

(22)

(T(It))

Now, since T normalizes 2, from (11) we have diam(7'(R2)) < diam(B(0, 1)) < 2
as well as w,0) = |B(0, 0t,)| < |T(R2)| = |T||€2]. Consequently,

/ tr(A7(y) o ne / tr(Ar(y)D? !
7(r+) |Ar(y)|* TR Jra+ | AT )
/ w(A()D*g(x)) " _ €l tr(A(x)D*g(x)) |" i
T CAmPF T ajw Jr+ |AC)[* ’
so that (21) follows from (22). O

Along the same lines, Theorem 9.1 in [11, p. 220] reads: given 2 C R”, open
and bounded; a symmetric, positive-definite n X n matrix A(x) for x € @, and g €
Wi:(Q) N C(R) with tr(A(x)D?g(x)) > f(x) for (Lebesgue)-almost every x € Q,
we have

: (23)
(@)

supg < supg’ + C} diam(Q) ” f*
Q Bl |A]

for some constant C{ > 0 depending only on dimension n. Thus, assuming that Q
is open, bounded, and convex, we have
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Lemma 3.2. Let Q C R” be open, bounded, and convex and, for every x € 2, let
A(x) be a symmetric, positive-definite n X n matrix. Then, for every g € Wiu” Q)N

C(Q) with tr(A(x)D*g(x)) > f(x) a.e. x € Q for some measurable function f, we
have

: (24)
L7(Q)

ol f
supg < supg’ + C|Q|" H
Q 90 |A]*

_1
with Cy :=2a,'w, "C7.

Proof. The proof is similar to the one for Lemma 3.1 and, in keeping with the
notation from that proof, Lemma 3.2 follows after using that for x € 2 and y = Tx,

F(T7y) < r(A(x)D*g(x)) = tr(Ar(»)D*h(y)), a.e.y € T(Q),

by applying (23) to &, A7, and f(T~'-) on T(2), and by changing variables from y
back to x and recalling that diam(7(2)) < 2 and |T|™!' < &, ", '|Q|. |

A Comparison Principle

In view of Lemma 3.1 above, the next lemma stands as a version of Lemma 3.1 in
[16] and Lemma 4.1 in [17], involving |$2]"/" instead of diam($2).

Lemma 3.3. Let Q C R”" be open, bounded, and convex. Let u, v € C2(2) N C(RQ)
be convex functions with det D*u and det D*v vanishing at most on set of (Lebesgue)
measure zero in 2. Then,
sup |u — v| < sup|u— v| +nC1|Q|% H(detDzu)% —(detDzv)%H , (25)
Q a0 ()
where Cy is the dimensional constant in (24).

Proof. For almost every x € €, let us put f(x) := detD?u(x) > 0 and g(x) :=
det Dzv(x) > 0, and introduce the symmetric, positive-definite n X n matrices

1 1
Au(x) := ~|D*u()|"D*u(x)™" and A,(x) := —|D*v(x)|" D2u(v)~".
n n
Notice that |A,(x)| = |A,(x)] = n~" and

tr(A,D*u) = det(Dzu)% =f%

tr(A,D*v) = det(D2v)% = g%_
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Now, by means of the arithmetic-geometric means inequality, we get
2 oo 2 \—1p2
tr(A,D"v) = —|Du|» tr((D"u)~ D"v) (26)
n

! - 1 1 1
ID?uln (|((D*w) ™" ||D*v])n = |D?v|n = gn.

v

Therefore, almost everywhere in €2, we have

1

tr(A,D?* (v — u)) = tr(A,D*v) — tr(A,D*u) > g% —fr.

Then, by (24) applied to v — u, A,,, and g% —f% on €2,

1

sup(v — u) < sup(v —u)" + nC |Q|% g% —fn . 27
Q Q Q)
By interchanging the roles of # and v in (26), it similarly follows that
sup(u — v) < sup(u —v)™ +nC1|Q|% f% —g% . (28)
Q a0 Q)
Finally, (27) and (28) yield (25). O

Pogorelov’s Estimates

The goal of this section is to recast the classical Pogorelov’s estimates in terms
of Monge—-Ampere sections and their eccentricities. The following results from
Sect.4.2 of [12] will be our starting point: let & C R” be open, bounded, and
convex with B(0, ) C  C B(0, 1) and let u € C*(Q) with

detD’u=1 inQ
u=0 onof.

Then, there exist dimensional constants C3, Cy4, C5 > 0 such that for every ¢ > 0 we
have (in the sense of positive-definite matrices)

C(e)'™1 < D*u(x) < C(e)] Vx € Q,, (29)

where Q, := {x € Q : u(x) < —e} and

C(e) := % exp(Cse™"). (30)
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Moreover,
dist(Q2,, 0Q2) > C3¢" Ve > 0. 31D

In the next lemma, the role of €2 in the results above will be played by normalized
Monge—Ampere sections.

Lemma 3.4 (Pogorelov’s Estimates on Sections). Fix a convex domain Q C R".
Let u € C*(Q) be convex with det D?u(x) = 1 for every x € Q. Assume that there
exists xo € Q2 with Vu(xyg) = 0 and given ty > 0 such that S,(xo,t)) CC Q2 let
T : R" — R" be an affine transformation normalizing S, (xo, to).

Then, for every § € (0, 1) we have the estimates

dist(S,(xo, 819), 0S4 (x0. 70)) = Cr1(1 — 8)"|| T~ (32)
and, in the sense of positive-definite matrices,
F)"™"|T| " T'T < D*u(x) < FS)|T| " T'T  V¥x € Sy(x0, 8to). (33)

where

. C9 _ —2n
F®) = = o9(Coll =97, (34)

and Cg, C19, C11 > 0 are dimensional constants.

Proof. The contents of this lemma are illustrated in Fig. 2 and its proof follows after
a change of variables based on the normalization technique; however, the behavior
of the relevant constants needs to be tracked closely.

Let T be an affine transformation normalizing S, (xo, fo). For y € T(S,(x0,t))
define

2 _
() = T (T"y) = fo — u(xo)), (35)
so that for every t > 0 with S, (xo, ) C 2, setting yy := Txo we have
2
Sy (o, 1| T|") = T(Su(xo,1))- (36)
Clearly, det D*>v = 1 in S, (yo, t0|T|%) and, since u(x) = ty + u(xp) for every x €
0S,(x0,tp), we also have v = 0 on S, (yo, t0|T|%). On the other hand, the fact that
T normalizes S, (xo, tp) yields
2
B(0, ;) C T(Su(xo, 1)) = Sy (yo, 2|T|") C B(0, 1)

and, for every § € (0, 1), the facts that v(yy) = —t0|T|% and Vo (yy) = 0 give

{y € Su(0, 10| TI7) = v(y) < —(1 = 8)io|T|7} = S, (vo, 10| T]7). 37)
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to
u € C4Q)
det D*u(x) =1 Vz €9

V’ZL(.TI()> =0
0<d<1

Fig. 2 Pogorelov’s estimates on sections: if 7 normalizes S, (xo, o), it follows that D?u(x) =~
|T|_% T'T for every x € S,(xo, §t), with constants depending only on § and n

By applying (29) to v on S, (yo, t0|T|%) with ¢ := (1 — 8)t0|T|% > 0 we get
C(e)'™"1 < D*v(y) < C(e)I Yy € S,(v0, 81|T]), (38)
which, in terms of u, translates as
C(e)"™ < |T|"(T™")YD*u(x)T™" < C(e)] Vx € Su(xo, 10). (39)
Next, we relate the sizes of ¢ and (1 — §) in order to control C(¢) in terms of §. For
this we resort to (16) which, used with v, A = A = 1 and S, (yo, t0|T|%), yields
dimensional constants Cg, C; > 0 such that
2 22 2
Coto| T|" < |Sy(vo, 1o T|")|» < Cqto|T]|". (40)

Along with the fact that, due to normalization,

2
o,y < |Sy (o, %] T|")| < wy,

(40) implies that

2 2 2
g C7' < 1|T|" < wi C! 41)
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and then
2 2
2wl G 1 =8) <e:= (1= 8)K|T|" < wyCq(1—35). (42)

2
By recalling the definition of C(¢) in (30) and setting Cs := a2, C; ! we get the
bound

C4 —2ny __.
C(e) < mexp(Cs(Cg(l —38))™") =1 F(§)

and (34) follows with Cy := C8_1C4 and Cyy := C5C8_2”. By using (31), we can
write
C3Ch(1— )" < Cae" < dist(S, (yo. 810/ T17). 85, (0. 10/ T1 7))
= dist(T'(S,(xo, 819)), 9T (Su(x0, 20)))
< ||IT|| dist(S, (xo0, %0), 3S.(x0, t0)),

and (32) follows with Cy; := C3Cg. O

Inequality (33) quantifies the interplay between the eccentricity of a section of u
and the size of its Hessian. Let us explicitly state this interplay as follows:

Lemma 3.5 (The Interplay Between Hessian and Eccentricity). Fix a convex
domain Q@ C R". Let u € C*(Q) be convex with det D*u(x) = 1 for every x € Q.
Assume that there exists xo € Q2 with Vu(xg) = 0 and given ty > 0 such that
S (xo,t9) CC Q let T be an affine transformation normalizing S, (xo, t)-

For every § € (0,1) and z € S,(xo, 8ty) we have

Ecc(S,(xo, t()))2 < F(8)”_1 ||D2u(z)|| (43)
and
F(8)'™"ID*u(z)|| < Ecc(Su(xo. 1)) (44)

where F(8) is as in (34).

Proof. Since Pogorelov’s estimate (33) gives |T|_%TtT < F(8)""'D*u(z) in the
sense of positive-definite matrices, (43) follows immediately. O

The next lemma is based on Theorem 4.2.1 in [12, p. 67] and it makes explicit
the role of eccentricities in interior C2%-estimates for solutions of det D*u = 1.

Lemma 3.6 (An Interior C>*-estimate). Fix a convex domain Q@ C R". Let u €
C*(Q) be convex with det D*u(x) = 1 for every x € Q. Assume that there exists
xo € Q with Vu(xg) = 0 and given ty > 0 such that S,/ (xq, ty) CC Q2 and T be an
affine transformation normalizing S, (xo, to).
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For every § € (0, 1) there exist constants a € (0, 1) and H(8,n) > 0, depending
only on § and n, such that for every x,y € S,(xo, §ty) with x # y, we have

[ D*u(x) — D*u(y)||
|x —yl*

d;

o < H(8.m)Ecc(Su(xo. 10))"™. (45)

Consequently, (45) and (44) imply that

||D2u||;’a;(su(m’3to)) < F(S)”_IECC(SM(XO, to))2 + H(8,n)Ecc(S,(x0,1))"“.  (46)

Proof. In keeping with the notation from the proof of Lemma 3.4, let v be defined
as in (35). Thus, v satisfies

detD’v =1 in Sv(.y07t0|T|%)

v :O on aSv(yOat0|T|%)’

with B(0, &) C Su(vo. 2|T|7) C B(0, 1) and yo := Txo. Given § € (0, 1) fix §' with
0 < § < &8 < 1. Then the inequalities (38) imply that D?v is uniformly elliptic in
Sy (o, 8’ t0|T|%) with eigenvalues bounded between F(§')!™" and F(§') (here F(8)
is as in (34)). Consequently, the nonlinear equation G(D?v) := log(det D*v) = 0 is
uniformly elliptic with

G
Vij

=l Vi,j=1,...,n,

where the v¥’s denote the entries of the matrix (D*v)~' whose eigenvalues lie
between F(§')~! and F(§')"! in S, (yo, 5’t0|T|%). Also, since G is concave, by L.C.
Evan’s Holder estimate (see inequality (17.41) in [11, p. 456]) there are constants
C(§',n) > 0 and a(8’',n) € (0,1), depending only on n and F(8’), such that for
every Euclidean ball Bg, C S, (yo, 6’ t0|T|%) and every 0 < R < Ry, it holds true that

R\ E )
oscg, D*v < C(8', n) (R_o) 0SCRy, D?v. (47)

By Corollary 3.3.6(i) in [12, p. 55] we have

dist(S, (xo, 8%0), 8Su(x0, 8'10) = Cra(1 = 8/8")"8'|T|| ™", (48)
for some dimensional constant Cy4 > 0. Define R}, := C14(1—8/8')"8'||T||~"/2 and
given xi,x; € S, (xo, 81p) with R' := |x; — x2| < R;,(48) guarantees that B(x;, R") C

B(x1.R}) C Sy(yo. 8/t0|T|%). Let us also define

R:=|Tx; — Txo| < | T|llxi —x2| = TR < | T||R; =: Ro,
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so that

ID*u(x1) — D*uCxy)|| < |T|7"|T|*|D*v(Txy) — D*v(Tx) ||
(8 .n)
< 0scp(ry &) D*v < C(8',n) (IT) OSCH(Txy Ry) D*V
0

b —x2|)“‘5’~">

R a(8.n)
<2F(8')C(S', n) (17) < 2F(8')C(S', n) ( =
0 0

On the other hand, we have
d, := dist(z, 0S,(x0, 1)) < 2|T|7"  Vz € Su(x0, 8to),
because for every 7/ € 95, (xo, fp) we can write
le—2| =T (T2 =T/ (T)| < |T'I1T = T2| < 2|77
where we have used that T(S,(xo, %)) C B(0,1). Therefore, for every x;,x, €

Su (xo’ 8t0)7

(8 .n — a(8'.n |.X] _x2| o'
&M D2u(xi) — Dulx) || < @ITH N 2R () C(8',n) (—

R

, 2 _ a8 .n)
— (2||T—1 ”)a(é ’”)2F(8,)C(8/, n) ( |X1 )C2| )

Cis(1=38/8"8|T|~!
CH(S, 8 m)(ITIIT™ ) |y — 2@

< H(8,8',n)Ecc(Sy(xo. 10))" ™ |x; — x| 2?1

after fixing, for instance, 8’ := (1 + §)/2, (45) follows. |

A Comparison Between Two Solutions of detD*u = 1

Lemma 3.7. Fix a convex domain Q C R”. Let u,v € C*(Q) be convex solutions
of det D’u(x) = det D*v(x) = 1 for every x € Q. Assume that there exists xo € Q
with Vu(xg) = 0 and given ty > 0 such that S,(xo,ty) CC Q let T : R" — R" be
an affine transformation normalizing S, (xg, tp)-

Suppose that for some a € (0,1) and N > 0 we have

2 2
1D701 055, 0.0 + I1PVIG 565, 050,00y = N- (49)
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Then there exists a constant M* > 0, depending only on N, «, and n, such that

[lu— v”;,a;Su(xo.ro) =M l|u— v”LOO(Su(xo,to)) : (50)

In particular, given § € (0, 1), there exists a constant M, depending only on N, o,
and n (in fact, M is just a dimensional multiple of M*) such that

Ecc(S,(x,10))*"
Ul oo sy = a1~ Vleesmoy - GD

|D*u — D?
Proof. Fort € [0, 1], set
A/(x) := D*u(x)(1 —t) + tD*v(x) VxeQ, (52)

so that A, is a symmetric, positive-definite n x n matrix and, by Minkowski’s
inequality,

A, ()" > (1 — )| D*u()|"" + t|D*v(x)|"/" =1 Vxe Q. (53)
On the other hand,

Ld|A|
dt

1
0 = |D*u| — |D*v| =/ dt =/ |A,| tr(A; ' D*(u — v)) dt
0 0

=: tr(AD*(u — v)),
where A(x) := fol |A;(x)|A;(x)~" dt. The point will be to show that A(x) is uniformly
elliptic in S, (%o, 7o) and that the norm ||Al|g 4.5, (x.») €an be controlled in terms of N
and n and then use Schauder’s estimates on u — v.

For each fixed ¢ € [0, 1], notice that (49) implies

A = (1 = )ID*u@)]| + D@ <N Vx € Su(xo. o) (54)

which then gives

A1l oo (5, 0,100y < M- (55)

Next, for a fixed t € [0,1],let 0 < a;(x) < --- < a,(x) denote the eigenvalues of
A,(x). From (54) we have a,(x) < N and, from (53),

1< AW = []a@) £ a@N"™" Vx e S,(xo. 1)

j=1
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which then yields N'™" < a; (x) < a,(x) < N and

1
1< < <N VxeS,(x,t). (56)

T a0 T ai) T

Consequently, the eigenvalues of |A,(x)|A,(x)~" can be bounded as follows:

- WL AL oty e s 0. 10). (57)
an(x) ai(x)

Notice that the definition of A, in (52) and (49) implies

N

A6 05,0000 =N VE€[0.1] (58)

and, since the norm [|*[|o 4.5, (x5 1 Sub-multiplicative and |A,| is a homogeneous
polynomial of degree 7 in the coefficients of A, we get

|||At|||g_aqsu()c0.t0) <C,N' Vre]|0,1]. (59)
From (53) it follows that |A,|~! < 1, so that

||At(x)|_l - |At(J’)|_l| = |At(x)|_l|At(Y)|_l||Ar(x)| — 1A
= ||Al(x)| - |At(y)|| nyy € Su(xO, tO)v

and then

1A C,N" Vtelo,1]. (60)

7! Hz,oz;(s,,(XO,fO) =

Now, using the fact that A;! = |A,|~'adj(A,), and adj(A,) is a polynomial of degree
n — 1 in the entries of A,, it follows that

< C,N*" ' vrelo1]. (61)

“A:1 ”;,a;Su(XOJo) -

Consequently, we have obtained that

l1A1A;! ||;~a;su oy =GN Ve [0,1] (62)
so that the matrix A(x) satisfies
AN 35, (o) < CulV*" ™ (63)

In addition, (57) implies that the ratio between the largest and smallest eigenvalue of
A(x) is bounded by N?". Next, Schauder’s estimates (see, for instance, Theorem 6.2
in [11, p. 90]) yield

”“ - v”;,a;(Su(xo.to)) <M ”“ - v”LOO(Su(XoJo)) (64)
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where M* > 0 depends only on the ratio between the largest and smallest eigenvalue
of A(x) (in our case bounded by N?) and the C*-norm of A [bounded as in (63)] as
well as on « and 7.

Finally, given § € (0, 1), (64) implies that

sup  d; | D*u(x) — D*v(x)|| < M* ||lu— vl| oo (s, 00100 (65)
XESy, (x0,8t0)
and by (32) we get
dist(S,,(xo, 81), 35, (x0, 19)) 2 < ﬂ,
C%l (1—268)2

in turn, by (14),

- 4Ecc(S.(xo, 10))*" - 4Ecc(S,(xo. 1)) ™"
~ diam(S,(xo,%))* ~ Ciato

172

where for the last inequality we used (17) with the function u, which satisfies
detD*u = 1, hence its corresponding K;, K, as in (16) are just dimensional
constants. Thus, (50) follows with M := 4M* (C%1 Cpp)~ L. O

Proof of Theorem 1.1

By subtracting a hyperplane we can assume that #(0) = 0 and Vu(0) = 0 (which
implies u > 0). Suppose first that f(0) = 1 and for k € Ny define u; as the convex
solution to

detD’up =1  in 5,(0,47%)
we =47% on 88,(0,475).
Since u satisfies
detD’u=f  inS,(0,47%)
u=4"% onds, 0,47,

the comparison principle (25) gives

71

—kyy L
||u - uk”LOO(Su(OA*")) =< nCl |Su(0: 4 k)|"

L1(S4(0.475))

1
= nCy|S,(0,47%)| ( () —1|" dx)

1S.(0,475)| Js,0.4-%)
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and, by defining

,B(k) =nC K, ( V(x)% — 1|ndx)n Yk € N,

1
1S.(0,47)[ Js,0.4%)

with K, as in (16), we obtain the bound
[l — uk”LOO(SM(()Afk) < 4_k,3(k) Vk € Np.

Next, we relate the sections of u; and u.

(66)

(67)

Lemma 4.1. For k € Ny let x; denote the minimum of uy in Su(0,4_k) and set

te 1= 47% — wp(xx). Then, we have that
5.0,47%) =S, (. 1) Yk €Ny
and
0 € S, (. 4752 B(k)) Vi € No.
Moreover, given ¢ > 0 and k € Ny, we have
4B (K) < et
and then
0 € Sy, (xx, etx),
provided that B(k) < ¢/(2 + ¢). Also,
S (e, 475Dy € C 8,(0,47F) CC Sy (v, 2475),
provided that (k) < 3/8. In addition, given 0 < ¢ < y we have that
ed™ <y,
whenever (k) < (y —¢)/y, and that
ety < y47k,

whenever B(k) < (y —¢)/e.

(68)

(69)

(70)

(71)

(72)

(73)

(74)

Proof. The proof of (68) follows from the facts that u and u; coincide on S,,(0, 47%)
and that Vug(x;) = 0. In particular, (68) implies that 0 € S,, (x, #x) for every

k € Np. In order to prove (69) we need to show that

up(0) < () + 4T 2B(k)  Vk e N,

(75)
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which follows from the inequalities

ur(0) — ur(xr) = wg(0) — u(0) + wlxx) — e (oxr) — ulxr)
< ue(0) — u(0) + u(x) — u(xi) < 47*B(k) + 47*B(k),

where we have used that #(0) = 0, u > 0, and (67).
Notice that (70) means

e () + 472 (k) < ed ™k,

Since x; is the minimum of u; over S,, (x, #%x) and 0 € S, (xt, #x), by (67) and the
fact that u(0) = 0, we have

we(x0) < u(0) = ur(0) — u(0) < 47*B(k).

Hence,
eup(xy) + 472 (k) < 4 B(k) + 4FT2B(k) < %4_]((8 +2) = ed 7k,
&

which proves (70) [and then (71)]. In order to prove the first inclusion in (72), given
y € Sy, (xg, 4 %TD) which means u;(y) < ui(x¢) + 4%V, we need to show that
u(y) < 47 For this we write

u(y) = u(y) — ur(y) + ue(y) — wie(xie) + ()
< u(y) — ue(y) + 47 4+ 1 (0)
= u(y) — up(y) + 4~ D 4 14, (0) — u(0)
< 47FBR) + 47D 1 4TR By < 47

where we used that u;(x;) < ur(0), u(0) = 0, (67), and B(k) < 3/8. By virtue
of (68) the second inclusion in (72) amounts to showing that

foi= 47— () < B4k, (76)
But, since # > 0 and B(k) < 3/8, (67) yields

475 — () = 475 — (o) + o) — u(x)
<4 — () + uln) < 4751+ Blh) < Ha7h,

and (76) follows. In order to prove (73), which means

yur() < (y —e)d™*,
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we just use (67) and the fact that u; (x;) < u(0). Indeed,

yur () < yue(0) = y(u(0) —u(0)) < y4™*B(k) < (y —e)d4™".

The proof of (74) follows from the fact that ¥ > 0 and (67)

o= 47— () < 47— (n) + ul) < 47 4+ 4Bk < Lak,

€
O
Now we relate the section Sy, (xz, #) to contractions of S, (X¢+1, fx+1)-
Lemma 4.2. Given 1/4 <y <1 andk € Ny, then
Suppr Gt 15 1) C Sig (ks Y1), (77)
provided that
4y — 1
K, pk+1) < ————. 78
PO plk+1) = 78)
Proof. Fory € S, (Xt+1, fi+1), which means
U1 () < 1 O+1) + fit 1, (79)
and we need to show that
we(y) < ur(xi) + vt (80)
We start by using (79) and (67) to write
w () = wi(y) — we+1(0) + 1) < e (y) — g1 (y) + 1 (k1) + tet1
= u () — u () + e (y) — g1 (y) + a1 (1) + fit 1,
and (80) will follow after proving that
— up () + ur(y) — 1Y) + i1 (1) + i1 < Yire (81)

By using that f; = 4 % —u;(x;) and 541 = 4~ %D~y | (xe41), (81) is equivalent to
(v — D) + we(y) — w1 (0) < (v — 1/4)47%, (82)
Now, using that u > 0, we get
(v — D () + wie(y) — g1 (y)
< (v = D) — ulxi)) + e (v) — u(y) + u(y) — we1()
< (1= )4 FBk) + 47*Bk) + 4~V BK + 1).
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Putting Bk := max{f(k), B(k + 1)} and by means of (78) we then obtain

(v — Dug (o) + u(y) — w1 (0) < 47V = p) B + 58] < 4 EH Dy — 1),

which proves (82). Finally, notice that, from the definition of B(k) in (66) and (16)
we have

Bk + 1) < 2(Ki/Ky)? B(k) Yk € Ny, (83)

so that B < 2(K; /Kz)%,B(k) for every k € Ny.
Let us introduce

Sp =y Bk (84)

k=0

and notice that, by assuming the condition

1 (K, 1/2
Sg < 5 (E) , (85)

we have B(k + 1) < 1/3 and B(k) < 1/6 for every k € Ny as well as the following
properties:

4 <2 VkeN, (86)
after (73) withy =2 and ¢ = 1,
Surgr Okt 1 k1) C Sy (i, 36/4) Yk € Ny (87)
after (77) with y = 3/4, and
0eS, @ t/2) VkeNy (88)
by (71) with ¢ = 1/2. Now, since the convex function u satisfies

detD*up =1 inS,(0,1)
up =1 onaS,(0,1),

by setting

Dy := || D?ug(0)]| (89)
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Pogorelov’s estimate (43) applied to ug in S, (xo, fo) with § = 3/4 and 2D, (instead
of just Dy) gives

Ece(S,(x0, 10))> < 2DgF(3/4)"". (90)

On the other hand, due to (68) and the fact that S, (x;, %x) = S,(0, 47%) for every
k € Ny, (18) yields

Ecc(Su, (tir1- tis1))? < Ks Ecc(Sy, (v 1)) Yk € No, 1)

for some structural constant Kg > 1. Thus, from (90) and (91) applied with k = 0,
we get the following estimate for the eccentricity of S, (x1,#1):

Ecc(S,, (x1,11))* < Kg Ecc(Sy, (X0, t0))> < 2DoKgF(3/4)" .
By the interior C>“-estimate (46) applied to uo and u;, we have
|p?

+ “Dzul No, (92)

* *
Uo ” 0,038y (x0.3t0/4) ” 0,038y (x1,3t1/4) =

for a constant Ny > 0 depending only on (2DKgF(3/4)"~1)1/? (which bounds the
eccentricities of both S, (xo, #) and S, (x1, #;)) and n. Now, by (67),

lluer — uoll oo (s, 0.4-1y) = B(O) + 471 A1),

and then Lemma 3.7 applied to u;, up on S, (x1,3#;/4) (taking, for instance, that
Q =8, (x1,1) in Lemma 3.7) gives

[D%u0 = DPur | oo 5, 111129y = Moty (BO) + 4B (1)) ©3)

where M, depends only on n and Ecc(S,, (x1,3f/4)) (and the latter is bounded by
K3(2DoF(3/4)"~")'/2). In particular,

1D%u6(0) — D*u1 (0)|| < Mot (B(0) + 471 8(1)). (94)

Consequently, by the definition of Dy in (89), by assuming that

Sﬂf

95
10M, ©3)

we get

[D*ur (0] < Moty (B(0) + 47" B(1)) + D*uo(0)|
< Mo(8B(0) + 2B(1)) + Do < 10MoSp + Dy < 2Dy.
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That is, we obtain the same bound (namely, 2Dy) for both ||D?u,(0)|| and ||D?u; (0),
which [through Pogorelov’s (43)] gives the same bound for the eccentricities of
Su(xo0, t0) and S, (x1, #1), and we are ready to iterate the reasoning above. That is,

Ecc(S,(x1,11))* < 2DoF(3/4)"", (96)

and using (91) with k =1,

Ecc(Sy, (x2, 1))? < Ky Ecc(Sy, (x1, 1))? < 2DyKgF(3/4)" !,
and for the same N, as in (92)

||u2||c2~”(5u2()€2.3t2/4) + Jus ||C2«“(Sul (130/4) = No,
so that, by (67),
[l — M2||L°°(Su(0,4*2)) =< Jur — u||u>0(su(o,4*1)) + [uz — “0||Loo(su(0.4*2))
<47'8(1) +477B(2),

and with the same M, as in (93),

HDZMZ - Dzul HCZO‘(SMZ (¥2.02/2)) =< M()tz_] (4_]/3(1) + 4_2ﬁ(2))
In particular, by using (86)

1D%62(0) = D2 (0)]] < Mot (47 B(1) + 472B(2) = Mo(8B(1) + 2B(2)),

which yields

ID?u2(0)[| < 1D*u1(0) = D*uz(0) || + [[D?u0(0) — D?u1 (0) || + [ D?uo (0) |
<Mo(8B(1) +2B8(2) + 88(0) + 28(1)) + Do
< 1OMOS/3 + Dy < 2D,.

At the kth step, by (86) we obtain

k
ID?u(0) — D*up(0) || < > [[D*u;(0) — D*ui—1 (0)]|

j=1

k
<MY ' @VBG— 1) + 47B()

j=1

k k
<MY (BBG—1)+28() < 10My Y BG),  (97)

j=1 J=0
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and then
1D (0)|| < 10MoSp + Do < 2Dy Vk € N,

which yields the following uniform bound for the eccentricities of S, (0, 47)
Ecc(S,(0,47%)? < 2DyF(3/4)"!  Vk € N,. (98)

By Pogorelov’s (44) we have that Dy := ||D*u(0)|| < F(3/4)" 'Ecc(S,(0,1))?, so
that (98) yields

Ecc(S,(0,47%))? < 2F(3/4)*" YV Ecc(S,(0,1))> Vk e N

and (3) follows with Cy3 := 2F(3/4)>"V.
In the case when f(0) # 1 we apply the result to v := u/f(0)'/" and notice that

S,(0, A=V/"47F) € §,(0,47%) = 5,(0,47*F(0)~1/") € 5,(0,A71/"47F) (99)

and that

1 1
1/n _ I/n _ 1/n - I/n _ 1/n
|(f(x)/£(0)) 1] = 7o) @7 = fO)] = 7 F 07 = f(0) 7]
and, by recalling the definition of B(k) in (66), the definition of Sg in (84) and the
conditions (85), (95) imposed on it, we define the g in (2) as

A Dy 1 (K\?
gy = min = | = (100)
nC1K2 1OIVIO 6 K
which concludes the proof of Theorem 1.1. O

Proof of Theorem 1.2

For k € Ny let us write E; := Ecc(S,(0,47%)). From (18) we have
E? < KsE} (101)

and, in order to start the iteration process and obtain a similar estimate for E», it is
enough to ask for 8(0) < 1/6 and B(1) < 1/3, with §(k) as in (66).

Now, if Ell; is an ellipsoid centered at ¢; with radii 0 < px; < -+ < pg, such
that o, Ell, C S,(0,47%) C Ell, by (13) and (98) we have

0Py < loaEll] < [S,(0.479)] < |Ell| < 00}, < 0,ELply  (102)
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which, combined with (16), yields

1/2 1/2

ki 27k < < KB 27F VkeN 103
1/)’! —_ pk,l‘l f— 1/” 0- ( )
n Wp an

1/2 n
Thus, putting Gy, := 2Ky Eg ,we get 20, < G;27%. On the other hand, we also have

1/n
Wp' Oy

B(ck, otnpr1) C auEll C S,(0,47) C Elly C B(ck, prn) (104)

and, since 0 € S,(0,47%), we get 0 € B(cx, pr.,) and then B(cy, pr..) C B(0,201.).
Therefore,

5.(0,47) C B(0,2px.0)
and, due to (102)and (103),

—k n.n nn —n? n g2 p—n? n—kn
|Su(074 )| > wﬂanpk,l = w’lanlok,nEk z oln1<1 Ek 2

n/2 n
a K K2
= S5 |B(0, E{27")| = o7"27" (—1) B0, Gx27)|
w EX" K>

so that

1 1 1 .
1S (0. 45| n — F(0)n|"d
(IMO, N g T IO )

1 1

_ K>\? 1 1 1 n

<2, ’E} (_) (— [f ) —f(0) " dx)
K IB(0, Gk27%)| Jg0.62%)

and we can take

Kiy? (105)
= —_— 0.
2B\ K, )

Proof of Corollary 1.3

For k € Ny let us put tp := 475, S = S,(0,47%), and let T} be an affine
transformation normalizing S;. Then, by estimates on the averages of || D?u|| over
its sections (see, for instance, [8, Lemma 3.2] or [19, p. 97]) there exists a structural
constant K9 > 0 such that

1

— [ |D*u()| dx < Kows| Tk||* Vk € Ny. (106)
|Sk| Sk
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Since T} normalizes Si, by (16) we have

on > ||l = K22 1T Yk € No,

and, from the definition of eccentricity, it follows that

|S | / ||D2u(X)|| dx < KgK1 W, |Tk|_5||Tk||2 . K1oEcc(S,(0, 4_k))2

for every k € Ny, where Ko := KgKl_la),,i. Therefore, (3) yields

1

S ||D2u(x)|| dx < K19Ci3Ece(S,(0,1))>  Vk € Ny. (107)
k

Finally, the fact that hypothesis (1) guarantees a structure of local quasi-metric space
with the sections of u acting as “quasi-metric balls” (see, for instance, [1, 9, 10]), the
fact that Lebesgue measure is doubling with respect to the sections of every convex
function (see [6, Lemma 5.2]), and Lebesgue’s differentiation theorem applied
to (107) yields (6) with Ky := KjoC2;. O

On the Local Quasi-Conformal Jacobian Problem

Fix0 <A <A <ooandletf: 2 — R be a continuous function with
0<A<f(x)<A VxeQ (108)
and let wy o denote the modulus of continuity of f over €2, that is,

wre(n) = sup{lf(x) =fO)[ : [y —y[ <1, x.y € Q}.

Burago and Kleiner [2] and McMullen [20] have constructed examples of uniformly
continuous functions f : [0,1]> — R? satisfying (108) such that there is no
bi-Lipschitz mapping F : [0, 1]> — R? verifying the equality

det DF(x) = f(x) (109)

a.e. x € [0,1]%. Therefore, the condition wyq(f) — 0 as t — 07 is not enough
to locally realize f as the Jacobian of a bi-Lipschitz (or quasi-conformal) map and
some rate of decay for wy o should be prescribed towards that end.

In this section we apply Theorem 1.2 to the solvability of the local quasi-
conformal Jacobian problem with convex potentials. That is, in this case the sought
mapping F can be written as F = Vu, where u : B(0,1) — R is a strictly convex
function.
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Theorem 7.1. Suppose that f : B(0,4) — R, n > 2, satisfies
0<A<f(x) <A, ae. xeB(0,4), (110)

with f . satisfying the following uniform L"-Dini condition:

1/2
Dy := sup / ‘
yeB(0,1) JO

Then, there exists a quasi-conformal mapping F : B(0,1) — R" such that the
equality

dr
— < o0. (111)
L"(B(y,r)) F

Fr() =)

det DF(x) = f(x), a.e. x € B(0, 1), (112)

holds true. Moreover, there is a strictly convex, differentiable function u : B(0, 1) —
R such that F = Vu in B(0, 1).

Remark 7.2. Notice that if F = Vu, then (112) becomes the Monge—Ampere
equation detD?u = f. Theorem 7.1 is sharp in the sense that counterexamples
in [22] show that if detD*u(x) = f(x), a.e. x € B(0,1), then condition (110)
alone does not imply, in general, that Vu is locally quasi-conformal (see comments
after Corollary 3.8 in [18]). Also, an example in [7, Theorem 1.2] shows that the
condition (111) alone does not guarantee the local quasi-conformality of Vu.

Let u be a convex solution, in the Aleksandrov sense, of the boundary value
problem
detD*u =f inB(0,2) (113)
u=1 ondB(0,2).

Recall that u being a solution to (113) in the Aleksandrov sense means that for every
Borel set E CC B(0, 1) we have

19,(E)] = / FO) . (114)

where d, is the normal mapping of u and | - | stands for Lebesgue measure
(see Chap. 1 in [12]). If u is differentiable, then d,(E) = Vu(E). In our case u
will in fact be differentiable, by virtue of Caffarelli’s C!*-regularity theorem (see
[S, Theorem 2], [10, Corollary 13], or [12, Sect. 5.4]). Here o € (0, 1) depends only
onn and A/A. Also, by [4, Corollary 4], u is strictly convex in B(0, 1).
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The main task is then proving the quasi-conformality (in B(0, 1)) of Vu for
solutions u to (114). Once quasi-conformality is established, the change of variables
x = Vu(x) (see Theorem 33.3 in [21]) in (114) implies that given any Euclidean
ball B C B(0, 1), we have

/f(x)dx: |Vu(B)| =/ ldx = /detDzu(x)dx, (115)
B Vu(B) B

and Lebesgue’s differentiation theorem yields det D’u(x) = f(x), a.e. x € B(0, 1),
as required in Theorem 7.1.

Following Definition 2.1 in [18], we say that u has has round sections in Q if
there is a constant ¢ € (0, 1) (which might depend on €2) such that for all xy €
and 7 > 0 with S, (xo, r) CC 2 there exists R > 0 verifying

B(xo, TR) C S,(x0,1) C B(xo,R). (116)

The local quasi-conformality of Vu will be a consequence of Theorem 3.1 in [18],
where Kovalev and the author proved the equivalence between Vu being quasi-
conformal and u having round sections. This equivalence is quantitative, in the
sense that the constants involved depend only on each other and not on u, see also
Remark 3.4 in [18]. In turn, the roundedness of the sections of u follows by taking
any xo € B(0, 1/2) and applying Theorem 1.2 to the function

Uy (X) = u(x +x0) VxeB(0,1/2),

and considering that, due to [12, Theorem 3.3.4], given x, xo € B(0, 1/2) the eccen-
tricities of S,(x, 1/2) and S,(xo, 1/2) are uniformly comparable (with structural
constants) to that of S, (x,,, 1 — u(x,,)), where x,, is the minimum of u on B(0, 2).
By (5), the roundedness of the sections of u follows with t depending only on
structural constants and Ecc(S, (X, 1 — u(x,y,))). O

On the Uniform Ellipticity for the Linearized
Monge-Ampere Operator

We close this article with a remark on how to use the L"-Dini condition in (111) to
turn the matrix

A, (x) 1= det D*u(x) D*u(x)™! VxeQ,

into a uniformly elliptic matrix on every section S := S, (xo, ) C S,(xo,2t) CC €2,
with ellipticity constants controlled by structural constants and Ecc(S).
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Suppose that u € C2(R) is a strictly convex function with
0 <A <detD’u(x) =:f(x) <A VxeQ. (117)

Given S := S,(xo,1) C S,(x0,2t) CC 2, again by [12, Theorem 3.3.4], for every
x1 € S,(xo,1/2) we have that

Ecc(S,(x1,1/2)) >~ Ecc(S,(x0, 1))

with comparability constants depending only on A, A, and n. Now, for each fixed
x1 € Su(xo,1/2), an application of Theorem 1.2 to the function

Uy () ;= ulx +2x1)  Vx € S,(xo0,/2)
yields (as in Corollary 1.3)
ID*u(x)|| S Ecc(Su(xo. 1)) Vxi € Su(x0.1/2),

where the implied constants are structural constants. By means of (117), this implies
that the eigenvalues of D?u(x)) lie between AEcc(S, (xo, 1))>1~ and Ecc(S,(xo, £))?
for every x; € S, (xo0,t/2). Thus making A, uniformly elliptic on S, (xo, #/2).

The Monge—Ampere operator linearized at a function u € C?(R2), denoted by
L, acts as follows:

L, (w) = trace(A,D*w). (118)

Regularity properties of solutions to £,(w) = h continue to receive attention and,
for instance, in [13, 14], Gutiérrez and Nguyen established interior estimates for first
and second derivatives of solutions to £,(w) = h. As an example of such regularity
results, the main result in [14] (Theorem 1.1) establishes that for every p > 1 and
q > max{p, n}, solutions to L,(w) = h satisfy

HDZW”U,(Q,) = C(wl oo @) + 1Al o)) (119)

where C > 0 depends only on p, g, A, A, n, dist(2’,0R2), and the modulus of
continuity of f := det D?u. Furthermore, Theorem 1.1 in [14] is stated with Q =
S (X, tyy) for some x,, € R" and 1,, > 0 (that is,  in Theorem 1.1 in [14] is a
section of u). 1

By our comments above, we see that if f» satisfies the L"-Dini continuity
condition (111), then £, turns into a uniformly elliptic operator on every section
S C Q' with ellipticity constants depending on structural constants and Ecc(S).
Also, by [12, Theorem 3.3.4] every chain of sections S, S5, . . . Sy of the same height
and with §; N Sj+1 # @,j = 1,...,N — 1, will have comparable eccentricities (with
comparability constants depending on structural constants as well as on N).
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In particular, under the L"-Dini continuity condition (111) on f %, by the
comments above on the uniform ellipticity of .4, and the continuity estimates for
D?uin [17, Theorem 1 and Lemma 4.1], (119) can be improved to

[D?w]

vy = CUWlp @) + IAllpg)- (120)
for every 1 < p < oo, see, for instance, Theorem 9.11 from [11, p. 235].
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BMO: Oscillations, Self-Improvement,
Gagliardo Coordinate Spaces, and Reverse
Hardy Inequalities

Mario Milman

Para Corita

Abstract A new approach to classical self improving results for BMO functions is
presented. “Coordinate Gagliardo spaces” are introduced and a generalized version
of the John-Nirenberg Lemma is proved. Applications are provided.

Introduction and Background

Interpolation theory provides a framework, as well as an arsenal of tools, that can
help in our understanding of the properties of function spaces and the operators
acting on them. Conversely, the interaction of the abstract theory of interpolation
with concrete function spaces can lead to new general methods and results. In this
note we consider some aspects of the interaction between interpolation theory and
BMO, focusing on the self improving properties of BMO functions.

To fix the notation, in this section we shall consider functions defined on a fixed
cube, Qp C R". A prototypical example of the self-improvement exhibited by BMO
functions is the statement that a function in BMO automatically belongs to all I”
spaces, p < 00,

BMO C ﬂLP. )

p=1

In fact, BMO is contained in the Orlicz space e’. This is one of the themes
underlying the John-Nirenberg Lemma [46]. One way to obtain this refinement is to
make explicit the rates of decay of the family of embeddings implied by (1).
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We consider in detail an inequality apparently first shown in [19],

n 1—
e < Cag W12 Il ® 1 < p < g < o0 2)

With (2) at hand we can, for example, extrapolate by the A-method of [44], and the
exponential integrability of BMO functions follows (cf. (33) below)

Il o

Fller ~ sup —= < cu [Ifllgmo - A)
g>1 q

More generally, for compatible Banach spaces, interpolation inequalities of the form

Ifllx < c0) IFx; " Iy, - 6 € 0, 1), )

where ¢(0) are constants that depend only on 6, play an important role in analysis.
What is needed to extract information at the end points (e.g., by “extrapolation”
[44]) is to have good estimates of the rate of decay ¢(f), as 6 tends to O or to 1.
We give a brief summary of inequalities of the form (4) for the classic methods
of interpolation in section “Interpolation Theory: Some Basic Inequalities” below.
For example, a typical interpolation inequality of the form (4) for the Lions—Peetre
real interpolation spaces can be formulated as follows. Given a compatible pair! of
Banach spaces X = (X1, X3), the “K-functional” (cf. [9], [78])is defined for f €
S(X) =X, +Xo.1> 0, by

K@f:X) = KafiXX) = il Alfily, + bl O

The real interpolation spaces )ﬂ(g,q can be defined through the use of the K-functional.
Let € (0,1),0 < g < oo, then we let

Xoq =1 € 2 : Iflg,, < oo}, (©6)

where?

71z, = %/000 [t—f)K(t,f;f()]" th} 1/q.

We have (cf. Lemma 2 below) that, forf € X; N X,,0 <6 < 1,1 < ¢ < o0,

[(1 = 0)0a1" If | x, < 1157 PR, - (7

'We refer to section “Interpolation Theory: Some Basic Inequalities” for more details.
2With the usual modification when g = oo.
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We combine (7), the known real interpolation theory of BMO (cf. [10, Theorem 6.1],
[9] and the references therein), sharp reverse Hardy inequalities (cf. [80] and [69]),
and the re-scaling of inequalities via the reiteration method (cf. [12, 39]) to give a
new *interpolation* proof of (2) in Lemma 3 below.

Let us now recall how the study of BMO led to new theoretical developments in
interpolation theory.?

A natural follow-up question to (3) was to obtain the best possible integrability
condition satisfied by BMO functions. The answer was found by Bennett—DeVore—
Sharpley [11]. They showed the inequality*

11l oo,00) = sup O =10} = enlf lamo - ®)

The refinement here is that the (nonlinear) function space L(co, 00), defined by the
condition

I Nl (o0.00) < 00

is strictly contained” in e-.

In their celebrated work, Bennett—-DeVore—Sharpley [11] proposed the following
connection between real interpolation, weak interpolation, and BMO (cf. [9,
p. 384]). The K-functional for the pair (L',L*®) is given by (cf. [9] and
section “Extrapolation of Inequalities: Burkholder—-Gundy—Herz Meet Calderén—
Maz’ya and Cwikel et al.” below)

K(t . f;L',L®) = / t F*(s)ds.
0

Therefore, dKGfiLLL®) K'(t,f;L',L®) = f*(1); consequently, we can compute

the “norm” of weak L' := L(1, 00), as follows:
Il (1.00) = SUP 7™ (1)
>0

= suptK'(t,.f; L', L™).

>0

3Paradoxically, except for section “Bilinear Interpolation”, in this paper we do not discuss
interpolation theorems per se. For interpolation theorems involving BMO type of spaces there is a
large literature. For articles that are related to the developments in this note I refer, for example, to
[11, 36, 43, 55, 76, 84].

“Where f* denotes the non-increasing rearrangement of f and f**(¢) = % j;f* (s)ds.

SThe smallest rearrangement invariant space that contains BMO is et

Pustylnik [79].

as was shown by
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Then, in analogy with the definition of weak L', Bennett—-DeVore—Sharpley pro-
ceeded to define L(oco, 00) using the functional

1 1l Loo.00) := sup tK'(t,f; L, L"). ©)
>

Note that in (9) the order of the spaces is reversed in the computation of the
K-functional. These two different K-functionals are connected by the equation

1
K(t,f; L=, L") = tK(;,f; L', L>). (10)
Inserting (10) in (9) we readily see that

1 1
11l (00.00) = sup{tK(~.f; L', L) — K/(?ﬂ L', L)}

>0 t
K(t.f: L', [®
= sup{¥ —K(t.fi L', L))
>0

= Sgp{f**(t) —f* (0}

The oscillation operator, f — f**(f) — f*(¢), turns out to play an important role
in other fundamental inequalities in analysis. A recent remarkable application of
the oscillation operator provides the sharp form of the Hardy—Littlewood—Sobolev—
O’Neil inequality up the borderline end point p = n. Indeed, if we let (cf. [15])

q an1/4a
o = {fooo (F*(ni'/r) %} l<p<oo,1<g=<oo an
N 11l 00,0 1<g<oo,
where®

11l (00.q) := {/0 @ —f (t))qT , (12)

then it was shown in [7] that

1 1 1 oo
Wllgg = enlIVflLpg -1 =p = ’%l:) =5 1 <g=<oo, feC(R").

(13)

6 Apparently the L(00, g) spaces for ¢ < 0o were first introduced and their usefulness shown in [7].
Note that with the usual definition L(0co, 00) would be L°, and L(00, g) = {0}, for ¢ < 00. The
key point here is that the use of the oscillation operator introduces cancellations that make the
spaces defined in this fashion nontrivial (cf. section “The Rearrangement Invariant Hull of BMO
and Gagliardo Coordinate Spaces”, Example 1).
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The Sobolev inequality (13) is best possible, and for p = g = n it improves on the
endpoint result of Brezis—Wainger—Hanson-Maz’ya’ (cf. [13, 35, 67]) much as the
Bennett—DeVore—Sharpley inequality (8) improves upon (3). The improvement over
*best possible results* is feasible because, once again, the spaces that correspond to

p=n,
L(co,q) = {f : Hf”L(oo,q) < oof,

are not necessarily linear!3
Moreover, the Sobolev inequality (13) persists up to higher order derivatives,” as
was shown in [75],

n 1 1 & .,
g < en[VF g 1 =P Szﬁzﬁ_ﬁ’liqfoo,fecgo(R).

In particular, when p = % and g = oo, we have the BMO type result'’
oo = € [V s ooy f € CER).
Using the space L(0o, c0) one can improve (2) as follows (cf. [53]):

Wl < Cog IFIG Il ey 1 < p < g < 0. (14)

In my work with Jawerth!! (cf. [43]) we give a somewhat different interpretation
of the L(o0, q) spaces using Gagliardo diagrams (cf. [12, 27]); this point of view
turns out to be useful to explain other applications of the oscillation operator f** () —
f* (@) (cf. [29, 63] and section “Recent Uses of the Oscillation Operator and L(oo, ¢)
Spaces in Analysis”). The idea behind the approach in [43] is that of an “optimal
decomposition,” which also makes it possible to incorporate the L(co, ¢) spaces into
the abstract theory of real interpolation, as we shall show below.

Letr > 0,andletf € ¥ (}?) = X + X;. Out of all the competing decompositions
for the computation of K(¢,f; )}), an optimal decomposition

7Which in turn improves upon the classical exponential integrability result by Trudinger [87].

8Let X be a rearrangement invariant space, Pustylnik [79] has given necessary and sufficient
conditions for spaces of functions defined by conditions of the form

NG =)l < 00

to be linear and normable.
9The improvement is also valid for Besov space inequalities as well (cf. [59]).
10The spaces L(00, g) allow to interpolate between L> = L(00o, 1) and L(co, 00) C .

The earlier work of Herz [36] and Holmstedt [38], that precedes [11], should be also mentioned
here.
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f=Di()f +D()f, with D;(t)f € X;,i = 1,2,
satisfies

K(t.f;X) = IDi(Oflly, + 7 I1D20)f |Ix, - (15)

(resp. a nearly optimal decomposition obtains if in (15) we replace = by ~). For an
optimal decomposition of f we have'? (cf. [38, 43])

1Dy, = K(6.f35) — K0, f:X; (18)
d R
I1D2(f [lx, = d_tK(t’f;X)' 19)

In particular, for the pair (L', L*), we have (cf. section “Extrapolation of
Inequalities: Burkholder—Gundy—Herz Meet Calderén—-Maz’ya and Cwikel et al.”),

DU I = KGoF L 1) — EK G 1)
— 0 — 1),

and
d 1 o] *
ID20) oo = ZK(f: L1 L) = ().

Thus, reinterpreting optimal decompositions using Gagliardo diagrams (cf. [38, 43]),
one is led to consider spaces, which could be referred to as “Gagliardo coordinate
spaces.” These spaces coincide with the Lions—Peetre real interpolation spaces for
the usual range of the parameters (cf. [38]), but they also make sense at the end
points (cf. [43]), and in this fashion they can be used to complete the Lions—Peetre
scale much as the generalized L(p, q) spaces defined by (11), complete the classical

scale of Lorentz spaces. The “Gagliardo coordinate spaces” )}é“q i = 1,2, are

formally obtained replacing K(z,f; )?) in the definition of the )?g.q norm of f (cf. (6)

Interpreting (|| D; (£)f|| x, » 1D2(9)flx,) as coordinates on the boundary of a Gagliardo diagram
(cf. [12]) it follows readily that, for all ¢ > 0,7 > 0, we can find nearly optimal decompositions
x = x.(t) + y:(¢), such that

- d - - d -
(1 —9)[K(t.f;X) — IEK(t,f; ] < lx®lx, <1+ &)[K(.f;X) — tEK(t,f; X)] (16)

(1= 2KCH5) = e, < 0+ LK67). a7



Oscillations: Self-Improvement 239

above), by [|D1(0)f ||x, (resp. |D2()f||x,) (cf. [38]). In particular, we note that the

5(;2 spaces correspond to the k-spaces studied by Bennett [8].
This point of view led us to formulate and prove the following general version
of (7) (cf. Theorem 1 below):

1
(2 < 1=0 ? — = —
Wi, < calfI I, -0 € @110 = . 0)

which can be easily seen to imply an abstract extrapolation theorem connected with
the John-Nirenberg inequality.

Underlying these developments is the following computation of the K-functional
for the pair (L', BMO) given in [10] (cf. section “Self Improving Properties of BMO
and Interpolation” below):

K(t.f,L'(R"), BMO(R")) ~ 1tf*™ (1), 1)
where f* is the sharp maximal function of Fefferman—Stein [32] (cf. (23) below). In

this calculation BMO(R") is provided with the seminorm'? (cf. section “The John-
Nirenberg Lemma and Rearrangements”)

[flgyo = Hﬁ;"

L "

In [19], the authors show that (2) can be used to give a strikingly “easy” proof of an
inequality first proved in [52] using paraproducts,

gl = el Igllsmo + N8l fllamo)- 1 < p < oo (22)

The argument to prove (22) given in [19] has a general character and with suitable
modifications (in particular, using the *reiteration theorem* of interpolation theory)
the idea'* can be combined with (20) to yield a new endpoint result for bilinear
interpolation for generalized product and convolution operators of O’Neil type
acting on interpolation scales (see section “Bilinear Interpolation” below). Further,
in section “Recent Uses of the Oscillation Operator and L(co, g) Spaces in Analysis”

BBMO(R") can be normed by |f] sumo if we identify functions that differ by a constant.
14We cannot resist but to offer here our slight twist to the argument

gl < Il Ngll2
= ”f”[U’.BMO]l/z_gﬂ ”g”[U’.BMO]l/up

1/2 1/2 1/2 1/2
< 717 I bz gl gl shro

= Wl llgllsmo + gl I llao -
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we collect applications of the methods discussed in the paper, and also offer some
suggestions'” for further research. In particular, in section “On Some Inequalities
for Classical Operators by Bennett—DeVore—Sharpley and Bagby and Kurtz” we
give a new approach to well-known results by Bagby—Kurtz [5], Kurtz [56], on the
linear (in p) rate of growth of L7 estimates for certain singular integrals; in sec-
tion “Good-Lambda Inequalities” we discuss the connection between the classical
good-lambda inequalities (cf. [17, 21]) and the strong good-lambda inequalities of
Bagby—Kurtz (cf. [56]) with inequalities for the oscillation operator f** — f*; in
section “Extrapolation of Inequalities: Burkholder—Gundy—Herz Meet Calderén—
Maz’ya and Cwikel et al.” we show how oscillation inequalities for Sobolev
functions are connected with the Gagliardo coordinate spaces and the property of
commutation of the gradient with optimal (L!, L) decompositions (cf. [29]), we
also discuss briefly the characterization of the isoperimetric inequality in terms of
rearrangement inequalities for Sobolev functions, in a very general context.

The intended audience for this note are, on the one hand, classical analysts
that may be curious on what abstract interpolation constructions could bring to
the table, and on the other hand, functional analysts, specializing in interpolation
theory, that may want to see applications of the abstract theories. To balance these
objectives I have tried to give a presentation full of details in what respects to
interpolation theory, and provide full references to the background material needed
for the applications to classical analysis. In this respect, I have compiled a large set
of references but the reader should be warned that this paper is not intended to be a
survey, and that the list intends only to document the material that is mentioned in
the text and simply reflects my own research interests, point of view, and limitations.
In fact, many important topics dear to me had to be left out, including *Garsia
inequalities* (cf. [33]).

I close the note with some personal reminiscences of my friendship with Cora
Sadosky.

The John-Nirenberg Lemma and Rearrangements

In this section we recall a few basic definitions and results associated with the
self improving properties of BMO functions.'® In particular, we discuss the John-
Nirenberg inequality (cf. [46]). In what follows we always let O denote a cube with
sides parallel to the coordinate axes.

Let Qg be a fixed cube in R". For x € Qy, let

SHowever, keep in mind the epigraph of [68], originally due Douglas Adams, The Restaurant at
the End of the Universe, Tor Books, 1988 :“For seven and a half million years, Deep Thought
computed and calculated, and in the end announced that the answer was in fact Forty-two—and so
another, even bigger, computer had to be built to find out what the actual question was.”

16For more background information, we refer to [9] and [83].
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1 1
f5. )= sup  — [ |[f—foldx, wherefp = — [ fdx. (23)
»o.0co, 19l Jo 10l Jo

The space of functions of bounded mean oscillation, BMO(Qy), consists of all the
functions f € L'(Qy) such that fgo € L*°(Qy). Generally, we use the seminorm

Flssowan = 173l oo - (24)

The space BMO(Q,) becomes a Banach space if we identify functions that differ by
a constant. Sometimes it is preferable for us to use

Il smooo) = flemocgs + IFllicoy) -

The classical John-Nirenberg Lemma is reformulated in [9, Corollary 7.7, p. 381]
as follows!”: Given a fixed cube Q, C R", there exists a constant ¢ > 0, such that
for all f € BMO(Qy), and for all subcubes Q C Qo,

6|0

[(f —fo) xol™ () < ¢ |flamocn log+(7),r > 0. (25)

In particular, BMO has the following self improving property (cf. [9, Corollary 7.8,
p.381]). Let 1 < p < oo, and let'®

1 1/p
oo, = sup {@ /Q v—fgwdx} ,

x0.0C0o

and

Flss0r00) = ool oo + Iy -

Then, with constants independent of f,

|V||BM0P(QO) ~ ”f”BMO(Qo)'

It follows that, for all p < oo,

BMO(Qo) C L’ (Qo).

17For a recent new approach to the John-Nirenberg Lemma we refer to [31].
'$Note thatfgo_1 =f30.
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Actually, from [44] we have

_ *(t
”(f_fQ) XQ”A(%) ~ sgp % ~ |If — foll .o »

which combined with (25) gives

If —folloeo <c leQ|BM0(Q) ]

and therefore (cf. [9])
BMO(Qy) C -0,

In other words, the functions in BMO(Qy) are exponentially integrable.
The previous results admit suitable generalizations to R" and more general
measure spaces.

Interpolation Theory: Some Basic Inequalities

In this section we review basic definitions, and discuss inequalities of the form (4)
that are associated with the classical methods of interpolation.

The starting objects of interpolation theory are pairs X = (X1,X;) of Banach
spaces that are “compatible,” in the sense that both spaces are continuously
embedded in a common Hausdorff topological vector space V.!° In real interpolation
we consider two basic functionals, the K-functional, already introduced in (5),
associated with the construction of the sum space E(;() = X; + Xp, and its
counterpart, the J-functional, defined on the intersection space A()?) = X1 NX,, by

J(t.f:X) := J(t.f: X1, X2) = max {[f]ly, .t [f]lx,} . > O. (26)

The K-functional is used to construct the interpolation spaces (X, X>)q,, (cf.(6)
above). Likewise, associated with the J-functional we have the (X, X»)g 4.s, Spaces.

19We shall then call X = (XO,Xl) a “Banach pair”. In general, the > space V plays an auxiliary
role, since once we know that X is a Banach pair we can use E(X) as the ambient space. In
particular, the functional K(z,f; X) is in principle only defined on E(X). On the other hand, the
functional f — %K .f; )?), can make sense for a larger class of elements than X ()_f). This occurs
for significant examples: For example, on the interval [0, 1],

L(1,00) = {f :suptf*(t) <00} L L' + L™ =L".
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Let 6 € (0,1),1 < g < oo; and let Uy, be the class of functions u : (0,00) —
A). such that® lully, = {[;°@ T u(r): X1, X2)74 1" < oo. The space
(X1,X2)0 4y consists of elements f € X; 4+ X, such that there exists u € Uy 4, with

© ds .
f= u(s)? (in X, + X»),
0
provided with the norm

Vg = _JoE Al )

A basic result in this context is that these two constructions give the same spaces
(*the equivalence theorem*) (cf. [12])

X1, X2)04 = (X1,X2)0,47
where the constants of norm equivalence depend only on 6 and g.
In practice the J-method is harder to compute, but nevertheless plays an
important theoretical role. In particular, the following interpolation property holds

for the J-method. If X is a Banach space intermediate between X; and X», in the
sense that A(X) C X C X (X), then an inequality of the form

Iflly < |[f||)1(1_{9 |[f||§2 , for some fixed 8 € (0, 1), and for all f € A(;(), 27

is equivalent to

Ifllx < ”f”(xl,xz)g,l;,’ forall f € (X1,X2)4.,1,- (28)

One way to see this equivalence is to observe that (cf. [9])

Lemma 1. Let 6 € (0,1). Then, forall f € X, N X},
Il 11y, = inflr 7. f: X1, X)) (29)
The preceding discussion shows that, in particular,

1-6 71
Wl g0, = Wl Dk, 0 < 6 < 1, forf e X 0 X,

20With the usual modification when ¢ = 00.
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More generally (cf. [44, 70]) we have®': forall f € X; N X,,

—1/q _
Wl xorsys < ((1=0)00) " WA AN, .0< 6 <1.1<g <00,  (30)

where }] + % =1.
Likewise, for the complex method of interpolation of Calderén, [.,.]g, we have

(cf. [14)),
Fll, xp, < 117 NFNY, -0 < 0 < 1, forf € X; N X,

For the “K” method we also have the following result implicit®* in [44], which we
prove for sake of completeness.

Lemma 2.

[ = )89 Il i, x, < 17157 IF15, f € X1 NX20 <6 <1 (D)

Proof. Letf € X| N X,. Using decompositions of the form f = f + 0, or f = 0 + f,
we readily see that

K(f.t: X1, X5) < min{|[f|lx,. 7[[flx. }-

Therefore,

0o i dt 1/q
|V||(X1.X2)@_q = (/0 [t K(f’ tv X17X2)]qT)
1/q
Wl /I, dt 00 B dt
/ Taasl T e / 1 1
0 t 1L, /£ 1l !

_ _ 1/q
(e |m|xl)q“ v ’ (mxl ) "1
('V”XZ(uanz a—og T r, ) 7

e (—— )
xa Wlhe \ 7=5), 4

= [(1—0)0g 4 IIf I, IFII%,-

IA

For more results related to this section we refer to [44, 70] and [49].

2IHere and in what follows we use the convention 0o = 1.
22See also [26].
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Self Improving Properties of BMO and Interpolation

The purpose of this section is to provide a new proof of (2) using interpolation tools.
One the first results obtained concerning interpolation properties of BMO is the
following (cf. [9, 32] and the references therein)

1
[L'.BMO], = L?, with T—5-¢ (32)

In particular, it follows that
L'NBMO cC L4.
Therefore, if we work on a cube Qy, we have

L'(Qo) N BMO(Qo) = BMO(Qo) C LY(Qo).

In other words, the following self-improvement holds:

f € BMO(Qo) = f € [ \L4(Q)

q=1

While it is not true that f € BMO(Qy) = f € L*(Qo), we can quantify precisely
the deterioration of the L? norms of a function in BMO(Q,) to be able to conclude
by extrapolation that

f € BMO(Qy) = f € Q0. (33)

Let us go over the details. First, consider the following inequality attributed to Chen—
Zhu [19]:

Lemma 3. Let f € BMO(Qy), and let 1 < p < oo. Then, there exists an absolute
constant that depends only on n and p, such that for all g > p,

Fllze < Cag IFIEN 1F N s (34)

The point of the result, of course, is the precise dependency of the constants in
terms of g. Before going to the proof let us show how (33) follows from (34).

Proof (of (33)). From (34), applied to the case p = 1, we find that, for all ¢ > 1,

1 1—1
Fllze < Cag 17 1 N

= Guq If o -
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Hence, using, for example, the “A” method of extlrapolation23 of [44], we get

171l
1l ez = sup 7 ~ fllee = enllflgmo -

We now give a proof of Lemma 3 using interpolation.

Proof. Tt will be convenient for us to work on R" (the same results hold for cubes:
See more details in Remark 1 below). We start by considering the case p = 1, the
general case will follow by a re-scaling argument, which we provide below.

The first step is to make explicit the way we obtain the real interpolation spaces
between L' and BMO. Tt is well known (cf. [9, 10], and the references therein) that

(L', BMO)—1/qg = L%, q > 1. (35)

Here the equality of the norms of the indicated spaces is within constants of
equivalence that depend only on ¢ and . In particular, we have

1Flle < c@.m) Il swaon s, -

The program now is to give a precise estimate of c(g,n) in terms of ¢, and then
apply Lemma 2. We shall work with BMO provided by the seminorm ||z, (cf. (24)
above).

The following result was proved in [10, Theorem 6.1]:

K(t.f,L'(R"), BMO(R")) ~ 1tf*™ (1), (36)

with absolute constants of equivalence, and where f# denotes the sharp maximal
operator24 (cf. [9, 32, 83))

1
70 = =sup o5 [ ) ~fol v anafo = o5 [ s
w0 0| 101 Jo
Letf € L' N BMO, g > 1, and define 6 by the equation ;=5 = ¢. Combining (36)

and (31), we have, with absolute constants that do not depend ong,8,orf,

[(1-6)6g]'/ oo[t‘l“/qtf#*(t)]qﬂ " ~ [(1-6)6g]'/
q o " ~ q |lf||(L'(Rn),BMO(R"))l_l/q.q

1 1—1
< I NF D g

Z3For more recent developments in extrapolation theory cf. [4].
24For computations of related K-functionals and further references cf. [2, 42].
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Thus,

*® Ve q 1/ 1-1/
L[ rmamal ™ < e g 0
Now, we recall that by [11], as complemented in [85, (3.8), p. 228], we have

[0 =50 < of™(@0,1>0. (38)
Combining (38) with (37), yields

1/q

[ ro-roral <o Loy (9)

Observe that, since [tf**(1)] = (fotf* (s)ds)’ = f*(t), we have

O =10

t

=) =

Moreover, since f € L!, then f**(oc) = 0, and it follows from the fundamental
theorem of calculus that we can write

*° d
o= rre-res
Consequently, by Hardy’s inequality,
o0 1/q o0 1/q
Vol <ol [T o-rora
0 0

Inserting this information in (39) we arrive at

) 1/q
[T amal ™ < ooy 0)

We now estimate the left-hand side of (40) from below. By the sharp reverse Hardy
inequality for decreasing functions (cf. [80], [69, Lemma 2.1], see also [88]) we can

write
00 1/q
I, = { / f*(t)"dt}

_ [} 1/
<=ty { / f**(t)th} " 7
q 0
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Combining the last inequality with (40) we obtain

00 1/q
Il = { / f*(t)th}

<Ql/{ oo** }l/q
<( . )/ /0 £ ()dt

< (ﬂ)l/%i)‘/"cq{ / [ 0) — f* ()%t
q g—1 0

1/q

1 1-1
< cqllf I e,

as we wanted to show.
Let us now consider the case p > 1. Let ¢ > p. By Holmstedt’s reiteration
theorem (cf. [12, 38]) we have
(L”, BMO)1—p}g.q = (L', BMO)1-1/p p, BMO)1—p/q.q

and, moreover, with absolute constants that depend only on p,

» 1/p » 1/p
/ (si‘lsf#*(s))"é} - { / f“*(s)”ds} .
0 § 0

By Lemma 2 it follows that, with constants independent of ¢, f, we have

K(t.f; L, BMO) ~

) /p Va
[ee) —(=p/a) # w0 p th
/0 1 r/q ; f# (s)Pds ] 7 ~ “f”(U’(R”).BMO(R"))Hp/q.q
— — 1
< palg—pl g N N -
Now,

/ 1/q
q/p dt

[ele) i
/ [~=p/Da / ™ (s)Pds =
0 0 t
» q/p
/oo[,—(l—p/q)qtq { l /t f#*(S)”ds% ﬂ
0 ? Jo t

, /p 1/a
o0 1 [ P ar
- *(O\P ad
/0 t”%tp/of#(s)ds§ ;

1/q
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() Lo 2
l/q {/Om /O”f#*(s)l’ds}q/pdu}p/q
: (i)w[q/p—l} |

where in the last step we have used the reverse sharp Hardy inequality
(cf. [69, Lemma 2.1]). Consequently,

1/p

[e’e] 1/q —1 -
[ orad ™ <[22 2T v prieg g

~ I

Hence, by the analysis we already did for the case p = 1, we see that

1/q _
{ / f(t)"dt} < Ly ageetags| e

< quf||”‘f|m|3;;z§",

as we wished to show. |

Remark 1. 1f we work on a cube Qy, the replacement of (38) is (cf. [9])

O =10 < of™ (0.0 <1 < |Qol /3.
In this situation, we have BMO(Q,) C L'(Q), and we readily see that

1/q
{fJQ°|/3[t_‘+l/‘1(f#* (t)]‘f%} is an equivalent seminorm for (L'(Qo), BMO
(Q0))1-1/4,4- The rest of the proof now follows mutatis mutandis.

Remark 2. For related Hardy inequalities for one-dimensional oscillation operators
of the form f4(f) = 1 [( f(s)ds — f(z), cf. [76] and [54].

The Rearrangement Invariant Hull of BMO and Gagliardo
Coordinate Spaces

In this section we introduce the “Gagliardo coordinate spaces” (cf. [38, 43, 60]) and
we use them to extend (2) to the setting of real interpolation.
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Let 8 € [0,1],¢4 € (0, ¢]. Following the discussion given in the Introduction,
we define the “Gagliardo coordinate spaces” as follows?>:

1
(X1, Xa)yy = %f € X0+ Xo < fll ) < °°§ ’

where

(1o [ K@.f1 X1, Xo) 9 dp) '/
e A e ) e

and

2

oo —0 ! th V4
Hf“(xl,Xz);;z,; - {/0 (7K' (1, f5 X1, X2)) 7% s

and we compare them to the classical Lions—Peetre spaces (X;,X3)g4.
The Gagliardo coordinate spaces in principle are not linear, and the correspond-
ing functionals, |f]|| X ,i = 1,2, are not norms. However, it turns out that,
Xa)g,

when 8 € (0, 1), g € (0, o], we have, with *norm* equivalence (cf. [38, 43]),
n _ 2 _
(X1, X2)g,, = (X1, X2)y, = (X1, X2) 4. (42)

More precisely, the “norm” equivalence depends only on 8 and g. On the other hand,
at the endpoints, 8 = 0 or 8 = 1, the resulting spaces can be very different.

Example 1. Let (X1,X,) = (L',L®). Then, if = 1, g = oo, we have
W”(xl.xz)ﬁf;o = Ifll L(oo.00) » (43)
while
Il xo)100 = W”(Xl-xz)ﬂo = [Ifll oo -
For 0 =1,g < oo,

”f”(xl’xz)(lz = ”f”L(OOq) .

25Think in terms of a Gagliardo diagram, see, for example, [12, p. 39], [43, 46].
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On the other hand,

ot 1/q o dr 1/q
o= { [ 1o < [T orth T =,

and
“f”(xl,xZ)ff, <00 & f=0.
For 0 = 0,¢q = oo,
|V||(X1,Xz)0m = s1:p o= @) = Il
while
Il s, = P70 = Ifcto-
Moreover,

W1l i, oy, = SUP LG (0 = (1)

o0
= sup As(s)ds.
toJfE@

Therefore, if f*(c0) = 0, then

o0
Wy, = [ Hds
= Il

Also, if f**(o0) = 0,
*© di
Mooy = | B0 =701

o d
~tim [ [0 -7 0]
-0,

d
= lim (7**() —f**(s0) (since —-(=f**(1)) = ——

= fllzeo -
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Theorem 1. Let 6 € [0,1), and let 1 < q < oo. Then, there exists an absolute
constant ¢ such that

1-0 _ —
IFllze < eq (1+ (1= 0)g]"0) [ = O Il Wz - @44)
In particular, if (1 — 0)qg = 1,
1-6 0
iz < eallfllx” g - (45)

Before going to the proof let us argue why such a result could be termed a
generalized John-Nirenberg inequality. Indeed, let Q be a cube in R", and consider
the pair X = (L'(Q),L*®(Q)). As we have seen [cf. (43)]

Iz = 1f oo -

By definition, if f € L(co, 00)(Q), then f € L'(Q). We now show that, moreover,
If1l = Q1| Loo,00) - Indeed, for all 7 > O we have (cf. [1, Theorem 2.1 (ii)])

[o.¢]

/ (o) dx < / Ap(r)dr + ()
{If1>} [* A (1)

= L[ (1) — F* ()] + A2 (D)
< (0 (If l (o0.00) + 1)
<101 (Il o000y T 1) - (46)

where in the second step we have used the formula (do a graph!)

oo

S 160 = [ At
£*(@s)
Let t — 0 in (46) then, by Fatou’s Lemma, we see that

Il =< 1@l oo.00) - (47)

Now, let 8 € (0, 1), and é = 1—6. Then,
i dr) Ve
e = { [t opg]
0.9 0

= {/oo(t(ll/q)tf*(t))cI@} v
0 t

= [l e -
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Therefore, by (45) and (47),

1 1/q
I llze < eq I IF1 1S o
< ¢q10] Il (00,001

< qlIflo0.00) -

Consequently,

11l o
q

”f“eL ~ ”f”A L4y = Sup =c ”f”L(oo,oo) .
)
q

Proof (of Theorem (1)). Let us write
® ed S du\
Il = ( | G—K(u,f;X))q—)
0.q 0 du u

t d . d 1/q 00 d . d 1/q
_ ( /0 (ul_gaK(u,f;X))qf) + ( / (u‘_eaK(u,f;X))"f)
= () + (D).

We estimate these two terms as follows:

t 1/
1) = ( /0 u“—”%d%K(u,fvb)"d“) '

u

t .y 1/q .Y
< (/ u“_e)q(—K(u’f’ X )qd_u) (since iK(u,f; X) < K(u.f: %) X)).
0 u du

- u u

v\ (10 £ X\ -y
On the other hand, since (K(”uf ’X)) = K/ ’X)”Z Kuf ’X), we have that, for0 < u < 1,

u
t
M)

SR (S ) 4
u r g

u t

Kwf:X) _K@f:i%) (_ K(.f:X)

t

K@£:%) + (log 5) sup (m - K/(",f:;())
t r<t r

u

K(t.f:X t
KELD) 4 10g L iz -
t u 1,00
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Therefore, by the triangle inequality,

> 1/q
! K(t,f: X t du
() < (/ (M(I—G)Q{ﬁ + log — I[fII;(m }q_)
0 t u lLoo™ U

K.f:X) ([ du\ " ’ 1\9 du\'
- (t.f )(/ u(l_em_”) + [l llzo (/ L (1=0)a (log—) _”)
t 0 u 1,00 0 u u

Kt.f:X) (=9 /t (—tyq (1 1\Tdu "
= - 1 _— —
P T Wiz, { ) (Og u) u

(a) + (b).

For the term (a) we have

-6
(1= 8)q]"/a Aim K(z,f; X) (since K(-, f; X) increases)
0

< —_—
~ (1= 6)q]'

(a) <

11, -

To deal with (b) we use the asymptotics of the gamma function as follows: let s =
log ﬁ then u = te ", du = —te ’ds, %" = —ds, u1=94 = {(1=0q,=50=04 and we
have

t d 1/q
®) = Iflz0 (/ u('_e)"sq—u)
1,00 0 u

oo 1/q
— ”f”)}i]) t1—0 (/ e—s(l—@)qsqu)
,00 0

0o q d 1/q
(S mmg) e =00

Vg 1
- [(1— é)q] [(1—0)q]'/a 70 (D(g + 1))
My, 1y

S A=) [(1—0)g/a

Combining inequalities for (a) and (b) we have

0 Al 1

D == aygme Vi * @0\ g 1@ = oyg’

1_961.
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We now estimate (/1) :

) —1 1/q
un = (/ u(1=0q,,~1 (%K(u,f; f())q (M%K(w,f; f()) d_u”)

u-6g—1 [ d N\ ® d > Va
{g(u ; (EK(u,f;X)) )} { / EK(u,f;X)du}

= (0)(d).

A

The factors on the right-hand side can be estimated as follows:
) - - \1/q
@ = (lim K(u.f:%) = K(t.f:X))
u—>oo
. -\ /g
< (hm K(u,f;X))
ur—>oo
1
= Ifllx,’ -

Also, since K (-, f; )?) is concave, %K (u,f; 5() < % consequently,

(1=0)g—1 _g—1

1-1 L2
© < Ifly, suptu o 7}
u=>t
1—1 _
< Il " {supu=?}
u>t
1—-1 _
= Ifly, /e
Thus,

1 1—1 —
an < W W lly, e °

-8
= fllx,

Combining the estimates for (I) and (II) yields

1+[(1-0)g]" 1\ _, 1 1 o
”f”’?e()?, = ([(l—@)q]l/q)t IFllx, + [(1=0)q] [(1 G)q]l/qqt |lf||;(§f(>x)
< ; _ /q) 0 1 -0
< a1+ 10=0170) = Wl + = ot~ Wl

(43)
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We balance the terms on the right-hand side by choosing ¢ such that

(1410 = )" " Ifly, = 7 Wl

(1= 0)q]

whence,

1711 x,

t=(141[1—-0)q"9) [(1-6)q] :
WA lze

Inserting this value of 7 in (48) we find

L0+ 10= 000 ™ (0= 00 W 1,

1
”f”}?é?; = CQW

1 - -
<t (g ) 0+ 1A= 000" 1= 00 1157 1,

as we wished to show O

Remark 3. As an easy application of (45), we note that, if X, C X;, we can write

Il co ) = sup( =) fllze = clfllzo -
A((I—G)Xe‘ﬁ) 6 X L Xic0
We believe that similar arguments would lead to computations with the A, method
of extrapolation (cf. [44, 48]) but this lies outside the scope of this paper so we leave
the issue for another occasion.

Recent Uses of the Oscillation Operator and L(oo, q)
Spaces in Analysis

We present several different applications connected with the material developed in
this note. The material is nothing but a sample of results. The results presented are
either new or they provide a new treatment to known results.® This section differs
from previous ones in that we proceed formally and, whenever possible, we refer
the reader to the literature for background material and complete details. Further
development of materials in this section will appear elsewhere, e.g., in [29, 72, 73].

26See also [82], Lesson #3.
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On Some Inequalities for Classical Operators
by Bennett—DeVore—Sharpley and Bagby and Kurtz

In this section we show how the methods developed in this paper can be applied
to give a new approach to results on singular integrals and maximal operators that
appeared first in [5, 11], and [56] (cf. also the references therein).

Let 1 and U be operators acting in a sufficiently large class of testing functions,
say the space S of Schwartz testing functions on R". Furthermore, suppose that there
exists C > 0, such that for all f € S, the following pointwise inequality holds:

(TH* ) < CUF ().
Then, taking rearrangements we have
(TH™ (1) < CUf)* (1), 1> 0.

Therefore,

Sy 1/p [ed] 1/p
{ / ()™ (t)”dt} < C% / (Uf)*(z)f’dz} .
0 0

Now, by (38) above, and the analysis that follows it, we see that

00 1/, _ 1/, 00 1/
{ / )" (r)ﬂdz} ps(”—l) ppc{ / (Uf)*(f)pdt} ’
0 P 0
00 1/p
< *(DPd .
_Cp{ /0 WU 0) r}

In other words,

1771, < cp IUS, - (49)

and we recover the main result of [56].

We should also point out that the method of proof can be also implemented to
deal with the corresponding more general inequalities for doubling measures on R”"
(cf. [21, 56], and the references therein).

Remark 4. It may be appropriate to mention that once one knows (49) then one
could use the extrapolation theory of [44] to show (cf. [56, Lemma 5]) that there
exist absolute constants C, y > 0, such that,

(IN*() < C / ~ ©% foralif e (50)

yt
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Good-Lambda Inequalities

These inequalities apparently originate in the celebrated work of Burkholder—Gundy
[17] (cf. also [16]) on extrapolation of martingale inequalities. They have been used
since then to great effect in probability, and also in classical harmonic analysis,
probably beginning with [18] and Coifman—Fefferman [21]. Inequalities on the
oscillation operator f** — f* are closely connected with good-lambda inequalities.
This connection was pointed out long ago by Neveu [77], Herz [36], Bagby and
Kurtz (cf. [5, 56]), among others. In this section we formalize some of their ideas.

To fix matters, let u be a measure on R”, and let T and H be operators acting
on a sufficiently rich class of functions. A prototypical good-lambda inequality has
the following form: for all A > 0,& > 0, there exists c(¢) > 0, with ¢(¢) — 0, as
& — 0, such that

pRITS| > 24, [Hf| < eA} < c(e)pd|Tf| > A} (6D

The idea here is that if the behavior of H is known on r.i. spaces, say on L spaces,
then we can also control the behavior of T. Indeed, the distribution function of Tf
can be controlled by the following elementary argument:

pAITf1 > 24} < pdITf| > 24, [Hf| < eA} + pd|Tf| > 27, |Hf| > €A}
< c(@uiTf] > A} + pdlHf| > eA}.

Then, since

1712 = p /0 A adlf] > A,

we readily see that we can estimate the norm of || 7f||? in terms of the norm of || Hf |7
by means of making ¢ sufficiently small in order to be able to collect the two ||Tf ||§
terms on the left-hand side of the inequality.

In [56], the author shows the following stronger good-lambda inequality for f# :
There exists B > 0, such that for all ¢ > 0,4 > 0, and all locally integrable f, we
have

wilf1 > B + A% < epdlf] > A3
This inequality is used to show the following oscillation inequality (cf. [56, p. 270]):
t
F1O =120 = )= 0,

where C is an absolute constant.
More generally, the argument in [56] can be formalized as follows:
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Theorem 2. Suppose that T and H are operators acting on the Schwartz class S,
such that, moreover, for all ¢ > 0, there exists B > 0, such that for all A > 0,

pAITfI > BHf| + A} < epd|Tf| > A} (52)
Then, there exists a constant C > 0 such that for all t > 0, and for all f € S,
* * * t
(TN)" (0 = (Tf)" @20 = CHH" (). (53)

Proof. Lete = i, and fix B := B(i) such that (52) holds for all A > 0. Let f € S,
and select A = (Tf)* (2¢). Then,

R~

p{ITf| > BHSf| + (Tf)* (21)} < %M{|Tf| > (TH)* (20} <
By definition we have,

pAlHf| > (HD® (D)) <

N~

Consider the set A = {|Tf| > B(Hf)*(5) + (Tf)* (21)}. Then, it is easy to see, by
contradiction, that

A C TS| > BIHS| + (T Qo) JUHS| > (HN* (1/2)}.

Consequently,

t t
A) < — + —.
u()_2+2

Now, since
(TH)* (1) = inf{s : u{|Tf] > s} <1},
it follows that

(T () = BHN" (5) + (AN* 20,

as we wished to show. |

Remark 5. Itis easy to compare the oscillation operators (Tf)* (¢) — (Tf)* (2t) and
(TF)** (1) — (T)* (). For example, it is shown in [7, Theorem 4.1, p. 1223] that

1" (S =" @) =2(@™ O - " ).
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and
*k * 1 ! P *
(@™ (- 1" ) = - /0 (@ G -an ) s
+ (N (5) — TN ). (54)

Combining Theorem 2 and the previous remark we have the following:

Theorem 3. Suppose that T and H satisfy the strong good-lambda inequality (52).
Then,

((TN™ (O = TN @) = 2BHN™ ().

Proof. The desired result follows combining (53) with (54). O

Remark 6. 1t is easy to convince oneself that the good-lambda inequalities of the
form (52) are, in fact, stronger than the usual good-lambda inequalities, e.g., of the
form (51) (cf. [56]).

Remark 7. Clearly there are many nice results lurking in the background of this
section. For example, a topic that comes to mind is to explore the use of good-
lambda inequalities in the interpolation theory of operator ideals and its applications
(cf. [20, 66], and the references therein). On the classical analysis side it would be
of interest to explore the connections of the interpolation methods with the maximal
inequalities due to Muckenhoupt—Wheeden and Hedberg—Wolff (cf. [3, 40], and the
references therein).

Extrapolation of Inequalities: Burkholder—-Gundy—Herz Meet
Calderon—-Maz’ya and Cwikel et al.

The leitmotif of [17] is the extrapolation of inequalities for the classical operators
acting on martingales (e.g., martingale transforms, maximal operators, square
functions). There are two main ingredients to the method. First, the authors,
modeling on the classical operators acting on martingales, single out properties
that the operators under consideration will be required to satisfy. Then they usually
assume that an L” or weak type L estimate holds, and from this information they
deduce a full family of L” or even Orlicz inequalities. The main technical step of the
extrapolation procedure consists of using the assumptions we have just described in
order to prove suitable good-lambda inequalities. The method is thus different from
the usual interpolation theory, which works for all operators that satisfy a pair of
given estimates.

In [29] we have shown how to formulate some of the assumptions of [17] in
terms of optimal decompositions to compute K-functionals. Then, assuming that the
operators to be extrapolated act on interpolation spaces, one can extract oscillation
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inequalities using interpolation theory. In particular, the developments in [29] allow
the extrapolation of operators that do not necessarily act on martingales, but also on
function spaces, e.g., gradients, square functions, Littlewood—Paley functions, etc.
The basic technique involved to achieve the extrapolation is to use the assumptions
to prove an oscillation rearrangement inequality.?’

Unfortunately, [29] is still unpublished, although some of the results have been
discussed elsewhere (cf. [63]) or will appear soon (cf. [72]). In keeping with the
theme of this note, in this section I want to present some more details on how one can
extrapolate Sobolev inequalities and encode the information using the oscillation
operator f** — f*.

Let us take as a starting point the weak type Gagliardo—Nirenberg—Sobolev
inequality in R" (cf. [58]):

Wl o0y = Wl gy oo @y moe = €n VSl oS € Lipo(R"). (55)

Let f € Lipo(R"), and assume without loss that f is positive. Let t > 0, then an
optimal decomposition for the computation of

Ke.f) = K0Sl @).L5R) = [ 76
is given by
=0+ —fw) (56)

where

Q) =f*@) it f*(1) < f(x) (57)

Jreo®) = % 0 iff(x) <f*@)

By direct computation we have
K(t.f) < |
= ([ roa-ro)+ro
= / ¥ (s)ds.
0

On the other hand, if f = fy + fi, with f € L', f; € L, then

frewll + 1 =fro | oo

/0 s = /0 ' s)ds + /0 £ (5)ds

< Wollpr + 2 lfillzoe -

?Herz [37] also developed a different technique to extrapolate oscillation rearrangement inequali-
ties for martingale operators.
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Therefore,

K@.f) = ol + 1 1f —frol e

Also note that, confirming (18) and (19) above, by direct computation we have

|

ol = [ £ 6ds= 170
— 0 - 0)
If =+ | oo =77 (®).

The commutation of the gradient with truncations®® implies

Vol = / |l
>}

Therefore
t

We apply the inequality (55) to f;=(). We find

YO! H (LI R).LS® R oo = Cn ”Vﬁ*(t) ”L1
< [ 191" 0.
We estimate the left-hand side
=l w2 (RD.L® R oo b sV (s, freo)
= sups™""K(s.f — (f —fr+))

s>0

> VK (tf — (f — fr )
> VMK () — K f = fre )}

where the last inequality follows by the triangle inequality, since K(z, -) is a norm.
Now,

K(t.f) = 1f™ ().

B(cf. [6, 34, 65, 67]).
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and
K(t.f = frew) < tfprw — 1] oo
= tf* ().

Thus,

|

Combining estimates we find

e ||(L1(R”).L°°(R”))1/n,oo =t (’f**(t) -1 (t)) :

t
(O~ O) " < [ (941" @)
0
which can be written as

@) =£50) < et " V™ (1), (58)

This inequality had been essentially obtained by Kolyada [50] and is equivalent
(cf. [65]) to earlier inequalities by Talenti [86] but its role in the study of limiting
Sobolev inequalities, and the introduction of the L(co, g) spaces, was only pointed
out in [7]. In [65] it was shown that (58) is equivalent to the isoperimetric inequality.
More generally, Martin—Milman extended (58) to Gaussian measures [62], and
later?® (cf. [64]) to metric measure spaces, where the inequality takes the following
form:

FHO -0 < % V™ (1), (59)

where [ is the isoperimetric profile associated with the underlying geometry. In fact
they show the equivalence of (59) with the corresponding isoperimetric inequality
(for a recent survey cf. [64]).

One can prove the Gaussian Sobolev version of (59) using the same extrapolation
procedure as above, but taking as a starting point Ledoux’s inequality [57] as
a replacement of the Gagliardo—Nirenberg inequality (cf. [63]). Further recent
extensions of the Martin—-Milman inequality on Gaussian measure can be found
in [89].

Let us now show another Sobolev rearrangement inequality for oscillations,
apparently first recorded in [65]. We now take as our starting inequality for the
extrapolation procedure the sharp form of the Gagliardo—Nirenberg inequality,
which can be formulated as

“f”L(n/.l) = “f”(LI(R”),LOO(R"))I/,Z_I = ”Vf”Ll J € LiPO(Rn)~

»See also [47] for a maximal function approach to oscillation inequalities for the gradient.
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We apply the inequality to f+(;). The right-hand side we have already estimated,

t
||fj"*(t) || (LI(R”),LOO(R”))l/,Ll = Cn/o |Vf|* (S)dS.

Now,
= “(LI(R")’LOO(Rn))l/n.l = /000 sil/”K(s,ﬁ*(l))%
= /0 MK (s f) = K(o.f —mn}?

' d
= [ O =Ko kS

Note that since f* decreases, for s < ¢, we have

K(s.f = fre) < s |f —frew | joo

= sf*(1)
= sf7(s).
Therefore,
L i ds
1l @t ey o0 Ry 2/0 s~V () —sf" ()} —
 —in ds
= [ - pren
0 S
Consequently,

t d !
[ @ -r oS < e [ 191 s
0 N 0

an inequality first shown in [65].

Bilinear Interpolation

In this section we show an extension of (22) to a class of bilinear operators that
have a product or convolution like structure. These operators were first introduced
by O’Neil (cf. [12, Exercise 5, p. 76]).
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Let ;\, 79, E’, be Banach pairs, and let IT be a bilinear bounded operator such that

AQXBQ—>C0
IT: A0X31—>C1.
Aleo—>C1

For example, the choice Ag = By = Cy = L®, and A, = B, = C;, = L',
corresponds to a regular product operator IT;(f,g) = fg, while the choice Ay =
By=C; =L" and A, = B| = Cy = L™, corresponds to a convolution operator
I,(f,g) = f % g on R", say. The main boundedness result is given by (cf. [12,
Exercise 5, p. 76]):

I 9)le,, < Ifl5, gl - (60)

where 0,6, € (0,1),0 = 0y + 65,q;,r € [1,00],i = 1,2, and L < L 4 L

= aqr ' qr
Example 2. To illustrate the ideas, make it easy to compare results, and to avoid
the tax of lengthy computations with indices, we shall only model an extension
of (22) for IT;. Let us thus take A =B = C = (Ag,A1), and let X = X0, X1) =
(A1, Ap). Further, in order to be able to use the quadratic form argument outlined in
the Introduction, we choose g = ¢» =2, r =p, 6, = 6, = %. Then, from (60)
we get

ImG. 9., < Wl el - o)

74P

Since (1 — %)(1 —-0)+ %l =1- %, we can use the reiteration theorem to write
5(1_%2,, = (il—e,p,Xl)%,gp,
and find that
IG5, = Wy, W85, (©2)
By the equivalence theorem® (cf. (42) above),

S S 2
X0, X1)1 5, = (X1—6,p,X1);)2p'

n this example we are not interested on the precise dependence of the constants of equivalence.
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Therefore,
. < N o
IG5, 3 Wl 180G,
1/2 1/2 1/2 1/2
e e e
1—0.p (Xi—0p-X1)| oo 1=f.p (Xi—0X1), o0

where in the last step we have used (45) applied to the pair (Xl_g_p,Xl). Conse-
quently, by the quadratic formula, we finally obtain

I G-, < Wl Iel s, 0 + Wl sl

Remark 8. The method above uses one of the more powerful tools of the real
method: the re-scaling of inequalities. However, in this case there is substantial
difficulty for the implementation of the result since techniques for the actual

> 0}
computation of the space (X 1-9.p. X 1) are not well developed at present time.>!
1,00

Therefore we avoid the use of (62) and instead prove directly that if’?> § = 1% we
have

Iz, =W Il (63)
]—7,2;7 P

51
Xiap - XKL

This given, applying (63) to both terms on the right-hand side of (61) and then using
the quadratic form argument we find

I 95, = Wfll5,_,, Nelzn +lgllz,_,, Uiz - (64)
In the particular case of product operators and L spaces, | < p < oo, (64) reads

gl = WFllr 181l zio0.00) + g ler U1l zco0,00) -

which should be compared with (22) recalling that

1l L(o0.00) = € I llgrto -

311t is an interesting open problem to modify Holmstedt’s method to be able to keep track, in a
nearly optimal way, both coordinates in the Gagliardo diagram, when doing reiteration. For more
on the computation of Gagliardo coordinate spaces see the forthcoming [74].

32To simplify the computations we model the L” case here. Another simplification is that in this
argument we don’t need to be fuzzy about constants.
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Proof (of (63)). To simplify the notation we let K(z, f; X) = K(r). Then,

|lf||;(17%2p = %/Ooo (K(s)s_(l_i)) 2 is} 1/2p
=< {/0 (K(S)s—(l—ﬂ))2p cis} 1/2p . {/too (K(s)s_(l_ﬂ)>2p is} 1/2p

=1 +®).

We proceed to estimate each of these two terms starting with (2) :
* (2]
2) = {/ (K(S)S—(l—é))P s1=0p (=7 (K(S)s—(l——))
t

12 ( poo 12
= %SUP s1705075) (K(s)s_(l_g))} {/ (K(s)s~1=9)" @}
t

pds) /%
s

s>t s
K(s) 1/ 1/2
= { sup —} ey
s>t N 1—6.,p
K@) s
= {—t } Az~ "

- 1/2 1/2
1/2[(1 —0)/2 {K(t)t (1— 9)} ”f”x/l »
—1/p2 .
< flg

Moreover,

1/2p
—_ K(Y) 1—7)_;,_1 2P di‘
0= {/0 ( s ) s
1/2 1/2
< {/I([m—m]s—“—@“)%‘k} p+ %/Z(K(’)S—(I—Z)ﬂ)zpds} ’
0 s ! § 0 t s

= (@) + (b).

The term (b) is readily estimated:

1/2
®) = K() %/0 szz,?} »

~ @tl/ZP
t
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— K(t)t—(l—e)t(l—G)tl /2p—1

—1/2
< Iflly, , .

Next we use the familiar estimate

Ks) K©O [ [KG)
[ir‘—r]—f[s K“}
< Iflz, . log -

to see that

(@ < IIfllg, . %/Ots (log §>2p ?} 1/2p

< 0y 1Y,
= Wiz
Collecting estimates, we have
. —1/p2 . R 1/2p
Vls,_y,, = W, + Wl o2

Balancing the two terms on the right-hand side we find

1/2 1/2
Il , = |lf||~/ Ml n
1—7,21)

20

as we wished to show. ad

Remark 9. 1t would be of interest to implement a similar model analysis for
I,(f,g) = f * g. We claim that it is easy, however, we must leave the task to
the interested reader.

Remark 10. The results of this section are obviously connected with Leibniz rules
in function spaces. This brings to mind the celebrated commutator theorem of
Coifman—Rochberg—Weiss [22] which states that if T is a Calder6n—Zygmund
operator (cf. [83]), and b is a BMO function, then [T, b|f = bTf — T(bf), defines a
bounded linear operator??

[T.0] : I7(R") — [P(R"),1 < p < .

The result has been extended in many different directions. In particular, an abstract
theory of interpolation of commutators has evolved from it (cf. [28, 81], for recent

331n fact, the boundedness of [T, b] for all CZ operators implies that b € BMO (cf. [41])
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surveys). In this theory a crucial role is played by a class of operators €2 such
that, for bounded operators T on a given interpolation scale, the commutator [T, 2]
is also bounded. The operators €2 often satisfy some of the functional equations
associated with derivation operators. At present time we know very little about
how this connection comes about or how to exploit it in concrete applications
(cf. [30, 51]). More in keeping with the topic of this paper, and in view of many
possible interesting applications, it would be also of interest to study oscillation
inequalities for commutators [T, 2] in the context of interpolation theory. In this
connection we should mention that in [61], the authors formulate a generalized
version of the Coifman—Rochberg—Weiss commutator theorem, valid in the context
of real interpolation, where in a suitable fashion the function space W, introduced
in [76], plays the role of BMO :

loc < OO}

W =/{feLl (0,00):sup
t

+ [ s s

Obviously, f € L(oco, oo) iff f* € W.

A Brief Personal Note on Cora Sadosky

I still remember well the day (circa March 1977) that I met Mischa Cotlar and Cora
Sadosky at Mischa’s apartment in Caracas (cf. [71]). I was coming from Sydney,
en route to take my new job as a Visiting Professor at Universidad de Los Andes,
in Merida. And while, of course, I had heard a lot about them, I did not know
them personally. Mischa and I had exchanged some correspondence (no e-mail
those days!). I had planned to come to spend an afternoon with the Cotlars, taking
advantage of a 24-h stopover while en route to Merida, a colonial city in the Andes
region of Venezuela. As it turns out, my flight for the next day had been cancelled,
and Mischa and Yani invited me to stay over at their place.

When I came to the Cotlar’s apartment, Corita and Mischa were working in
the dining room. Mischa gave me a brief explanation of what they were doing
mathematically. In fact, he dismissed the whole enterprise.’* I would learn much
later that what they were doing then, would turn out to be very innovative and
influential research.®

Corita, who also knew about my impending arrival, greeted me with something
equivalent to *Oh, so you really do exist*!*® Being a *portefio* myself, I quickly

341 would learn quickly that Mischa’s modesty was legendary.
35From this period I can mention [23-25].

35Existence here to be taken in a non mathematical sense. Of course at point in time I did NOT
*exist* mathematically!
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found Corita’s style quite congenial and the conversation took off. We formed a
friendship that lasted for as long as she lived.

As 1 later learned, most people called her Cora, but the Cotlars, and a few
other old friends, that knew her from childhood, called her Corita.’’ Having been
introduced to her at the Cotlar’s home, I proceeded to call her Corita too. .. and that
was the way it would always be.*8

By early 1979 I moved for one semester to Maracaibo and afterwards to Brasilia.
Mischa was very helpful connecting me first with Jorge Lebowitz (Maracaibo), and
then with Djairo Figuereido (Brasilia). In the mean time, Corita herself had moved
to the USA, where we met again, at an AMS Special Session in Harmonic Analysis.

At the time I had a visiting position at Ul at Chicago, and was trying to find
a tenure track job. She took an interest in my situation, and gave me very useful
suggestions on the job hunting process. She would remain very helpful throughout
my career. In particular, when she learned,* on her own, about my application for a
membership at the Institute for Advanced Study in 1984, she supported my case.. ..
I did not know this until she called me to let me know that my application had been
accepted!

Corita and I met again many times over the course of the years. There were
conferences on Interpolation Theory*’ in Lund and Haifa, on Harmonic Analysis in
Washington D.C., Madrid and Boca Raton, there were Chicago meets to celebrate
various birthdays of Alberto Calderdn, a special session on Harmonic Analysis in
Montreal, etc. Vanda and I went to have dinner with Corita and her family, when
we all coincided during a visit to Buenos Aires in 1985. She was instrumental in my
participation at Mischa’s 80 birthday Conference in Caracas, 1994. We wrote papers
for books that each of us edited. At some point in time she and her family came to
visit us in Florida.

A few months before she passed I was helping her via e-mail, with the texting*!
of a paper of hers about Mischa Cotlar.

Probably the best way I have to describe Corita is to say that she was a force of
nature. She was a brilliant mathematician, with an intense but charming personality.
Having had to endure herself exile, discrimination, and very difficult working
conditions, she was very sensitive to the plight of others. I am sure many of the
testimonies in this book will describe how much she helped to provide opportunities
for younger mathematicians to develop their careers.

37In Spanish *Corita* means little Cora.

38Many many years later she told me that by then everyone called her Cora, except Mischa and
myself and that she would prefer for me to call her Cora. I said, of course, Corita!

3She had a membership at TAS herself that year.

“OHarmonic analysts trained in the 1960s had a special place in their hearts for Interpolation theory.
It was after all a theory to which the great masters of the Chicago school (e.g., Calderdn, Stein,
Zygmund) had made fundamental contributions.

411 mean using TeX!
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Some things are hard to change. As much as I could not train myself to call her
*Cora*, in our relationship she was always “big sister.” I will always be grateful to
her, for all her help and her friendship.

I know that the space BMO had a very special place in her mathematical interests
and, indeed, BMO spaces appear in many considerations throughout her works. For
this very reason, and whatever the merits of my small contribution, I have chosen to
dedicate this note on BMO inequalities to her memory.

Acknowledgements The author was partially supported by a grant from the Simons Foundation
(#207929 to Mario Milman). I am grateful to Sergey Astashkin and Michael Cwikel for useful
comments that helped improve the quality of the paper. Needless to say that I remain fully
responsible for the remaining shortcomings.

References

1. D. Aalto, Weak L°° and BMO in metric spaces. Boll. Unione Mat. Ital. 5, 369-385 (2012)

2. J. Alvarez, M. Milman, Spaces of Carleson measures: duality and interpolation. Ark. Mat. 25,
155-174 (1987)

3. N. Arcozzi, R. Rochberg, E. Sawyer, B.D. Wick, Potential theory on trees, graphs and Ahlfors-
regular metric spaces. Potential Anal. 41, 317-366 (2014)

4. S. Astashkin, K. Lykov, Extrapolation Description of Rearrangement Invariant Spaces and
Related Problems. Banach and Function Spaces III (Yokohama Publishers, Yokohama, 2011),
pp. 1-52

5. R.J. Bagby, D.S. Kurtz, A rearranged good-A inequality. Trans. Am. Math. Soc. 293, 71-81
(1986)

6. D. Bakry, T. Coulhon, M. Ledoux, L. Saloff-Coste, Sobolev inequalities in disguise. Indiana
Univ. Math. J. 44, 1033-1074 (1995)

7. J. Bastero, M. Milman, E.J. Ruiz Blasco, A note on L(c0, q) spaces and Sobolev embeddings.
Indiana Univ. Math. J. 52, 1215-1230 (2003)

8. C. Bennett, Banach function spaces and interpolation methods I. The abstract theory. J. Funct.
Anal. 17, 409-440 (1974)

9. C. Bennett, R. Sharpley, Interpolation of Operators. Pure and Applied Mathematics, vol. 129
(Academic Press, Boston, 1988)

10. C. Bennett, R. Sharpley, Weak-type inequalities for H” and BMO, in Harmonic Analysis in
Euclidean Spaces (Proc. Sympos. Pure Math., Williams Coll., Williamstown, Mass., 1978).
Proceedings of Symposia in Pure Mathematics, Part 1, vol. XXXV (American Mathematical
Society, Providence, 1979), pp. 201-229

11. C. Bennett, R.A. DeVore, R. Sharpley, Weak-L *° and BMO. Ann. Math 113, 601-611 (1981)

12. J. Bergh, J. Lofstrom, Interpolation Spaces (Springer, New York, 1976)

13. H. Brezis, S. Wainger, A note on limiting cases of Sobolev embeddings and convolution
inequalities. Commun. Partial Differ. Equ. 5, 773-789 (1980)

14. A.P. Calder6n, Intermediate spaces and interpolation, the complex method. Stud. Math. 24,
113-190 (1964)

15. A.P. Calderén, Spaces between L! and L and the theorem of Marcinkiewicz. Stud. Math. 26,
273-299 (1966).

16. D.L. Burkholder, Distribution function inequalities for martingales. Ann. Probab. 1, 1942
(1973)

17. D.L. Burkholder, R.F. Gundy, Extrapolation and interpolation of quasi-linear operators on
martingales. Acta Math. 124, 249-304 (1970)



272 M. Milman

18. D.L. Burkholder, R.F. Gundy, Distribution function inequalities for the area integrals. Stud.
Math. 44, 527-544 (1972)

19. J. Chen, X. Zhu, A note on BMO and its application. J. Math. Anal. Appl. 303, 696-698 (2005)

20. F. Cobos, M. Milman, On a limit class of approximation spaces. Numer. Funct. Anal. Optim.
11, 11-31 (1990)

21. R.R. Coifman, C. Fefferman, Weighted norm inequalities for maximal functions and singular
integrals. Stud. Math. 51, 241-250 (1974)

22. R.R. Coifman, R. Rochberg, G. Weiss, Factorization theorems for Hardy spaces in several
variables. Ann. Math. 103, 611-635 (1976)

23. M. Cotlar, C. Sadosky, Transformée de Hilbert, Théor¢eme de Bochner et le Probleme des
Moments I. C. R. Acad. Sci. Paris Ser. A-B 285 (1977)

24. M. Cotlar, C. Sadosky, Transformée de Hilbert, Théoréme de Bochner et le Probleme des
Moments II. C. R. Acad. Sci. Paris Ser. A-B 285 (1977)

25. M. Cotlar, C. Sadosky, On the Helson-Szegd theorem and a related class of modified
Toeplitz kernels, in Harmonic Analysis in Euclidean Spaces. Proceedings of Symposia in Pure
Mathematics, vol. 35 (American Mathematical Society, Providence, 1979), pp. 383407

26. M. Cwikel, S. Janson, Real and complex interpolation methods for finite and infinite families
of Banach spaces. Adv. Math. 66, 234-290 (1987)

27. M. Cwikel, B. Jawerth, M. Milman, On the fundamental lemma of interpolation theory.
J. Approx. Theory 60, 70-82 (1990)

28. M. Cwikel, N. Kalton, M. Milman, R. Rochberg, A unified theory of commutator estimates for
a class of interpolation methods. Adv. Math. 169, 241-312 (2002)

29. M. Cwikel, B. Jawerth, M. Milman, A note on extrapolation of inequalities. Preprint (2010)

30. M. Cwikel, M. Milman, R. Rochberg, An introduction to Nigel Kalton’s work on differentials
of complex interpolation processes for Kothe spaces. Arxiv: http://arxiv.org/pdf/1404.2893.pdf
(2014)

31. M. Cwikel, Y. Sagher, P. Shvartsman, A Geometrical/Combinatorical Question with Impli-
cations for the John-Nirenberg Inequality for BMO Functions. Banach Center Publications,
vol. 95 (Polish Academy of Sciences, Warszawa, 2011), pp. 45-53

32. C. Fefferman, E.M. Stein, H? spaces of several variables. Acta Math. 129, 137-193 (1972)

33. A.M. Garsia, E. Rodemich, Monotonicity of certain functionals under rearrangements. Ann.
Inst. Fourier (Grenoble) 24, 67-116 (1974)

34. P. Hajlasz, Sobolev inequalities, truncation method, and John domains, in Papers on Analysis,
Rep. Univ. Jyviskyld Dep. Math. Stat., vol. 83 (Univ. Jyvaskyld, Jyviskyld, 2001), pp. 109-126

35. K. Hansson, Imbedding theorems of Sobolev type in potential theory. Math. Scand. 45, 77-102
(1979)

36. C. Herz, A Best Possible Marcinkiewicz Theorem with Applications to Martingales (Mc Gill
University, Montréal, 1974)

37. C. Herz, An interpolation principle for martingale inequalities. J. Funct. Anal. 22, 1-7 (1976)

38. T. Holmstedt, Equivalence of two methods of interpolation. Math. Scand. 18, 45-52 (1966)

39. T. Holmstedt, Interpolation of quasi-normed spaces. Math. Scand. 26, 177-199 (1970)

40. P. Honzik, B.J. Jaye, On the good-A inequalities for nonlinear potentials. Proc. Am. Math. Soc.
140, 4167-4180 (2012)

41. S. Janson, Mean oscillation and commutators of singular integral operators. Ark. Math. 16,
263-270 (1978)

42. B. Jawerth, The K-functional for ' and BMO. Proc. Am. Math. Soc. 92, 67-71 (1984)

43. B. Jawerth, M. Milman, Interpolation of weak type spaces. Math. Z. 201, 509-519 (1989)

44. B. Jawerth, M. Milman, Extrapolation theory with applications. Mem. Am. Math. Soc. 89(440)
(1991)

45. B. Jawerth, M. Milman, Function Spaces, Inequalities and Interpolation. Lectures on Opti-
mization, Image Processing and Interpolation Theory (Spring School on Analysis, Paseky,
2007)

46. F. John, L. Nirenberg, On functions of bounded mean oscillation. Commun. Pure Appl. Math.
14, 415-426 (1961)


http://arxiv.org/pdf/1404.2893.pdf

Oscillations: Self-Improvement 273

47.

48.

49.

50.

S1.

52.

53.

54.

55.

56.
57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

J. Kalis, M. Milman, Symmetrization and sharp Sobolev inequalities in metric spaces. Rev.
Mat. Complutense 22, 499-515 (2009)

G.E. Karadzhov, M. Milman, Extrapolation theory: new results and applications. J. Approx.
Theory 133, 38-99 (2005)

G.E. Karadzhov, M. Milman, J. Xiao, Limits of higher-order Besov spaces and sharp reiteration
theorems. J. Funct. Anal. 221, 323-339 (2005)

V.I. Kolyada, Rearrangements of functions and embedding theorems. Russ. Math. Surv. 44,
73-117 (1989)

H. Konig, V. Milman, Characterizing the derivative and the entropy function by the Leibniz
rule, with an appendix by D. Faifman. J. Funct. Anal. 261, 1325-1344 (2011)

H. Kozono, Y. Taniuchi, Bilinear estimates in BMO and the Navier-Stokes equations. Math. Z.
235, 173-194 (2000)

H. Kozono, H. Wadade, Remarks on Gagliardo-Nirenberg type inequality with critical Sobolev
space and BMO. Math. Z. 259, 935-950 (2008)

N. Krugljak, L. Maligranda, L.E. Persson, An elementary approach to the fractional Hardy
inequality. Proc. Am. Math. Soc. 128, 727-734 (2000)

N. Kruglyak, Y. Sagher, P. Shvartsman, Weak-type operators and the strong fundamental
lemma of real interpolation theory. Stud. Math. 170, 173-201 (2005)

D.S. Kurtz, Operator estimates using the sharp function. Pac. J. Math. 139, 267-277 (1989)
M. Ledoux, Isopérimétrie et inégalitées de Sobolev logarithmiques gaussiennes. C. R. Acad.
Sci. Paris 306, 79-92 (1988)

G. Leoni, A First Course in Sobolev Spaces. Graduate Studies in Mathematics, vol. 105
(American Mathematical Society, New York, 2009)

J. Martin, M. Milman, Symmetrization inequalities and Sobolev embeddings. Proc. Am. Math.
Soc. 134, 2335-2347 (2006)

J. Martin, M. Milman, A note on Sobolev inequalities and limits of Lorentz spaces, in
Interpolation Theory and Applications, ed. by L. De Carli et al. Contemporary Mathematics,
vol. 445 (American Mathematical Society, Providence, 2007), pp. 237-245

J. Martin, M. Milman, An abstract Coifman-Rochberg-Weiss commutator theorem, in Classi-
cal Analysis and Applications: A Conference in Honor of Daniel Waterman, ed. by L. De Carli,
K. Kazarian, M. Milman (World Scientific, Singapore, 2008), pp. 141-160

J. Martin, M. Milman, Isoperimetry and symmetrization for logarithmic Sobolev inequalities.
J. Funct. Anal. 256, 149-178 (2009)

J. Martin, M. Milman, Sobolev inequalities, rearrangements, isoperimetry and interpolation
spaces, in Concentration, Functional Inequalities and Isoperimetry, ed. by C. Houdre et al.
Contemporary Mathematics, vol. 545 (American Mathematical Society, Providence, 2011),
pp. 167-193

J. Martin, M. Milman, Towards a unified theory of Sobolev inequalities, in Special Functions,
Fartial Differential Equations, and Harmonic Analysis, ed. by A.M. Stokolos et al. Springer
Proceedings in Mathematics & Statistics, vol. 108 (Springer, Cham, 2014), pp. 163-201

J. Martin, M. Milman, E. Pustylnik, Sobolev inequalities: symmetrization and self improve-
ment via truncation. J. Funct. Anal. 252, 677-695 (2007)

M. Mastylo, M. Milman, Interpolation of real method spaces via some ideals of operators.
Stud. Math. 136, 17-35 (1999)

V. G. Maz’ya, Sobolev Spaces with Applications to Elliptic Partial Differential Equations.
Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical
Sciences], vol. 342, Second, revised and augmented edition (Springer, Heidelberg, 2011)

R. Metzler, J. Klafter, The restaurant at the end of the random walk: recent developments in the
description of anomalous transport by fractional dynamics. J. Phys. A 37, R161-R208 (2004)
M. Milman, A note on reversed Hardy inequalities and Gehring’s lemma. Commun. Pure Appl.
Math. 50, 311-315 (1997)

M. Milman, Notes on limits of Sobolev spaces and the continuity of interpolation scales. Trans.
Am. Math. Soc. 357, 3425-3442 (2005)



274 M. Milman

71. M. Milman, Remembering Mischa, in An Afternoon in Honor of Mischa Cotlar (University
of New Mexico, Albuquerque, 2007), http://www.math.unm.edu/conferences/10thAnalysis/
testimonies.html

72. M. Milman, Self improving inequalities via penalty methods, in High Dimensional Probability
VII, Corsica (2014)

73. M. Milman, Extrapolation: three lectures in Barcelona. Lecture Notes based on a 2013 course
given at Univ. Autonoma Barcelona, in preparation

74. M. Milman, BMO: Marcinkiewicz spaces, the E functional and Reiteration, in preparation

75. M. Milman, E. Pustylnik, On sharp higher order Sobolev embeddings. Commun. Contemp.
Math. 6, 495-511 (2004)

76. M. Milman, Y. Sagher, An interpolation theorem. Ark. Mat. 22, 33-38 (1984)

77.J. Neveu, Martingales a Temps Discret (Dunod, Paris, 1972)

78. V.I. Ovchinnikov, The method of orbits in interpolation theory. Math. Rep. 1, 349-516 (1984)

79. E. Pustylnik, On a rearrangement-invariant function set that appears in optimal Sobolev
embeddings. J. Math. Anal. Appl. 344, 788-798 (2008)

80. PF. Renaud, A reversed Hardy inequality. Bull. Aust. Math. Soc. 34, 225-232 (1986)

81. R. Rochberg, Uses of commutator theorems in analysis, in Interpolation Theory and Appli-
cations. Contemporary Mathematics, vol. 445 (American Mathematical Society, Providence,
2007), pp. 277-295

82. G.C. Rota, Ten lessons I wish I had been taught. Notices Amer. Math. Soc. 44, 22-25 (1997)
http://www.ams.org/notices/199701/comm-rota.pdf

83. C. Sadosky, Interpolation of Operators and Singular Integrals. An Introduction to Harmonic
Analysis. Monographs and Textbooks in Pure and Applied Mathematics, vol. 53 (Marcel
Dekker, New York, 1979)

84.Y. Sagher, An application of the approximation functional in interpolation theory, in Con-
ference on Harmonic Analysis in Honor of Antoni Zygmund, Vol. I, Il (Chicago, Ill., 1981).
‘Wadsworth Mathematics Series (Wadsworth, Belmont, 1983), pp. 802-809

85.Y. Sagher, P. Shvartsman, Rearrangement-function inequalities and interpolationtheory.
J. Approx. Theory 119, 214-251 (2002)

86. G. Talenti, Elliptic equations and rearrangements. Ann. Scuola Norm. Sup. Pisa Cl. Sci. 4,
697-718 (1976)

87. N.S. Trudinger, On imbeddings into Orlicz spaces and some applications. J. Math. Mech. 17,
473-483 (1967)

88. J. Xiao, A reverse BMO-Hardy inequality. Real Anal. Exch. 25, 673-678 (1999)

89. J. Xiao, Gaussian BV capacity. Adv. Calc. Var. 9, 187-200 (2016)


http://www.math.unm.edu/conferences/10thAnalysis/testimonies.html
http://www.math.unm.edu/conferences/10thAnalysis/testimonies.html
http://www.ams.org/notices/199701/comm-rota.pdf

Besov Spaces, Symbolic Calculus,
and Boundedness of Bilinear
Pseudodifferential Operators

Jodi Herbert and Virginia Naibo

Dedicated to the memory of Cora Sadosky

Abstract Mapping properties of bilinear pseudodifferential operators with symbols
of limited smoothness in terms of Besov norms are proved in the context of
Lebesgue spaces. Techniques used include the development of a symbolic calculus
for certain classes of symbols considered.
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Introduction and Main Results

In this article we present results concerning boundedness properties in the setting
of Lebesgue spaces of bilinear pseudodifferential operators associated to symbols
of limited smoothness measured in terms of Besov norms. Closely connected to
such symbols are the bilinear Hormander classes BngO, m € R, whose elements are
infinitely differentiable complex-valued functions ¢ = o (x, €, 1), x, &, n € R”, that
satisfy

sup  sup (£.) 70202970 (x. £, )] < 00 (1)
la|<N  x§neR"
[BLlyl<sM

J. Herbert
Maranatha Baptist University, 745 W Main St., Watertown, WI 53094, USA
e-mail: jodi.herbert@mbu.edu

V. Naibo (P<)

Department of Mathematics, Kansas State University, 138 Cardwell Hall,
Manbhattan, KS 66506, USA

e-mail: vnaibo@math.ksu.edu

© Springer International Publishing Switzerland 2016 275
M.C. Pereyra et al. (eds.), Harmonic Analysis, Partial Differential Equations,

Complex Analysis, Banach Spaces, and Operator Theory (Volume 1), Association

for Women in Mathematics Series 4, DOI 10.1007/978-3-319-30961-3_14


mailto:jodi.herbert@mbu.edu
mailto:vnaibo@math.ksu.edu

276 J. Herbert and V. Naibo

for all N;M € Ny and where (£,7) := 1 + |&] + |n]. Given 1 < py,pa,p < o0
verifying Holder’s condition pi + iz = % it was proved in [3] (see also [10] for
a related result) that T, is bounded from 7' (R") x L2(R") into LP(R") for all
o € BS( it m < m(py, p2), where

1

m(py, p2) :—nmax{z,p—l > 1—},}.

It was then shown in [11] that such mapping property also holds if m = m(py, p2)
and 1 < py,p2,p < oo; in addition, the condition m < m(py, p;) is necessary
for every operator with symbol in BSf, to be bounded from L/ (R") x L?(IR")
into L7 (R").

The results from [3] were improved in [8], where boundedness from L' (R") x
LP2(R™) into L7 (R"), p > 2, was shown to hold for operators with symbols in certain
Besov spaces of product type B (R3") (see definitions in section “Preliminaries”)
of which BS{ are proper subspaces. The index s is a vector that measures regularity
of the symbols in each of the variables; a by-product of the results in [8] is an explicit
bound of the smallest numbers N and M for which condition (1) is sufficient for
boundedness of the associated operator.

We next present the results in this article, which continue the work originated in
[7, 8]. See section “Preliminaries” for notation.

Theorem 1.1. Consider 1 < pi,p» < oo and p = 1 such that Lo = 1%

or, 2 < p1,p» < o0 and p satisfying pil + piz = 5. Ifm < m(pl,pz), s(p) is as

in Definition 2.1 and s is a vector of the same dimension as s(p), the following
statements hold true:

(a) If0 < g <1 and s > s(p) component-wise, then

1o (. M < o llpg, Wl gl -

forallf,g € S(R") and all x-independent symbols o in ng’fq(R3”).
(b) If1 < g < oo ands > s(p) component-wise, then

ITo(F ) < Nlollsg, Wl gl

forallf, g € S(R") and all x-independent symbols o in ngfq(R3").

If 2 < pi1,p2,p < 00 with pil + piZ = 117, the above statements hold for any

o € By, (R™).

Theorem 1.2. Consider 1 < py,p;,p < 00 such that pil + piz = ’% and m <
m(p1.p2).
(@) If0 < g < 1,5 = (s1,52,%) € R3ors = (s1,... 32n,2,...,2) e R* and

o€ Bso*gfq(Ry’) is such that

6(y,a,b) = / o(x, &, ) e FOTTaETbn gy de dn,  y,a,b € R”
]R.’an
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Fig. 1 Visualization of 1
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(b)

[0,

has compact support in 'y and a uniformly in b, then T, is bounded from
LPY(R") x LP2(R") into LP(R"), where 2 < py,p2,p < ococor, 1 < p,p; <2
and 2 < pz < 00. The same conclusion is true for ¢ > 1 and s = (s1, 52, 53)
with s3 > 2 ors = (S1,...,83,) withs; > %forjz 2n+1...,3n.

If0<gq 5 1,5 =(s1,5,83) € R3ors = (Sl,...,sn,%,...,%,S2,1+1,...S3n) €
R¥ ando € Bﬁ.‘g“_q(R&’) is such that

6(y.a,b) = / o(x, £, ) e FHOFTaEXEN gr e dy,  y,a,b € R
R3n

has compact support in 'y and b uniformly in a, then T, is bounded from
LPY(R™) x LP2(R") into LP(R"), where 2 < p1,p2,p < ocoor, 1 < p,p, <2
and 2 < p; < 0o. The same conclusion is true for g > 1 and s = (s1, 52, 53)

with sy > 5 ors = (s1,...,53,) with s; > %forj=n+l...,2n.

Figure 1 shows the value of m(py, p») according to the region in the square [0, 1]x
1] to which the point ( L 1 ) belongs. Theorem 1.1 states, in particular, that

operators with symbols in Bs(p) \"(R3") are bounded from L' (R") x LP*(R") into
L?(R") if m < m(py, p>) and (pll , ,,12) belongs to region II, and that operators with

x-independent symbols in B‘Y(”)’m (R3") are bounded from 17! (R") x L[P2(R") into

LP(R™) if m < m(p;,p>) and (L

P s L belongs to region I or to the line segment

joining (1,0) and (0, 1). The mapping properties of Theorem 1.2 correspond to
regions II and III for item (a) and to regions II and IV for item (b).
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Corollary 1.3. Consider 1 < py,ps < oo and p = 1 such that pil + L =1

= P2 P
o, 2 < p1,p2 < oo and p satisfying pil + plz = p%' If m < m(py,p2), then T,
is bounded from LP'(R") x LP*(R") into LP(R") for any o satisfying one of the
following conditions:

(a) If2 <p < oo,

sup  sup (£.m) 7020070 (x. £, )| < o0 @)
lal<[2]+1 xEneR”
1BLIyI=[5]+1
or
sup sup {£.n) " |85 8) 0 (x. §.m)| < oc. 3)

a,B,y€{0,1}" x,§,nER"

(b) If1 <p <2,

sup  sup (£.n)"[0Ld%o (€. )| < o0 @)
IBLIyI=[3]+1&neR"

or

sup  sup (§.7) "9 0 (&, 1) < oo (5)
B,y€{0,1}" £,nER"

with {0, 1}" replaced by {0, 1,2}" if p = 1.

Corollary 1.4. Consider 1 < pi,p2,p < 00 such that . pi = L and

p1 2 p
m < m(p1, pa).

(a) Ifo =o(x,&,n),x,&neR" is such that
6(y,a,b) = / o(x, £, 1) e TONTEETED g qedn,  y,a,b e R
]RSn

has compact support in 'y and a uniformly in b, and

sup  sup (&) "9%9L 970 (x. £.m)| < o0 ©)
lo|<1,|Bl<1x.6neER"
lyI=[5]+1
or
sup sup (£.) ™" 8%} 8]0 (x. £, )| < oo, )

a.f.y€{0.1}" x.£.neR"

then Ty is bounded from [’'(R") x L[P*(R") into L’ (R"), where 2 < py,p>,
p=ooorl <pp =2and2 <p; < oco.
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(b) Ifo =o(x,&,n), x,&neR", is such that
6(y,a,b) = / o(x, £, n) e A CEXD gege dn, y,a,b e R”
R3n

has compact support in 'y and b uniformly in a, and

sup  sup (£.n)"[3%0L 970 (x. £, )| < o0 8)
la|<1]y|<1xE.neR?
IBl<[5]+1
or
sup sup (£.n)"[9%0L 00 (x. £.m)] < o0, ©)

a,B,y€{0,1}" x.§ neR"

then Ty is bounded from L' (R") x [P*(R") into L’ (R"), where 2 < py,p>,
p=ooorl <p,py=<2and2 <p; < oo.

The proofs of Theorem 1.1 for the case | < p < 2 and of Theorem 1.2 are based
on results regarding a symbolic calculus for Besov spaces, which we state next. The
notations o*! and o*? stand for the symbols of the first and second transposes of the
bilinear operator T, respectively.

Theorem 1.5. (a) Letme R,0<g=<1,s¢€ Ri_ ors € Rif’, and suppose that o
is an x-independent symbol. Then

o € B (R™) = 0% € BUMRY), j=1.2,

00.g
where s* is as in Definition 2.2. Moreover

o]

RS 5.1m | =
B.;é/l,:l ~ ||O_||Booq ) ,] 1, 27 (10)

with the implicit constant independent of o.
(b) LetmeR,0<g<1,5€ Ri ors e R¥ ando € BS""q(R3").

00,

(i) If 6(y,a,b), y,a,b € R", has compact support in y and a uniformly in b,
then o' € B3 (R*).

(ii) If 6(y,a,b), y,a,b € R", has compact support in 'y and b uniformly in a,
then o** € B3 (R*").

The statements of Theorem 1.1 and Corollary 1.3 for the case 1 < p < 2
correspond to operators associated to x-independent symbols, i.e., bilinear multipli-
ers. Additional results concerning minimal smoothness conditions for the symbols
of related bilinear multipliers that are sufficient for boundedness can be found in
[6, 12, 13] and the references therein. In particular, a consequence of the results in
[13] is that bilinear multipliers with symbols 0 = o (&, n), &, n € R”, satisfying

sup sup (€, n) "1 7219297 5 (£, )| < oo
[B+y|<[—m(p1.p2)]+1 §nER”
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are bounded from L' (R") x [”2(R") into LP(R"). Restricting our attention to the
line segment corresponding to p = 1 or to region I in Fig. 1, we see that the above
condition is weaker than (4) but does not compare to (5). Finally, we mention that
the class BSg is part of the family of bilinear Hormander classes BS’) s where 0 <
8§ < p < 1; for results regarding the Hormander classes BS™ s and boundedness
properties of the associated bilinear pseudodifferential operators consult [1-3, 8,
10, 11, 14-16].

The organization of the manuscript is as follows. In section “Preliminaries”
we introduce some preliminaries and definitions. Theorem 1.5 is proved in sec-
tion “Symbolic Calculus: Proof of Theorem 1.5”. The proofs of Theorems 1.1
and 1.2 and Corollaries 1.3 and 1.4, along with an improved version of Theorem 1.1,
are presented in section “Proof of Theorems 1.1 and 1.2 and Their Corollaries”.
In section “Complex Interpolation of Besov Spaces of Product Type” we show an
interpolation result for Besov spaces of product type that is useful in the proof
of Theorem 1.1. Section “Boundedness from L>® x L* into L* for B;(ﬁ)'m(RM),
m < m(oco, 00) = —n” is devoted to the proof of the L (R") x L*°(R") — L*°(R")
mapping property for operators associated to symbols in BY(oo)m(R”) with m <
m(oo, 00).

Preliminaries

The Fourier transform of f € S’'(R") will be denoted by f ; in particular,

f@) = [ s as g e S

where S(R") denotes the Schwartz class in R".

The notation < means < C, where C is a constant that may only depend on some
of the parameters used and not on the functions or symbols involved.

Given a complex-valued function 0 = o(x,&,7), x,&,1n € R”, the bilinear
pseudodifferential operator associated to the symbol o, denoted by T, is defined as

T(.0W = [ | ol s f @ dedy Vr e R fg < SR,

The conditions imposed on ¢ will be such that the above integral is absolutely
convergent for every f, g € S(R").

In the definition of Besov spaces of product type and throughout the proofs,
we will consider Littlewood—Paley partitions of unity in RV (for different
dimensions N), {w;j}en,, satisfying the following conditions:
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wo € S(RY),  supp(wo) C {§ € RV : |§] <2},
we SRY), supp(w) C {£ eRY: 3 <[] <2}, (11)

o0
wi(§) :=w(27¢) for§ eR"and jeN, Y wi§)=1 VEeR".
=0
Given such a Littlewood—Paley partition of unity we set

2

W(E) =Y w2E) for £ € RN,

1==2
jt2
Wi(§) ;= w(27E) = > wi(€) forj>2and & € RV, (12)
I=j—2
j+2

Wj(§) ;=Y wi(§)forj=0,1and § € R".
=0

Note that w;(§) = 1 for 272 < |§| < 2*2 and j > 2, and that w;(§) = 1 for
|€] < 2*2andj = 0, 1; therefore ww; = w; for all j € N.

Besov Spaces of Product Type

Form e R, 0 <r, g <oo,ands € R’ or s € R, the Besov spaces B} (R>) are
defined as follows:

* Givens = (51,52,53) € R and {wj}jen, satisfying (11) with N = n, B}7'(R*")
denotes the space of complex-valued functions o (x, £, n), x, £, n € R", such that

1

q

lollggn o= | > @ (€. )" F (wib)

3
keNy

LV)q < o0,

where for k = (ki, k2, k3), wi (3, a, b) := wy, () Wk, (@)wi, (b), the inverse Fourier
transform and Fourier transform as well as the L” norm are taken in R*, and with
the corresponding modification for g = oo.

 Givens = (sy,...,s3,) € R and {w;}en, satisfying (11) with N = 1, Bﬁ:ﬁl"(]l@”)
denotes the space of complex-valued functions o (x, £, 1), x, £, n € R”, such that

q

lollgn == [ D @* (&0 F " (md)]

3
keNy"

D) <
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where for k = (ki,...,k3,), y = O1,..-5W), a = (ai,...,a,) and

b = (bl 3y bn)v Wk(y’ aa b) = Wk] ()’1) e Wkn (yn)wk,l+1 (al) e Wan (an)wk2n+l

(b1) -+ Wi, (by), the inverse Fourier transform and Fourier transform as well

as the L" norm are taken in R*', and with the corresponding modification for

q = oo.

It can be proved that, for all s,m,r,q as in the definitions above, the space
By (R*") is independent of the choice of {w;};en, satisfying (11) and is contained
in S'(R3"), that it is a quasi-Banach space (Banach space if 1 < r, g < 00), that it
contains S(R*"), and that S(R¥) is dense if 0 < r, ¢ < oo. We refer the reader to

[17], where a variety of Besov spaces of product type are defined and many of their
properties are presented; see also Proposition 2.1 below.

The Classes CS,(R>")

We next define classes of symbols that are closely connected with both B}7 (R3")
and the Hormander classes BSj,. Given s € Nj ors € N and m € R, a

complex-valued functions o (x, &, 1), x, £, n € R”", belongs to C;, (R3") if it satisfies
the following conditions:

o Ifs = (s1,52,53) € Ng:

8?8?8%0 € C(R*™) fora, B,y € Nj, || <s1,|B| < s2,|y| <3, and

lolle, == sup  sup (£.n)"[30L 070 (x. £, )] < 0.

lel<si  xEneR”
|Bl<s2.ly|<s3

o Ifs =(s1,...,83,) € Nf’)” :
8)(50””“’0‘")8((1”"'1 """ “z"’af,“z"“ """ )y C(R*") for oj € No,j < 55,j = 1,...,3n, and
_ —m | (@1 (o 1505020) (X201 50-:030)
lolle, = S (&.m) "0 0 Iy o(x.£.n)| < oo.
=1, 3n

We note that condition (2) corresponds to the norm in CS,(R*") with s = ( [ﬁ] +

1,[5] + 1,[5] + 1) and that condition (3) corresponds to the norm in Cs (R*) with
s = (1,1,...,1) € R*. Analogous comments apply to the rest of the conditions
appearing in Corollaries 1.3 and 1.4.
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Connections Between the Spaces

The following chain of continuous proper inclusions shows the relations between
the spaces introduced in this section and the bilinear Hormander classes:

BS§, G CHFI(R™) S B (R™) S CRI(R™), (13)

where s has positive components, [s] denotes the vector of the same dimension as
s and components given by the integer parts of the components of s, and adding
1 to a vector means adding 1 to each component of the vector. The first inclusion
in (13) is straightforward and the rest of the inclusions are a consequence of the
following proposition, which will be useful in the proof of some of our results (see
[17, Theorems 1.3.2, 1.3.5, and 1.3.9 and Corollary 1.3.1] for a proof).

Proposition 2.1. (a) Let 0 < r < o0, s and 5 be vectors of real numbers of
the same dimension (dimension 3 or 3n), and m,m € R. Then the following
continuous inclusions hold:

(i) By (R™) C BIZ(R™M), if 0 < g < § < 00 and m < ii;
(ii) By (RM) C BE""(]RM), if0 < g,§ <ooands < s component-wise;
(iii) C5,(R¥) & ng’q(]l@"), if0 < g <o00,0 <5 < s component-wise and s
has components in N;
(iv) B (R3”) C C5(R*), if s has components in No.

(b) If 1 < r,5r < 00,0 < q,qg < 00, 5,5 are vectors of the same dimension
(dimension 3 or 3n) with positive components, and m € R, then Bﬁ:g’(R“) =

S 3y - . o~ = o~

BF,@ R™) ifand only ifr =7, q = gand s = 5.
(¢c) Letl <r<o0,0<g<oo,meR,s=(s1,...,53) € R with s > 0 for

k=1,....3n,ands = (s1+...4+ 80, Sn+1+ ... + 52, S2nt1+ ... +53,). Then
the following continuous inclusion holds:

Bs m (R3n) - B (R:;Vl).

We end this section with the following definitions:

Definition 2.1. Given 1 < p < oo, s(p) will denote the three-dimensional
vector given by (min(3, ”) max(3, ),max(g, %)) or the 3n-dimensional vector
(s1,...,83,) where sy =--- =5, = min(%, 117) and s, = --- = 53, = max(%,}) .
This is

s(p): z,]—) I;)Ors(p)—(2,...,%,117,...,11)), 1§p<2,

n 2ﬂ
s(p) = (4.5.5) ors(p) = (5evvspigeennnz)s 2Sp <00
‘,_JA/—’
n 2n

It will be clear from the context which of these definitions of s(p) is being used in
each case.
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Definition 2.2. If s = (s1,5,53) € R, then s*' := (s;,52 — s3,53) and
§*2 = (51,850,853 —$2). If s = (s1,...,53,) € R?ﬁ, then s*! := (s1,..., 8. Spa1 —
Sot s 82 = S3ns S2nt1s - -0 830) AN 8% 1= (S1, oL Su Skl S0 Sonl —
Sp+1s-+5830 — s2n)~

Symbolic Calculus: Proof of Theorem 1.5

We start with some preliminaries in relation to the symbols of the transposes of 7T,
for o € By, (R™), where m € R and s is a vector in R} or R". For such o let
¥ € S'(R*) be given by

L= F (6 (y.—a,b—a)e”™),

where F~! and"are taken in R¥ and the tempered distribution & (v, —a, b — a)e*™ @~
is understood in the usual sense, this is

(6, —a,b—a)e*™ ™ F) = (6, F(y,—a,b — a)e 2™, F e S(R™),

where (T, ) denotes the action of a tempered distribution 7" on a Schwartz function
@. Assume that ¥ € B, (R*") for some 5 with positive components; let us see that
o*! = X. Indeed, define

V(f.g.h)(y.a.b) := /R . OB F(E)2 () EF D h(x) drddn

- / SRS+ @)g(x + b) d,
Rn
which belongs to S(R?") for any f, g, h € S(R"). Set

V(fv 8 ljl)(yv a, b) = e—ZTria;VV(f, g»]jl)(y’ _a»b - (l) = V(h’ g?f)(yv a, b)

and note that since 0 € By, R C chl (R3") the action of o as a tempered

distribution in R*" is given through absolutely convergent integrals in R**. We then
have

/R T (h. ) () () dx = /R Lok MhE)&m)e ™ ETVf(x) dxdidn
= (6. V(h.g.f)) = (6. V(f.g. 1)) = (2. V(f. 8. h))

= /R EE PO () dudédn

_ /R T5(f. ) (o) d,
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which shows that 6*! = X. In the second to the last equality we have used the fact
that X € Bi‘:fl(RM) C C,,@ (R3") and therefore the action of ¥ over the function in
S(R3) given by f(£)g(n)e* ™= E+Dp(x) is through integration.

An analogous explanation leads to 6*?> = F~'(6(y,a — b, —b)e** ). We also
observe that in the particular case when o is x-independent, then o*!(§,7) =
o(=§—n.n) and 0™, 1) = 0§, —n— ).

We next make a remark about the norm of x-independent symbols belonging to
the Besov spaces ByJ, (R¥). Let {w;}jen, be asin (11) with N = n, s = (s, 52, 53) €
R, meRand0 < g < co0.If o = o(£, 1), £, n € R", is an x-independent symbol
in B3 (R*) it easily follows that

lollgs, ~ | D2 @ (&)™ F ' wid) | 0)" | - (14)

keNZ

where 5 = (52, 53), wi(a, b) = wy, (@)wy, (b) for k = (k;, ky) € N2, F~! and"denote
inverse Fourier transform and Fourier transform in R%", respectively, and the L*°
norm is taken in R*". This is, an x-independent symbols o = o (&,7), £,n € R”,
belongs to By, (R*) if and only if o € B (R*"), where B, (R*") is defined as
the class of symbols 7 = t(§,7), &, n € R”", such that the right-hand side of (14),
with 7 replacing o, is finite. An analogous remark corresponds to the case s € R*",
with § being the vector in R?* whose components are the last 2z components of s.

Lemma 3.1 below will be useful in the proof of Theorem 1.5. We state it in
R?" and R because it is convenient for our settings, but more general versions
also hold (compare with [17] or [18, pp. 25-28]). If & is a function defined in
RY and d = (dy,....dy) € RY, denote S, ..., yy) = h(dyyy,...,dyyn)
and Sy;—1 (W) (y1, ..., yn) := h(d;'y1,...,dy" yy). In particular, if h(§,n) = (€, 7)
for £,n € R" and d € R?", we write (£, n),~1 instead of S;~1 (k) and we have
(g = ((d "1, ....d;"6,). () mi. . ... d5,'n,)). In Lemma 3.1, integration
is in R?" in part (a) and in R3" in part (b); additionally, the inverse Fourier transform
and the Fourier transform are taken in R?* in part (a) and in R in part (b).

Lemma 3.1. Letl <r<ooandt e R.

(a) For every continuous function g(&,n) defined for £&,n € R" such that
1€, n)'gll; < oo and every M € S(R*"),

[ (6. )y F~ M3

15)

L

o= el m| e
foranyd e RZ”,Inparticular, lfd = (dl» - 9d2n) and d; > lfori =1,...,2n,

[ m'F Mz, < € Fson| e e

- (16)
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(b) For every continuous function g(x,&,n) defined for x,&,n € R" such that
(&, m)'gll,- < oo and every M € S(R>),

Emi FiMg| < [(E gL F M| (E g (17)
L g L

Ll

for any d € R and where d is the vector in R*" whose components are the
last 2n components of d. In particular, if d = (dy,...,ds,) and d; > 1 for
i=n+1,...,3n,

[y me],, < & m"Fsa0n)| el

(18)

Proof of Lemma 3.1. We prove item (a), with part (b) following analogously. We
have (1 + y, v +z)" < (u, v)"(y, z)" for all u, v,y,z € R”". Then

(&) FT MR E )| < /R @bl (@, b)I( = a.n— b)) [9(6 —a.n — b)| dadb,

from where (15) follows by Minkowski’s integral inequality. For (16), apply (15)
with M replaced by S;(M) and g replaced by S,~1(g) and note that (£, r))g‘_] <
(E,r})lr‘ sinced; > 1fori=1,...,2n. |

Proof of Part (a) of Theorem 1.5. We will prove the result for o*!, with the result
for o*? following in an analogous way. We will also assume g = 1; the case 0 <
g < 1 can be deduced in the same way. Fix m € R and let ¢ be an x-independent
symbol in BY', (R*). We have o*! (¢, 1) = o(=§ — 1, n) for§,n € R".

Consider first the case when s = (s1, 52,53) € ]Ri_, then s*! = (s1, 52 — 53, 53).
As already observed, since o is x-independent, s; does not play any role here.
Let w and wy be radial functions that satisfy (11) for N = »n and let {w;}en, be
the corresponding Littlewood—Paley partition of unity. In view of (14) we have to
prove that

PR A [ el | B Bl [ r UV
keN? keNg

(19)

where wi(a,b) = wy, (@)w, (b) for k = (ki,ka) € N2, F~! and " denote inverse

Fourier transform and Fourier transform in R??, respectively, and the L norm is
taken in R?", -

Given k = (k. k) € Nj and noting that 0*!(a, b) = 6(—a, b — a), a change of

variables gives

F oo™ Em) = F' (v, (@wio (b — @) (a. ) (—7 — £.17).
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Since (£, 1) ~ (€ + n, n), it then follows that

|6 F ono™)|  ~ €™ vy @wia (b = 6@, 5) | e
(20)

We will split the summation in (ki, k») € N2 according to the following regions:

R=N, R ={(k.0):k =3}, Ry={(0.ka):ky >3},
R; = {(0,0),(0,1),(0,2),(1,0), (2,0)}.
Let {W;}jen, be as in (12). Recall that w;(a) = 1 for 272 < |a| < 22 andj > 2,

and that wj(a) = 1 for |a| < 22 and j = 0, 1; in particular, ww; = w; for all
j € Ny. For (kl, k2) € Né and a, b € R" set h(qub)(a, b) = wy (a)kaZ(b)

Summation in Region R Consider the following subregions:

Ry ={(k1.ko) e N> 1 ky —kr > 2}, Rp = {(ki.ks) e N> 1 kj —kp < =2},
Re = {(ki, ko) e N?: =2 < k; —kp < 2}.

We first estimate the summation in region Ra. If (k1, k7) € Ry,
supp(wi, (@)wi, (b*—a)) C {(a.b) : 27" < |a| < 2MF 1 and 2471 < |p| < 22NN
and therefore wy, (@)wy, (b —a) = Wy, (@)wi, (b—a)wy, (a)Wy, (b). Then (20) implies

[ 7 oo™ ~ 6 ™" F " i, @wis (b — ) FF ™ (e 4006 @ b)) -

By (16) in Lemma 3.1 it follows that,
€&, m) ™" F " [y (@ wiy (b — @) F(F~ (b 1)) (@, D)] | o0

< |6 F B, @R 220 = @l 60T F ) 8) e

An elementary computation shows that for 1 < k, < k; — 3,

& m 7 b, @R, @2 - )| 51,

therefore

Z 7 (s2=53,53)-(k1,k2)

(k1.k2)€ERA

&) F o™

oo k1—3

< Z Z 2 (s253,83)-(k1.k2) ” (i;’ n)—m]_-—l (h(kl,kl)é) HLoo-

k=4 k=1
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We have then obtained

Z 2027330k H (E, )" F Y wpo*h) HLoo

kERy

oo
< Z 9 (s2=53.53) (k1 k1) “ E )" F Ny 1)) HLOO. (21)
=4

We now look at the summation in the region Rg. Note that if (k;, k) € Rp, then
supp(wi, (@)wy, (b—a)) C {(a.b) : 257" < |a| < 2+ and % k=15 p| < §2k2+1}.

For 1 < ki < ky — 3 we have wy, (@)wk, (b — a) = wi, (b — a) Wi, (D)wy, (@)W, (),
and (20) implies

&=t no™)

o~ e ™ e (b = @), O FF (it sy 6)) @, D] -
By (16) in Lemma 3.1 and noting that

&7 @20 - i 200 | <1
we obtain

22t e ) F ™|

kERp

o0 k2—3

S Z Z 2(52—53,.Y3)-(k1.k2) || (Ev n)—mf—l (h(kl,k2)6) ||LO<> ) (22)

ky=4k =1
For (k;, k2) € R it follows that
supp(wy, (@)wi, (b — a)) C {(a,b) : k=l < la] < 26+ and |b| < 10- 2"‘}.

Set yi, = Z,]'l# wj for k; € N; since yi,(b) = 1 for all b in the set {b : |b] <
10 - 21} then

ki+4

Wi (@wiy(b—a) = Y wiy (b — a) i, (B)wi, (@)wi (D).
j=0
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From this and (20) it follows that for k; € N,

ki +2
2(52753,53)"(k1,k2)

(€. n)_m]:_l(w(kl,kz)a*l)”

ko =max(0,k; —2) Lo
ki+4 k142

s 2 2T ERE T E ey (b — @) () F(F 0 8)) (@, )] oo

Jj=0 ky=max(0,k; —2)

By (16) in Lemma 3.1 and since

k142
2(52753,53)"(k1,k2)

(6" iy (241 (b — @) iy @11))| | 5 202k,
ky=max(0,k] —2)

it follows that

oo ki+4

< 30 Y 200 E@D | g )y F (wigy )6) | oo

L p=1 j=0

()" F oo ™)

Z (s2—=s3,53)k

k€ERCc

(23)

Summation in Region R; In view of (20), we have to estimate

)
> 2t g )T F (i, (@wo (b — @) (a. b)) | oo -
k=3
For k; > 3 it holds that
supp(wi, (@wo(b — a)) C {(a,b) : 2kl < |g| < 28 F and 201725 |p| < 2k T2
and therefore
Wiy @wo(b — a) = wo(b — a)iig, (b)wi, (@), (b).

It easily follows that

|6 bwo b — i, 0] | S 1.

and reasoning as above we obtain

oo

< Y0 207 e ) T F T i k) [ oo -
L>® k=3

(&) " F oo ™)

Z 2(s2—s3,53)k

kER,

@24
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Summation in Region R, In this case we have to estimate, again by (20),

D2 (g ) F T wo@wiy (b — a)6(a,b)) | o -

k=3
For k, > 3 it holds that
supp(wo(@)wy, (b — a)) C {(a,b) : |a] <2 and 2272=|p| < 2kF2}
and therefore

wo(@)wi, (b — a) = wy, (b — a)wy, (b)wo(a)wy, (b).

Since
& m"F o @20 - api @b <1,
by (16) in Lemma 3.1, we get
o [}
Z 9(52=53.83)°k H (57 77>_m]-"—1 (Wkg*l) HLOO < Z 953k “ (i_-’ 'l)_m]:_l(h(o,kz)&) HLoo .
kE€ERy k=3

(25)

Summation in Region R3 We first observe that for (k;, k;) € R;
supp(wg, (@)wi, (b — a)) C {(a,b) : |a| < 8 and |b| < 16}.

Therefore, for (k;, k) in region Rj it follows that

> 2tk g ) F ™|

kER3

3 4
< Z Z 7 (s2=s3,53)-(k1,k2) H @_-, n)—m]_-—l (W(kl.kz)ﬁ) HLOO . (26)

k1=0ky=0

Inequalities (21)—(26) then lead to the desired estimate (19).

We now briefly describe the proof corresponding to o*! when s = (s, ...,s3,) €
RT in which case S”=1 = (S], eSS4l — Son41s 05820 — S3ny S2n+1s - s S3n).
Let w and wy be radial functions that satisfy (11) for N = 1 and {w;};en, be the
corresponding Littlewood—Paley partition of unity. It must be proved that

> 2 e F ne ™| s 30 2% [ ) E T 0) e

keNg" keN2"



Besov Spaces, Symbolic Calculus and Boundedness of Operators 291

where for k = (ki,..., k), a = (a1, ...,a,), b= (by,...,b,) we have wi(a, b) =
wi, (a1) -+ wi, (@) Wi, o, (b1) -+ Wiy, (by), 5 and s*1 are the vectors in R?" made of
the last 2n components of s and s*!, respectively, F~! and " denote inverse Fourier
transform and Fourier transform in R?", respectively, and the L> norm is taken
in R?", For such k, we have

[EmF oo™~ 1™ F v @wi (b = @6 (@. b))

where wi, (@) = wy,(a1) -+ wy, (a,) and wg, (x) = wy,,(b1) -+ W, (b,). The
process is now similar to the case previously treated but much heavier in notation
and the result follows by splitting the summation in (ki, ..., kp,) € Ng" based on
the regions R, Ry, R», and R3 for each pair (kj, k,q;),j=1,...,n. O

Proof of Part (b) of Theorem 1.5. We prove item (i), with item (ii) following in an
analogous way. Without loss of generality, we assume g = 1.

Letm € R, s = (s1,5,53) € Ry, {w}jen, as in (11) for N = n, {W;}jen,
as in (12) for N = n, wi(c&n) = wiy (Wi (E)wi () and hg(x, &) =
Wi, ()C)sz(f)ﬂ/]q(?’)) for k = (kl,kz,k3) € Ny, and R4, Rp, Rc, Ri, Ry, R3 as in the
proof of part (a) of Theorem 1.5. Consider o € B, R3"); recall that 0*! (y, a, b) =
6(y, —a,b — a)e*™ and define I' € S'(R*") by f‘(y,a,b) = 6(y,a,b)e” ¥y 1t
then follows that

[ D)~ €™ F o owe@wi 0 - ol Giaby)|

where k = (ki, k2, k3) € N3. Similar calculations to those in the proof of part (a) of
Theorem 1.5 (using item (b) of Lemma 3.1) give

00
Z Z 2(51,52,53)'(7(1-1(2,7(3)

k1=0 (k2,k3)€Ra

(R e CT s I

o0 o0
< (s1,52,83)-(k1,k2,k2)
$2.2.2

k1=0ky=4

o0
Z Z 9(51.52,83)- (k1 k2.k3)

k1=0 (kz,k3)€ERp

(€0 " F (g sy D) HLoo’

&)™ ik sano™)|

k3

oo 00 k3—3
< § E E 2(s1,82,83)(k1.k2.k3)
k1=0k3=4 kr=1

k

(S’ 77>_m-7:_1 (h(kl,kz,k3)f) ”Loo s

o0
Z Z 2(51,52,53)- (k1 k2.k3)

k1=0 (k2,k3)€Rc

[ oo™
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2(51,52+53,0)-(k1.k2 )

||M+

oo o0
SZZ
ki =0k =1

(é:’ U)_m]:_l (W(k1 ,kz.j)f) HLOO s

00
Z Z 2(31132-53)'(k1,k2-k3)

k1=0 (k2,k3)€R)

‘(5» )" F " W o) 0 HLOO

o0 o0
< (s1,52,0)-(k1 ,k2.k2)
$2.0.2

k1=0ky=3

o0
Z Z 2(51,52,83)- (k1 k2.k3)

k1=0 (k2,k3)€Ry

(‘i:’ U)_m]:_l (h(kl .kz,kz)f) HLOO s

’ <E» U)_m]:_l (W(]q .kz,k3)0*1) HLoo

00 o
< (51,52,53)-(k1,0,k3)
222

k1=0k3=3

o0
Z Z 2(s1,52,83) (k1.k2.k3)

k1=0 (kz,k3)€ER3

(&) " F (hg o)D) ”LOO,

‘(‘E» n)_mf_l(w(kl.kz,h);*\l)HLOO

o0 3 4
< Z Z Z (51,52,53)- (k1 k2.k3)

(&)™ F 7 v D)

The inequalities above imply that

HG*I B, < ||F||ng:»;2+f3-x3)<m- (27)

We next estimate H (E, n)_’”}'_l(wkf’)”Loo for k = (ki k. k2) € Ny (the

same computations apply to the factors with & instead of w.) Set wi(x, &, 1) =
Wi, (X) Wi, (§) Wi, () and use part (b) of Lemma 3.1 to get

[ m=rF o)

< [eg 27 F T epwi@pwipye 2 ey

L HEM T F T @8) oo . 28)

where w should be replaced by wy in the corresponding cases when k; = Oork, = 0
or ks = 0. With A := 2~®1+k2) it follows that

FHww@w(b)e 474 (x, £, ) = W(DA" Vi (w(h)) (x, —A8),

where Vi, (h)(x, §) =[5, h(a)W(a—x)e "% da is the short-time Fourier transform
of h using the window w. An estimate of the L' norm in (28) is based on a bound for
the L' norm with respect to x and £ of (1 4 [272&|)™ A"V, (w(A-)) (x, —AE). After
a change of variables and using that 2¢' > 1 and 0 < A < 1, we obtain
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/R (U 272 AT Ve (v (A)) (v, —28)| dxd
< 24l / (1+ 5D Vi w(A) (. €)] dudg < 241MA™ = gatinitmgtar,
R2n

The last inequality follows from the scaling properties of the modulation spaces
M}, (R") with 7 € R (see [5, Theorem 3.2]).
From (27) and the above computations we then have that

”O_*l

B < ”F”Bgéjz+s3<s3).m < ||U||B(Q.gj—lm\+n.s2+s3+n,x3).m-

If we now assume the hypothesis that 6 (v, a, b) has compact support in y and a uni-
formly in b, then the summations in k; and k> appearing in [0 s\ +inl+nsy-+s34n.s3)m
0.1

are finite and therefore ||0||B<SlHm|+n,32+33+n,53,,m < Collo]l B(.q,sz_g),m, where C,
00,1 00,1

depends on the size of the support of o in the variables y and a.

For the case s € R3 we can proceed in a similar way by splitting the summation
in (ki,...,ks,) € Ng" based on the regions R4, Rg, Rc, Ry, Ry, R; for each pair
(kj,kn+j),j=n+1,...,2n. O

Proof of Theorems 1.1 and 1.2 and Their Corollaries

In this section, we start by explaining how Corollaries 1.3 and 1.4 follow from The-
orems 1.1 and 1.2, respectively. We then continue with the proofs of Theorems 1.1
and 1.2. Finally, we state some improvements of Theorem 1.1 corresponding to the
case 1l <p <?2.

Corollary 1.3 follows directly from Theorem 1.1 in view of the definition of
s(p) (see Definition 2.1) and the fact that C,[fl(p)]“ (R3") is continuously contained in
B;.(f)fm (R3") (see (13)). As for Corollary 1.4, the assumptions (6) and (13) imply that

o e MY Ry ¢ B (R for any 0 < 5.5, < 1: similarly, (7) and (13)

interval (0, 1). Then part (a) of Corollary 1.4 follows from part (a) of Theorem 1.2.
An analogous reasoning shows that part (b) of Corollary 1.4 follows from part (b)
of Theorem 1.2.

We next proceed to prove Theorem 1.1. Recall that if s = (sq, 52, 53) € R3 or
s=(s1,...,5,) € R¥ 5 denotes the vector (s»,s3) € R? or the vector
(Spt1.---.53,) € R, respectively. Moreover, an x-independent symbol o belongs
to ngfq(RM) if and only if o € Bf)’é'fq (R?") (see (14) and the corresponding
discussion).

Proof of Theorem 1.1. The boundedness results from L' (R") x LP2(R") into L” (R")
for2 < p;,p» < ocoand?2 < p < oo satisfying pil + piz = ll) (region II of Fig. 2) and
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for all symbols in ngfq(R“) with m < m(py,p2) and s and g as in the hypothesis

were proved in [8]. Boundedness corresponding to p; = p» = p = oo follows
with a slight change in the proof of the latter case (see section “Boundedness from
L x L* into L™ for B;Scf)"”(R‘z”), m < m(oo, 00) = —n”

We next prove the rest of the cases. By parts (a) and (c) of Proposition 2.1, it is
enough to work with the spaces Bx(p) \" (R?) where s(p) is in R*" and m < m(py, p).

Ifl < p < 2 and E + 5 = 1, then (pl—l,plz) is in the line segment
joining (1,0) and (§,3) in Fig.2 and m(p;.ps) = —2-. We have s(1) =
(AL L 1) € R and BUY(RY) € B (R™) where 1 € RY

has its first 2n components equal to those of s(l) and its last n components equal to

1 . Since *! = s(p,) (recall that 2 < p, < 00), then part (a) of Theorem 1.5 implies

that o*l e Bs(m) "(R*") for any x-independent symbols o € By, (R*"). Note that

Oo, m) is in the segment joining (0, 0) with (0, %) of Fig. 2 and m(o0, py) = —[% =
2

—L = m(p,pz). In view of the results corresponding to region II in Fig.2, it

P1
follows

1o (Fo )l < [0

g Fllzee gl
co.1

for all f,g € S(R") and all x-independent symbols o € ngl(R%) with
m < m(p1, p2). Duality and (10) imply

175 (. &)llps < o™

| s Flln 18l < llolgn 1l gl

for all f,g € S(R") and all x-independent symbols o € ngfl R3") with m <
m(p1, p2). This holds in particular for all x-independent symbols in B‘;(ol.)l’m(R”)
and for those symbols we have [lo|pm =~ < HGHBgclfim' If 2 < pi < oo and
pl] + piz = 1, then (pl] pLz) is in the line segment joining (0, 1) and (%, %) in Fig.2
and m(py,p2) = — ;—’2. We can proceed in a similar way as above, using o *? instead

of 0*!, to get the desired result.
1

We next consider 2 < py,p, < oo with 1 < p < 2 given by - ot = i (region

I in Fig. 2). Let the trilinear operator 7 be defined as T(o,f, g) := T, (f, g). By the
previously treated cases, 7T satisfies the following boundedness properties:

T is bounded from B2;" (R”") x L*(R") x L®(R") into L*(R") for m < —2,
T is bounded from BY(Z) " (R?™) x L°(R") x L*(R") into L*(R") for m < —2,
T is bounded from Bs(l) (R x L2(R") x L*>(R") into L' (R") for m < —3.

From the facts shown in section “Complex Interpolation of Besov Spaces of Product
Type”, it follows that

(Bv(2)m RZn) Bv(l)m RZ”))[G] — B@m RZn), % — # 1+ 0. meR.
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Fig. 2 Interpolation (() 1) (1 1)
argument in the proof of ' ’
Theorem 1.1

0.4].

!
(0,4 f—lr?
S )
(0,0) 0 G0 (L0

Using trilinear complix interpolation (see [4, Theorem 4.4.1]), we conclude that
T is bounded from B RZn) x LZ(R") x L>(R") into LP(R") for m < —% and

P2, p such that % + piz = ; and (2 » L) is on the line segment joining (2,0) and

(; ;) in Fig. 2. Similarly, we obtain the desired mapprng properties for the indices
corresponding to the segment joining (0, 2) and (2, 5) in Fig. 2. If (— —) is a point
in the interior of region I in Fig.2, the boundedness result for operators with x-
independent symbols in B°(p PRI, m < mipy,pa) = —4. follows by complex
interpolation and the boundedness corresponding to the indices given by the pairs
11 11 P 1 L_ 1

(;’E) and(z,;) thatsatlsfy;—}—i —+— p_1+p_2 _1_7 O
Proof of Theorem 1.2. In view of Proposition 2.1 it is enough to consider ¢ = 1.
Also, s € R? will be assumed; a similar argument applies to the case s € R3".

We first observe that if o € B}, (R3") is a symbol as in part (a) of Theorem 1.2,

the assumption on the support of & allows to conclude that o € BE’”‘ 1 (R3") for any
5 = (51,82,3) € R3. By taking 5 = (% ; 5) the boundedness corresponding to
2 < p1,p2,p < oo is a particular case of Theorem 1.1. The same reasoning is valid
for symbols as in part (b) of Theorem 1.2.

Fixnow 1 <p;,p<2and2 <p, < oosuchthat —|—— =-,5=(s1,%2,3) €
R, m < m(py,p,) and leto € By (R*) be a symbol asin part (a) of Theorem 1.2.
From the assumptions on the support of 6 it follows that o € B [(R3) for 5 =

”, .4.%). By item (i) in part (b) of Theorem 1.5 we have that 0*1 € B”” (R3")
applymg the mapping properties corresponding to region II in Fig. 2, it follows that
T, is bounded from L' (R") x LP*(R") into i (R™). Duality then implies that T},
is bounded from LP' (R") x L2 (R") into L”(R") as desired.

Part (b) of Theorem 1.2 follows analogously through the use of o*2. O
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An Improved Version of Theorem 1.1 for 1 <p <2

We present an improvement of Theorem 1.1 in the sense that boundedness into
LP(R"), 1 < p < 2, holds for operators with x-independent symbols belonging to
certain Besov spaces that have regularity index below s(p).

If 5 is a vector in R? or R* and 0 = o(£, ) is in By, | (R*") for some m € R,
we define ||o || B = loll B where S is a vector in R? or R*", respectively, such

that S = s (see (14) and the corresponding discussion).
For 1 < pi,p2 < oo such that le + plz = 1 define s(p;, p2) as the vector in R?
given by

(n,3) if1 <p; <2,
5.n) if 2 <p; < oo,

s(p1,p2) =

or as the vector in R?" given by

(I,....1,5,....35) ifl <p =2,
N’

Sp1.p2) = L1 if2<py < oo
—_—

n n

Note that s(2,2) receives two possible values in each dimension considered. The
proof of Theorem 1.1 and part (c) of Proposition 2.1 give that

175 (. Mer < lloll gorrmmn Fllr gl s
oo,1

for all f,g € S(R") and all symbols o € B "™ (R2") with m < m(p;.,p>) and

00,1
where s(p;, p») is in R? or in R?". This is an improvement on the corresponding

result in Theorem 1.1 since Bfg’)l’m R & Bg.(ﬁ‘l’p 2 (R21). Recall that s(1) = (1, 1)
ors(1) = (1,...,1) € R¥, then the above states that boundedness still holds even
if the symbol has 5 fewer derivatives (in the sense of Besov spaces) with respect to
one of its frequency variables.

For 2 < py,p> < oo such that pil + plz = 1% and p; = 2 or p, = 2 (segments
joining points (% %) and (% 0) and points (% %) and (0, %), respectively, in Fig. 2)
define s(p;. p2) as the vector in R? given by

1ony ifp =2
_ 27[, )
s(p1.p2) (2,2) ifps =2,

or as the vector in R?" given by
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(2,...,2,;,. 1) ifpy =2,
H’—/‘W_/

s(p1,p2) = (l'fl ".

<
S
o=
S
N
—-
=
<
S
I
[\]

In this case we also have Bs(p) (R S Bs(p1 pZ)m(Rz") if (p1,p2) # (2,00) and

(p1,p2) # (00,2). Symbols in the latter class are allowed to have & — 45 > 0 fewer

derivatives (in the sense of Besov spaces) than those in Bs(p) o Rz”).

Finally, if p;, p, are such that - gt =52 and (pl1 , plz) is in the interior of region
I of Fig 2, define s(p1,p2) := (1 — 0)s(u,2) + 0s(2,v) where 8 € (0, 1) is such
that (p1 pz) =(1- 9)(l l) + 9(%, %) and u and v are as in Fig.2. Once more,
S(P) m RZ”) C BS(plpz)m(Rzn)
An analogous proof to that of Theorem 1.1 gives then the following:

Theorem 4.1. Consider 1 < p;,p, < oo and p = 1 such that PLI + piz = % or,

2 <p1,p2 <ooand 1 < p < 2 satisfying pll + plz = Il).lfm < m(p1,p2), s(p1,p2)
is as defined above and s is a vector of the same dimension as s(p1, p»), the following
statements hold true:

(a) If0 < g < 1 ands > s(py, p2) component-wise, then
176 (F- e < Nlollsgz, Wl gl -

forallf,g € S(R") and all symbols o in B‘Z;gfq(Rz”).
(b) If 1 < g <ooands > s(p1,p2) component-wise, then

1o (. e < Nollpgz, Wl gl »

forallf,g € S(R") and all symbols o in B!, (R?).

Corresponding improvements of (4) and (5) in Corollary 1.3 follow from
Theorem 4.1.

Complex Interpolation of Besov Spaces of Product Type

We refer the reader to [4, Chap. 4] regarding the method of complex interpolation
and some of the notation used in this section. The following theorem is a particular
case of [17, Theorem 1.3.3] (see also [9, Theorem 4]):

Theorem 5.A. Let 1 < ry, ri,qo,q1 < 0o (excluding the cases ro = r| = 0o and
go = q1 = 00), mo, m; € R, 59,51 both in R or both in R¥. If0 < 6 < 1,
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(B0 (R™), Byl (R) o) = By (R™), (29)
(Byae R, By (R™))ps) = By (R™). (30)

-6 . 6 1 _ 1-6 |, 6§
n Tt T e T

where % = m= (1—0)my+0m; ands = (1—06)sy+ 0s;.

In this section we will address the case ro = r; = oo and mg = m; and show
that (29) and (30) also hold in such situation. This is, with the parameters as in the
statement of Theorem 5.A and my = m; = m,

(B, (B™"). B!y, (R™)jg) = B, (R™). Gl
(B, R™). By (R*)pg = Begl, (R™). (32)

For the sake of notation, only (31) will be treated; a completely analogous reasoning
leads to (32).

We start by introducing some definitions and notations. Given a Banach space
X, 1 < g < oo, and s € RE, denote by /9(X) the Banach space of all sequences
x = {Xtjgent in X such that

. sk
Ixllgen = | D@ ! | < oo
keNf

with the appropriate changes if ¢ = co. If m € R, s € RE with L = 3 or L = 3n,

and 1 < ¢ < oo, then for o € ng’fq(R3"), we have that

—1 A
ollpgm = |{F (W0 L ,
Il = |7 008 hees | o
where {wi};cnt is as in the definition of B (R™). (Note that F~'(wi&) is a
continuous function in R¥ since it is analytic in C*" as it is the inverse Fourier
transform of a compactly supported tempered distribution in R3").

A Banach space X is said to be a retract of a Banach space Y if there are linear
bounded mappings .# : X — Y and & : Y — X such that & o ¥ = Id.

LemmaS5.1. Ifm € R,s € REwith L = 3orL = 3n,and 1 < q < oo, then
By, (R3") is a retract of 14(C2 (R3")).

Proof. Let {Wk}keNg be as in the definition of ngfq(RM) for s € RL. Define .7 -
By (R) — L(CH(RM)) as S (o) 1= {.F_l(wk?f)}keN(L). Then . is linear and
”'](0)||IZ(C,9,(R3")) = ||U||Bg;".q .

Let {W;}jen, be as in (12) and set wi(x, &, 1) = Wi, (X)W, (E)Wiy (1) for k& =
(k. ko, k3) € N3 if L = 3, or wi(x, £, ) = Wi, (x1) -+ W, () Wi, (1) <+ Wi, (1)
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for k = (ki,...,k3,) € NJ" if L = 3n, then wywy, = wy for all k € N§. Note that
> ik<m F (i) converges in ' (R*) as M — oo if i kent € 1(C2(R3™)).

Define 2 : 1(CO,(R™)) — B, (B as 2({x}arp) = Yyers F (W10).
The mapping 2 is bounded. Indeed, for k = (ki,...,k.) € N5 we have

FrmF(@xbeaw) = Y, F eiin)-
J=1.jL)EZE
ljel <2, ke+je=0

Therefore, by part (b) of Lemma 3.1,

|7 o F (@ (e

_ -1 —
o= Yo P e m ) g
J=(i1+jL) ENG
lie| <2, ke+je=0

< c(w, wo) Z ||xk+j||cgl ;

J=G1.errjL) ENG
liel<2.ke+je=0

which implies that “9({xk}keNé)

. . . Moreover, & is
B3, 1§ (CY, (R3m))

linear and we clearly have 2 o .# = Id. O

< H D et

Lemma 5.2. Let so,51 € RE, 1 < go,q1 < coand 0 < 0 < 1. If Xy and X, are
Banach spaces then, with equal norms,

(1% (Xo). I{} (X1))je) = LX),

where s = (1 — 0)sog + 05y, % = 1;_00 + qil, and X = (Xo, X1)e)-

Proof. This is a consequence, for instance, of Bergh and Lofstrom [4, Theo-
rem 5.6.3], where the case corresponding to L = 1 is proved. O

Proof of (31). Note that . and & in the proof of Lemma 5.1 are independent of the

parameters of the spaces involved. In particular .# and &2 are linear mappings from
50,71 3n 1.1 3ny ; 0 3n 0 3n 0 3n

By, (R™) + B (R™) into 120(C,, (R™)) + 1! (C,,(R™)) and from £ (C,,, (R™)) +

09,90

191(Cy (R*™)) into B (R™) 4 B (R™), respectively, such that .#” is linear and

Y1 0,41
bounded from BY" (R*) into /% (Cp,(R*)) for k = 0,1, & is linear and bounded
from %(Cp (R*")) into B%™ (R*) for k = 0,1, and (5 (0)) = o forall o €

00, gk

B, (IR3™) +B3', (IR3"). By complex interpolation we then conclude that the space

(B (R3), BL™ (R3"))[q) is a retract of (l_‘gg(C?n(R”)) 191(CO (R3)))[g) with the

30,40 00,41 )

mappings .# and &. This implies that

P (L (CpR™), 11 (Ch(R™)) ) = (Bl (R™), By (RY))pg)-

50 0,490 00,41
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By Lemma 5.2 and the fact that (C)(R*"), Co(R*"))jg; = Co(R*"), we have

m

PUECHR™) ) = (B, (R, By (R™)) o).

m 0,490 00,41

Since Z(l4(C2(R*))) = By, (R3"), (31) follows. The equality of the norms
follows from the fact that .# is an isometry and from the equality in norms given in
Lemma 5.2. O

Remark 5.1. The above reasoning in the proof of (31) breaks down when
my # my. Indeed, assume without lost of generality that my < my; then
€y, (R, Co (R*™)g) # CORY) for m = (1 — 0)mg + Om, since Cp, (R) N
Cy (R = Cr?m (o) i dense in (€, (R>),CY (R*"))(e while Cjy (R*") is not dense
in CO (R3").

Boundedness from L>® x L* into L* for Bso(ocxi)’m (R3),
m < m(00,00) = —n

Boundedness from LP'(R") x LP2(R") into LP(R") for operators associated to
symbols in Bfg,)l‘m(Rh) with m < m(p1,p2), 2 < p1,p2 < 00,2 < p < oo and

pil piz = 1 was shown in [8]. The proof of such result can be adapted to obtain the

corresponding mapping property for p; = p, = p = oo as explained in this section.
Givenf, g, h, ¢, ¥, 0 € S(R"), define

V(. 8. ). a.b) = /R S () DR dd
= /Rn VR (x + a)g(x + b) dx, W(f. g. h, @, ¥, 0)(x, £, 1)) :
= / e—Zni(x-,\'-l—E-a-l-n.b)(p(y)w(a)g(b)v(f’g’ 1) (y, a, b) dydadb.
R3n

The following estimate was shown in [8, Theorem 4] for 2 < p;,p, < oo and

2§p<oosatisfyingpil+p1—2 = 117:

[ AW g . 6) ) vl

S D 1Vl 012107 @l Wl I8l 1]
a,B8,y€{0,1,2,3}"

for all functions f, g, h, ¥, 6 € S(R") and ¢ of the form ¢(x) = [[;_, ¢;(x;), where
x=(x....,x,)and g € SR),j=1,...,n.
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We now prove that the above inequality also holds for p = p; = p, = o0, this is

[ AW . 006 6. d (3)
S Y 10800107 @l 1 lles llgh oo 1l
a,B,y€{0,1,2,3}"

Once (33) is proved, the same ideas used in [8] give that

176 (. &)l < lloll groorm If oo N800

forall f,g € S(R") and all 0 € Bi(:?)’m(RM) with m < m(oco,00) = —n and
s(00) in R3 or in R, The corresponding statements in Theorem 1.1 for ¢ # 1 and
s > s(o0) follow by the embedding properties of Proposition 2.1.

Proof of (33). Defining
Ji = {;Z (jl,...,jn) e{l,...,n}" ][#ﬁlfl?éi,]l < e <jk’jk+l <L e <jn}

fork =0, ...,n, and denoting W(f, g, h, ¢, ¥, 8) by W, the proof in [8, Theorem 4]
shows that

WeEm = Y W€,

k=0,...,n

wherefork:O,...,nand}: Gis-veofn) € Tis

ij(x, £,n) = /Rsx e_zﬂi(x‘(_g_”"_r)+S'“+”‘b)il(f)f(a)g(b) Skj(xv v, £, a, b) drdadb,

Skj(x7 T, S, n.a, b) = /R” e_zmx.y(pkj(f - ég_ - 77)@[{‘7()17 T, é, n)AtL,b(y) dy?

Aup(t) ==Y (a+ 00 +1),

k
ot —&—m:=[]o@m—&—n) (p;c—E—n:=1,

=1

n 1
— M
(bkj(y’ &)= l_[ Vi / @ (505 + 5 — & — mj) ds;,
1=k41 70
M
= Vi1 """ Vin / H @, (5 + 5 — & —m) dsjg, - - ds;,,
[0»1]»1—1\ l=k+l
with @ -:=1and (pjy) denoting the first derivative of ¢;,. It is then enough to prove

the inequality (33) for each ij.
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For the case k = n, define Fy(a) := f(a)¥(a — x), G(b) := g(b)0(b — x), and
H.(t) := h(t)@(x — 1), and obtain as in [8, Theorem 4] that

[ "I, 500, ) sl

3n
1

< [ 1Rds 16dis ( [t + nPasan)as.

2n

Then

[ ", .0 s

3n

2n

< sup (|Fll2 G l2) ‘( [t + n)|2d5dn)
xeR? R

Ll

( [ e + n)|2dsdn)2

2n

S Wllzee llglizee 19112116112

L!
Since m(oco, 00) = —n and m < m(oo, 00), we have m = —n— ¢ for some ¢ > 0.
Set m; = my := —3 — 3. The change of variable n — 1 — £ and the fact that

(=& < (1 +[ED>™ (1 + [n)*™ imply

(/]Rzn (&.m)*" Ho(§ + n)IZdédn)

: (/Rn(l + I ds) 2 (/Rn(l + |’7|)2"'2|117x(77)|2dn)2 .

The integral in £ is finite and

( / (1+|n|)2m2|ﬁx(n)|2d77)2 =( / (1+|nl)_"‘8lf7x(n)lzdﬂ)z
Rn Rll

N oo S IHxl = [AO@C—= )] 1

~ ‘

H,

which implies

1

S Mlallp 1@l -

Ll

" (/]R (.| ( + 77)|2d5dn)

2n
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We then obtain
[ "W, 0 dsddn 5 1002 191 1o oD

For the case k € {0,...,n — 1}, set Fiq,,,(a) = f(@@"y)(a + 1),
Gran.p, (D) = g(b)(32T720) (b + 1) and

H,5.5.(v) == h(z + ) F"' (wk;»(-) ( I1 wﬁ”(-z)sé"l)) (r) e 2 Limkr v,
I=k+1

where 5, := (Sg+1,...,8:) € [0, 1]n—k7 Vi := Vk+1s-.->Yn) € R"* x,7 € R" and
@Y denotes the j; derivative of ¢; with j; < 3. Proceeding as in [8, Theorem 4], it
is enough to analyze

W ( %— ) / / eZnix~(§+r])e—2ni(x+t)~yH(y)
= x’ ’ r’ = n .
k.2 R2n J [0, 1]+ l_[j=1 (1 + l(lj + )Cj))2

X Fran ) Granyn (F " (Hezo5) € + 0) dsigr ... ds,, dydt,

where H is an appropriate fixed function on L'(R") and «;, y;, i = 1,2, are
multiindices with components at most equal to 3. We have

VFrarn ]2 |Grana |2
YW+ (x €, dédndx < H ,l
/R )Wy 0 )| ddnds /R JHON [ e

2
(L 6nF fas) 6 4 0 ddn) dsvr . ds, dyara
and therefore

/}R o B W5 (e 6o dédnds S sup [Frn i [ 12 | Grona [ 12 /IR HG)| (34)

<[ (/ ( <s,n>2m|f—‘(HX,Xk.yk)<s+n>|2dsdn)zdx) dsi1 ... dsn dy.
[0,1]" k n R2n

The first factor in the right-hand side above satisfies

sup |Fraimn |2 |Grann |2 < 18T 0 lli2 110727720 | 2 1f | oo g oo - 35)
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For the other factor, we proceed as in the case k = n and recalling that s; € [0, 1], it
follows that

/n (‘/Rz” (E’ n)2m|]:_l (Hx,Ek.ik) (é + 7))|2d§'d7’))2 dx (36)

< ( /. |Hx,sk,;k(r>|drdx) < Wl o TT o
R”

j=k+1 L

Putting (34)—(36) together and using that H € L'(R"), we get

[ W 6. dedn

n —_
I _
<13yl 10 2000 g T @ | 1o lgloo Il
j=k+1 L

ad
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Introduction

By a metric characterization of a class of Banach spaces in the most general sense
we mean a characterization which refers only to the metric structure of a Banach
space and does not involve the linear structure. Some origins of the idea of a metric
characterization can be seen in the classical theorem of Mazur and Ulam [75]: Two
Banach spaces (over reals) are isometric as metric spaces if and only if they are
linearly isometric as Banach spaces.

However study of metric characterizations became an active research direc-
tion only in mid-1980s, in the work of Bourgain [13] and Bourgain—-Milman—
Wolfson [16]. This study was motivated by the following result of Ribe [106].

Definition 1.1. Let X and Y be two Banach spaces. The space X is said to be finitely
representable in Y if for any ¢ > 0 and any finite-dimensional subspace FF C X
there exists a finite-dimensional subspace G C Y such that d(F, G) < 1 + &, where
d(F, G) is the Banach—-Mazur distance.

The space X is said to be crudely finitely representable in Y if there exists
1 < C < oo such that for any finite-dimensional subspace F' C X there exists a
finite-dimensional subspace G C Y such that d(F,G) < C.
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Theorem 1.2 (Ribe [106]). Let Z and Y be Banach spaces. If Z and Y are uniformly
homeomorphic, then Z and Y are crudely finitely representable in each other.

Three proofs of this theorem are known at the moment:

* The original proof of Ribe [106]. Some versions of it were presented in Enflo’s
survey [39] and the book by Benyamini and Lindenstrauss [11, pp. 222-224].

* The proof of Heinrich—-Mankiewicz [52] based on ultraproduct techniques, also
presented in [11].

* The proof of Bourgain [14] containing related quantitative estimates. This paper
is a very difficult reading. The proof has been clarified and simplified by Giladi—
Naor—Schechtman [44] (one of the steps was simplified earlier by Begun [8]).
The presentation of [44] is easy to understand, but some of the &-§ ends in it do
not meet. I tried to fix this when I presented this result in my book [90, Sect. 9.2]
(let me know if you find any problems with &-§ choices there).

These three proofs develop a wide spectrum of methods of the nonlinear Banach
space theory and are well worth studying.

The Ribe theorem implies stability under uniform homeomorphisms of each
class P of Banach spaces satisfying the following condition LHI (local, hereditary,
isomorphic): if X € P and Y crudely finitely representable in X, then ¥ € P.

The following well-known classes have the described property:

» superreflexive spaces (see the definition and related results in section “Metric
Characterizations of Superreflexivity” of this paper),

* spaces having cotype ¢, g € [2, 00) (the definitions of type and cotype can be
found, for example, in [90, Sect. 2.4]),

* spaces having cotype r for each r > g where g € [2, 00),

* spaces having type p, p € (1, 2],

* spaces having type r for each r < p where p € (1, 2],

e Banach spaces isomorphic to g-convex spaces g € [2,00) (see Definition 2.7
below, more details can be found, for example, in [90, Sect. 8.4]),

* Banach spaces isomorphic to p-smooth spaces p € (1, 2] (see Definition 1.6 and
[90, Sect. 8.4]),

e UMD (unconditional for martingale differences) spaces (recommended source
for information on the UMD property is the forthcoming book [103]),

» Intersections of some collections of classes described above,

* One of such intersections is the class of spaces isomorphic to Hilbert spaces
(by the Kwapien theorem [62], each Banach space having both type 2 and cotype
2 is isomorphic to a Hilbert space),

* Banach spaces isomorphic to subspaces of the space L,(£2, X, u) for some
measure space (2, X, u), p # 2,00 (for p = oo we get the class of all Banach
spaces, for p = 2 we get the class of spaces isomorphic to Hilbert spaces).

Remark 1.3. This list seems to constitute the list of all classes of Banach spaces
satisfying the condition LHI which were systematically studied.
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By the Ribe Theorem (Theorem 1.2), one can expect that each class satisfying the
condition LHI has a metric characterization. At this point metric characterizations
are known for all classes listed above except p-smooth and UMD (and some of the
intersections involving these classes). Here are the references:

* Superreflexivity—see section “Metric Characterizations of Superreflexivity” of
this paper for a detailed account.

* Properties related to type—[76] (see [16, 40, 102] for previous important results
in this direction, and [42] for some improvements).

* Properties related to cotype—|[77], see [43] for some improvements.

e g-convexity—[78].

* Spaces isomorphic to subspaces of L, (p # 2,00). Rabinovich noticed that
one can generalize results of [71] and characterize the optimal distortion of
embeddings of a finite metric space into L,-space (see [74, Exercise 4 on p. 383
and comment of p. 380] and a detailed presentation in [90, Sect. 4.3]). Johnson,
Mendel, and Schechtman (unpublished) found another characterization of the
optimal distortion using a modification of the argument of Lindenstrauss and
Pelczyniski [70, Theorem 7.3]. These characterizations are very close to each
other. They are not satisfactory in some respects.

Ribe Program

It should be mentioned that some of the metric characterizations (for example of
the class of spaces having some type > 1) can be derived from the known ‘linear’
theory. Substantially nonlinear characterizations started with the paper of Bourgain
[13] in which he characterized superreflexive Banach spaces in terms of binary trees.

This paper of Bourgain and the whole direction of metric characterizations was
inspired by the unpublished paper of Joram Lindenstrauss with the tentative title
“Topics in the geometry of metric spaces.” This paper has never been published
(and apparently has never been written, so it looks like it was just a conversation,
and not a paper), but it had a significant impact on this direction of research.
The unpublished paper of Lindenstrauss and the mentioned paper of Bourgain [13]
initiated what is now known as the Ribe program.

Bourgain [13, p. 222] formulated it as the program of search for equivalent
definitions of different LHI invariants in terms of metric structure with the next
step consisting in studying these metrical concepts in general metric spaces in an
attempt to develop an analogue of the linear theory.

Bourgain himself made several important contributions to the Ribe program, now
it is a very deep and extensive research direction. In words of Ball [3]: “Within a
decade or two the Ribe programme acquired an importance that would have been
hard to predict at the outset.” In this paper I am going to cover only a very small part
of known results on this program. I refer interested people to the surveys of Ball [3]
(short survey) and Naor [81] (extensive survey).
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Many of the known metric characterizations use the following standard
definitions:

Definition 1.4. Let0 < C < oco. Amapf : (A,dy) — (Y, dy) between two metric
spaces is called C-Lipschitz if

Vu,v € A dy(f(u),f(v)) < Cda(u,v).

A map f is called Lipschitz if it is C-Lipschitz for some 0 < C < oco.
Letl < C <oo.Amapf : A — Yiscalled a C-bilipschitz embedding if there
exists r > 0 such that

Yu,v e A rdy(u,v) <dy(f(u),f(v)) < rCda(u,v). €))

A Dbilipschitz embedding is an embedding which is C-bilipschitz for some
1 < C < o0o. The smallest constant C for which there exist » > 0 such that (1)
is satisfied is called the distortion of f.

There are at least two directions in which we can seek metric characterizations:

(1) We can try to characterize metric spaces which admit bilipschitz embeddings
into some Banach spaces belonging to P.

(2) We can try to find metric structures which are present in each Banach space
X ¢P.

Characterizations of type (1) would be much more interesting for applications.
However, as far as I know such characterizations were found only in the following
cases: (1) P = {the class of Banach spaces isomorphic to a Hilbert space}
(it is the Linial-London—Rabinovich [71, Corollary 3.5] formula for distortion of
embeddings of a finite metric space into £,). (2) P = {the class of Banach spaces
isomorphic to a subspace of some L,-space}, p is a fixed number p # 2, 0o, see the
last paragraph preceding section “Ribe Program.”

Local Properties for Which no Metric Characterization is Known

Problem 1.5. Find a metric characterization of UMD.

Here UMD stays for unconditional for martingale differences. The most compre-
hensive source of information on UMD is the forthcoming book of Pisier [103].
I have not found in the literature any traces of attempts to work on Problem 1.5.

Definition 1.6. A Banach space is called p-smooth if its modulus of smoothness
satisfies p(r) < Ct” for p € (1,2].

See [90, Sect. 8.4] for information on p-smooth spaces.
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Problem 1.7. Find a metric characterization of the class of Banach spaces isomor-
phic to p-smooth spaces p € (1,2].

This problem was posed and discussed in the paper by Mendel and Naor [78],
where a similar problem is solved for g-convex spaces. Mendel and Naor wrote
[78, p. 335]: “Trees are natural candidates for finite metric obstructions to
g-convexity, but it is unclear what would be the possible finite metric witnesses
to the “non-p-smoothness” of a metric space.”

Metric Characterizations of Superreflexivity

Definition 2.1 (James [55, 56]). A Banach space X is called superreflexive if each
Banach space which is finitely representable in X is reflexive.

It might look like a rather peculiar definition, but, as I understand, introducing
it (& 1967) James already had a feeling that it is a very natural and important
definition. This feeling was shown to be completely justified when Enflo [38]
completed the series of results of James by proving that each superreflexive space
has an equivalent uniformly convex norm.

Definition 2.2. A Banach space is called uniformly convex if for every ¢ > 0 there
is some § > 0 so that for any two vectors with ||x|| < 1 and ||y|| < 1, the inequality

T sl

H<8

implies
lx =yl <e.

Definition 2.3. Two norms ||-||; and ||-||, on a linear space X are called equivalent
if there are constants 0 < ¢ < C < oo such that

cllxllv < lIxll2 = Clix[|x
foreach x € X.

After the pioneering results of James and Enflo numerous equivalent reformula-
tions of superreflexivity were found and superreflexivity was used in many different
contexts.

The metric characterizations of superreflexivity which we are going to present
belong to the class of the so-called fest-space characterizations.

Definition 2.4. Let P be a class of Banach spaces and let T = {T,}4es be a set
of metric spaces. We say that T is a set of fest-spaces for P if the following two
conditions are equivalent: (1) X ¢ P; (2) The spaces {T,}yea admit bilipschitz
embeddings into X with uniformly bounded distortions.



312 M. Ostrovskii
Characterization of Superreflexivity in Terms of Binary Trees

Definition 2.5. A binary tree of depth n, denoted T, is a finite graph in which each
vertex is represented by a finite (possibly empty) sequence of 0 and 1, of length
at most n. Two vertices in 7, are adjacent if the sequence corresponding to one of
them is obtained from the sequence corresponding to the other by adding one term
on the right. (For example, vertices corresponding to (1,1,1,0) and (1,1,1,0,1)
are adjacent.) A vertex corresponding to a sequence of length n in T, is called a leaf.

An infinite binary tree, denoted T, is an infinite graph in which each vertex is
represented by a finite (possibly empty) sequence of 0 and 1. Two vertices in T, are
adjacent if the sequence corresponding to one of them is obtained from the sequence
corresponding to the other by adding one term on the right.

Both for finite and infinite binary trees we use the following terminology. The
vertex corresponding to the empty sequence is called a root. If a sequence t is an
initial segment of the sequence o we say that o is a descendant of T and that t is
an ancestor of ¢. If a descendant o of 7 is adjacent to t, we say that o is a child of
T and that 7 is a parent of 0. Two children of the same parent are called siblings.
Child of a child is called a grandchild. (It is clear that each vertex in T, has exactly
two children, the same is true for all vertices of 7, except leaves.)

Theorem 2.6 (Bourgain [13]). A Banach space X is nonsuperreflexive if and only
if it admits bilipschitz embeddings with uniformly bounded distortions of finite
binary trees {T,}°2, of all depths, see Fig. 1.

In Bourgain’s proof the difficult direction is the “if” direction, the “only if” is
an easy consequence of the theory of superreflexive spaces. Recently Kloeckner
[61] found a very simple proof of the “if”” direction. I plan to describe the proofs
of Bourgain and Kloeckner after recalling the results on superreflexivity which we
need.

Fig. 1 The binary tree of depth 3, that is, 73
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Definition 2.7. The modulus of (uniform) convexity §x(¢) of a Banach space X
with norm || - || is defined as

. xX+y
mf{l - HT” ' Il = Iyl = Land [l — ] > &

for & € (0, 2]. The space X or its norm is said to be g-convex, q € [2, 00) if §x(¢) =
ce? for some ¢ > 0.

Remark 2.8. 1t is easy to see that the definition of the uniform convexity given in
Definition 2.2 is equivalent to: X is uniformly convex if and only if x(¢) > 0 for
each ¢ € (0,2].

Theorem 2.9 (Pisier [101]). The following properties of a Banach space Y are
equivalent:

1. Y is superreflexive.
2. Y has an equivalent q-convex norm for some q € [2, 00).

Using Theorem 2.9 we can prove the “if” part of Bourgain’s characterization.
Denote by cx(7,) the infimum of distortions of embeddings of the binary tree 7,
into a Banach space X.

By Theorem 2.9, for the “if” part of Bourgain’s theorem it suffices to prove that
if X is g-convex, then for some c; > 0 we have

ex(T,) = ¢ (logy n)7.

Proof (Kloeckner [61]). Let F be the four-vertex tree with one root @y which has
one child a; and two grandchildren a,, a’z. Sometimes such tree is called a fork, see
Fig. 2. The following lemma is similar to the corresponding results in [73].

Lemma 2.10. There is a constant K = K(X) such that if ¢ : F — X is D-Lipschitz
and distance non-decreasing, then either

lotao) ~ptal <2 (D= 72

Fig. 2 A fork @
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or
K
lotao) ~ ptapl <2(D- 12

First we finish the proof of cx(7,) > ci(log, n)é using Lemma 2.10. So let
¢ : T, — X be a map of distortion D. Since X is a Banach space, we may assume
that ¢ is D-Lipschitz, distance non-decreasing map, that is

dr, (u,v) < [l¢(u) — p()|| < Ddy, (u,v).

The main idea of the proof is to construct a less-distorted embedding of a
smaller tree.

Given any vertex of 7,, which is not a leaf, let us name arbitrarily one of its two
children its daughter, and the other its son. We select two grandchildren of the root
in the following way: we pick the grandchild mapped by ¢ closest to the root among
its daughter’s children and the grandchild mapped by ¢ closest to the root among its
son’s children (ties are resolved arbitrarily). Then we select inductively, in the same
way, two grandchildren for all previously selected vertices up to generation n — 2.

The set of selected vertices, endowed with half the distance induced by the tree
metric is isometric to 7|1, and Lemma 2.10 implies that the restriction of ¢ to this

set has distortion at most f(D) = D — %.
We can iterate such restrictions |log, ] times to get an embedding of 7| whose

distortion is at most
K
D — |_10g2 I’lJ IF

since each iteration improves the distortion by at least K/D?~!. Since the distortion
of any embedding is at least 1, we get the desired inequality. O

Remark 2.11. Kloeckner borrowed the approach based on “controlled improvement
for embeddings of smaller parts” from the Johnson—Schechtman paper [58] in which
it is used for diamond graphs (Kloeckner calls this approach a self-improvement
argument). Arguments of this type are well known and widely used in the linear
theory, where they go back at least to James [53]; but these two examples (Johnson—
Schechtman [58] and Kloeckner [61]) seem to be the only two known results of
this type in the nonlinear theory. It would be interesting to find further nonlinear
arguments of this type.

Sketch of the Proof of Lemma 2.10. Assume ¢(ag) = 0 and let x; = ¢(a;), x, =
@(az) and X, = ¢(a}). Recall that we assumed

dr,(u,v) < ||lp(u) — ¢()|| < Ddr,(u, v). (*)
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Consider the (easy) case where ||x;|| = 2D and [|x;|| = 2D (that is, the distortion
D is attained on these vectors). We claim that this implies that x, = x/z. In fact, it

is easy to check that this implies ||x;|| = D, ||x, — xi|| = D, and ||x, — x;|| = D.
Also m = D and M H = D. By the uniform convexity we get
[|X1 — (r2 —x1)|| = 0 and ||x; — (x}, —x1)|| = 0. Hence x, = xj, and we get that the
conditions [|x;|| = 2D and ||x},|| = 2D cannot be satisfied simultaneously.

The proof of Lemma 2.10 goes as follows. We start by letting ||x2|| > 2(D — n)
and [|x}|| = 2(D — n) for some n > 0. Using a perturbed version of the argument
just presented, the definition of the modulus of convexity, and our assumption
8x(e) = ce’, we get an estimate of |[x, — x}|| from above in terms of 7. Comparing
this estimate with the assumption ||x, — x5|| > 2 (which follows from dy, (u, v) <
[lo(u) — @(v)]]), we get the desired estimate for 7 from below, see [61] for details.

O

Remark 2.12. The approach of Kloeckner can be used for any uniformly convex
space, it is not necessary to combine it with the Pisier Theorem (Theorem 2.9),
see [103].

To prove the “only if” part of Bourgain’s theorem we need the following
characterization of superreflexivity, one of the most suitable sources for this
characterization of superreflexivity is [103].

Theorem 2.13 (James [53, 55, 108]). Let X be a Banach space. The following are
equivalent:

1. X is not superreflexive

2. There exists o € (0, 1] such that for each m € N the unit ball of the space
X contains a finite sequence xy,Xa, ...,X, of vectors satisfying, for any j €
{1,...,m— 1} and any real coefficients ay, . .., a,, the condition

m

E a;xi
i=1

m

+1Y al . )

i=j+1

> o

J
2 a
i=1

3. Foreacha € (0,1) and each m € N the unit ball of the space X contains a finite
sequence X1, Xz, ..., Xp of vectors satisfying, for any j € {1,...,m — 1} and any
real coefficients ay, . .., a,, the condition (2).

Remark 2.14. 1t is worth mentioning that the proof of (1)=-(3) in the case where
a € [%, 1) is much more difficult than in the case o € (0, %). A relatively easy
proof in the case o € [% 1) was found by Brunel and Sucheston [20], see also its
presentation in [103].

Remark 2.15. To prove the Bourgain’s theorem it suffices to use (1)=>(3) in the
‘easy’ case @ € (0, %). The case o € [%, 1) is needed only for “almost-isometric”
embeddings of trees into nonsuperreflexive spaces.
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Remark 2.16. The equivalence of (2)¢>(3) in Theorem 2.13 can be proved using
a “self-improvement argument,” but the proof of James is different. A proof of
(2)4(3) using a “self-improvement argument” was obtained by Wenzel [114], it is
based on the Ramsey theorem, so it requires a very lengthy sequence to get a better
a. In [84] it was proved that to some extent the usage of ‘very lengthy’ sequences is
necessary.

Proof of the “Only If” Part. There is a natural partial order on 7,,: we say thats < ¢
(s,t € T,) if the sequence corresponding to s is the initial segment of the sequence
corresponding to .

An important observation of Bourgain is that there is a bijective mapping

0:T,—[1,....,2"T1 —1]

such that ¢ maps two disjoint intervals of the ordering of T, starting at the same
vertex and going “down” into disjoint intervals of [1,...,2"t! — 1]. The existence
of ¢ can be seen from a suitably drawn picture of T, (see Fig.3), or using the
expansion of numbers in base 2. To use the expansion of numbers, we observe
that the map {6;}"_, — {26; — 1}/_, maps a 0, 1 —sequence onto the corresponding
+1—sequence. Now we introduce a map ¥ : 7, — [—1, 1] by letting ¥ (4) = 0 and

n
Y(Oh.....0,)=> 2726, —1).

i=1
To construct ¢ we relabel the range of i in the increasing order using numbers
[1,...,2"F0 —1].

Let {xi,x2,...,xm+1_;} be a sequence in a nonsuperreflexive Banach space

X whose existence is guaranteed by Theorem 2.13 ((1)=(3)). We introduce an
embedding F,, : T, — X by

F.() = Z)Qﬂ(s),

s<t

Fig. 3 The map of T; into [—1, 1]
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Fig. 4 1y is the closest common ancestor of #; and #,

where s < ¢ for vertices of a binary tree means that s is the initial segment of
the sequence 1. Then F, (1) — Fu(t2) = X cs<iy Xo(s) — Dosy<s<i> Xo(s)» Where fo is
the vertex of T,, corresponding to the largest initial common segment of #; and #,,
see Fig. 4. The condition in (2) and the choice of ¢ imply that

[|Fn(t1) — Fu(t2)|| = a(dr(t1, to) + dr(t2, o)) = adr, (11, 1).

The estimate ||F,,(t;) — F,(t2)|| from above is straightforward. This completes the
proof of bilipschitz embeddability of {7},} into any nonsuperreflexive Banach space
with uniformly bounded distortions. O

Characterization of Superreflexivity in Terms of Diamond
Graphs

Johnson and Schechtman [58] proved that there are some other sequences of graphs
(with their graph metrics) which also can serve as test-spaces for superreflexivity.
For example, binary trees in Bourgain’s theorem can be replaced by the diamond
graphs or by Laakso graphs.

Definition 2.17. Diamond graphs {D,}°2, are defined as follows: The diamond

graph of level 0 is denoted Dy. It has two vertices joined by an edge of length 1. The

diamond graph D,, is obtained from D,,_; as follows. Given an edge uv € E(D,—1),

it is replaced by a quadrilateral u, a, v, b, with edges ua, av, vb, bu. (See Fig.5.)
Two different normalizations of the graphs {D,}°2, are considered

* Unweighted diamonds: Each edge has length 1.
o Weighted diamonds: Each edge of D, has length 27"

In both cases we endow vertex sets of {D,} 2, with their shortest path metrics.
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Fig. 5 Diamond D,

In the case of weighted diamonds the identity map D,—; — D, is an isometry.
In this case the union of D,, endowed with its the metric induced from {D,}°2, is
called the infinite diamond and is denoted D,,.

To the best of my knowledge the first paper in which diamond graphs {D,}72,
were used in Metric Geometry is [50] (a conference version was published in 1999).

Definition 2.18. Laakso graphs {L,}2 are defined as follows: The Laakso graph
of level 0 is denoted L. It has two vertices joined by an edge of length 1. The
Laakso graph L, is obtained from L,_; as follows. Given an edge uv € E(L,—;), it
is replaced by the graph L; shown in Fig. 6, the vertices u and v are identified with
the vertices of degree 1 of L;.

Two different normalizations of the graphs {L,}°°

n=1

are considered

* Unweighted Laakso graphs: Each edge has length 1.
o Weighted Laakso graphs: Each edge of L, has length 47"

In both cases we endow vertex sets of {L,}>2 ) with their shortest path metrics.

In the case of weighted Laakso graphs the identity map L,—; +> L, is an isometry.
In this case the union of L, endowed with its the metric induced from {L,}2 is
called the Laakso space and is denoted L,,.

The Laakso graphs were introduced in [65], but they were inspired by the
construction of Laakso in [63].

Theorem 2.19 (Johnson—-Schechtman [58]). A Banach space X is nonsuperre-
flexive if and only if it admits bilipschitz embeddings with uniformly bounded
distortions of diamonds {D,}°2 | of all sizes.

Theorem 2.20 (Johnson—Schechtman [58]). A similar result holds for {L,}°2,.
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Fig. 6 Laakso graph L,

Without Proof. These results, whose original proofs (especially for diamond
graphs) are elegant in both directions, are loved by expositors. Proof of
Theorem 2.19 is presented in the lecture notes of Lancien [64], in the book of
Pisier [103], and in my book [90]. O

Remark 2.21. In the “if” direction of Theorem 2.19, in addition to the original
(controlled improvement for embeddings of smaller parts) argument of Johnson—
Schechtman [58], there are two other arguments:

(1) The argument based on Markov convexity (see Definition 2.26). It is obtained
by combining results of Lee—Naor—Peres [67] (each superreflexive Banach
space is Markov p-convex for some p € [2,00)) and Mendel-Naor [78]
(Markov convexity constants of diamond graphs are not uniformly bounded
from below, actually in [78] this statement is proved for Laakso graphs, but
similar argument works for diamond graphs).

(2) The argument of [87, Sect. 3.1] showing that bilipschitz embeddability of
diamond graphs with uniformly bounded distortions implies the finite tree
property of the space, defined as follows:

Definition 2.22 (James [55]). Let § > 0. A §-tree in a Banach space X is a subset
{xz}rer., of X labelled by elements of the infinite binary tree T, such that for each
T € Too wWe have

1
Xr = E(xm +x0,)  and [|x; —xg, || = []x: — X0, [| = 4, (3)

where o) and o, are the children of r. A Banach space X is said to have the infinite
tree property if it contains a bounded §-tree.
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A §-tree of depth n in a Banach space X is a finite subset {x; },cr, of X labelled by
the binary tree T, of depth n, such that the condition (3) is satisfied for each t € T,
which is not a leaf. A Banach space X has the finite tree property if for some § > 0
and each n € N the unit ball of X contains a §-tree of depth n.

Remark 2.23. In the “only if” direction of Theorem 2.19 there is a different (and
more complicated) proof in [91, 96], which consists in a combination of the
following two results:

(1) Existence of a bilipschitz embedding of the infinite diamond D,, into any non-
separable dual of a separable Banach space (using Stegall’s [111] construction),
see [91].

(i) Finite subsets of a metric space which admits a bilipschitz embedding into any
nonseparable dual of a separable Banach space, admit embeddings into any
nonsuperreflexive Banach space with uniformly bounded distortions, see [96].
(The proof uses transfinite duals [9, 33, 34] and the results of Brunel-Sucheston
[20, 21] and Perrott [100] on equal-signs-additive sequences.)

I would like to turn your attention to the fact that the Johnson—Schechtman
Theorem 2.19 shows some obstacles on the way to a solution the (mentioned above)
problem for superreflexivity:

Characterize metric spaces which admit bilipschit; embeddings into some
superreflexive Banach spaces.

We need the following definitions and results. Let {M,}°2, and {R,} 2, be
two sequences of metric spaces. We say that {M,,}°2 | admits uniformly bilipschitz
embeddings into {R,}°2, if for each n € N there is m(n) € N and a bilipschitz map
Jn : My = Ry such that the distortions of {f;,}°2, are uniformly bounded.

Theorem 2.24 ([92]). Binary trees {T,}72, do not admit uniformly bilipschitz
embeddings into diamonds {D,}52 .

Without Proof. The proof is elementary, but rather lengthy combinatorial argument.
a

There is also a non-embeddability in the other direction: The fact that diamonds
{D,} do not admit uniformly bilipschitz embeddings into binary trees {7} is well
known, it follows immediately from the fact that D, (n > 1) contains a cycle
of length 2"*! isometrically, and the well-known observation of Rabinovich and
Raz [105] stating that the distortion of any embedding of an m-cycle into any tree

is> % —1.

Remark 2.25. Mutual non-embeddability of Laakso graphs and binary trees is much
simpler: (1) Laakso graphs are non-embeddable into trees because large Laakso
graphs contain large cycles isometrically. (2) Binary trees are not embeddable into
Laakso graphs because the Laakso graphs are uniformly doubling (see [51, p. 81]
for the definition of a doubling metric space), but binary trees are not uniformly
doubling.
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Let us show that these results, in combination with some other known results,
imply that it is impossible to find a sequence {C,}2, of finite metric spaces
which admits uniformly bilipschitz embeddings into a metric space M if and
only if M does not admit a bilipschitz embedding into a superreflexive Banach
space. Assume the contrary: Such sequence {C,}72, exists. Then {C,} admits
uniformly bilipschitz embeddings into the infinite binary tree. Therefore, by the
result of Gupta [49], the spaces {C,}2, are uniformly bilipschitz-equivalent to
weighted trees {W,}°2, . The trees {W,}°2, should admit, by a result Lee-Naor—
Peres [67] uniformly bilipschitz embeddings of increasing binary trees (these
authors proved that {W,}°2, would admit uniformly bilipschitz embeddings into £,
otherwise). Therefore, by Theorem 2.24 the spaces {C,}°2, cannot be embeddable
into diamonds with uniformly bounded distortion. Therefore they do not admit
uniformly bilipschitz embeddings into D,, (since the union of {D;}2, is dense in
D). On the other hand, Theorem 2.19 implies that D,, does not admit a bilipschitz
embedding into a superreflexive space, a contradiction.

One can try to find a characterization of metric spaces which are embeddable
into superreflexive spaces in terms of some inequalities for distances. Some hope for
such characterization was given by the already mentioned Markov convexity intro-
duced by Lee—Naor—Peres [67], because it provides a reason for non-embeddability
into superreflexive Banach spaces of both binary trees and diamonds (and many
other trees and diamond-like spaces).

Definition 2.26 (Lee-Naor-Peres [67]). Let {XL},GZ be a Markov chain on a state
space 2. Given an integer k > 0, we denote by {X;(k) };cz the process which equals
X, for time ¢ < k, and evolves independently (with respect to the same transition
probabilities) for time ¢ > k. Fix p > 0. A metric space (X, dx) is called Markov
p-convex with constant T1 if for every Markov chain {X,},e7 on a state space €2, and
every f: Q2 — X,

o E|d 1) (1=2))
2 [x(f(X)fzg 2D < S g roor) @

k=0 t€Z tEL

The least constant IT for which (4) holds for all Markov chains is called the Markov
p-convexity constant of X, and is denoted I1,(X). We say that (X, dx) is Markov
p-convex if T1,(X) < oo.

Remark 2.27. The choice of the rather complicated left-hand side in (4) is inspired
by the original Bourgain’s proof [13] of the “if” part of Theorem 2.6.

Remark 2.28. Tt is unknown whether for general metric spaces Markov p-convexity
implies Markov g-convexity for g > p. (This is known to be true for Banach spaces.)

Lee—Naor—Peres [67] showed that Definition 2.26 is important for the theory of
metric embeddings by proving that each superreflexive space X is Markov g-convex
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for sufficiently large g. More precisely, it suffices to pick g such that X has an
equivalent g-convex norm (see Definition 2.7), and by Theorem 2.9 of Pisier, such
q € [2, 00) exists for each superreflexive space.

On the other hand, Lee—Naor—Peres have shown that for any 0 < p < oo the
Markov p-convexity constants of binary trees {7,,} are not uniformly bounded. Later
Mendel and Naor [78] verified that the Markov p-convexity constants of Laakso
graphs are not uniformly bounded. Similar proof works for diamonds {D,}. See
Theorem 3.11 and Remark 3.13 for a more general result.

Example 2.29 (Lee—Naor—Peres [67]). For every m € N, we have II,(T»n)
> 2171% mIL’ .

Proof. Simplifying the description of the chain somewhat (precise description of €2
and the map f requires some formalities), we consider only times t = 1,...,2" and
let {X;}/Z, be the downward random walk on T>» which is at the root at time = 0
and X,4; is obtained from X; by moving down-left or down-right with probability
% each, see Fig. 7. We also assume that X; is at the root with probability 1 if t < 0
(here more formal description of the chain is needed) and that for # > 2™ we have
X,+1 = X, (this is usually expressed by saying that leaves are absorbing states).
Then

om
Z E [dem (XT» Xt—l)p] = 2m

=1

Moreover, in the downward random walk, after splitting at time r < 2™ with
probability at least % two independent walks will accumulate distance which is at
least twice the number of steps (until a leaf is encountered). Thus

Fig. 7 T3, with the root (r) and leaves (1) marked
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om —1 2m
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> m2m 1o
— 2]7—2 .m - m
The claim follows. a

For diamond graphs and Laakso graphs the argument is similar, but more
complicated, because in such graphs the trajectories can come close after separation.

After uniting the reasons for non-embeddability for diamonds and trees one
can hope to show that Markov convexity characterizes metric spaces which are
embeddable into superreflexive spaces. It turns out that this is not the case. It was
shown by Li [68, 69] that the Heisenberg group H(R) (see Definition 3.9) is Markov
convex. On the other hand, it is known that the Heisenberg group does not admit a
bilipschitz embedding into any superreflexive Banach space [26, 66]. (It is worth
mentioning that in the present context we may consider the discrete Heisenberg
group H(Z) consisting of the matrices with integer entries of the form shown in
Definition 3.9 endowed with its word distance, see Definition 2.35.)

I suggest the following problem which is open as far as I know:

Problem 2.30. Does there exist a test-space for superreflexivity which is Markov
p-convex for some 0 < p < o00? (Or a sequence of test-spaces with uniformly
bounded Markov p-convexity constants?)

Remark 2.31. The Heisenberg group H(Z) (with integer entries) has two properties
needed for the test-space in Problem 2.30: it is not embeddable into any super-
reflexive space and is Markov convex. The only needed property which it does not
have is: embeddability into each nonsuperreflexive space. Cheeger and Kleiner [28]
proved that H(Z) is not embeddable into some nonsuperreflexive Banach spaces,
for example, into L, (0, 1).

One more problem which I would like to mention here is

Problem 2.32 (Naor, July 2013). Does there exist a sequence of finite metric spa-
ces {M;}2, which is a sequence of test-spaces for superreflexivity with the following
universality property: if {A;}72, is a sequence of test-spaces for superreflexivity, then
there exist uniformly bilipschitz embeddings E; : A; — My, where {n(i)}2, is
some sequence of positive integers?

Characterization of Superreflexivity in Terms of One Test-Space

Baudier [4] strengthened the “only if” direction of Bourgain’s characterization and
proved
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Theorem 2.33 (Baudier [4]). A Banach space X is nonsuperreflexive if and only if
it admits bilipschitz embedding of the infinite binary tree Tso.

The following result hinted that possibly the Cayley graph of any nontrivially
complicated hyperbolic group is the test-space for superreflexivity:

Theorem 2.34 (Buyalo-Dranishnikov—Schroeder [22]). Every Gromov hyper-
bolic group admits a quasi-isometric embedding into the product of finitely many
copies of the binary tree.

Let us introduce notions used in this statement.
Definition 2.35. Let G be a group generated by a finite set S.

e The Cayley graph Cay(G,S) is defined as a graph whose vertex set is G and
whose edge set is the set of all pairs of the form (g, sg), where g € G, s € S.

* In this context we consider each edge as a line segment of length 1 and endow
Cay(G, S) with the shortest path distance. The restriction of this distance to G is
called the word distance.

e Let u and v be two elements in a metric space (M,dy). A uv-geodesic is
a distance-preserving map g : [0,dy(u,v)] — M such that g(0) = u and
g(dy(u,v)) = v (where [0,duy(u,v)] is an interval of the real line with the
distance inherited from R).

* A metric space M is geodesic if for any two points u# and v in M, there is a
uv-geodesic in M; Cay(G, S), with edges identified with line segments and with
the shortest path distance is a geodesic metric space.

* A geodesic metric space M is called §-hyperbolic, if for each triple u, v,w € M
and any choice of a uv-geodesic, vw-geodesic, and wu-geodesics, each of these
geodesics is in the §-neighborhood of the union of the other two.

e A group is word hyperbolic or Gromov hyperbolic if Cay(G, S) is §-hyperbolic
for some § < oco.

Remark 2.36. « It might seem that the definition of hyperbolicity depends on the
choice of the generating set S.

o It turns out that the value of § depends on S, but its existence does not.

* The theory of hyperbolic groups was created by Gromov [46], although some
related results were known before. The theory of hyperbolic groups plays an
important role in group theory, geometry, and topology.

* Theory of hyperbolic groups is presented in many sources, see [1, 18].

Remark 2.37. 1t is worth mentioning that the identification of edges of Cay(G, S)
with line segments is useful and important when we study geodesics and introduce
the definition of hyperbolicity. In the theory of embeddings it is much more
convenient to consider Cay(G,S) as a countable set (it is countable because
we consider groups generated by finite sets), endowed with the shortest path
distance (in the graph-theoretic sense), in this context it is called the word distance.
See [89, 95] for relations between embeddability of graphs as vertex sets and as
geodesic metric spaces.
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It is worth mentioning that although different finite generating sets S; and S, in
G lead to different word distances on G, the resulting metric spaces are bilipschitz
equivalent: the identity map (G, ds,) — (G, ds, ) is bilipschitz, where ds, is the word
distance corresponding to S and dy, is the word distance corresponding to S5.

We also need the following definitions used in [22]. A map f : X — Y between
metric spaces (X, dy) and (Y, dy) is called a quasi-isometric embedding if there are
ap,ap > 0and b > 0, such that

ardx(u,v) —b < dy(f(u),f(v)) < axdx(u,v) +b ()

for all u, v € X. By a binary tree the authors of [22] mean an infinite tree in which
each vertex has degree 3. By a product of trees, denoted (@!_,7(i)), we mean their
Cartesian product with the £;-metric, that is,

d({ui}, {vi}) = ZdT(;)(Mi, v;). (6)

i=1

Observation 2.38. The binary tree defined as an infinite tree in which each vertex
has degree 3 is isometric to a subset of the product in the sense of (6) of three copies
of Too-

Therefore we may replace the infinite binary tree by T in the statement
of Theorem 2.34. Hence the Buyalo—Dranishnikov—Schroeder Theorem 2.34 in
combination with the Baudier Theorem 2.33 implies the existence of a quasi-
isometric embedding of any Gromov hyperbolic group, which is embeddable into
product of n copies of T, into any Banach space containing an isomorphic copy
of a direct sum of n nonsuperreflexive spaces. The fact that Buyalo—Dranishnikov—
Schroeder consider quasi-isometric embeddings (which are weaker than bilipschitz)
is not a problem. One can easily prove the following lemma. Recall that a metric
space is called locally finite if all balls of finite radius in it have finite cardinality
(a detailed proof of Lemma 2.39 can be found in [92, Lemma 2.3]).

Lemma 2.39. If a locally finite metric space M admits a quasi-isometric embed-
ding into an infinite-dimensional Banach space X, then M admits a bilipschitz
embedding into X.

Remark 2.40. One can easily construct a counterexample to a similar statement for
general metric spaces.

Back to Embeddings However, we know from results of Gowers—Maurey
[45] that there exist nonsuperreflexive spaces which do not contain isomorphically
direct sums of any two infinite-dimensional Banach spaces, so we do not get
immediately bilipschitz embeddability of hyperbolic groups into nonsuperreflexive
Banach spaces.
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Possibly this obstacle can be overcome by modifying Baudier’s proof of Theo-
rem 2.33 for the case of a product of several trees, but at this point a more general
result is available. It can be stated as:

Embeddability of locally finite spaces into Banach spaces is finitely determined.

We need the following version of the result on finite determination (this statement
also explains what we mean by “finite determination”):

Theorem 2.41 ([88]). Let A be a locally finite metric space whose finite subsets
admit bilipschitz embeddings into a Banach space X with uniformly bounded
distortions. Then A admits a bilipschitz embedding into X.

Remark 2.42. This result and its version for coarse embeddings have many prede-
cessors: Baudier [4, 5], Baudier—Lancien [6], Brown—Guentner [19], and Ostrovskii
[85, 86].

Now we return to embeddings of hyperbolic groups into nonsuperreflexive
spaces. Recall that we consider finitely generated groups. It is easy to see that in this
case Cay(G,S) is a locally finite metric space (recall that we consider Cay(G, S)
as a countable set G with its word distance). By finite determination, it suffices
to show only how to embed products of n finite binary trees into an arbitrary
nonsuperreflexive Banach space with uniformly bounded distortions (the distortions
are allowed to grow if we increase n, since for a fixed hyperbolic group the number
n is fixed). This can be done using the embedding of a finite binary tree suggested
by Bourgain (Theorem 2.6) and the standard techniques for constructions of basic
sequences and finite-dimensional decompositions. These techniques (going back
to Mazur) allow to show that for each n and N there exists a sequence of finite-
dimensional spaces X; such that X; contains a 2-bilipschitz image of Ty and the
direct sum (@}_,X;); is C(n)-isomorphic to their linear span in X (C(n) is constant
which depends on #, but not on N). See [92, pp. 157-158] for a detailed argument.

So we have proved that each Gromov hyperbolic group admits a bilipschitz
embedding into any nonsuperreflexive Banach space. This proves the corresponding
part of the following theorem:

Theorem 2.43. Let G be a Gromov hyperbolic group which does not contain
a cyclic group of finite index. Then the Cayley graph of G is a test-space for
superreflexivity.

The other direction follows by a combination of results of Bourgain [13],
Benjamini and Schramm [10], and some basic theory of hyperbolic groups [18, 82],
see [92, Remark 2.5] for details.

I find the following open problem interesting:

Problem 2.44. Characterize finitely generated infinite groups whose Cayley graphs
are test-spaces for superreflexivity.

Possibly Problem 2.44 is very far from its solution and we should rather do the
following. Given a group whose structure is reasonably well understood, check

(1) Whether it admits a bilipschitz embedding into an arbitrary nonsuperreflexive
Banach space?
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(2) Whether it admits bilipschitz embeddings into some superreflexive Banach
spaces?

Remark 2.45. There are groups which do not admit bilipschitz embeddings into
some nonsuperreflexive spaces, such as L;. Examples which I know:

» Heisenberg group (Cheeger—Kleiner [28]).

e Gromov’s random groups [48] containing expanders weakly are not even
coarsely embeddable into L.

* Recently constructed groups of Osajda [83] with even stronger properties.

Remark 2.46. At the moment the only groups known to admit bilipschitz embed-
dings into superreflexive spaces are groups containing Z" as a subgroup of finite
index. de Cornulier—Tessera—Valette [35] conjectured that such groups are the only
groups admitting a bilipschitz embedding into £,. This conjecture is still open. I
asked about the superreflexive version of this conjecture on MathOverflow [97]
(August 19, 2014) and de Cornulier commented on it as: “In the main two cases
for which the conjecture is known to hold in the Hilbert case, the same argument
also works for arbitrary uniformly convex Banach spaces.”

Remark 2.47. Groups which are test-spaces for superreflexivity do not have to be
hyperbolic. In fact, one can show that a direct product of finitely many hyperbolic
groups is a test-space for superreflexivity provided at least one of them does not have
a cyclic group as a subgroup of finite index. It is easy to check (using the definition)
that such products are not Gromov hyperbolic unless all-except-one groups in the
product are finite (the reason is that Z? is not Gromov hyperbolic).

Now I would like to return to the title of this section: “Characterization of
superreflexivity in terms of one test-space.” This can actually be done using
either the Bourgain or the Johnson—Schechtman characterization and the following
elementary proposition (I published it [92], but I am sure that it was known to
interested people):

Proposition 2.48 ([92, Sect. 5]).

(@) Let {S,}°2, be a sequence of finite test-spaces for some class P of Banach
spaces containing all finite-dimensional Banach spaces. Then there is a metric
space S which is a test-space for P.

(b) If{Sn}>2, are

e unweighted graphs,
o trees,
e graphs with uniformly bounded degrees,

then S also can be required to have the same property.

Sketch of the Proof. In all of the cases the constructed space S contains subspaces
isometric to each of {S,}°2,. Therefore the only implication which is nontrivial is
that the embeddability of {S,}°2, implies the embeddability of S.
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Each finite metric space can be considered as a weighted graph with its shortest
path distance. We construct the space S as an infinite graph by joining S, with S+
with a path P, whose length is > max{diamS,,, diamS,,+ }. To be more specific, we
pick in each S, a vertex O, and let P, be a path joining O, with O,1;. We endow
the infinite graph S with its shortest path distance. It is clear that {S,}°2, embed
isometrically into S and all of the conditions in (b) are satisfied. It remains only
to show that each infinite-dimensional Banach space X which admits bilipschitz
embeddings of {S,}°2, with uniformly bounded distortions, admits a bilipschitz
embedding of S. This is done by embedding S, into any hyperplane of X with
uniformly bounded distortions. This is possible because the sets are finite, the space
is infinite-dimensional, and all hyperplanes in a Banach space are isomorphic with
the Banach—Mazur distances being < some universal constant.

Now we consider in X parallel hyperplanes {H,} with the distance between H,
and H, 4 equal to the length of P, and embed everything in the corresponding way.
All computations are straightforward (see [92] for details). O

Non-local Properties

One can try to find metric characterizations of classes of Banach spaces which are
not local. (We say that a class P of Banach spaces is not local if the conditions
(1) X € P and (2) Y is finitely representable in X, do not necessarily imply that
Y € P). Apparently this study should not be considered as a part of the Ribe
program, and this direction has developed much more slowly than the directions
related to the Ribe program. It is clear that even if we restrict our attention to
properties which are hereditary (inherited by closed subspaces) and isomorphic
invariant, the class of non-local properties which have been already studied in the
literature is huge. I found in the literature only four properties for which the problem
of metric characterization was ever considered asymptotic uniform convexity and
smoothness, Radon-Nykodym property, reflexivity, infinite tree property. The goal
of this section is to survey the corresponding results.

Asymptotic Uniform Convexity and Smoothness

One of the first results of the described type is the following result of Baudier—
Kalton-Lancien, where by TC we denote the tree defined similarly to the tree T,
but now we consider all possible finite sequences with terms in N, and so degrees of
all vertices of T3S are infinite.
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Theorem 3.1 ([7]). Let X be a reflexive Banach space. The following assertions are
equivalent:

o T admits a bilipschitz embedding into X.

* X does not admit any equivalent asymptotically uniformly smooth norm or X
does not admit any equivalent asymptotically uniformly convex norm.

e The Szlenk index of X is > w or the Szlenk index of X* is > w, where w is the
first infinite ordinal.

It is worth mentioning that Dilworth et al. [37] found an interesting geometric
description of the class of Banach spaces whose metric characterization is provided
by Theorem 3.1.

Radon-Nikodym Property

The Radon—Nikodym property (RNP) is one of the most important isomorphic
invariants of Banach spaces. This class also plays an important role in the theory
of metric embeddings, this role is partially explained by the fact that for this class
one can use differentiability to prove non-embeddability results.

There are many expository works presenting results on the RNP, we recommend
the readers (depending on the taste and purpose) one of the following sources [11,
Chap. 5], [12, 17, 36, 103, 113].

Equivalent Definitions of RNP

One of the reasons for the importance of the RNP is the possibility to characterize
(define) the RNP in many different ways. I would like to remind some of them:

* Measure-theoretic definition (it gives the name to this property) X € RNP &
The following analogue of the Radon—Nikodym theorem holds for X-valued
measures.

— Let (2, X, n) be a positive finite real-valued measure, and (€2, X, ) be an
X-valued measure on the same o-algebra which is absolutely continuous with
respect to u (this means (A) = 0 = 7(A) = 0) and satisfies the condition
7(A)/(A) is a uniformly bounded set of vectors over all A € X with u(A) #
0. Then there is an f € L; (i, X) such that

VAeY t(A) = /A f(@)du(w).

* Definition in terms of differentiability (goes back to Clarkson [31] and Gelfand
[41]) X € RNP & X-valued Lipschitz functions on R are differentiable almost
everywhere.



330 M. Ostrovskii

e Probabilistic definition [24] X € RNP < Bounded X-valued martingales
converge.

— In more detail: A Banach space X has the RNP if and only if each
X-valued martingale {f,} on some probability space (2, X, u), for which
{IIfu(w)]| : n €N, w € Q} is a bounded set, converges in L (2, X, u, X).

¢ Geometric definition. X € RNP < Each bounded closed convex set in X is
dentable in the following sense:

— A bounded closed convex subset C in a Banach space X is called dentable if
for each ¢ > 0 there is a continuous linear functional f on X and « > 0 such
that the set

yeC: f() = sup{f(x) : x € C} —a}

has diameter < €.
« Examples (these lists are far from being exhaustive):

— RNP: Reflexive (for example, L,, ]| < p < 00), separable dual spaces (for
example, £1).
— non-RNP: ¢, L; (0, 1), nonseparable duals of separable Banach spaces.

RNP and Metric Embeddings

Cheeger—Kleiner [26] and Lee—Naor [66] noticed that the observation of Semmes
[109] on the result of Pansu [98] can be generalized to maps of the Heisenberg group
into Banach spaces with the RNP. This implies that Heisenberg group with its sub-
Riemannian metric (see Definition 3.9) does not admit a bilipschitz embedding into
any space with the RNP.

Cheeger—Kleiner [27] generalized some part of differentiability theory of Chee-
ger [25] (see also [59, 60]) to maps of metric spaces into Banach spaces with the
RNP. This theory implies some non-embeddability results, for example, it implies
that the Laakso space does not admit a bilipschitz embedding into a Banach space
with the RNP.

Metric Characterization of RNP

In 2009 Johnson [112, Problem 1.1] suggested the problem: Find a purely metric
characterization of the Radon-Nikodym property (that is, find a characterization of
the RNP which does not refer to the linear structure of the space). The main goal of
the rest of section “Radon—Nikodym Property” is to present such characterization.
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It turns out that the RNP can be characterized in terms of thick families of
geodesics defined as follows (different versions of this definition appeared in
[91, 93, 94], the following seems to be the most suitable definition).

Definition 3.2 ([91, 94]). A family T of uv-geodesics is called thick if there is o >
0 such that for every g € T and for every finite collection of points ry, ..., r, in the
image of g, there is another uv-geodesic g € T satisfying the conditions:

(i) The image of g also contains rq, ..., r, (we call these points control points).

(ii) Possibly there are some more common points of g and g.

(iii)) Thereisasequence 0 = gp < 51 < g1 < $H < @2 < +++ < §p < G =
dy(u, v), such that g(g;) = g(¢;) (i = 0, ..., m) are common points containing
..oy and Y00 dy(g(si), g(si) = a.

(iv) Furthermore, each geodesic which on some intervals between the points 0 =
qo < q1 < g < -+ < qm = dy(u, v) coincides with g and on others with g is
alsoin 7.

Example 3.3. Interesting and important examples of spaces having thick families
of geodesics are the infinite diamond D, and the Laakso space L,, but now we
consider them not as unions of finite sets, but as unions of geodesic metric spaces
obtained from weighted {D,}°2, and {L,}>2, in which edges are identified with
line segments of lengths {27"}°° / and {47"}°2 , respectively. Observe that for such
graphs there are also natural (although non-unique) isometric embeddings of D,, into
D, 4+ and L, into L, 4, and therefore the unions are well-defined. It is easy to check
that the families of all geodesics in D,, and L, joining the vertices of Dy and Ly,
respectively, are thick.

Theorem 3.4 ([91, 94]). A Banach space X does not have the RNP if and only if
there exists a metric space My containing a thick family Tx of geodesics which
admits a bilipschitz embedding into X.

Remark 3.5. Theorem 3.4 implies the result of Cheeger and Kleiner [27] on
nonexistence of bilipschitz embeddings of the Laakso space into Banach spaces
with the RNP.

It turns out that the metric space My whose existence is established in Theo-
rem 3.4 cannot be chosen independently of X, because the following result holds:

Theorem 3.6 ([91]). For each metric space M containing a thick family of
geodesics there exists a Banach space X which does not have the RNP and does not
admit a bilipschitz embedding of M.

Because of Theorem 3.6 the following is an open problem:
Problem 3.7. Can we characterize the RNP using test-spaces?

Also I would like to mention the problem of the metric characterization of the
RNP can have many different (correct) answers, so it is natural to try to find metric
characterizations of the RNP in some other terms.
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¢ Proof of Theorem 3.4 (in both directions) is based on the characterization of
the RNP in terms of martingales. It will be presented in section “Proof of
Theorem 3.4”.

e It is not true that each Banach space without RNP contains a thick family of
geodesics, because Banach spaces without RNP can have the uniqueness of
geodesics property (consider a strictly convex renorming of a separable Banach
space without RNP), so the words ‘bilipschitz embedding’ in Theorem 3.4 cannot
be replaced by ‘isometric embedding.’

e Proof of Theorem 3.6 is based on the construction of Bourgain and Rosenthal
[15] of ‘small’ subspaces of L; (0, 1) which still do not have the Radon—Nikodym

property.

* Studying metric characterizations of the RNP, it would be much more useful
and interesting to get a characterization of all metric spaces which do not admit
bilipschitz embeddings into Banach spaces with the RNP.

e In view of Theorem 3.4 it is natural to ask: whether the presence of bilipschitz
images of thick families of geodesics characterizes metric spaces which do not
admit bilipschitz embeddings into Banach spaces with the RNP?

e It is clear that the answer to this question in full generality is negative: we may
just consider a dense subset of a Banach space without the RNP which does not
contain any continuous curves.

* So we restrict our attention to spaces containing sufficiently large collections
of continuous curves. Our next result is a negative answer even in the case of
geodesic metric spaces. Recall a metric space is called geodesic if any two points
in it are joined by a geodesic.

Theorem 3.8 ([93]). There exist geodesic metric spaces which satisfy the following
two conditions simultaneously:

* Do not contain bilipschitz images of thick families of geodesics.
* Do not admit bilipschitz embeddings into Banach spaces with the Radon—Niko-
dym property.
In [93] it was shown that the Heisenberg group with its sub-Riemannian metric
is an example of such metric space. Let us recall the corresponding definitions.

Definition 3.9. The Heisenberg group H(R) can be defined as the group of real
upper-triangular matrices with 1’s on the diagonal:

1xz
01y
001

One of the ways to introduce the sub-Riemannian metric on H(R) is to find the
tangent vectors of the curves produced by left translations in x and in y directions,
that is,
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d (10 [1xz] [O01yT]
7 010 0Oly[=1(1000
==0|001]loo1] |ooo]
d (100 [1xz] 0007
7 01e 0Oly|=1001
=0 o001 ]loo1] |ooo]

All elements of H(R) can be regarded as elements of R* with coordinates x, y, z.
For u,v € H(R) we consider the set of all differentiable curves joining u# and v
with the restriction that the tangent vector at each point of the curve is a linear
combination of the two tangent vectors computed above. Finally we introduce the
distance between u and v as the infimum of lengths (in the usual Euclidean sense)
of projections onto xy-plane of all such curves.

This metric has been systematically studied (see [23, 47, 80]), it has very interest-
ing geometric properties. The Heisenberg group H(IR) with its subriemannian metric
is a very important example for Metric Geometry and its applications to Computer
Science. One of the reasons for this is its poor embeddability into many classes
of Banach spaces. As we already mentioned, Cheeger—Kleiner [26] and Lee—Naor
[66] proved that the Heisenberg group does not admit a bilipschitz embedding into
a Banach space with the RNP. It remains to show that it does not admit a bilipschitz
embedding of a thick family of geodesics.

Remark 3.10. 1t is not needed for our argument, but is worth mentioning that

* Cheeger—Kleiner [28] proved that H(IR) does not admit a bilipschitz embedding
into L; (0, 1).

* Cheeger—Kleiner—Naor [29] found quantitative versions of the previous result for
embeddings of finite subsets of H(R) into L (0, 1). These quantitative results are
important for Theoretical Computer Science.

We finish the proof of Theorem 3.8 by using the notion of Markov convexity
(Definition 2.26), proving

Theorem 3.11 ([93]). A metric space with a thick family of geodesics is not Markov
p-convex for any p € (0, c0).

and combining it with the following result:
Theorem 3.12 ([68, 69]). The Heisenberg group H(R) is Markov 4-convex.

Remark 3.13. Since the infinite diamond D,, and the Laakso space L, contain thick
families of geodesics, they are not Markov p-convex for any p € (0, 00). Since the
unions of {D,}>2 and {L,}°2 (considered as finite sets) are dense in D,, and L,
respectively; we conclude that Markov p-convexity constants of diamond graphs
and Laakso graphs are not uniformly bounded for any p € (0, c0).
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Remark 3.14. 1t is worth mentioning that the discrete Heisenberg group H(Z)
embeds into a Banach space with the RNP. Since H(Z) is locally finite, this follows
by combining the well-known observation of Fréchet on isometric embeddability
of any n-element set into {7 (see [90, p. 6]) with the finite determination
(Theorem 2.41, actually the earlier result of [6] suffices here). In fact, these results
imply bilipschitz embeddability of H(Z) into the direct sum (52, {7 )>, which has
the RNP because it is reflexive.

Proof of Theorem 3.4

First we prove: No RNP = bilipschitz embeddability of a thick family of
geodesics.

We need to define a more general structure than that of a §-tree (see Defini-
tion 2.22), in which each element is not a midpoint of a line segment, but a convex
combination.

Definition 3.15. Let Z be a Banach space and let § > 0. A set of vectors
{Znj}nso ey in Z is called a §-bush if mg = 1 and for every n > 1 there is a partition
{AL e of {1,..., m,} such that

znj — zn—14l = 8 ©)

for every n > 1 and for every j € A}, and

In—1k = ZMJ‘ZM‘ (8)

JEAY

for some A,,; > 0, ZjeAZ Anj = 1.

Theorem 3.16. A Banach space Z does not have the RNP if and only if it contains
a bounded §-bush for some § > 0.

Remark 3.17. Theorem 3.16 can be derived from Chatterji’s result [24]. Apparently
Theorem 3.16 was first proved by James, possibly even before Chatterji, see [57].

e We construct a suitable thick family of geodesics using a bounded §-bush in a
Banach space without the RNP.

e It is not difficult to see (for example, using the Clarkson—Gelfand characteriza-
tion) that a subspace of codimension 1 (hyperplane) in a Banach space without
the RNP does not have the RNP.

e Let X be a non-RNP Banach space. We pick a norm-one vector x € X, then
a norm-one functional x* on X satisfying x*(x) = 1. Then (by the previous
remark) we find a bounded §-bush (for some § > 0) in the kernel ker x*. We shift
this bush adding x to each of its elements, and get a (still bounded) §-bush {x;;}
satisfying the condition x*(x;;) = 1 for each i and j.
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e Now we change the norm of X to equivalent. The purpose of this step is to get a
norm for which we are able to construct the thick family of geodesics in X, and
there will be no need in a bilipschitz embedding. (One can easily see that this
would be sufficient to prove the theorem.)

¢ The unit ball of the norm || - ||; is defined as the closed convex hull of the unit
ball in the original norm and the set of vectors {%x;;} (recall that {x;;} form a
bush in the hyperplane {x : x*(x) = 1}). It is easy to check that in this new norm
the set {x;;} is a bounded §-bush (possibly with a somewhat smaller § > 0, but
we keep the same notation). Also in the new norm we have ||x;;||; = 1 for all i
and j. For simplicity of notation we shall use || - || to denote the new norm.

e We are going to use this §-bush to construct a thick family Ty of geodesics in
X joining 0 and xg ;. First we construct a subset of the desired set of geodesics,
this subset will be constructed as the set of limits of certain broken lines in X
joining 0 and xp ;. The constructed broken lines are also geodesics (but they do
not necessarily belong to the family Ty).

* The mentioned above broken lines will be constructed using representations of

the form xo 1 = Y '~ z;, where z; are such that ||xo ;|| = Y_'—, ||z:||. The broken
line represented by such finite sequence zj, .. ., z, is obtained by letting zo = 0
and joining Zf:o z; with Zf:ol z; with a line segment for k = 0,1,...,m — 1.
Vectors Zf:o zi,k=0,1,...,mwill be called vertices of the broken line.

* The infinite set of broken lines which we construct is labelled by vertices of the
infinite binary tree T, in Which each vertex is represented by a finite (possibly
empty) sequence of 0 and 1.

e The broken line corresponding to the empty sequence @ is represented by the
one-element sequence Xy j, SO it is just a line segment joining 0 and xg ;.
* We have

Xo1 = Aaxin 4+ A X

where ||x; ; —xo,1|| > 8. We introduce the vectors

1
i = E(xl‘j + x0.1)-
¢ For these vectors we have
Xoq = Ay + o+ A Yim

Iy —xijll = [y —xo1ll = £, and ||y ]| = 1.

e As a preliminary step to the construction of the broken lines corresponding to
one-element sequences (0) and (1) we form a broken line represented by the
points

ALV e A Vi - 9

We label the broken line represented by (9) by @.
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¢ The broken line corresponding to the one-element sequence (0) is represented by
the sequence obtained from (9) if we replace each term A jy; ; by a two-element
sequence

Ay Ay
7‘})60_1, 7])61‘,'. (10)
* The broken line corresponding to the one-element sequence (1) is represented by
the sequence obtained from (9) if we replace each term A, jy; ; by a two-element
sequence
Ay Ay

TXIJ’ 7)60,1. (11)

* At this point one can see where are we going to get the thickness property from.
* In fact, one of the inequalities above is ||x;; — xo,1|| > §. Therefore

X1j— —Xo,1
27 2

AL

— 4.
2

>

Summing over all j, we get that the total sum of deviations is > %

* In the obtained broken lines each line segment corresponds either to a multiple
of xo,; or to a multiple of some x; ;. In the next step we replace each such line
segment by a broken line. Now we describe how we do this.

* Broken lines corresponding to 2-element sequences are also formed in two steps.
To get the broken lines labelled by (0,0) and (0,1) we apply the described
procedure to the geodesic labelled (0), to get the broken lines labelled by (1, 0)
and (1, 1) we apply the described procedure to the geodesic labelled (1).

* In the first step we replace each term of the form %xo,l by a multiplied by Ak

2
Ak
sequence A11Y11,---»AlmY1m. and we replace a term of the form =3*x; by

the multiplied by % sequence

A2y} jents (12)

ordered arbitrarily, where y,; = 2 and A,;, x;, and A7 are as in the
definition of the §-bush (it is easy to check that in the new norm we have
[ly2,1] = 1). We label the obtained broken lines by (0) and (1), respectively.

* To get the sequence representing the broken line labelled by (0,0) we do the
following operation with the preliminary sequence labelled (0).

— Replace each multiple Ay;; present in the sequence by the two-element
sequence

Rl ity 13
> > (13)
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— Replace each multiple Ay, ;, with j € A7, present in the sequence by the two-
element sequence

AT 322 (14)

2 2

¢ To get the sequence representing the broken line labelled by (0, 1) we do the
same but changing the order of terms in (13) and (14). To get the sequences
representing the broken lines labelled by (1,0) and (1, 1), we apply the same
procedure to the broken line labelled (1).

* We continue in an “obvious” way and get broken lines for all vertices of
the infinite binary tree 7. It is not difficult to see that vertices of a broken
line corresponding to some vertex (6, ..., 6,) are contained in the broken line
corresponding to any extension (61, ..., 0,) of (6,...,6,) (m > n).

» This implies that broken lines corresponding to any ray (that is, a path infinite in
one direction) in T», has a limit (which is not necessarily a broken line, but is a
geodesic), and limits corresponding to two different infinite paths have common
points according to the number of common (6, ..., 6,) in the vertices of those
paths.

» A thick family of geodesics is obtained by pasting pieces of these geodesics in all
“reasonable” ways. All verifications are straightforward; see the details in [94].

It remains to prove:
Bilipschitz embeddability of a thick family of geodesics = No RNP.

Proof. We assume that a metric space (M, d) with a thick family of geodesics admits
a bilipschitz embedding f : M — X into a Banach space X and show that there exists
a bounded divergent martingale {M;}72, on (0, 1] with values in X. We assume that

td(x,y) = |lf ) —=fWlx = d(x.y) (15)

for some £ > 0. We assume that the thick family consists of uv-geodesics for some
u,v € M and that d(u, v) = 1 (dividing all distances in M by d(u, v), if necessary).

Each function in the martingale {M;}72, will be obtained in the following way.
We consider some finite sequence V = {v;}'_, of points on any uv-geodesic,
satisfying vg = u, v, = v and d(u, vi+1) > d(u, v;). We define My as the function
on (0, 1] whose value on the interval (d(u, vi), d(u, vi+1)] is equal to

frtr) —f(vi)
d(vk, vig1)

It is clear that the bilipschitz condition (15) implies that ||My(f)|| < 1 for any
collection V and any ¢ € (0, 1]. Since {v;} are on a geodesic, is clear that an infinite
collection of such functions {My)}s2, forms a martingale if for each k € N the
sequence V(k) contains V(k— 1) as a subsequence. So it remains to find a collection
of sequences {V(k)}72, for which the martingale {My )}, diverges. We denote
M v (k) by M k-
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Now we describe some of the ideas of the construction.

¢ It suffices to have differences ||M; — M;—|| to be bounded away from zero for
some infinite set of values of k.

* On steps for which we achieve such estimates from below we add exactly one
new point z; into V (k) between any two consequent points w;_; and w; of V(k—1).
In such a case it suffices to make the choice of points in such a way that the values
of M on the intervals corresponding to pairs (wj— l,z;) and (zj/-, w;) are ‘far’ from
each other, and thus from the value of M, corresponding to (w;_, w;). Actually
we do not need this condition for each pair (w;_, w;), but only “on average.”

» Using the definition of a thick family of geodesics and the bilipschitz condition,
we can achieve this goal. A detailed description follows.

We let V(0) = {u,v} and so M, is a constant function on (0, 1] taking value
f(v)—f(u). In the next step we apply the condition of the definition of a thick family
to control points {u, v} and any geodesic g of the family. We get another geodesic g,
the corresponding sequence of common points {w;}/_, and the corresponding pair
of sufficiently well-separated sequences {z;,Z;}/—, on the geodesics g and g. The
separation condition is Z;“:l d(zi,zi) > a.

We let V(1) = {w;}/_,. Observe that in this step we cannot claim any nontrivial
estimates for ||M; — M|, x) from below because we have not made any nontrivial
assumptions on this step of the construction (it can even happen that M| = M).
Lower estimates for martingale differences in our argument are obtained only for
differences of the form || My — Mor—1||1, (x)-

We choose V(2) to be of the form

/ / /
WO?ZlaW17Z25wna'-'azmvwms (16)

where each z; is either z; or z; depending on the behavior of the mapping f. We
describe this dependence below. Observe that since z; or Z; are images of the same
point in [0, 1], the corresponding partition of the interval (0, 1] does not depend on
our choice.

To make the choice of z§ we consider the quadruple w;_1, z;, w;, Z;. The bilipschitz
condition (15) implies ||f(z;) — f(z)|| = £d(z;,7;). Consider two pairs of vectors
corresponding to two different choices of z;:

Pair 1: f(wi) — f(z), f(zi) —f(wiz1).  Pair 2: f(w) —f(2), f(Z) —f(wi-1).

The inequality ||f(z;)—f (z;)|| = £d(z;, Z;) implies that at least one of the following
18 true:

‘f(Wi) —f(z) _f(Zi) —f(wi-1)
d(wi, z;) d(zi, wi—1)

L 1 :
‘ =54 (d<wi,z,-) " d(zi,vw—l)) "

or

w;) — 2,‘ z,‘ — Wi— K - 1 l
‘f( ) Jj( ) Jf( )~ JS(wiz1) z—d(zi,zi)( B ).(18)
d(w;, Zi) d(Zi, wi-1) 2 d(w;, Z) d(Zi, wi-1)
Since in the definition of a thick family of geodesics we have Y, d(z:, %) > «,
these inequalities show that if we choose z/ to be the one of z; and Z;, for which
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P e
the desired condition. (This is what we verify below.)

We pick z; to be z; if the left-hand side of (17) is larger than the left-hand side of
(18), and pick z; = z; otherwise.

Let us estimate ||M, — M;||;. First we estimate the part of this difference
corresponding to the interval (d(wg, w;—1), d(wo, w;)]. Since the restriction of M,
to the interval (d(wg, wi—1), d(wp, w;)] is a two-valued function, and M, is constant
on the interval, the integral

are more distant from each other, we have a chance to get

d(wo.w;)
/ [|M> — M, ||dt (19)
d(wo.wi—1)

can be estimated from below in the following way. Denote the value of M, on the
first part of the interval by x, the value on the second by y, the value of M| on the
whole interval by z, the length of the first interval by A and of the second by B. We
have: the desired integral is equal to A||x — z|| + B||y — z|| and therefore can be
estimated in the following way:

Al|x —z|| + Blly — z|| = max{||x —z||, ||y — z[|} - min{A, B}
1
2 5 |lx =yl min{A, B}.
Therefore, assuming without loss of generality that the left-hand side of (17) is

larger than the left-hand side of (18), we can estimate the integral in (19) from below
by

L Fw) —f@)  (FG)—fw) | .
5 H d(wi, z;) - d(zi, wi_1) H -min {d(w;, z;), d(z;, wi—1)}
1 1

J’_
dwi,z;)  d(zi,wi—1)

Z %Ed(zi,zl') ( ) . Inil’l {d(W[,Zi),d(Zi,Wi—l)}

v

1
ng(zi,zi)'

Summing over all intervals and using the condition Z:”:l d(zi,zi)) > «, we get
1M, — My|| = Lt

Now we recall that the last condition of the definition of a thick family of
geodesics implies that

/ / !
W0, 21 W1, 235 W2y v v s Zps Wins (20)

where each 7/ is either z; or Z; depending on the choice made above belongs to some
geodesic in the family.
We use all of points in (20) as control points and find new sequence {wl-z};"éo of

common points and a new sequence of pairs {ziz, Z?};’Zl with substantial separation:
YiL1dE. ) = e
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We use {w?}1

i=

o to construct M3 and the suitably selected sequence

2

2 2 2 72 2 2
WO,ZI,WI,ZZ,Wz,...,ZmZ,W

my

to construct M4. We continue in an obvious way. The inequalities ||Mo — Mor—1|| >
%Koe imply that the martingale is divergent. O

Reflexivity

Problem 3.18. Is it possible to characterize the class of reflexive spaces using test-
spaces?

Some comments on this problem:

Remark 3.19. It is worth mentioning that a metric space (or spaces) characterizing
in the described sense reflexivity or the Radon-Nikodym property cannot be
uniformly discrete (that is, cannot satisfy inf,+, d(u, v) > 0). This statement follows
by combining the example of Ribe [107] of Banach spaces belonging to these classes
which are uniformly homeomorphic to Banach spaces which do not belong to the
classes, and the well-known fact (Corson—Klee [32]) that uniformly continuous
maps are Lipschitz for (nontrivially) “large” distances.

I noticed that combining two of the well-known characterizations of reflexiv-
ity (Ptak [104]—Singer [110]—Petczynski [99]—James [54]—Milman and Mil-
man [79]) and some differentiation theory (Mankiewicz [72]—Christensen [30]—
Aronszajn [2], see also presentation in [11]) we get a purely metric characterization
of reflexivity. This characterization can be described as a submetric test-space
characterization of reflexivity:

Definition 3.20. A submetric test-space for a class P of Banach spaces is defined as
a metric space 7" with a marked subset S C T x T such that the following conditions
are equivalent for a Banach space X:

1. X ¢P.
2. There exist a constant 0 < C < oo and an embedding f : T — X satisfying the
condition

Vix.y) €S dr(x.y) = |lf(x) —fOWIl = Cdr(x,y). @n

An embedding satisfying (21) is called a partially bilipschitz embedding. Pairs
(x,y) belonging to S are called active.

Let A > 1. The submetric space X, is the space £; with its usual metric. The
only thing which makes it different from £; is the set of active pairs Sa: A pair
(x,y) € XA X X is active if and only if
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lx =yl = Allx = ylls, (22)

where || - ||5 is the summing norm, that is,

I{ailiZ,lls = sup

k
2
i=1

Theorem 3.21 ([91]). XA, A > 2 is a submetric test-space for reflexivity.

The proof goes as follows. Let Z be a nonreflexive space. If you know the
characterization of reflexivity which I meant, you see immediately that it implies
that the space £; admits a partially bilipschitz embedding into Z with the set of
active pairs described as above.

The other direction. If £; admits a partially bilipschitz embedding with the
described set of active pairs, then the embedding is Lipschitz on £, because each
vector in £; is a difference of two positive vectors.

Now, if Z does not have the Radon—Nikodym property (RNP), we are done (Z is
nonreflexive). If Z has the RNP, we use the result of Mankiewicz—Christensen—
Aronszajn and find a point of Gateaux differentiability of this embedding. The
Gateaux derivative is a bounded linear operator which is “bounded below in
certain directions.” Using this we can get a sequence in Z which, after applica-
tion of the non-reflexivity criterion (due to Ptdk—Singer—Petczyniski—James—
D.&V. Milman), implies non-reflexivity of Z; see [91] for details.

Infinite Tree Property

See Definition 2.22 for the definition of the infinite tree property. Using a bounded
d-tree in a Banach space X one can easily construct a bounded divergent X-valued
martingale. Hence the infinite tree property implies non-RNP. For some time
it was an open problem whether the infinite tree property coincides with non-
RNP. A counterexample was constructed by Bourgain and Rosenthal [15] in the
paper mentioned above. The infinite tree property admits the following metric
characterization.

Theorem 3.22 ([91]). The class of Banach spaces with the infinite tree property
admits a submetric characterization in terms of the metric space D, with the set S,,
of active pairs defined as follows: a pair is active if and only if it is a pair of vertices
of a quadrilateral introduced in one of the steps.
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It would be interesting to answer the following open problem:

Problem 3.23. Whether the infinite diamond D,, is a test-space for the infinite tree
property?

Remark 3.24. Itis worth mentioning that if we restrict our attention to dual Banach
spaces, the following three properties are equivalent:

(1) Non-RNP.
(2) Infinite tree property.
(3) Bilipschitz embeddability of D,,.

The implication (1) = (2) is due to Stegall [111]. The implication (2) = (1)
follows from Chatterji [24]. The equivalence of (1) and (3) was proved in [91].
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Benjamin—Ono Equation
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Abstract We shall study special properties of solutions to the IVP associated to
the k-generalized Benjamin—Ono equation. We shall compare them with those for
the k-generalized Korteweg-de Vries equation and for the k-generalized dispersive
Benjamin—Ono equation. Also we shall discuss some open questions appearing in
this subject.
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Introduction

This work is concerned with the initial value problem (IVP) associated to the
k-generalized Benjamin—Ono (k-gBO) equation

a,u—a§%u+ukaxu=o, xteR keZ™, )
u(x, 0) = ug(x),
where 57 denotes the Hilbert transform,
1 1
Hf(x) = —p.v.(= % f)(x)
T X
1 f—y) . ) @)
— ~tim [ T gy s o,
T €l0 y
[yI=e
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The case k = 1 in (1)
Btu—8§%u+u8xu=0, x,t €R, 3)

corresponds to the Benjamin—-Ono (BO) equation. This was first deduced by
Benjamin [5] and Ono [44] as a model for long internal gravity waves in deep
stratified fluids. Later, it was also shown to be a completely integrable system (see
[2, 11], and the references therein). Thus, the BO equation has followed the same
historical pattern of the celebrated Korteweg-de Vries (KdV) equation

Qi+ u + udu = 0. 4)

One of our goals here will be to compare the mathematical results for the IVP (1)
with those for the IVP associated to the k-generalized Korteweg-de Vries (k-gKdV)
equation

du+ Pu+ufdu=0, xteR keZt,

u(x,0) = up(x). ©)

In addition, we shall mention some striking differences as well as some open
problems (these will be labelled and numbered with a Q... ). Also, we shall discuss
the extension of some known results to the IVP (1) with k = 1 to the case of general
keZt.

Another of our goals here will be to illustrate how well-known results in
harmonic analysis have provided the key arguments in the proof of some crucial
results describing the behavior of the solutions to the IVP (1).

To understand the relationship between the dispersion and the nonlinearity it
is convenient to consider the so-called k-generalized dispersive Benjamin—Ono
equation

du—DT9u+ufdu=0, xteR aecl0l1], keZ. (6)

We notice that in (6) the case & = 0 corresponds to the k-gBO equation in (1) and
the case o = 1 to the k-gKdV equation in (5).

Well-Posedness Results

We shall say (see [26]) that the IVP (1) is locally well-posed (LWP) in the function
space X if given any datum u € X there exist 7 > 0 and a unique solution

ue C(-7,7T1: X)N....

of the IVP (3) with the map data — solution, uy — u, being continuous. If 7 can be
taken arbitrarily large, one says that the IVP (3) is globally well-posed (GWP) in X.
Well-posedness in Sobolev spaces
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We observe that ¢/ is not a multiplier in L” for p # 2 and that the family of
operators {U(t) : t € R}

U(t)yuo(x) = 57 ug(x) = (7 G ()Y (x), (7

defines a group of isometries in

H®) = (1-8)""

L*(R), seR. 8)
Therefore these classical Sobolev spaces (8) are the natural functional setting to
study well-posedness of the IVP (1).

The problem of finding the minimal regularity property, measured in the classical
Sobolev scale H*(R), s € R, required to guarantee that the IVP (1) is LWP or GWP
in H*(R) has been extensively studied.

First, one has the following scaling invariant argument : if u(x, t) is solution of
the IVP (1) in the time interval [T, T}, then for any A > 0

uy (x, 1) = AM*u(dx, A%0), 9)

is also solution of the equation in (1) in the time interval [-A 72T, A~2T] with initial
data

u(x,0) = A ug(Ax),
such that

lualle = DNl = AT g e (10)

where D, = 570,. When
s=us5,=1/2—1/k, (11)

one cannot have that 7 = T(|| uo||;s) > 0, since by changing A the time interval
of existence expands (or contracts) arbitrarily. Hence, s = s, = 1/2 — 1/k is the
critical exponent for well-posedness suggested by the above scaling argument.

Second, due to the integrability, real solutions of the IVP (1) with k = 1 satisfy
infinitely many conservation laws. These quantities provide an a priori estimate for
the H"/?-norm, n € Z7, of the solution u = u(x,) for (3). Here, we shall only
consider real- valued solutions of the IVP (1). For general k € Z™ (real) solutions
of (1) satisfy the following three conservation laws (time invariant quantities):

ILi(u) = /00 u(x, t)dx, L(u) = /00 u? (x, 1)dx,

—00 —0o0

2

. (12)
— 212 _ = k42
I3 (u) /_oo (|DX ul GT DG 2)u ) (x, t)dx.
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Under appropriate assumptions these conservation laws provide an a priori
estimate of the H*-norm of the solution which combined with a LWP with T =
T(|juolls) > 0 yields a GWP result.

Returning to the well-posedness results for the IVP (1) in the classical Sobolev
spaces (8) first we shall concentrate on the case of the BO equation (3). In this
regards, one finds the following string of results : in [1, 22] LWP was obtained for
s > 3/2, in [46] GWP was proven for s > 3/2, LWP was established in [34] for
s > 5/4 and in [28] for s > 9/8, in [51] GWP was shown for s > 1, in [8] LWP was
found to hold for s > 1/4, and in [21] GWP was demonstrated in H*(R) = L*(R),
(for further details and results regarding the well-posedness of the IVP associated to
the BO equation (3) in H*(RR) see [38]).

It is important to mention that all the above results have been obtained by
“compactness methods.” In particular, one can only show that the map data —
solution is just locally continuous.

In fact, in [41] it was established that for any s € R the flow map uy — u from
H*(R) to C([—T,T) : H*(R)) is not locally of class C? (see also [35]).

We recall that if LWP in X can be obtained using just the contraction principle
applied to the corresponding integral equation, then the implicit function theorem
guarantees that the flow map uy — u from X to C([-T,T] : X) is (locally) as
smooth as the nonlinearity, (see, for example, [36]).

For the IVP (1) one has the corresponding integral equation

u(t) = U(f)ug — /0 t U(t — ) ko u(?)dl (13)

[U(?) as in (7)] where the nonlinearity is a polynomial (analytic).

Hence, as a consequence of the result in [41] one sees that the contraction
principle cannot be used by itself to established the LWP of the IVP (1) with k = 1.

Next, we consider the IVP (1) with k& > 2. In the case k = 2 in [29] LWP has
been proven in H*(R), s > 1/2.1In [53] LWP was obtained for the IVP (1) for k = 3
in H*(R), s > 1/3 and for k > 4 in H*(R), s > s, = 1/2 — 1/k, (see also [40]).

These results were also obtained by compactness methods and seem to be
optimal. More precisely : in [29] it was shown that for the case k = 2 the map data
— solution is not uniformly continuous in H*(R), s < 1/2 (in [39] it was proven
not to be C?), in [52] it was shown that in the case k = 3 the map data — solution is
not C* in H*(R), s < 1/3. In [6] it was shown that the map data — solution is not
uniformly continuous in H*(R), sy = 1/2 — 1/k, k > 1 (and in [39] it was shown
that the map data — solution is not C**! in H*(R), s = 1/2 — 1/k, k > 4).

We observe that for k > 3 these well-posedness results agree with the values
suggested by the scaling argument s, = 1/2 — 1/k [see (11)], being larger for
k=1 s > 0withs; = —1/2,fork = 2, s > 1/2 with s, = 0 and for
k=3, s> 1/3 withs3 > 1/6.

This is somehow similar to the case of the IVP (5) for the k-gKdV for which the
values suggested by the scaling argument 5; = 1/2—2/k have been achieved for the
LWP results only for the powers k > 3, being larger the case k = 1, s > —3/4 with
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51 = —3/2and for k = 2, s > 1/4 with 5, = —1/2. All these results for the IVP
(5) have been established by an argument based on the contraction principle applied
to the corresponding integral equation. This is the first main difference between the
IVP’s (1) and (5).

Also, one notices that from the well-posedness point of view the worst power is
k = 2 for both IVP’s (1) and (5) at least for 1 < k < 8.

In addition to the above well-posedness and ill-posedness results, one has that
in [33, 39] LWP and GWP have been established for the IVP (1) with k& > 2 for
small data in H*(R) with s > oy solely by a contraction principle argument. So in
this case the map (small) data — solution is analytic. Since the result for the BO
equation (3) found in [41] does not extend to higher power k > 2 in (1), the next
question presents itself:

Q I: Given any k € 7%, k > 2 which of following two statements holds:

(1) there exists a; > 0 such that the IVP (1) can be proved to be LWP in the whole
space H*(R) with s > a; by using a contraction principle in the corresponding
integral equation (13)

or
(ii) for any s > 0 the map data — solution for the IVP (1) defined in H*(R) is not
(locally) smooth.

It is interesting to notice that the ill-posedness result in [41] applies to all
equations in (6) with k = 1, i.e., in [41] it was shown that for any s € R the
map data — solution associated to the IVP for Eq. (6) with ¢ € [0,1) and k = 1
is not locally of class C2. Thus, only for the KdV, (6) with @ = 1 and k = 1, the
dispersive relation (modeled by a third-order operator) is strong enough to allow a
proof based on the contraction principle.

In this regard, one has that the techniques and arguments presented in [32] can
be used to establish LWP for the IVP associated to Eq. (6) with ¢ € (0,1) and
k > 2 with an argument based on the contraction principle. In the case & € (0, 1)
and k = 1 GWP for the IVP (6) in H°*(R) for s > 0 was obtained in [19] by
compactness methods.

Next, we consider the problem of extending LWP results to global ones. One
sees that due to the infinitely many conservation laws satisfied by solutions of the
BO equation (3) this follows directly. In fact, the GWP results in [21] only requires
the use of I; in (12). In general, combining the inequality

lalliF3 < el D2 T2 ull5™2 < cllDy2ullf Nlull3, (14)

and the conservation law I3 in (12)
L) = Lu) < D 2u()|5 — ekl DY u@]5 lluoll3 (15)
one obtains an a priori estimate for the solutions corresponding for small enough

data in L? in the case k = 2, see [29], and for small enough data in H'/? in the
case k > 3.
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In fact, the existence of global smooth solutions for the IVP (1) with k > 2 and
data in H'/?(R) is an open problem, (Q 2).

For the k-gKdV equation [see (5)] one has that for k = 1, 2, 3 local solutions
corresponding to initial data in uy € H'(R) extend globally in time. In [37] it was
shown that there exist data uy € H'(R) for which the corresponding local solution
u = u(x, r) of the IVP (5) with k = 4 blows-up in finite time, i.e., 3 7 > 0 such that

lim [[9u(1)||> = oco.
T

A similar result for higher powers £ > 5 in (5) remains as an open problem, (Q 3).
To complete this section we shall briefly comment some of the techniques used in
the proof of the well-posedness results for the BO equation (3) commented before.
By using the commutator estimate established in [27] (as an application of results
in [10])

1°(g) =781y < c(ldf oo I glly + I/F Iy Iglloc). 1 <p < o0, 5> 0.

with J = (1 — 8%)!/2, one formally has that solutions of the BO equation (3) satisfy

d
402 = clldu@®lloo | u@) 2. s > 0. (16)

Hence, if one controls the quantity

T
[ Nt a7
-7
then the solution, in the time interval [—T, T}, is as regular in H*(R) as the data.

Thus, the result in [1, 22] (s > 3/2) follows by using Sobolev embedding in
(16). The result in [46] combined the Strichartz estimates [50] and the Kato local
smoothing effect [26]. In the case of the associated linear problem [see (7)], the
Strichartz estimates are (mainly) given by the inequality:

oo
(/ IU@uollgdn)/ < cluoll,  2/g=1/2=1/p. 2<p=<oo (18
—00

and the Kato local smoothing effect by

oo
21
(/ ID2UOu ) d)'? = == Jlull2,  Vx€R. (19)
—00

and

t

sup [0y [ U@—1)F(,1)dl|z < c/

x€ER 0 _

oo

[1F ) 2dx. (20)
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Roughly, by using the estimate (20), established in [30], one gains one derivative
which compensates the loss introduced by the nonlinear term in (13). We observe
that the proof of the identity (19) is a direct consequence of the Plancherel theorem
and a change of variable. However, since we are working with the differential
equation only a weaker form of (19) can be proved, i.e., if the data uy € H3/ 2(]R),
then the corresponding solution of the BO equation (3) satisfies

T x0+R
sup ( / / 1920w, 1) 2dxdi) /2 < o(T: R: uto]l32.2),
—T J x

x0.R 0—R

and using Stichartz estimate in (18) with (p, g) = (co, 4) one gets that

oo
( / 1 DS dD)* < (T R: o132,
—00

which basically yields the result in [46]. The above techniques were refined in
[28, 34] to obtain the improvement in the LWP mentioned before.

The ill-posedness result established in [41] is a consequence of the low-high fre-
quency interaction emerging from the nonlinear term. In [51] a gauge transformation
(reminiscence the Cole-Hopf transformation) which involves projection in the high
positive frequency was introduced to obtain the GWP result in H!(R). In [8, 21]
the previous idea was combined with the so-called Bourgain spaces X; 5, see [7], to
obtain the improvement mentioned above. In the context of the BO equation (3) the
spaces X, s, b € R can be defined as the f € .%/(R?) such that

Wllxs,»:(/_ /_ (1+ v — E[ED™ (1 + [E) 1€ D)PPddn)'/? < oc.

Well-posedness in weighted Sobolev spaces

In [26] it was shown that the solution flow associated to the IVP (5) preserves the
Schwartz class. However, it was first established by Iorio [22, 23] that, in general,
decay of polynomial type is not preserved by the solution flow of the BO equation.
The results in [22, 23] have been extended to fractional order weighted Sobolev
spaces and have shown to be optimal in [15, 16].

This is the second main difference concerning the behavior of solutions of the
IVP’s (1) and (5). This difference in the decay is already reflected in the explicit
form of the traveling wave solutions ¢, of these equations. For the BO equation (3)
one has if

$po(x) = (1)

1+ x2’

(the unique positive, even, decreasing for x > 0 and tending to zero as x — £00
solution of —¢ — D¢ + ¢?/2 = 0, whose uniqueness was proved in [3]), then

u(x, ) = cpgo(c(x —ct)), ¢>0,
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describes the family of traveling wave solution. For the KdV equation (4)

Prav(x) = % sech’ (%) .

describes the family of traveling wave solutions
u(x, 1) = cogay(C(x — 1)), ¢ >0.
To make the above statements precise, we introduce the weighted Sobolev spaces
Zs» = H*(R) N L*(Jx|*"dx), s,r € R, (22)
and
Zy, =1{f e H(R) N L2 (|x|¥dx) : f(0) =0}, s, rekR. (23)

Notice that the conservation law for solutions of (3), see (12),
o o

I (up) = / u(x, t)dx = / ug(x)dx,
—0o0 —0o0

guarantees that the property f (0) = 0is preserved by the solution flow.
The following well-posedness results for the IVP associated to the BO equation,
(1) with k = 1, in weighted Sobolev spaces Z; , were found in [15]:

Theorem 2.1.

(i) If s > 9/8 (s > 3/2), re€|0,s], and r < 5/2, then IVP associated to the BO
equation (3) is LWP (GWP resp.) in Zj,. ]
(it) If r € [5/2,7/2) and r < s, then the IVP associated to Eq. (3) is GWP in Zj,.

Theorem 2.2. Letu € C([—T,T] : Z,3) be a solution of the IVP for Eq. (3). If there
exist two different times t1,t, € [T, T such that

u(,t,) S Z5/2_5/2, j= 1,2, then 1’20(0) =0, (SO M(',I) € 25/25/2). 24)

Theorem 2.3. Letu € C([—T, T : Z33) be a solution of the IVP for Eq. (3). If there
exist three different times t|,t,,t3 € [T, T| such that

u( 1) € Zyja7/2, j=1,2,3, then u(x,1) =0. (25)

Remarks.

(a) Iorio’s results [22, 23] correspond to the indexes s > r = 2 in Theorem 2.1 part
(i), s > r = 3 in Theorem 2.1 part (ii) and s > r = 4 in Theorem 2.3.
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(b) Theorem 2.2 shows that the condition ity (0) = 0 is necessary to have persistence
property of the solution in Z 5/, with s > 5/2, so in that regard Theorem 2.1
part (i) is sharp.

(c) Theorem 2.3 affirms that there is an upper limit of the spatial L>-decay rate of
the solution (i.e., [x|"/2u(-, 1) ¢ L°°([0,T] : L*>(R)), for any T > 0) regardless
of the decay and regularity of the non-zero initial data ug. In particular,
Theorem 2.3 shows that Theorem 2.1 part (ii) is sharp.

From Theorem 2.2 it is natural to ask if the assumption (25) in Theorem 2.3 can
be reduced from three times to a two different times #; < f,.

Surprisingly, the next result found in [16] shows that this is not the case, the
condition involving three different times in Theorem 2.3 is necessary:

Theorem 2.4. For any ug € 25,4 such that
o0
/ xup(x)dx # 0, (26)
—0o0

the corresponding solution u € C(R : 25,7 /2—) of the IVP for Eq. (3) provided by
Theorem 2.1 part (ii) satisfies that

I/l(', t*) € Z4.4, 27)
with
4 00
t* =—-—0 / X up(x)dx. (28)
luollz J—oo
Remarks.

(a) The resultin Theorem 2.4 is due to the inter play between the dispersive relation
and the nonlinearity of the BO equation (3). In particular, one can see that if
uy € Zs4 verifying (26), then the solution U(f)up(x) of the associated linear
IVP

Qu—APu=0, u(x,0) = u(x),
satisfies
U(tuo(x) = e(e™ ™G5 £)Y e L2(1x7) = L2(Ix7),  Vi#0.

However, for the same data u( one has that the solution u(x, r) of Eq. (3) satisfies
u(-,0), u(-, t*) € L*(|x|%dx), and u(-, 1) € L2(|x|"") — L2(]x|"), V1 ¢ {0,r*}.

(b) The value of t* in (28) can be motivated as follows, the identity

oo

1 1
- dx = < [JuC 0I5 = = |luoll3
7 _Ooxu(x )dx 2||bt( )15 2”’40”2
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[using the second conservation law I,(u) in (12)] describes the time evolution
of the first momentum of the solution

00 o0 t
/ xu(x, £)dx =/ xup(x)dx + 5”'40“%

—00 —00

So assuming that

/°° Xup(x)dx # 0, (29)

—00

one looks for the times where the average of the first momentum of the solution
vanishes, i.e., for ¢ such that

t o0 t o0 t,
/ / xu(x, t)dxdt = / (/ xup(x)dx + = |luol|3)df’ = 0,
0 J—oo 0 —00 2

which under the assumption (29) has a unique solution r = ¢* given by the
formula in (28).

(c) To prove Theorem 2.4 we shall work with the integral equation version of the
problem (3). Roughly, from the result in [41] one cannot regard the nonlinear
term as a perturbation of the linear one. So one needs to rely on an argument
similar to that in [23]. This is based on the special structure of the equation
and allows us to reduce the contribution of two terms in the integral equation
to just one. Also the use of the integral equation in the proof and the result in
[41] explains our assumption iy € Zs4 instead of the expected one from the
differential equation point of view uy € Z4,4.

(d) In view of the above results one may ask if it is possible to reduce the
hypothesis in Theorem 2.3 involving three times to one for two different times
by strengthening the hypothesis on the decay. More precisely, (Q 4) can one
find r > 4 such that the following statement holds ? :

if a solution u € C([-T,T] : qu/z—) s > 1of the BO equation satisfies that
there exist #1, t» € [T, T], t; # t such that u(t)) € Z;,, j = 1,2, thenu = 0.
In [14] it was shown that this is not the case at least for r € (4,11/2):

Theorem 2.5 ([14]). Given r € (4,11/2) there exists uy € ZlO,r with
o0
/ xuo(x)dx # 0, (30
—0o0

such that the corresponding solution u € C(R : 2107/27) of the IVP for Eq. (3)
provided by Theorem 2.1 part (ii) satisfies that

u(-,t*) € Zyo,, 3D
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with
4 0o
= —/ x up(x)dx. (32)

””0“% —00

Thus, question Q 4 remains open for r > 11/2.
One of the main ideas in [14] is the use of the time evolution of the second
moment of the solution

o o o0
/ xu(x, f)dx = / X uo(x)dx + t/ xué(x)dx + 213(uo).

—00 —00 —00

with I as in (12). Notice that Theorem 2.3 suggests that the third moment of the

solution
o
/ x3u(x, t)dx,

—00

is not defined.

Next, we discuss the possible extensions of Theorems 2.1-2.4 to higher powers
k > 2 in (1). From the method of proof used in [15] it is clear that similar results
to those in Theorems 2.1 and 2.2 hold, locally in time, for the IVP (1) with k > 2.
Theorem 2.3 extends to all the odd powers k. The issue in this case is the following
(see [16]): let

ue C(~T,T): Zip7-) N .... (33)

be a solution of the IVP (1) with k > 2, then for each t* € (—T, T) such that

*

t o0 1 t o0
/ ( / xuo (x)dx + —— / / U (x, T)dx dr) dr =0, (34)
0 —c0 k+1Jy /oo

one has that
u(,t*) € Ziga. (35)

In the case k = 1, from the conservation law I, [see (12)] and the fact that the
solution extends globally in time, one has that if [ xug(x)dx # 0, then there exists
exactly one time t* # 0, see (32), such that (35) holds.

If kx > 3 is odd and f xup(x)dx # 0, then Eq.(34) has at most one solution
t* # 0; however, we do not know (Q 5) if this solution r* exists it belongs to the
time interval of existence [T, T]. Notice that a scaling argument suggests that

T=0(lul;3). as |luols2d0 s>s definedin (11).

In this case, k > 3 and odd, Theorem 2.3 holds and Theorem 2.4 also holds in the
conditional manner described before.
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In the case where k is even, we do not know (Q 6) given a solution « as in (33)
how to determinate the exact number of times #’s solutions of (34).

Above we have worked with the space Z;, with indices s < r. This is due
to the fact that, in general, for dispersive equations, the solution flow preserves
the L? polynomial decay only for smooth enough, in H*, solutions. This has
been established in [24, 43] for solution of the IVP associated to the nonlinear
Schrodinger equation and the k-gKdV, respectively. However, the equivalent result
for solution of the IVP (1) is not available. More precisely, for simplicity let us
consider the case k = 1in (1): letu € C(R : L*(R)) N ... be a solution of the IVP
for Eq. (3) found in [21] (Q 7). If there exist two different times #;, #, such that

u(- 1)) € L*(|x[*dx), j = 1,2 o € (0,7/27),then u € C(R : Zy,).

Working with the differential equation one may need to assume that u €
C([-T.,T] : H}*(R)) N ... so that the quantity in (17) is finite, see [28].

It was already mentioned that a result in [41] shows that the IVP associated to
Eq.(6) with « € [0,1) and k = 1 cannot be solved by a contraction principle
argument in H*(R) for any s € R. For ¢ € (0,1) and k > 2 this is not the case,
i.e., the IVP associated to Eq. (6) with @ € (0, 1) and k > 2 can be solved in H*(R)
with s > a; for some g; € R by the contraction principle. The proof in this case
follows by a simple modification of the arguments given in [32]. Also, one has that
a slight variation of the method found in [31] confirms that the IVP associated to
Eq.(6) with o € (0,1) and kK = 1 can be solved in the weighted Sobolev spaces
Z,r (22), (for appropriate values of s, r) by an argument based on the contraction
principle. For the remaining case « = 0 and k = 1, i.e., the BO equation, one has
that a similar argument to that given in [31] shows that the contraction principle in
the weighted Sobolev spaces Z; . (for appropriate values of s, r) works, at least, for
small data. Thus, (Q 8) for the IVP associated to the BO equation (6) witha = 0
and k = 1, can one find s, r € R such that the contraction principle provides LWP
in Z;,, or can one extend the result in [41] to show that for any s, r € R the map data
— solution from Z;, to C([-T,T] : Z,,) is not smooth? Next, we briefly discuss
some of the techniques used in the proof of Theorems 2.1-2.4.

Let us first recall the definition of the A, condition. We shall restrict here to the
cases p € (1, 00) and the one-dimensional case R, (see [42]).

1

Definition 2.6. A nonnegative functionw € L;

1 <p<ooif

e (LG L) e
Qintelr)val |Q| 1] |Q| 0 B ’

where 1/p+ 1/p' = 1.

Theorem 2.7 ([20]). The condition (36) is necessary and sufficient for the bound-
edness of the Hilbert transform € in LP (w(x)dx), i.e.,

(R) satisfies the A, inequality with

( /_ S AP < ¢ ( /_ = Pwean . 37
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In the case p = 2, a previous characterization of w in (37) was found in [18] (for
further references and comments we refer to [13, 17, 47, 49]). In particular, one has
that in R

X“ €A, & ae(-lp—1). (38)

In order to justify some of the arguments in the proof of Theorem 2.1 we need
some further continuity properties of the Hilbert transform. More precisely, our
proof requires the constant ¢* in (37) to depend only on c¢(w) in (36) and on p
(it is only required for the case p = 2). This fact is implicit in the proof given in
[20], see also [13, 17]. However, we recall the following optimal result:

Theorem 2.8 ([45]). Forp € [2, 00) the inequality (37) holds with ¢* < c(p)c(w),
with ¢(p) depending only on p and c(w) as in (36). Moreover, for p = 2 this estimate
is sharp.

Next, we define the truncated weights wy(x) using the notation (x) = (1 4+ x?)!/?
as

) = L0 RSN, 9)
AN if |x| > 3N,

wy(x) are smooth and non-decreasing in |x| with wi,(x) < 1 for all x > 0.

Proposition 2.9. For any 6 € (—1,1) and any N € Z7, w,‘?,(x) satisfies the A,
inequality (36). Moreover; the Hilbert transform € is bounded in L* (wf, (x)dx) with
a constant depending on 0 but independent of N € 7.7

The proof of Proposition 2.9 follows by combining the fact that for a fixed 8 €
(—1, 1) the family of weights wf(x), N € Z7 satisfies the A, inequality in (36) with
a constant ¢ independent of N and Theorem 2.8.

Proposition 2.9 is used in weighted energy estimates with a bounded weight
for each N € Z% (so all the quantities involved are finite) and with constants
independent of N. This allows to pass to the limit to get the desired result.

Next, we have the following generalization of the Calderén commutator estimate
given in [4] (for a different proof see [12]):

Theorem 2.10 ([4,9]). Forany p € (1,00) andl, m € Z* U {0}, [ + m > 1 there

exists ¢ = c(p;l;m) > 0 such that

19,1271 a1, < clld ™ alloo - (40)

Calderdn’s result [9] corresponds to the case [+ m = 1.
We shall also use the pointwise identities

[ x|0.f = [ 329 =0,
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and more general

[#Z:x]f =0 if and only if /fdx =0.
We recall the following characterization of the L7 (R") = (1 — A)™*/2L(R") spaces
given in [48].

Theorem 2.11 ([48]). Letb € (0,1) and 2n/(n+2b) < p < co. Then f € L, (R")
if and only if

(a) f € LP(R"),

41)
_ 2
b 7w = ([ LR 1z ¢ g,
Re o=yl
with
Fllop = 11 = 2)2Fll, = 197, = IIf 1, + 1D"F 1, @)
~ |Ifll, + 12°F1l,-
Above we have used the notation: for s € R
D' = (—A)*?  with D' = (9", if n=1.
For the proof of this theorem we refer the reader to [48].
We observe that from (41) for p = 2 and b € (0, 1) one has
12" (F)ll2 < IIf 2°¢8ll2 + g 2°F | 43)

which is a stronger version of the standard Leibniz rule for fractional derivatives
whose right-hand side involved the product of appropriate norms of f and g. So it is
natural to ask (Q 9) whether or not the inequality (43) holds for p # 2 and with D
instead of & for p = 2 and for p # 2.

These estimates are essential in the proof of Theorem 2.3. In particular, one has
the following applications of Theorem 2.11 given in [43] :

Proposition 2.12. Let b € (0,1). Foranyt > 0
7" (™M) < (i + [of|x]). (44)
Lemma 2.13. Let a, b > 0. Assume that J°f = (1 — A)Y?f € L*(R) and (x)f =
(1 + |x]?)?/%f € L2(R). Then for any 6 € (0,1)
1774C) =212 < el (x)°F 1577 I1°F 15 (45)

Moreover, the inequality (45) is still valid with wy(x) in (39) instead of (x) with a
constant ¢ independent of N.
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Propagation of Regularities

To simplify our exposition we shall restrict ourselves to the case of the BO equation,
i.e.,k = 1in (1). We shall work with the following kind of solutions whose existence
was established in [46] .

Theorem 3.1. If uy € H*(R) with s > 3/2, then there exists a unique solution
u = u(x, t) of the IVP for Eq. (3) such that for any T > 0

() ueC[R:HR)NL®R : H(R)),
(i) 0w e LY([-T,T]: L®(R)), (Strichartz),

(iii) (|10 Dul? + [02ul*)(x, H)|*dxdt < co, (46)

10,0 2u(x, 1)) Pdxdt < ¢y, rell,s],

(iv)

:ﬂ:ﬂ %:’\]

with ¢y = Co(R, T, ||Mo||3/2,2) and ¢y = CI(R, T, ”MO”sZ)

Remark. From our previous comments it is clear that the results in Theorem 3.1
still holds for the IVP (1) locally in time for k > 2. Indeed, one can lower the
requirement s > 3/2 to a value between [1, 3/2], depending on the k considered,
such that well-posedness including the estimate (46) (ii) still holds.

To state the results found in [25] we define a two parameter family a, b with
a < b functions x., € C*(R) non-decreasing such that y;, ,(x) > 0 with

x=a,

0
Xu.b(x) = { l, 47)

., X=0,

satisfying some appropriate estimates, see a more precise definition below and
in [25].

Theorem 3.2. Let uy € HY?(R) and u = u(x,t) be the solution of the IVP for
Eq. (3) provided by Theorem 3.1. If for some xo € R and for some m € Z, m > 2,

/ (0™uo)? (x) dx < o0, (48)

then foranyv >0, T >0,a>0,b>a
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sup / (7u(x, 1) Yap + xo — V1) dx

0<t<T

T (49)

+ / / (DY u(x, 0)* 1L, , (x + xo — vt) dxdt < ¢ = o(T; a; b; v).

0
If in addition to (48) there exists xy € R such that anya > 0, b > a
DY2(@ug X, (- + x0)) € LA(R), (50)
then
sup [ (V2@ 0) 7,5+ 30— 00
0<t<T

(51)

T
+ //(3;"+1u(x, 1)? X, Hap (X 4 X0 — v0) dxdt < c,
0

with ¢ = ¢(T'; a; b; v).
Theorem 3.3. With the same hypotheses the results in Theorem 3.2 apply locally in
time to solutions of the IVP (1) with k > 2.

Remark. From our comments above and our proof of Theorem 3.2 it will be clear
that the requirement uy € H*?(R) in Theorem 3.2 can be lower to uy € H/3" (R)
by considering the problem in a finite time interval (see [28]).

Next, we discuss some outcome of Theorems 3.2 and 3.3. In order to simplify
the exposition we shall state them only for solutions of the IVP for the BO equation
(3). First, as a direct consequence of Theorem 3.2 and the time reversible character
of Eq. (3) one has

Corollary 3.4. Let u € C(R : HY*(R)) be the solution of the IVP for the BO
equation (3) provided by Theorem 3.1. If there exist m € 7Zt.m > 2,7 € R,
a € R such that

F'u(-,1) ¢ L*((a, 00)),
then for any t € (—o0,1) and any B € R
Ou(-, 1) ¢ L2((B, 00)).

Next, one has that for an appropriate class of data singularities of the correspond-
ing solutions travel with infinite speed to the left as time evolves.
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Corollary 3.5. Let u € C(R : H2(R)) be the solution of the IVP (3) provided by
Theorem 3.1. If for r € ZF

/ 10710 (x)|?dx < 0o but dug ¢ L*((xo — 1, 00)),

X0

then for any t € (0,00) and any v > 0 and € > 0

o0
/ |07u(x, 1)|*dx < oo,

0+e—vt

and for any t € (—00,0) and any a € R
o0
/ |07 u(x, )|2dx = oco.
o
Remark. Notice that (49) implies: forany € > 0,v > 0,7 > 0

sup /00 (0%u(x, ) dx <c=c(e,v,T). (52)

0<t<T Jxp+e—vt

This tells us that the local regularity of the initial datum uy described in (48)
propagates with infinite speed to its left as time evolves.

In [24] similar results concerning the IVP for the k-generalized Korteweg-de
Vries equation (5) were obtained. However, the proof for the BO equation is quite
more involved. First, it includes a non-local operator, the Hilbert transform (2).
Second, in the case of the k-gKdV the Kato local smoothing effect produces a gain
of one derivative (see the argument below) which allows to pass to the next step in
the inductive process. However, in the case of the BO equation the gain of the local
smoothing is just 1/2-derivative (see the argument below) so the iterative argument
has to be carried out into two steps, one for positive integers m and another for
m + 1/2. Also the explicit identity obtained in [26] describing the local smoothing
effect in solutions of the KdV equation is not available for the BO equation. In
this case, to establish the local smoothing one has to rely on several commutator
estimates. The main one is the extension of the Calderén first commutator estimate
for the Hilbert transform [9] given in [4], see Theorem 2.10.

As it was already mentioned Theorem 3.2 describes the propagation of regulari-
ties in solutions of the k-gBO equation (¢ = 0 in (6)) and the corresponding result
for the k-gKdV equation (¢ = 1 in (6)) was proved in [24]. However, a similar
result for the equations in (6) with o € (0, 1) is unknown (Q 10).

To illustrate a key argument in these proofs and the difficulties in extending it to
the case o € (0, 1) we consider the linear IVP associated to generalized dispersive
BO equation

dwy — DIT99,w, = 0, a €10,1], x, teR,

(53)
wa(x,0) = w € L2(R), Wl (0.00) € H'((0, 00)).
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We define the following family of functions : for each a,b € R, a < b we define
Xab € C* as in (47) such that if b —a = 4¢ one has y/,(x) > 0, x € R and
Xop) =(b—a)/2, x€la+e€ b—e]

First, we consider the case ¢ = 1 in (53). Following the argument in [26] for any
v > 0 one formally has that

1d 3
30 wi(x, 1)y (x + vt)dx + > /(wal)z(x, Oy (x + vt)dx

| (54)

B /wf(x, Ny + vo)dx — v /w%(x, Dy (x + vt)dx = 0.

Thus, integrating in the time interval [0, 7] one gets that
T

sup /w%(x, 1) y(x + vi)dx + / /(axwl)z(x, Dy (x + vi)dxdt

0=<t<T 0 (55)

<c=c(|wl2T:v;a;b).

Taking derivatives in the equation in (53) with « = 1, reapplying the above
argument with a > 0 and using (55) one gets that

T
sup /(wal)z)((x + vt)dx + / /(aiwl)z)(’(x + vi)dxdt
0

0<t<T

(56)
< c = c([wll2; 10wl 22((0.00)): T V3 @3 ),
which very roughly explains one of the main ideas given in [24] to prove the
propagation of regularities in solutions of the k-gKdV.
Next, we consider the case « = 0 in (53). A similar argument yields the identity

1d

o /w%(x, ) yx(x + vt)dx + /%”BXWO dywo x (x + v)dx

57
+ /%”ELWO wox (x + vt)dx — v /wé)(/(x + vt)dx = 0. o7
We observe that
At) = /%ﬂaxwo Oxwo x (x + vi)dx
=~ [ dum0 A @+ o0
(58)

= —/8xw0 0wy x(x + vt)dx—/axwo [ x]0xwo(x, )dx

— A+ / wo [ ]dwods.
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Therefore, combining Theorem 2.10 and the fact that the L2-norm of the solution is
preserved it follows that

1
A =5 [ w01 oy = 0wl re R
Also, one sees that
B(t) = /%axwowo)(’(x + v)dx = / Dwowox' (x + vt)dx

Z_/D”wDWmmv+wmu

(59)

= /(D)lc/zwo)2 ¥ (x+ vt)dx + /D}/zwo [DY2; ¥ Two(x, H)dx

= /(D}(/zwo)2 1 (x + vt)dx + /wo D2[DY2; y'Two (x, 1)dx,

where the second term in the right-hand side of (59) can be estimated using
IDY2IDY: XNz < cxlf o (60)
Inserting the above estimates in (57) one concludes that
T

sup / (wo(x,1)* X (x + vi)dx + / / (DY?wo)? ' (x 4 vi)dxdt

0<t<T 0 61)

<c=c(|wl2;T;a;b).

/

Repeating the above argument, after applying the operator D}( % to the equation in

(53) with @ = 0, one gets

ld

3@ /(D;/ZWO)ZX(X-F vt)dx

+ / H.DY?wi 3D wox (x + vi)dx
(62)
+ /%&D}/zwo D}C/zwo)('(x + vi)dx

—v /(D}/zwo)z)(/(x + vt)dx = 0.

From (61) after integration in time the last term in (62) is bounded. To control
the second term in (62) we write
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Ai(t) = / DY ?wi 8DV oy (x + vi)dx
__ / 8,0 2wy (3,D *wox (x + vi))dx
=~ [ 8.0 A0, P ytx + v
- / BXD}C/ZWO (7 )(]axD}C/zwo(x, t)dx
= Ay (1) — / wo DY/20,[; x]9:DY *wodx.

Hence, from Theorem 2.10 it follows that

1
Ait) = =3 / wo DY 20, [ A5 10,DY *wodx = O(|wl3),  t€R.

Finally, to bound the third term in (62) one defines p(-) as

X () = p*(x),
then

&U)E/L%&DWww@+w®DWww@+m0ﬂ

= / H(0,D*wop(x + v1)) Di/zwop(x + vt)dx
- /[Jf; 018D ?wo DY ?wop(x + ve)dx

_ / H8.(DY 2 wop(x + v)) DY Pwop(x + vidx
- / H(DPwop' (x + v1)) DY ?wop(x 4 vt)dx — By(1)

=w/uﬂﬂatﬂwwmx+vﬂ»%ﬁ—lﬁ@)—Bﬂﬂ.

with

B3(t) = / (D ?wop' (x + v1)) DY *wop(x + vt)dx,

which after integration in time is basically bounded by (61), and

(63)

(64)
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By(t) = /[%ﬂ; 0]8,D?wo DY ?wop(x + ve)dx
— [ 190D s D + v (65)

_ / ;518D 2w DY plwods.

whose boundedness follows by combining Theorem 2.10 and (60). Gathering the
above information one sees that

sup /(D}C/zwo)z)((x + vt)dx

0<t<T

T
[ [ @0 et vy ©0
0

< c = c([wll2; 19wl 20,000 T3 v @ b),

with p?(x) = y'(x).
Reapplying the above argument with the appropriate modifications and using the
estimate (66) one can conclude that

T
sup /(3xw0)2)((x + vt)dx +A /(D}/z(axwop(x + v1)))?dxdt

0<t<T

(67)

< c = c(wll2: 19wl 20,00y T v @ b),

with n? = y.

As it was mentioned above the result in (56) for « = 1 were extended in [24]
to solutions of the IVP (5) and those in (67) for « = 0 were extended in [25]
to solutions of the IVP (1). As it was mentioned before, a similar result for the
solutions of the IVP associated to the equations in (6) with & € (0, 1) is unknown

(0 10).
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