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Abstract A tremendous increase has taken place in the amount of online content.
As a result, by using traditional approaches, service-relevant data becomes too big
to be effectively processed. In order to solve this problem, an approach called
clustering based collaborative filtering (CF) is proposed in this paper. Its objective
is to recommend services collaboratively in the same clusters. It is a very successful
approach in such settings where interaction can be done between data analysis and
querying. However the large systems which have large data and users, the col-
laboration are many times delayed due to unrealistic runtimes. The proposed
approach works in two stages. First, the services which are available are divided
into small clusters for processing and then collaborative filtering algorithm is used
in second stage on one of the clusters. It is estimated to decrease the online exe-
cution time of collaborative filtering algorithm because the number of the services
in a cluster is much less than the entire services available on the web.
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1 Introduction

A large number of applications and websites are built on Internet which target on
data and user interaction. It is assumed that the users of these systems will be
introduced to the new content by recommendations given by their friends and can
also submit feedback to make these recommendations better. Data collection has
grown extremely and is in front of the ability of frequently used tools to capture,
manage, and process by software’s [1]. For large data sets, the term known as Big
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data is used. These data sets are very large or difficult that old data processing
applications are insufficient. The main challenges that are accompanied with such
data sets are storage, data creation, analysis, sharing, capture, search, transfer,
information privacy and visualization. Thus to find the very large volumes of data
and find useful information for future actions is the main challenge for Big Data
applications [2]. These demands are met by using user data or preferences and
algorithms to advise novel items that will help them in decision making process
through the techniques called Recommender systems (RS).

A RS has many components like items, preferences, users, neighborhoods and
ratings. Collaborative filtering (CF) such as item and user-based methods are the
major techniques applied in RSs [3]. The objects or things that are recommended to
a user are called items. Items, for example can be news articles, reviews, games,
movies or songs. The characterization of these items can be by their specific
metadata which comprise of relevant titles, tags or keywords. Users are the people
who are being recommended. Many times they require guidance or assistance in
preferring an item in an application [4].

The large number of services that need to processed in real time need to be
decreased. The techniques which can decrease the volume of data by a huge factor
by grouping similar services together are known as clustering. Thus, we propose a
collaborative filtering method by using clustering. The proposed approach consists
of two stages, i.e., clustering and collaborative filtering. The first step i.e., clus-
tering, is a preprocessing step to separate big data into usable parts [5]. A cluster
which contains some similar services like a movie contains some like-minded
actors. The computation time of CF algorithm can be reduced significantly because
in a cluster the total number of services is less than the overall number of services.
Also the ratings of similar services within a cluster are more related than that of
dissimilar services [6], thus the recommendation accuracy based on users ratings
can be enhanced. Clustering technique is a promising way to improve the scalability
of collaborative filtering by reducing the quest for neighborhoods between clusters
instead of using complete data set. It recommends accurate and better recommen-
dations to users. So for each specific user a user model can be made for enhanced
recommendations. These user model works as profiles where actions and prefer-
ences are encoded. It also represents the history of a user along with their inter-
actions with items in the recommender system and such interactions are called as
preferences. Many a times preferences are classified as ratings if a recommender
system gives a media to rate items [7]. The user view of an item in a recommender
system can be understood as preferences and it can be both implicit/explicit.
A group of similar users will be represented by a neighborhood that reports users
and their preferences [8]. Classification of Collaborative filtering can be done in two
classes. These classes are model-based methods in which the total user-item rating
dataset is used to make predictions and neighborhood-based (memory based)
methods.

154 S.S. Agrawal and G.R. Bamnote



2 Basic Knowledge

The metadata from the web service description language files was investigated by
Liu [9] to compute the similarity amongst web services and defined a web service as
=(P, Q, R, S), where P is the web service name, Q is the group of messages
exchanged, R is the group of data type, and S is the group of operations provided by
the web service. Li [10] defined a web service for evaluating reputation of service as
WS(A, R, B, C, D, E) where A is identity, B is classification, R is description of text,
C is transaction volume, E is degree of reputation and D is review group. A service
proposed by Zielinnsk [11] can be defined as a conceptual specification of infor-
mation technology functions that are business-aligned. While the definitions of
service are different and application-specific, they have common elements which
essentially include service descriptions and service functionalities. Another
important user activity that reflects their opinions on services is rating. Service
rating is an important element mainly in application of service recommendation. As
a number of services are emerging on the Internet, such large volume of service-
related elements are generated and distributed across the network, which cannot be
effectively accessed by common database management system. To tackle this
problem, Hadoop is used to store services. It uses a disseminated user level file
system across the cluster to handle storage sources. Hadoop [12] is an open source
achievement of Map-Reduce technique for large datasets analysis. A file system
called HDFS (Hadoop distributed file system) is used in Hadoop. The HDFS
provides the foundation in storing files in a storage node. Task trackers and job
trackers are provided by Mapreduce. It has been successfully used by Google to
process big datasets. A distributed file system is needed by Mapreduce and also an
engine which monitors, coordinate, collect and distribute the consequences. HDFS
contains nodes and name node and is a master and slaver framework. The name
node manages namespace in the file system and is a center server and data node
handles the data stored [13].

2.1 Architecture of HDFS

On the compute nodes, the HDFS stores data and also provides large average
bandwidth amongst the cluster. The mechanism consists of master and slave nodes.
The master node consists of single name node and the slave node consists of
number of data nodes. In the cluster, the nodes are distributed one data
node/machine, whose purpose is to handle data block attached to the machines. The
operations on file system namespace are executed by the name node. It also maps
data blocks to data nodes. For serving write and read requests data node are
responsible from client and execute block procedures upon instructions [14]. For
higher performance, resiliency and load-balancing, HDFS divide data into large
pieces and on the server it makes multiple copies. By means of data copies at
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multiple servers, whichever server at any time can access in computation, writing
and reading of a data. Figure 1 shows the HDFS architecture. All decisions con-
cerning block replication are made by name node. For a large cluster it cannot be
realistic to join the nodes in flat topology.

The general method is dividing the nodes in many racks. The switches in a rack
are joined by core switches and a switch is shared by a rack share. Nodes in
multiple racks undergo number of switches.

2.2 Mapreduce

Its main objective is to give facilities which permit execution and development of
jobs which are processed form big scale data. Its goal is to use the processing
capacity in a much more efficient way which is given by processing cluster.
Simultaneously it gives a logical model which makes the advancement of dis-
tributed applications simpler. It is made in such a way that it is flexible to machine
crash failures. Map-reduce is used by Google to handle large data sets whose size
can exceed in terabytes. It is motivated to achieve this through the thought of
functions which are of high order.

3 Deployment of Clustering and Collaborative Filtering

The proposed approach works in two stages. First, the services which are available
are divided into small clusters for processing and collaborative filtering algorithm is
used in second stage on one of the clusters.

Fig. 1 HDFS architecture
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3.1 Calculate Description and Functionality Similarity

By Jaccard similarity coefficient, similarities are calculated which measure simi-
larity amongst sample sets statistically. The coefficient of similarity can be defined
as the ratio of the cardinality of their conjunction to the cardinality of the union for
2 sets. Mathematically, similarity of description between A and B is computed by

D SimilarityðA;BÞ ¼ D
0
A\D

0
B

�� ��
D0

A[D0
B

�� �� ð1Þ

From the above formula, the larger D
0
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0
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�� �� is the scaling factor which ensures that description
similarity is between 0 and 1. Mathematically, functionality similarity between A
and B is computed by
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3.2 Calculate Characteristic Similarity

The characteristic similarity between A and B is computed by weighted sum of
description similarity and functionality similarity. Mathematically,

C SimilarityðA;BÞ ¼ a� D SimilarityðA;BÞþ b� F SimilarityðA;BÞ ð3Þ

In above formula,α 2 [0, 1] is the weight of description similarity, β 2 [0, 1] is
the weight of functionality similarity and α + β = 1. The relative importance
between these two can be expressed by the weights.

3.3 Cluster Services

Clustering techniques are widely used in RS to divide object sets into clusters. The
objects in the identical cluster are similar to each other than objects in diverse
clusters. Usually, algorithms of cluster analysis are being employed where data
storage is large. The algorithms used for clustering may be partitional and hierar-
chical. Some standard partitional approaches (e.g., K-means) suffer from several
limitations such as their result depends on the accurate value of K which is origi-
nally unidentified, number of clusters K choices and size of cluster is not considered
while executing the algorithm K-means, a number of clusters can turn out to be
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unfilled and can result is early completion of the algorithm. Also algorithms con-
verge to a local minimum [15]. The hierarchical clustering methods are grouped
into agglomerative or divisive on the basic of whether the hierarchy formation is
from top-down fashion or bottom-up [16]. Many current modern clustering systems
use a clustering strategy as agglomerative hierarchical clustering, because of its
simple structure of processing and adequate performance level [17]. The AHC
algorithm for service clustering is as follows:

3.4 Compute Rating Similarity

The rating similarity computation between items is time consuming but important
step in item-based CF algorithms. The cosine similarity between ratings vectors and
the Pearson correlation coefficient (PCC) are the common rating similarity measures
included [18, 19]. By measuring the resemblance amongst two users or items or
measuring the character of two series to move together in a linear or proportional
manner the PCC calculates the similarity between two items or users. Preferences
calculation is given by:

PCCða; bÞ ¼
P
i

wa;i � �wa
� �

wb;i � �wb
� �
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where a and b are users/items, i is item, wa,i and wb,i are ratings from a and b for i,
�wx and �wy are mean ratings for user a and b.

3.5 Select Neighbors

Based on the rating similarities between services, the neighbors of a target service
A are determined as

NðAÞ ¼ fBjR SimilarityðA;BÞ[ c;A 6¼ Bg ð5Þ

here R_similarity(A, B) is the enhanced rating similarity between service A and B,γ
is a rating similarity threshold. The larger value of γ is, the chosen number of
neighbors will moderately less but they can be more similar to the target service,
hence the coverage of collaborative filtering will reduce but the accuracy can
increase [20]. In contrast, the smaller value of γ is, the more neighbors are selected
but some of them can be only somewhat similar to the target service, thus the
coverage of CF will increase but the accuracy would decrease.

3.6 Compute Predicted Rating

For an active user UA for whom predictions are being made, whether a target
service A is worth recommending depends on its predicted rating. If N(A) ≠ ϕ,
similar to the computation formula proposed by Wu et al. [20], the predicted rating
P(UA, A) in an item-based CF is computed as:

PðUA;AÞ ¼ �rA þ
P

B 2 NðAÞðrðUA;BÞ � �rBÞ � R SimilarityðA;BÞP
B 2 NðAÞR SimilarityðA;BÞ ð6Þ

here, �rB is the mean rating of B, N(A) is neighbor set of B, A 2 N(B) denotes A is a
neighbor of the target service B, r(UA, B) is rating that an active user UA give to B,
�rB is average rating of B, and R_similarity(A, B), is enhanced rating similarity
between service A and B [21].

4 Experiments and Results

4.1 Data Sets Used

To verify the proposed approach, the Movie-Lens and the Group-Lens data sets are
used. The data sets include data about movies, movie ratings and users. Different
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sizes of data sets are used in experiments. Some of these are the Movie-Lens
ML-100-K which has around one lakh ratings obtained from about one thousand
users for about one thousand seven hundred movies, the Movie-Lens ML-1M data
set which has about ten lakhs obtained from six thousand users for four thousand
movies. The Movie-Lens ML-10-M data set which has about 1 crore ratings and
one lakh tags obtained from ten thousand movies rated by about seventy two
thousand users [22].

4.2 Evaluation of Similarity Algorithms

The main objective of this approach is to calculate the accurateness of a recom-
mender system when there is increase in number of users, user preferences and
items. By using the Movie-Lens data sets with different users preferences and
feedback, we have evaluated description similarity and functional similarity by
using the clustering algorithm. The results are shown in Figs. 2 and 3.

Fig. 2 Description similarity

Fig. 3 Functional similarity
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Figure 4 and 5 shows the graph of execution time (s) versus cluster size and
graph of efficiency (similarity level) versus the cluster size for three different
approaches i.e. hybrid, content and clustering based. From the graph we can see that
the execution time is minimum by using the proposed approach and the efficiency
of the clustering based approach is more as compared to other approaches.

The accuracy comparison of different approaches are shown in Fig. 6, from the
results we can observe that the accuracy of clustering based approach is 80 % more

Fig. 4 Execution time

Fig. 5 Efficiency evaluation
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as compared to content, neighborhood, model and hybrid based approaches.
Figure 7 shows the high similarity cluster values for three different clusters.

5 Conclusion

The CF approach is used in various recommendation systems, which has been
proved to be one of the most successful methods in recommender systems. Services
are merged into some clusters via an AHC algorithm before applying CF technique.
Then the rating similarities between services within the same cluster are calculated.
As the number of services in a cluster is much less than that of the whole system,
costs of computation time is low. Also, as the ratings of services in the same cluster
are related with each other, prediction based on the ratings of the services in the
same cluster will be accurate than based on the ratings of all similar or different
services in all clusters. These two advantages have been verified by experiments.

Fig. 6 Accuracy evaluation

Fig. 7 High similarity cluster
values
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