
Advances in Intelligent Systems and Computing 443

Bing-Yuan Cao
Pei-Zhuang Wang
Zeng-Liang Liu
Yu-Bin Zhong    Editors

International 
Conference on 
Oriental Thinking 
and Fuzzy Logic
Celebration of the 50th Anniversary 
in the era of Complex Systems 
and Big Data 



Advances in Intelligent Systems and Computing

Volume 443

Series editor

Janusz Kacprzyk, Polish Academy of Sciences, Warsaw, Poland
e-mail: kacprzyk@ibspan.waw.pl



About this Series

The series “Advances in Intelligent Systems and Computing” contains publications on theory,
applications, and design methods of Intelligent Systems and Intelligent Computing. Virtually
all disciplines such as engineering, natural sciences, computer and information science, ICT,
economics, business, e-commerce, environment, healthcare, life science are covered. The list
of topics spans all the areas of modern intelligent systems and computing.

The publications within “Advances in Intelligent Systems and Computing” are primarily
textbooks and proceedings of important conferences, symposia and congresses. They cover
significant recent developments in the field, both of a foundational and applicable character.
An important characteristic feature of the series is the short publication time and world-wide
distribution. This permits a rapid and broad dissemination of research results.

Advisory Board

Chairman

Nikhil R. Pal, Indian Statistical Institute, Kolkata, India
e-mail: nikhil@isical.ac.in

Members

Rafael Bello, Universidad Central “Marta Abreu” de Las Villas, Santa Clara, Cuba
e-mail: rbellop@uclv.edu.cu

Emilio S. Corchado, University of Salamanca, Salamanca, Spain
e-mail: escorchado@usal.es

Hani Hagras, University of Essex, Colchester, UK
e-mail: hani@essex.ac.uk

László T. Kóczy, Széchenyi István University, Győr, Hungary
e-mail: koczy@sze.hu

Vladik Kreinovich, University of Texas at El Paso, El Paso, USA
e-mail: vladik@utep.edu

Chin-Teng Lin, National Chiao Tung University, Hsinchu, Taiwan
e-mail: ctlin@mail.nctu.edu.tw

Jie Lu, University of Technology, Sydney, Australia
e-mail: Jie.Lu@uts.edu.au

Patricia Melin, Tijuana Institute of Technology, Tijuana, Mexico
e-mail: epmelin@hafsamx.org

Nadia Nedjah, State University of Rio de Janeiro, Rio de Janeiro, Brazil
e-mail: nadia@eng.uerj.br

Ngoc Thanh Nguyen, Wroclaw University of Technology, Wroclaw, Poland
e-mail: Ngoc-Thanh.Nguyen@pwr.edu.pl

Jun Wang, The Chinese University of Hong Kong, Shatin, Hong Kong
e-mail: jwang@mae.cuhk.edu.hk

More information about this series at http://www.springer.com/series/11156

http://www.springer.com/series/11156


Bing-Yuan Cao • Pei-Zhuang Wang
Zeng-Liang Liu • Yu-Bin Zhong
Editors

International Conference
on Oriental Thinking
and Fuzzy Logic
Celebration of the 50th Anniversary
in the era of Complex Systems
and Big Data

123



Editors
Bing-Yuan Cao
Guangzhou Vocational College of Science
and Technology

Guangzhou
China

and

Guangzhou University
Guangzhou
China

Pei-Zhuang Wang
West Texas A&M University
Canyon, TX
USA

and

Liaoning Technical University
Fuxin
China

Zeng-Liang Liu
Foreign Affairs Office
National Defense University
Beijing
China

Yu-Bin Zhong
School of Mathematics and Information
Science

Guangzhou University
Guangzhou
China

ISSN 2194-5357 ISSN 2194-5365 (electronic)
Advances in Intelligent Systems and Computing
ISBN 978-3-319-30873-9 ISBN 978-3-319-30874-6 (eBook)
DOI 10.1007/978-3-319-30874-6

Library of Congress Control Number: 2016934435

© Springer International Publishing Switzerland 2016
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made.

Printed on acid-free paper

This Springer imprint is published by SpringerNature
The registered company is Springer International Publishing AG Switzerland



Preface

Oriental Thinking and Fuzzy Logic in Dalian, China, an international conference,
was held during August 17–20, 2015, to celebrate the 50th anniversary of Fuzzy
Sets. The honorary chair for this conference was Prof. L.A. Zadeh, the founder of
fuzzy sets theory, who has guided an information revolution, and constructed a
great bridge between qualitative and quantitative.

The conference focused on six main topics as follows: fuzzy information pro-
cessing; fuzzy engineering; Internet and big data applications; factor space and
factorial neural networks; information granulation and granular computing; exten-
sion and innovation methods. Here, topic three, the theory of factor space was
initiated by Prof. Pei-Zhuang Wang with the oriental thinking. And extension topic
six, is a new field of the disciplinary initiated by Prof. Wen Cai, who achieved
innovation facing a problem where impossible cases seem to be possible.

There were 15 plenary talks in the conference including Wen Cai, fuzzy logic
and extenics; Y.X. Chen, inter-definability and application of fuzzy logic operators;
I. Dzitac, fuzzy logic and artificial intelligence; J.L. Feng, theory of meta-synthetic
wisdom based on fusion of qualitative, quantitative and imagery operations; J.F.
Gu, system science and Chinese medicine; Ouyang He, a mathematical foundation
for factor spaces; Qing He, uncertainty learning; C.F. Huang, an approach checking
whether an intelligent internet can be improved into intelligence; D.Y. Li, cognitive
physics; Z.L. Liu, factorial neural networks; W. Pedrycz, new frontiers of com-
puting and reasoning with qualitative information: a perspective of granular com-
puting; Germano Resconi, from inconsistent topology to consistent in big data;
Yong Shi and Y.J. Tian, uncertainty and big databases; P.Z. Wang, fuzzy sets and
factor space; Z.S. Xu, complex information decision making. As a special guest,
Mr. H.R. Lin, with his 18-year teaching practice in Shanghai Middle School,
introduced his book “Preliminary of Fuzzy Mathematics” for pupils in his schools.

Apart from the organized speeches, we much appreciated the articles from
individuals with natural interest and deep friendship toward Prof. L. Zadeh. They
developed fuzzy theory along probability representation, rough sets, intuitionistic
fuzzy sets, nonlinear Particle Swarm Optimization, ranking method to structure
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elements and they apply fuzzy theory into recommendation, feature extraction,
qualitative mapping, etc. Among all papers presented at the conference, we care-
fully selected over 60 papers to form this book as assorted appetizers to com-
memorate the 50th anniversary of fuzzy sets from the Dalian conference.

Finally, we thank the publisher, Springer, for publishing the proceedings as
Advance in Intelligent and Soft Computing.

December 2015 Bing-Yuan Cao
Pei-Zhuang Wang
Zeng-Liang Liu
Yu-Bin Zhong
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(∈,∈ ∨q(𝝀,𝝁))-Fuzzy Weak Ideal
of Complemented Semirings

Zuhua Liao, Chan Zhu, Xiaotang Luo, Xiaoying Zhu, Wangui Yuan
and Juan Tong

Abstract In this paper,the notions of generalized fuzzy weak ideal of complemented

semiring, (∈,∈ ∨ q(𝜆,𝜇))-fuzzy weak ideal of complemented semiring are introduced.

By discussing, the two new concepts are found to be equivalent. Furthermore, some

fundamental properties of their intersection, union, level sets, homomorphic image

and homomorphic preimage are investigated.

Keywords (∈,∈ ∨ q(𝜆,𝜇))-Fuzzy weak ideal ⋅ Generalized fuzzy weak ideal ⋅
Homomorphic image ⋅ Homomorphic preimage

1 Introduction

Rosenfeld in 1971 introduced fuzzy sets in the context of group theory and formu-

lated the concept of a fuzzy subgroup of a group [1]. Since then, many researches

have extended the concepts of abstract algebra to a fuzzy framework. In 2006, Liao

etc. generalized “quasi-coincident with” relation (q) between a fuzzy point and a

fuzzy set of Liu to “generalized quasi-coincident with” relation (q(𝜆,𝜇)) between a

fuzzy point and a fuzzy set, and extended Rosenfeld’s (∈,∈)-fuzzy algebra, Bhakat

and Das’s (∈,∈ ∨q)-fuzzy algebra and (∈,∈ ∨ q(𝜆,𝜇))-fuzzy algebra to (∈,∈ ∨q(𝜆,𝜇))-
fuzzy algebra [2] with more abundant hierarchy [3].

Vandiver [4] in 1939 put forward the concept of semiring. The applications of

semirings to areas such as optimization theory, graph theory, theory of discrete event

dynamical systems, generalized fuzzy computation, automata theory, formal lan-

guage theory, coding theory and analysis of computer programs have been exten-

sively studied in the literature [5, 6]. Liu [7] introduced fuzzy ideals in a ring.
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Following this definition, Mukherjee and Sen [8, 9]obtained many interesting results

in the theory of rings.

On the study of fuzzy semiring, there has been a large number of researches at

home and abroad. Feng and Zhan [10] proposed complemented semiring. They put

the Boolean algebra as its proper class, and studied the algebraic structure of it.

This paper is the continuation of the above work.

Section 2 of this paper list some necessary preliminaries that support our results.

Section 3 is the kernel of the whole paper, which display main results obtained by

the authors, including the relationships among generalized fuzzy weak ideal, (∈,∈
∨q(𝜆,𝜇))-fuzzy weak ideal and level subsets of a fuzzy set and relative properties

about the intersection, union, homomorphic image and homomorphic preimage of

such generalized fuzzy weak ideal. In section, we make a conclusion and prospect

the further study of generalized fuzzy weak ideal.

2 Preliminaries

In this section we recall some basic notions and results which will be needed in the

sequel.

Throughout the paper we always consider S as a semigroup.

Definition 1 [11] A semiring S is a structure consisting of a nonempty set S together

with two binary operations on S called addition and multiplication (denoted in the

usual manner) such that

(1) S together with addition is a semigroup. o is additive identity element;

(2) S together with multiplication is a semigroup.1 is multiplicative identity ele-

ment;

(3) a(b + c) = ab + ac, (a + b)c = ac + bc,∀a, b, c ∈ S;

(4) o ⋅ a = a ⋅ o = o.

Definition 2 [10] Assume a is an element of semiring S, if there exists a comple-

ment a which makes aa = o, a + a = 1, a is called complemented. S is said to be a

complemented semiring if every element of S has a complement.

Definition 3 [12] Let S be a semiring. A nonempty subset A of S is said to be a

complemented subsemiring of S if A is closed under three binary operations on S:

(1) If a, b ∈ A, then a + b ∈ A;

(2) If a, b ∈ A, then ab ∈ A;

(3) If a ∈ A, then a ∈ A.

From now on, we write S and H for complemented semirings.

Definition 4 [13] Let 𝛼, 𝜆, 𝜇 ∈ [0, 1] and 𝜆 < 𝜇, if A(x) ≥𝛼, then a fuzzy point x
𝛼

is

said to belongs to a fuzzy subset A written x
𝛼

∈ A; if 𝜆 < 𝛼 and A(x) + 𝛼 > 2𝜇, then

a fuzzy point x
𝛼

is called to be generalized quasi-coincident with a fuzzy subset A,

denoted by x
𝛼

q(𝜆,𝜇)A. If x
𝛼

∈ A or x
𝛼

q(𝜆,𝜇)A, then x
𝛼

∈ ∨q(𝜆,𝜇)A.
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Definition 5 [12] Let 𝛼, 𝜆, 𝜇 ∈ [0, 1] and 𝜆 < 𝜇, A fuzzy subset A of S is called

an (∈,∈ ∨q(𝜆,𝜇))-fuzzy complemented subsemiring of S, if ∀t, r ∈ (𝜆, 1], a, b ∈ S
satisfy:

(1) If at, br ∈ A, we have (a + b)t∧r ∈ ∨q(𝜆,𝜇)A;

(2) If at, br ∈ A, there exist (ab)t∧r ∈ ∨q(𝜆,𝜇)A;

(3) If at ∈ A, at ∈ ∨q(𝜆,𝜇)A holds.

Definition 6 [12] Let 𝛼, 𝜆, 𝜇 ∈ [0, 1] and 𝜆 < 𝜇, A is a fuzzy set of S. We call A a

generalized fuzzy complemented subsemiring of S if ∀a, b ∈ S satisfy:

(1) A(a + b) ∨ 𝜆 ≥ A(a) ∧ A(b) ∧ 𝜇;

(2) A(ab) ∨ 𝜆 ≥ A(a) ∧ A(b) ∧ 𝜇;

(3) A(a) ∨ 𝜆 ≥ A(a) ∧ 𝜇.

Definition 7 [14] Let Si(1 ≤ i ≤ n) be complemented semirings and direct prod-

uct:
∏

1≤i≤nSi = {(a1, a2,… an)|ai ∈ Si}. Then
∏

1≤i≤nSi is a complemented semi-

ring under the operations as following:

(a1, a2,… an) + (b1, b2,… bn) = (a1 + b1, a2 + b2,… , an + bn);
(a1, a2,… an)(b1, b2,… bn) = (a1b1, a2b2,… anbn);
(a1, a2,… an) = (a1, a2,… an).

Definition 8 [14] Let Ai(1 ≤ i ≤ n) be fuzzy subsets of Si, then a fuzzy set
∏

1≤i≤nAi
defined as (

∏
1≤i≤nAi)(x1, x2,… xn) = inf1≤i≤nAi(xi) is called fuzzy direct product.

Theorem 1 [12] Let A be a fuzzy subset of S, then A is a generalized fuzzy com-
plemented subsemiring of S if and only if A is an (∈,∈ ∨q(𝜆,𝜇))-fuzzy complemented
subsemiring of S.

Theorem 2 [12] Let A be a fuzzy subset of S, then A is a generalized fuzzy comple-
mented subsemiring of S if and only if∀𝛼 ∈ (𝜆, 𝜇], nonempty A

𝛼

is a subsemiring of S.

Theorem 3 [12] Let A and B be generalized fuzzy complemented subsemirings of
S, then A ∩ B is a generalized fuzzy complemented subsemiring of S.

Theorem 4 [12] A subset A of S is a complemented subsemiring of S if and only if
𝜒A is a generalized fuzzy complemented subsemiring of S.

Theorem 5 [12] Let f ∶ S → H be a full homomorphism. If A is a generalized fuzzy
complemented subsemiring of S, then f (A) is a generalized fuzzy complemented sub-
semiring of H.

Theorem 6 [12] Let f ∶ S → H be a homomorphism. If B is a generalized fuzzy
complemented subsemiring of H, then f −1(B) is a generalized fuzzy complemented
subsemiring of S.
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3 (∈,∈ ∨q(𝝀,𝝁))-Fuzzy Completely Prime Ideals

The following if no special instructions, we suppose 𝜆, 𝜇 ∈ [0, 1] and 𝜆 < 𝜇. Firstly,

the definitions of weak idea of complemented semiring generalized fuzzy weak ideal

and (∈,∈ ∨ q(𝜆,𝜇))-fuzzy weak ideal are given.

Definition 9 Let A be a complemented subsemiring of S, then A is said to be a weak

idea of complemented semiring S if for all x ∈ A, y ∈ S, xy + yx ∈ A.

Definition 10 Let A be a generalized fuzzy complemented subsemiring of S, then A
is called a generalized fuzzy weak ideal of S if A(xy + yx) ∨ 𝜆 ≥ A(x) ∧ 𝜇. ∀x, y ∈ S.

Definition 11 Let A be an (∈,∈ ∨q(𝜆,𝜇))-fuzzy complemented subsemiring of S.

Then A is called an (∈,∈ ∨q(𝜆,𝜇))-fuzzy weak ideal of S, if 𝛼 ∈ (𝜆, 1], y ∈ S, x
𝛼

∈ A
imply (xy + yx)

𝛼

∈ ∨q(𝜆,𝜇)A.

By the research on the relationships among generalized fuzzy complemented sub-

semiring, (∈,∈ ∨q(𝜆,𝜇))-fuzzy weak ideal, and level subsets of a fuzzy set, we obtain

the following result.

Theorem 7 Let A be a fuzzy subset of S, then the following conditions are equiva-
lent:

(1) A is an (∈,∈ ∨q(𝜆,𝜇))-fuzzy weak ideal of S;
(2) A is a generalized fuzzy weak ideal of S;
(3) ∀𝛼 ∈ (𝜆, 𝜇], nonempty set A

𝛼

is a weak ideal of S.

Proof (1) ⇒ (2):
From Theorem 1, we know A is an (∈,∈ ∨q(𝜆,𝜇))-fuzzy complemented subsemir-

ing of S thus A is a generalized fuzzy complemented subsemiring of S.

Next we prove A is a generalized fuzzy weak ideal of A. Assume that there exist

x0, y0 ∈ S such that A(x0y0 + y0x0) ∨ 𝜆 < A(x0) ∧ 𝜇. choose 𝛼 such that A(x0y0 +
y0x0) ∨ 𝜆 < 𝛼 < A(x0) ∧ 𝜇, then A(x0y0 + y0x0) < 𝛼,A(x0) > 𝛼 and 𝜆 < 𝛼 < 𝜇, so

(x0)𝛼 ∈ A. Since A is an (∈,∈ ∨q(𝜆,𝜇))-fuzzy weak ideal of S, thus (x0y0 + y0x0)𝛼 ∈
∨q(𝜆,𝜇)A. But A(x0y0 + y0x0) + 𝛼 < 𝛼 + 𝛼 < 2𝜇, a contradiction.

So A is a generalized fuzzy weak ideal of S.

(2) ⇒ (1)
It is easy to prove that A is an (∈,∈ ∨q(𝜆,𝜇))-fuzzy complemented subsemiring of

S. ∀x, y ∈ S, 𝛼 ∈ (𝜆, 1], if x
𝛼

∈ A, then A(x) ≥ 𝛼. Since A is a generalized fuzzy weak

ideal of S, then A(xy + yx) ∨ 𝜆 ≥ A(x) ∧ 𝜇 ≥ 𝛼 ∧ 𝜇.

Case 1: If 𝛼 > 𝜇, thenA(xy + yx) ∨ 𝜆 ≥ 𝜇. By 𝜆 ≤ 𝜇, soA(xy + yx) ≥ 𝜇. ThenA(xy +
yx) + 𝛼 ≥ 𝜇 + 𝛼 > 2𝜇, i.e.(xy + yx)

𝛼

q(𝜆,𝜇)A.

Case 2: If 𝛼 ≤ 𝜇, then we can obtain that A(xy + yx) ≥ 𝛼, i.e.(xy + yx)
𝛼

∈ A. So

(xy + xy)
𝛼

∈ ∨q(𝜆,𝜇)A. Therefore A is an (∈,∈ ∨q(𝜆,𝜇))-fuzzy weak ideal of S.

(2) ⇒ (3)
We know that A

𝛼

is a subsemiring of S based on Theorem 2. ∀x ∈ A
𝛼

, 𝛼 ∈ (𝜆, 𝜇]
and y ∈ S, then A(x) ≥ 𝛼. Since A is a generalized fuzzy weak ideal of S, then A(xy +
yx) ∨ 𝜆 ≥ A(x) ∧ 𝜇 ≥ 𝛼 ∧ 𝜇 = 𝛼, by 𝜆 < 𝛼, so A(xy + yx) ≥ 𝛼, i.e., xy + yx ∈ A

𝛼

.
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Therefore A
𝛼

is a weak ideal of S, ∀𝛼 ∈ (𝜆, 𝜇].
(3) ⇒ (2)
We obtain that A is a generalized fuzzy complemented subsemiring of S based on

Theorem 2. Assume that there exist x0, y0 ∈ S such thatA(x0y0 + y0x0) ∨ 𝜆 < A(x0) ∧
𝜇. Choose 𝛼 such that A(x0y0 + y0x0) ∨ 𝜆 < 𝛼 < A(x0) ∧ 𝜇, then A(x0y0 + y0x0) < 𝛼,

A(x0) > 𝛼 and 𝜆 < 𝛼 < 𝜇. So x0 ∈ A
𝛼

. Since A
𝛼

is a weak ideal of S, then A(x0y0 +
y0x0) ≥ 𝛼, a contradiction. Therefore A is a generalized fuzzy weak ideal of S.

The above theorem shows that generalized fuzzy weak ideal and (∈,∈ ∨ q(𝜆,𝜇))-
fuzzy weak ideal are equivalent. Thus we can prove a normal fuzzy set be an (∈,∈
∨ q(𝜆,𝜇))-fuzzy weak ideal by proving it be a generalized fuzzy weak ideal, which is

easier than the former. Meanwhile, Theorem 7 establishes a kind of link between

generalized fuzzy weak ideal and ordinary weak ideal.

Theorem 8 Let A and B be generalized fuzzy weak ideal of S, then A ∩ B is a gen-
eralized fuzzy weak ideal of S.

Proof We obtain that A ∩ B is a generalized fuzzy complemented subsemiring of S
based on Theorem 3. For all x, y ∈ S, we have (A ∩ B)(xy + yx) ∨ 𝜆 = (A(xy + yx) ∧
B(xy+yx)) ∨ 𝜆 = (A(xy + yx) ∨ 𝜆) ∧ (B(xy + yx) ∨ 𝜆) ≥ (A(x) ∧ 𝜇)∧(B(x) ∧ 𝜇) =
(A ∩ B)(x) ∧ 𝜇.

Therefore A ∩ B is a generalized fuzzy weak ideal of S.

Corollary 1 Let Ai(i ∈ I) be generalized fuzzy weak ideals of S, then ∩i∈IAi is a
generalized fuzzy weak ideal of S.

Theorem 9 Let Ai(i ∈ I) be generalized fuzzy weak ideals of S, and ∀i, j ∈ I,Ai ⊆ Aj
or Aj ⊆ Ai. Then ∪i∈IAi is a generalized fuzzy weak ideal of S.

Proof Firstly, we prove that ∨i∈I(Ai(x) ∧ Ai(y) ∧ 𝜇) = (∪i∈IAi)(x) ∧ (∪i∈IAi)(y) ∧ 𝜇.

Obviously, ∨i∈I(Ai(x) ∧ Ai(y)∧𝜇) ≤ (∪i∈IAi)(x) ∧ (∪i∈IAi)(y) ∧ 𝜇. Assume that ∨i∈I
(Ai(x) ∧ Ai(y) ∧ 𝜇) ≠ (∪i∈IAi)(x) ∧ (∪i∈IAi)(y) ∧ 𝜇, then there exists r such that ∨i∈I
(Ai(x) ∧ Ai(y) ∧ 𝜇) < r < (∪i∈IAi)(x) ∧ (∪i∈IAi)(y) ∧ 𝜇. Since∀i, j∈ I,Ai ⊆Aj orAj ⊆

Ai, then ∃k ∈ I, such that r < Ak(x) ∧ Ak(y) ∧ 𝜇. But Ai(x) ∧ Ai(y) ∧ 𝜇 < r, ∀i ∈ I, a

contradiction. Thus {∨i∈I(Ai(x) ∧ Ai(y) ∧ 𝜇)} = (∪i∈IAi)(x) ∧ (∪i∈IAi)(y) ∧ 𝜇. Next,

∀x, y ∈ S, we have (∪i∈IAi)(x + y) ∨ 𝜆 = ∨i∈IAi(x + y) ∨ 𝜆 = ∨i∈I(Ai(x + y) ∨ 𝜆) ≥
∨i∈I(Ai(x) ∧ Ai(y) ∧ 𝜇) = (∪i∈IAi)(x) ∧ (∪i∈IAi)(y) ∧ 𝜇. Similarly, we can prove that

(∪i∈IAi)(xy) ∨ 𝜆 ≥ (∪i∈IAi)(x) ∧ (∪i∈IAi)(y) ∧𝜇.∀i∈ I, sinceAi is a generalized fuzzy

complemented subsemiring of S, so Ai(a) ∨ 𝜆 ≥ Ai(a) ∧ 𝜇. Then (∨i∈IAi(a)) ∨ 𝜆 ≥

Ai(a) ∨ 𝜆 ≥ Ai(a) ∧ 𝜇. We have (∨i∈IAi(a)) ∨ 𝜆 ≥ (∨i∈IAi(a)) ∧ 𝜇. That is (∪i∈IAi(a))
∨ 𝜆 ≥ (∪i∈IAi(a)) ∧ 𝜇.

Thus, ∪i∈IAi is a generalized fuzzy complemented subsemiring of S.

Finally,∀x, y ∈ S,∪i∈I(xy + yx) ∨ 𝜆 = ∨i∈IAi(xy + yx) ∨ 𝜆 =∨i∈I(Ai(xy + yx) ∨ 𝜆)
≥ ∨i∈I(Ai(x) ∧ 𝜇) = ∨i∈IAi(x) ∧ 𝜇 =(∪i∈IAi)(x) ∧ 𝜇.

Therefore ∪i∈IAi is a generalized fuzzy weak ideal of S.

Theorem 10 Let A1 and A2 be generalized fuzzy weak ideals of S1 and S2 respec-
tively, then A1 × A2 is a generalized fuzzy weak ideal of S1 × S2.
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Proof Firstly, we prove that A1 × A2 is a generalized fuzzy subsemiring of S1 × S2.

For all x, y ∈ S1 × S2, where x = (x1, x2), y = (y1, y2), since A1 and A2 are general-

ized fuzzy subsemirings of S1 and S2 respectively, then (A1 × A2)(x + y)∨𝜆 = (A1 ×
A2)(x1 + y1, x2 + y2) ∨ 𝜆 = (A1(x1 + y1) ∧ A2(x2 + y2))∨𝜆 = (A1(x1 + y1) ∨ 𝜆) ∧ (A2
(x2 + y2) ∨ 𝜆) ≥ (A1(x1) ∧ A1(y1)∧𝜇) ∧ (A2(x2) ∧ A2(y2) ∧ 𝜇) = (A1 × A2)((x1, x2)) ∧
(A1 × A2)((y1 , y2)) ∧ 𝜇 = (A1×A2)(x) ∧ (A1 × A2)(y) ∧ 𝜇.

Similarly, we can prove that (A1 × A2)(x) ∨ 𝜆 ≥ (A1 × A2)(x)∧𝜇 and (A1 × A2)(xy)
∨ 𝜆 ≥ (A1 × A2)(x) ∧ (A1 × A2)(y) ∧ 𝜇. So A1 × A2 is a generalized fuzzy comple-

mented subsemiring of S1 × S2.

Next, for all x, y ∈ S1 × S2, where x= (x1, x2), y =, (y1, y2), (A1 × A2)(xy + yx) ∨
𝜆= (A1 × A2)(x1y1 + y1x1, x2y2 + y2x2)∨𝜆= (A1(x1y1 + y1x1) ∧ A2(x2y2 + y2x2)) ∨ 𝜆

= (A1(x1y1 + y1x1)∨𝜆) ∧ (A2(x2y2 + y2x2) ∨ 𝜆) ≥ (A1(x1) ∧ 𝜇) ∧ (A2(x2) ∧ 𝜇) = (A1 ×
A2)(x1, x2) ∧ 𝜇 = (A1 × A2)(x) ∧ 𝜇.

Therefore A1 × A2 is a generalized fuzzy weak ideal of S1 × S2.

Theorem 11 Let Ai be generalized fuzzy weak ideals of S, then
∏

1≤i≤nAi is a gen-
eralized fuzzy weak ideal of

∏
1≤i≤nSi.

Proof Firstly, we prove that
∏

1≤i≤nAi is a generalized fuzzy subsemiring of∏
1≤i≤nSi. For all x, y ∈

∏
1≤i≤nSi, where x = (x1, x2,… xn) and y = (y1, y2,… yn),

then (
∏

1≤i≤nAi)(x + y) ∨ 𝜆 = inf Ai(xi + yi) ∨ 𝜆 = inf(Ai(xi + yi)∨𝜆) ≥ inf(Ai(xi) ∧
Ai(yi) ∧ 𝜇) = inf Ai(xi) ∧ inf Ai(yi) ∧𝜇 =(

∏
1≤i≤nAi)(x) ∧ (

∏
1≤i≤nAi)(y) ∧𝜇.

Similarly, we can prove (
∏

1≤i≤nAi)(xy) ∨ 𝜆 ≥ (
∏

1≤i≤nAi)(x)∧ (
∏

1≤i≤nAi)(y) ∧ 𝜇.

Next in addition, (
∏

1≤i≤nAi)(x) ∨ 𝜆 = inf Ai(xi) ∨ 𝜆 = inf(Ai( xi) ∨ 𝜆) ≥ inf(Ai(xi) ∧
𝜇) = inf Ai(xi) ∧ 𝜇 = (

∏
1≤i≤nAi)(x) ∧ 𝜇.

Therefore
∏

1≤i≤nAi is a generalized fuzzy complemented subsimiring of∏
1≤i≤nSi.
Finally, for all x, y ∈

∏
1≤i≤nSi, where x = (x1, x2,… xn) and y = (y1, y2,… yn),

then (
∏

1≤i≤nAi)(xy + yx) ∨ 𝜆 = inf Ai(xiyi + yixi) ∨ 𝜆 = inf(Ai(xiyi + yixi) ∨ 𝜆)≥
inf(Ai(xi) ∧ 𝜇) = inf Ai(xi) ∧ 𝜇 = (

∏
1≤i≤nAi)(x) ∧ 𝜇. Thus

∏
1≤i≤nAi is a generalized

fuzzy weak ideal of
∏

1≤i≤nSi.

Theorem 12 Let A be a subset of S, then 𝜒A is a generalized fuzzy weak ideal of S
if and only if A is a weak ideal of S.

Proof We know that A is a complemented subsemiring of S based on Theorem

4. For all x ∈ A and y ∈ S, since 𝜒A is a generalized fuzzy weak ideal of S, then

𝜒A(xy+ yx) ∨ 𝜆 ≥ 𝜒A(x) ∧ 𝜇 = 1 ∧ 𝜇 = 𝜇. By 𝜆 < 𝜇, so 𝜒A(xy + yx) ≥ 𝜇 > 0 and

𝜒A(xy + yx) = 1. Then xy + yx ∈ A. Therefore A is a weak ideal of S.

Conversely, we can obtain that 𝜒A is a generalized fuzzy complemented subsemir-

ing of S based on Theorem 4.

Assume that there exist x0, y0 ∈ S such that 𝜒A(x0y0 + y0x0) ∨ 𝜆 < 𝜒A(x0) ∧ 𝜇.

Choose 𝛼 such that 𝜒A(x0y0 + y0x0) <𝛼 < 𝜒A(x0) ∧ 𝜇 < 𝛼 < 𝜒A(x0) ∧ 𝜇, then

𝜒A(x0y0 + y0x0) < 𝛼,𝜒A(x0) > 𝛼 and 𝜆 < 𝛼 < 𝜇. i.e. x0 ∈ A. Since A is a weak ideal

of S then x0y0 + y0x0 ∈ A. So 𝜒A(x0y0 + y0x0) = 1 > 𝛼, a contradiction.

Thus 𝜒A is a generalized fuzzy weak ideal of S.
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Theorem 13 Let A be a generalized fuzzy weak ideals of S, then A
𝜆

= {x|A(x) > 𝜆}
is a generalized weak ideal of S.

Proof Firstly, we prove that A
𝜆

is a complemented subsemiring of S. For all x, y ∈
A
𝜆

, sinceA is a generalized fuzzy weak ideals of S, thenA(x + y) ∨ 𝜆 ≥ A(x) ∧ A(y) ∧
𝜇 > 𝜆, so A(x + y) > 𝜆, i.e., x + y ∈ A

𝜆

. Similarly, we can prove that xy, x ∈ A
𝜆

.

Therefore A
𝜆

is a complemented submiring of S. Next, for all x ∈ A
𝜆

and y ∈ S,

then A(x) > 𝜆. Since A is a generalized fuzzy weak ideals of S, then A(xy + yx) ∨ 𝜆 ≥

A(x) ∧ 𝜇 > 𝜆, so A(xy + yx) > 𝜆, i.e., xy + yx ∈ A
𝜆

.

Therefore A
𝜆

is a weak ideal of S.

Theorem 14 Let f ∶ S → H be a full homomorphism, if A is a generalized fuzzy
weak ideal of S, then f (A) is a generalized fuzzy weak ideal of H.

Proof Based on Theorem 5, we know that f (A) is a generalized fuzzy complemented

subsemiring of H. For all z1, z2 ∈ H, there exist x1, x2 ∈ S, such that f (x1) = z1, f (x2)
= z2, then f (x1x2 + x2x1) = f (x1x2) + f (x2x1) = f (x1)f (x2)+f (x2)f (x1) = z1z2 +
z2z1, So f (A)(z1z2 + z2z1) ∨ 𝜆 = sup{A(x)|f (x)=z1z2 + z2z1} ∨ 𝜆= sup{A(x) ∨ 𝜆|f (x)
= z1z2 +z2z1} ≥ sup{A(x1x2 + x2x1) ∨ 𝜆|f (x1) = z1, f (x2) = z2} ≥ sup{A(x1) ∧ 𝜇|f (x1)
= z1} = sup{A(x1) ∧ 𝜇|f (x1) = z1} == f (A)(z1) ∧ 𝜇.

Therefore f (A) is a generalized fuzzy ideal of H.

Theorem 15 Let f ∶ S → H be a homomorphism, if B is a generalized fuzzy weak
ideal of H, then f −1(B) is a generalized fuzzy weak ideal of S.

Proof Based on Theorem 6, we can obtain that f −1(B) is a generalized fuzzy com-

plemented subsemiring of S. For all x, y ∈ S, then f (x), f (y) ∈ H. SinceB is a general-

ized fuzzy weak ideal ofH, so f −1(B)(xy + yx) ∨ 𝜆 = B(f (xy+yx)) ∨ 𝜆 = B(f (x)f (y) +
f (y)f (x)) ∨ 𝜆 ≥ B(f (x)) ∧ 𝜇 =f −1(B)(x) ∧ 𝜇.

Therefore f −1(B) is a generalized fuzzy weak ideal of S.

4 Conclusion

In this present investigation, the concepts of generalized fuzzy weak ideal and (∈,∈
∨q(𝜆,𝜇))-fuzzy weak ideal are proposed. Moreover, the relevant properties are studied.

Further we will do some relevant properties on chain condition of fuzzy weak ideal.
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Generalized Fuzzy Sets and Fuzzy Relations

Yan-cai Zhao, Zu-hua Liao, Teng Lu and Juan Tong

Abstract In classical fuzzy set theory, a fuzzy set is a membership function which

associates with each element a real number in [0, 1], a fuzzy relation is a function

which associates with each pair of elements a real number in [0, 1]. In the present

paper, we generalize the above two concepts by associating with each set a real num-

ber in [0, 1], and associating with each pair of sets a real number in [0, 1], respec-

tively. We then give a series of properties for these two types of generalized concepts.

We also show that a generalized fuzzy relation can be induced by a classical fuzzy

relation, which shows the communication of our generalized fuzzy concepts with the

classical fuzzy theory.

Keywords Fuzzy set ⋅ Fuzzy relation ⋅ Generalized fuzzy set ⋅ Generalized fuzzy

relation ⋅ Power set

1 Introduction

The concept of a fuzzy set was introduced by Zadeh [10]. A fuzzy set in a referential

(universe of discourse) X is characterized by a membership function A which asso-

ciates with each element x ∈ X a real number A(x) ∈ [0, 1], having the interpretation

that A(x) is the membership degree of x in the fuzzy set A. For convenience, we also

call the set X in above definition the base set of a the fuzzy set A.

Let X,Y be two sets. A mapping R ∶ X × Y → [0, 1] is called a fuzzy relation [10].

The number R(x, y) ∈ [0, 1] can be interpreted as the degree of relationship between

x and y.
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Since fuzzy set was introduced by Zadeh in 1965 [10], many extensions have been

developed, such as intutionistic fuzzy set [1], type-2 fuzzy set [2, 4], type-n fuzzy

set [2], fuzzy multiset [5, 9] and hesitant fuzzy set [6–8, 11]. So far as we know, all

types of fuzzy set assign a value or a set of values to an element of a classical set.

However, there are many situations in our real lives in which one has to make decision

on a whole set. For example, a patient usually has several symptoms. His/Her doctor

has to make a decision by whole of his/her symptoms, which means that the doctor

assigns a value to the set of all the patient’s symptoms. We will give the details of

this example later.

In this paper, we first generalize the classical fuzzy set on a base set X to one

on a collection of sets. Then, we concentrate on the study of the generalized fuzzy

sets on base set (X), the power set of X, and obtain a series of properties; We

also generalize the classical fuzzy relation between two elements to several types of

relations between two sets, and obtain a series of properties for these generalized

fuzzy relations. Among them, we construct a equivalence fuzzy relation at the end

of the paper.

2 Generalized Fuzzy Sets and Their Operations

In our real lives, there exist many situations in which we should make decisions on

a collection of sets.

Example 1 A doctor usually judge that if a patient has caught a cold by the following

symptoms of this patient: Fever (F for short), Headache (H for short) and Cough (C

for short). The following table give the corresponding numbers to different sets of

symptoms. Each number means a degree of a patient catch a cold.

In the following table, the collection D of decisions is a fuzzy set on the collection

of the set of different symptoms of a patient (Fig. 1).

D = 0
∅
+ 0.2

{F}
+ 0.1

{H}
+ 0.2

{C}
+ 0.3

{F,H}
+ 0.5

{F,C}
+ 0.4

{H,C}
+ 0.9

{F,H,C}
.

A classical fuzzy set assigns a value to an element. We now give a generalized

type of fuzzy set which assigns a value to a set.

Definition 1 Let  = {Si| i ∈ I} be a collection of sets. Then a mapping A such

that A ∶  → [0, 1], S ↦ A(S),∀S ∈  is called a fuzzy set on  . A(S) is called the

membership degree of S in  . Let the collection of all the fuzzy sets on  be  ().

Fig. 1 Fuzzy decisions on

the power set of a set

symptoms ∅ {F} {H} {C} {F,H} {F,C} {H,C} {F,H,C}
decision 0 0.2 0.1 0.2 0.3 0.5 0.4 0.9
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As an special collection of sets, the power set of a set is interesting. So we will

concentrate our studies on the fuzzy sets on a power set.

Definition 2 Let X be a set. Then a mapping A


such that

A

∶ (X) → [0, 1],P ↦ A


(P),∀P ∈ (X)

is called a fuzzy set on (X). A

(P) is called the membership degree of P in (X).

Let the collection of all the fuzzy sets on (X) be  ((X)).
Give a fuzzy set on X, we can deduce a fuzzy set on (X) as follows.

Definition 3 Given a fuzzy set A on X, the mapping such that

Amax ∶ (X) → [0, 1],P ↦ Amax(P) = ∨x∈PA(x)

is called the max-type induced fuzzy set by A. Denote max((X)) = {Amax | A ∈
 (X)}.

Definition 4 Given a fuzzy set A on X, the mapping such that

Amin ∶ (X) → [0, 1],P ↦ Amin(P) = ∨x∈PA(x)

is called the min-type induced fuzzy set by A. Denote min((X)) = {Amin | A ∈
 (X)}.

Given any fuzzy set A on X, then A induces a relation ∼ on X by defining that

x ∼ y ⇔ A(x) = A(y). It is easy to see that ∼ is an equivalence relation on X. There-

fore, there exists the quotient set X∕∼. Similarly, Amax or Amin induces a relation ∼′

on (X) such that P1 ∼′ P2 ⇔ A

(x) = A


(y) for any P1,P2 ∈ (X). ∼′

is an equiv-

alence relation on (X) and thus there exists the quotient set (X)∕∼′
.

The order relation of elements in a set is usually defined as x ≤ y ⇔ A(x) ≤ A(y).
Now we define the order relation of two sets as follows.

Definition 5 LetA be a fuzzy set onX. For anyP1,P2 ∈ (X),P1 ≤ P2 ⇔ A

(P1) ≤

A

(P2).
We further give a more general order relation on (X) as follows.

Definition 6 Let ̃A, ̃B ∈  ((X)). If ∀P ∈ (X), ̃A(P) ≤ ̃B(P), then we say ̃A ⊆
̃B.

If ∀P ∈ (X), ̃A(P) = ̃B(P), then we say that ̃A = ̃B.

Theorem 1 Let ̃A, ̃B, ̃C ∈  ((X)), then we have the follows.

(1) Self-reflexivity. ̃A ⊆
̃A.

(2) Anti-symmetry. ̃A ⊆
̃B, ̃B ⊆

̃A ⇒ ̃A = ̃B.
(3) Transitivity. ̃A ⊆

̃B, ̃B ⊆
̃C ⇒ ̃A ⊆

̃C.

From Theorem 1 we know that ( ((X)), ⊆) is a partially ordered set.
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3 Generalized Fuzzy Relations

The classical fuzzy set theory defined the relations between two elements as follows.

LetX,Y be two classical sets. A mappingR ∶ X × Y → [0, 1] is called a fuzzy relation
[10]. The number R(x, y) ∈ [0, 1] can be interpreted as the degree of relationship

between x and y.

Now we define the fuzzy relation between two sets as follows.

Definition 7 Let X,Y be two classical sets. A mapping R ∶ (X) × (Y) → [0, 1] is

called a fuzzy relation. The number R(A,B) ∈ [0, 1] can be interpreted as the degree

of relationship between A and B.

Further, we give two types of induced relations between two sets as follows.

Definition 8 Let R ∶ X × X → [0, 1] be a fuzzy relation on X. The mapping ̃R ∶
(X) × (X) → [0, 1] such that ̃R(A,B) =

⋁
a∈A,b∈B R(a, b) for A,B ∈ (X) is called

the max-type induced fuzzy relation between A and B.

Definition 9 Let R ∶ X × X → [0, 1] be a fuzzy relation on X. The mapping ̃R ∶
(X) × (X) → [0, 1] such that ̃R(A,B) =

⋀
a∈A,b∈B R(a, b) for A,B ∈ (X) is called

the min-type induced fuzzy relation between A and B.

Theorem 2 If R is a fuzzy relation on X, then the max-type induced fuzzy relation
̃R on (X) has the following properties.
(1) A ⊆ C,B ⊆ D ⇒ ̃R(A,B) ≤ ̃R(C,D);
(2) If R is self-reflexive and A ∩ B ≠ ∅, then ̃R(A,B) = 1;
(3) ̃R(A,B ∪ C) = ̃R(A,B) ∨ ̃R(A,C);
(4) ̃R(A,B ∩ C) ≤ ̃R(A,B) ∧ ̃R(A,C).

Proof (1). By Definition 8, it is easy to see.

(2). Since R is self-reflexive, R(x, x) = 1 for any x ∈ X. Choose an element

Y ∈ A ∩ B. Then by (1) ̃R(A,B) ≥ ̃R({x}, {x}) = R(x, x) = 1. So ̃R(A,B) = 1.

(3).

̃R(A,B ∪ C) = ∨
a ∈ A

u ∈ B ∪ C

R(a, u)

= ∨
a ∈ A
u ∈ B

or
a ∈ A
u ∈ C

R(a, u)

=

⎧
⎪
⎪
⎨
⎪
⎪
⎩

∨
a ∈ A
u ∈ B

R(a, u)

⎫
⎪
⎪
⎬
⎪
⎪
⎭

∨

⎧
⎪
⎪
⎨
⎪
⎪
⎩

∨
a ∈ A
u ∈ C

R(a, u)

⎫
⎪
⎪
⎬
⎪
⎪
⎭

= ̃R(A,B) ∨ ̃R(A,C).
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(4). It is easy to be deduced from (1).

Theorem 3 If R is a fuzzy relation on X, then the min-type induced fuzzy relation ̃R
on (X) has the following properties.

(1) A ⊆ C,B ⊆ D ⇒ ̃R(A,B) ≥ ̃R(C,D);
(2) If R is self-reflexive and A − B ≠ ∅ (Res. B − A ≠ ∅), then ̃R(A,B) = ̃R(A − B,B)

(Res. ̃R(A,B) = ̃R(A,B − A));
(3) ̃R(A,B ∪ C) = ̃R(A,B) ∧ ̃R(A,C);
(4) ̃R(A,B ∩ C) ≥ ̃R(A,B) ∨ ̃R(A,C).

Proof The proofs are similar to those in Theorem 2, and thus we omit.

Now we give two types of definitions of transitivity of fuzzy relations on (X),
and will provide an equivalence fuzzy relation on (X).

Definition 10 A fuzzy relation R on (X) is called I-type transitive, if R2 = R ◦R ⊆

R, that is, ∀(U,V) ∈ (X) × (X),
⋁

W∈(X) R(U,W)
⋀

R(W,V) ≤ R(U,V).

Definition 11 A fuzzy relationR on(X) is called II-type transitive, ifR2 = R ◦R ⊆

R, that is, ∀(U,V) ∈ (X) × (X),
⋁

{x}∈(X) R(U, {x})
⋀

R({x},V) ≤ R(U,V).

Definition 12 Let R ∶ X × X → [0, 1] be a fuzzy relation on X. For any two different

elements x, y ∈ X, a path from x to y, denoted P(x, y), is a set of continuous pairs

(x, a1), (a1, a2), (a2, a3),… , (an, y), where, each pair is called an edge of the path. Let

E(P(x, y)) be the set of all edges in a path P(x, y). The degree of a path P(x, y) is

S(P(x, y)) =
⋀

e∈E(P(x,y)) R(e). Suppose that there are l paths P1,P2,… ,Pl from x to

y. Then the connective degree between x and y is

S(x, y) ==
{⋁l

i=1S(Pi), if x ≠ y;
1, if x = y.

The set of paths from A to B is P(A,B) = {P(a, b)|a ∈ A, b ∈ B}. The connective
degree between A and B is S(A,B) =

⋁
a∈A,b∈B S(a, b).

The induced fuzzy relation S on (X) has the following properties.

Theorem 4 If R is a fuzzy relation on X, then the fuzzy relation S on (X) has the
following properties.

(1) A ⊆ C,B ⊆ D ⇒ S(A,B) ≤ S(C,D);
(2) If A ∩ B ≠ ∅, then S(A,B) = 1;
(3) S(A,B ∪ C) = S(A,B) ∨ S(A,C);
(4) S(A,B ∩ C) ≤ S(A,B) ∧ S(A,C).

Proof The proof is similar to that of Theorem 2, and thus we omit.

Theorem 5 If R is a symmetric fuzzy relation on X, then S is an equivalence relation
on (X), under the meaning of the II-type transitivity.



16 Y. Zhao et al.

Proof By (2) of Theorem 4, S(A,A) = 1, and thus S is self-reflexive. Since R is sym-

metric, it is easy to see that S is symmetric. It remains to prove that S satisfies tran-

sitivity. Note that

S2(A,B) =
⋁

w∈X
(S(A, {w}) ∧ S({w},B)),∀A,B ∈ (X).

If A ∩ B ≠ ∅, then S(A,B) = 1, we have S(A,B) ≥ S2(A,B). Now assume that A ∩
B = ∅. Choose an arbitrary element w ∈ X. If w ∈ A, then S(A, {w}) = 1. It follows

that S(A,B) ≥ S({w},B) = S(A, {w}) ∧ S({w},B). If w ∈ B, then S({w},B) = 1. It

follows that S(A,B) ≥ S(A, {w}) = S(A, {w}) ∧ S({w},B). When w ∉ A ∪ B, let P1
and P2 are the optimal paths of (A, {w}) and ({w},B), respectively. Then P1 ∪ P2
contains a path P of (A,B), and thus E(P) ⊆ E(P1) ∪ E(P2). Therefore, S(A,B) ≥
S(P) ≥ S(P1) ∧ S(P2) = S(A, {w}) ∧ S({w},B). In either case, S(A,B) ≥ S(A, {w}) ∧
S({w},B). So S(A,B) ≥ S2(A,B), which means the transitivity of S(A,B).
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Fuzzy Topologies and Fuzzy Preorders Based
on Complete Co-residuated Lattices

Piwei Chen and Yu Zeng

Abstract For a complete co-residuated lattice L, the concepts of L-topological

spaces and L-preorders are introduced by virtue of the nonmembership functions

in the intuitionistic fuzzy set theory. Furthermore, the methods to induce one from

another are studied in order to establish a stable relationship between each other.

Keywords Fuzzy topology ⋅ Fuzzy order ⋅ Complete co-residuated lattice ⋅Many-

valued logic

1 Introduction

Since Zadeh [16] proposed fuzzy sets and Chang [2] introduced fuzzy theory into

topology, many authors discussed various aspects of fuzzy topology [11, 13, 15,

17]. Fuzzy topology theory has formed its own research pattern. On the other hand,

fuzzy order is a basic concept in fuzzy set theory and plays an important role in

many branches of fuzzy set theory, which is closely related to many basic concepts

in mathematics [1]. From a mathematical viewpoint the important feature of fuzzy

set theory is the replacement of the two-valued logic by a many-valued logic [8]. In

the setting of complete residuated lattice being the truth table of many-valued logic,

many authors discussed the close relationships between fuzzy topologies and fuzzy

orders [3–5, 10, 14].

This paper is devoted to a special topic in the research of the interrelationship

between fuzzy topologies and fuzzy orders in the setting of complete co-residuated

lattice being the truth table.
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2 Preliminaries

In this section, we recall some basic definitions and results about lattices and fuzzy

sets, which are needed in this paper. Readers can refer to [6, 7, 9, 12].

A complete co-residuated lattice is a triad (L, ⊕,⊖), where L is a complete lat-

tice with top element 1 and bottom element 0, and ⊕,⊖ ∶ L × L ⟶ L are binary

operations on L such that

(i) ⊕ is monotone on each variable;

(ii) (L, ⊕, 0) is a commutative monoid;

(iii) a ≤ b ⊕ c ⟺ a ⊖ b ≤ c for all a, b, c ∈ L.

Example 1 Let L = [0, 1] be the unit interval, a ⊕ b = a ∨ b,

a ⊖ b =
{

0, a ≤ b;
a, a > b.

Then ([0, 1],∨, ⊖) is a complete co-residuated lattice.

In this paper, (L, ⊕,⊖) is always assumed to be a complete co-residuated lattice.

We also write simply L for (L, ⊕,⊖) when there will be no confusion. Some basic

properties of complete co-residuated lattices are collected in the following proposi-

tion.

Proposition 1 Suppose (L, ⊕,⊖) is a complete co-residuated lattice. Then

(I1) 1⊕ a = 1; 0⊕ a = a;
(I2) a ⊖ 0 = a; a ⊖ 1 = 0; a ⊖ a = 0;
(I3) a ⊖ c ≤ (a ⊖ b)⊕ (b ⊖ c);
(I4) a ⊕

⋀
j∈J bj =

⋀
j∈J(a ⊕ bj);

(I5) (
⋁

j∈J aj)⊖ b =
⋁

j∈J(aj ⊖ b);
(I6) a ⊖

⋀
j∈J bj =

⋁
j∈J(a ⊖ bj).

Let X be a nonempty set and L a complete lattice. An intuitionistic L-fuzzy set A
on X is an object having the form

A = {⟨x,A(x),A(x)⟩ ∶ x ∈ X}

where the function A ∶ X → L and A ∶ X → L denote the degree of membership

(namely A(x)) and the degree of nonmembership (namely A(x)) of each element

x ∈ X to the set A. In this sense, we call the object A = {⟨x,A(x)⟩ ∶ x ∈ X} an L-

subset of X, and A = {⟨x,A(x)⟩ ∶ x ∈ X} an L-subset of X respectively.

Definition 1 Let L be a complete co-residuated lattice. A = {⟨x,A(x)⟩ ∶ x ∈ X} and

B = {⟨x,B(x)⟩ ∶ x ∈ X} are two L-subsets of X. For any a ∈ L, define
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(1) A ⊂ B iff A(x) ≥ B(x) for all x ∈ X;

(2) A = B iff A ⊂ B and B ⊂ A;

(3) A ∪ B = {⟨x,A ∪ B(x)⟩ ∶ x ∈ X} where A ∪ B(x) = A(x) ∧ B(x);
(4) A ∩ B = {⟨x,A ∩ B(x)⟩ ∶ x ∈ X} where A ∩ B(x) = A(x) ∨ B(x);
(5) aX = {⟨x, aX(x)⟩ ∶ x ∈ X} where aX(x) = a for all x ∈ X;

(6) A ⊕ a = {⟨x,A ⊕ a(x)⟩ ∶ x ∈ X} where A ⊕ a(x) = A(x)⊕ a;

(7) A ⊖ a = {⟨x,A ⊖ a(x)⟩ ∶ x ∈ X} where A ⊖ a(x) = A(x)⊖ a.

3 Fuzzy Topologies and Fuzzy Orders Valued
by a Complete Co-residuated Lattice

Definition 2 Let X be a nonempty set and L a complete co-residuated lattice. If the

family  of L-subsets of X satisfies

(O1) 1X ∈  , 0X ∈  ;

(O2) For any A,B ∈  , A ∩ B ∈  ;

(O3) For any {Aj | j ∈ J} ⊂  ,
⋃

j∈J
Aj ∈  ,

then  is called an L-topology on X. Further, if an L-topology  on X satisfies

(O4) For any a ∈ L and A ∈  , A ⊕ a ∈  ;

(O5) For any a ∈ L and A ∈  , A ⊖ a ∈  ,

then  is called a strong L-topology on X.

Definition 3 An L-topology  on X is Alexandroff if

(O2’) For any {Aj | j ∈ J} ⊂  ,
⋂

j∈J
Aj ∈  ,

Example 2 Let X = {x, y} and L = ([0, 1],∨, ⊖). Then

 = {A | A(x) < 1, A(y) < 1} ∪ {1X}

is a strong L-topology on X. However, (X,  ) is not Alexandroff.

In fact, for any a ∈ [0, 1], put an L-subset Aa of X = {x, y} as Aa(x) = a and

Aa(y) = 0. Then for any a ∈ [0, 1) we have Aa ∈  . But

⋂

a∈[0,1)
Aa = A1 ∉  .

Theorem 1 Let L be a complete co-residuated lattice and  an L-topology on X.
Then for any L-subset A of X, define the interior of A as
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int(A) =
⋃

{G | G ∈  ,G ⊂ A}.

Then

(I1) int(0X) = 0X;
(I2) int(A) ⊂ A;
(I3) int(A ∩ B) = int(A) ∩ int(B);
(I4) int(int(A)) = int(A);

In addition, if  is a strong L-topology on X, then

(I5) int(A ⊖ a) = int(A)⊖ a for any a ∈ L.

Proof The proofs of (I1), (I2), (I3) and (I4) are trivial. Now suppose that  is a

strong L-topology on X and a ∈ L.

Since int(A) ∈  , we have int(A)⊖ a ∈  . Then int(A)⊖ a ⊂ A ⊖ a, Therefore

int(A)⊖ a ⊂ int(A ⊖ a).
On the other hand, for any x ∈ X,

int(A ⊖ a)(x)⊕ a =
⋃

{G | G ∈  ,G ⊂ A ⊖ a}(x)⊕ a

=
⋀

{G(x) | G ∈  ,G ⊂ A ⊖ a}⊕ a

=
⋀

{G(x)⊕ a | G ∈  ,G ⊂ A ⊖ a}

=
⋀

{(G ⊕ a)(x) | G ∈  ,G ⊕ a ⊂ A}

≥

⋀
{H(x) | H ∈  ,H ⊂ A}

=
⋃

{H | H ∈  ,H ⊂ A}(x)

= int(A)(x).

So int(A)(x)⊖ a ≤ int(A ⊖ a)(x). Therefore int(A ⊖ a) ⊂ int(A)⊖ a.

Definition 4 Let X be a nonempty set and L a complete co-residuated lattice. If the

L-subset R of X × X satisfies

(P1) R(x, x) = 0 for all x ∈ X;

(P2) R(x, z) ≤ R(x, y)⊕ R(y, z) for all x, y, z ∈ X,

then R is called an L-preorder on X.

Theorem 2 For any L-preorder R on X, set a family of L-subsets of X as follows:

𝛤 (R) = {𝜇 | 𝜇(y)⊖ 𝜇(x) ≤ R(x, y) for any x, y ∈ X}.

Then 𝛤 (R) is an Alexandroff strong L-topology on X.
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Proof (O1): For any x, y∈X, 1X(y)⊖ 1X(x) = 1⊖ 1= 0 ≤ R(x, y). Then 1X ∈𝛤 (R).
For any x, y ∈ X, 0X(y)⊖ 0X(x) = 0⊖ 0 = 0 ≤ R(x, y). Then 0X ∈ 𝛤 (R).
(O2’) and (O3): Suppose {Aj | j ∈ J} ⊂ 𝛤 (R). For any x, y ∈ X,

Aj(y) ≤ Aj(x)⊕ R(x, y) ≤
⋁

j∈J
Aj(x)⊕ R(x, y).

Then ⋁

j∈J
Aj(y) ≤

⋁

j∈J
Aj(x)⊕ R(x, y).

That is,
⋂

j∈J
Aj(y) ≤

⋂

j∈J
Aj(x)⊕ R(x, y).

So
⋂

j∈J
Aj(y)⊖

⋂

j∈J
Aj(x) ≤ R(x, y).

We have
⋂

j∈J
Aj ∈ 𝛤 (R).

⋃

j∈J
Aj(x)⊕ R(x, y) =

⋀

j∈J
Aj(x)⊕ R(x, y) =

⋀

j∈J
(Aj(x)⊕ R(x, y))

≥

⋀

j∈J
Aj(y) =

⋃

j∈J
Aj(y).

So
⋃

j∈J
Aj(y)⊖

⋃

j∈J
Aj(x) ≤ R(x, y).

Therefore,
⋃

j∈J
Aj ∈ 𝛤 (R).

(O4) and (O5): Suppose a ∈ L and A ∈ 𝛤 (R). For any x, y ∈ X,

(A ⊕ a)(x)⊕ R(x, y) = A(x)⊕ a ⊕ R(x, y) = A(x)⊕ R(x, y)⊕ a
≥ A(y)⊕ a = (A ⊕ a)(y).

Then

(A ⊕ a)(y)⊖ (A ⊕ a)(x) ≤ R(x, y).

We have A ⊕ a ∈ 𝛤 (R).
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(A(y)⊖ A(x))⊕ (A ⊖ a)(x) = (A(y)⊖ A(x))⊕ (A(x)⊖ a)
≥ A(y)⊖ a = (A ⊖ a)(y).

So

(A ⊖ a)(y)⊖ (A ⊖ a)(x) ≤ (A(y)⊖ A(x)) ≤ R(x, y).

Therefore, A ⊖ a ∈ 𝛤 (R).
Theorem 3 Let  be an L-topology on X. For any x, y ∈ X, set

𝛺( )(x, y) =
⋁

𝜇∈

(
𝜇(y)⊖ 𝜇(x)

)
.

then 𝛺( ) is an L-preorder on X.
Proof For any x, y, z ∈ X,

𝛺( )(x, x) =
⋁

𝜇∈

(
𝜇(x)⊖ 𝜇(x)

)
= 0.

𝛺( )(x, y)⊕𝛺( )(y, z) =
⋁

𝜇∈

(
𝜇(y)⊖ 𝜇(x)

)
⊕

⋁

𝜇∈

(
𝜇(z)⊖ 𝜇(y)

)

≥
(
𝜇(y)⊖ 𝜇(x)

)
⊕

(
𝜇(z)⊖ 𝜇(y)

)

≥ 𝜇(z)⊖ 𝜇(x)
= 𝛺( )(x, z).

Theorem 4 Let R be an L-preorder on X. Then R = 𝛺◦𝛤 (R).
Proof For any x, y ∈ X,

𝛺◦𝛤 (R)(x, y) =
⋁

𝜇∈𝛤 (R)

(
𝜇(y)⊖ 𝜇(x)

)
≤ R(x, y)

Conversely, set an L-subset [x]R of X as

[x]R(z) = R(x, z), for any z ∈ X.

Then [x]R ∈ 𝛤 (R). Therefore,

𝛺◦𝛤 (R)(x, y) =
⋁

𝜇∈𝛤 (R)

(
𝜇(y)⊖ 𝜇(x)

)

≥ [x]R(y)⊖ [x]R(x) = R(x, y)⊖ R(x, x) = R(x, y)⊖ 0
= R(x, y).
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Theorem 5 Let  be an L-topology on X. Then  is Alexandroff and strong if and
only if  = 𝛤 ◦𝛺 ( ).

Proof (ii) The sufficiency is obvious. As to the necessity, let  be an Alexandroff

strong L-topology on X.

If A ∈  , then for any x, y ∈ X,

A(y)⊖ A(x) ≤
⋁

𝜇∈

(
𝜇(y)⊖ 𝜇(x)

)
= 𝛺( )(x, y).

Therefore, A ∈ 𝛤 ◦𝛺 ( ).
Conversely, suppose A ∈ 𝛤◦𝛺( ). For any fixed x ∈ X, define an L-subset mx of

X as follow:

mx(z) = A(x)⊕𝛺( )(x, z), for any z ∈ X.

Then mx(x) = A(x) and mx(z) ≥ A(z) for any z ∈ X. Therefore, A =
⋃

x∈X
mx.

For any 𝜇 ∈  , define an L-subset g
𝜇

of X as follow:

g
𝜇

(z) = 𝜇(z)⊖ 𝜇(x), for any z ∈ X.

Then g
𝜇

∈  by (O5). Since  is Alexandroff, we have
⋂

𝜇∈
g
𝜇

∈  .

Notice that

mx(z) = A(x)⊕𝛺( )(x, z) = A(x)⊕
⋁

𝜇∈

(
𝜇(z)⊖ 𝜇(x)

)

= A(x)⊕
⋁

𝜇∈
g
𝜇

(z) = A(x)⊕
⋂

𝜇∈
g
𝜇

(z),

Therefore, mx ∈  by (O4) and A =
⋃

x∈X
mx ∈  by (O3).

By virtue of Theorems 4 and 5, we have the following conclusion.

Theorem 6 There is a one-to-one correspondence between the set of all Alexandroff
strong L-topologies on X and that of all L-preorders on X.

4 Conclusion

In this paper, the concepts of L-topological spaces and L-preorders are introduced

where L is a complete co-residuated lattice, by virtue of the degree of nonmember-

ship in intuitionistic fuzzy set theory. A given L-preorder on a set X can induce an
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L-topology on X, and vice versa. It is shown that there is a one-to-one correspon-

dence between the set of all Alexandroff strong L-topologies on X and that of all

L-preorders on X.
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A Classification Method of Fuzzy Sets
Based on Rough Fuzzy Number

X. Liu, K. Liang, Z. Liu and S. Wang

Abstract In view of the fuzzy classification problem, based on the theory of rough
sets and fuzzy sets, we established a way of approaching fuzzy number—rough
fuzzy number. Then a classification judgment function is established according to
the classification of the two principles, it is used to evaluate classification effec-
tively. Under the guidance of this idea, we got a fuzzy classification method. The
paper also gives a application example, shows the whole process of taxonomy, to
facilitate understanding and application.

Keywords Fuzzy classification ⋅ Rough fuzzy number ⋅ Fuzzy classification
judgment function

1 Introduction

The classification of fuzzy sets is a complex uncertainty problem. Due to the fuzzy
set is describing uncertain problems, so the classification problems has the char-
acteristics of the unique solution. This kind of problem is complicated and is one of
hot research issues.

Fuzzy classification should starting from two aspects, one is the study of the
fuzzy sets, the other is a study of classification criteria. In this paper, using the
theory of rough set, a fuzzy sets is established in general form—rough fuzzy
number. It is a kind of approximation of fuzzy sets, but also has the characteristics
of convenient operation, this opens the door for the application of the fuzzy set

The key of classification problem is to establish classification criteria. Com-
bining with the fuzzy mean value method, a classification evaluation function is
established, and completed the classification of fuzzy sets.
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2 Rough Fuzzy Number

In order to simplify the problem, assuming a fuzzy set Ã is a regular convex fuzzy
sets on [0,1]. Obviously, the transformation from the real number domain to the unit
interval is easier, this kind of A ̃∈F ̃ 0, 1½ �f g won’t lose the general.

Let 0, 1½ � R̸= 0, l1½ �, l1, l2ð � , . . . , ln− 2, ln− 1ð �, ln− 1, lnð �gf = X1,X2, . . . ,Xngf
Definition 1 Assume 0, 1½ �,Rð Þ is a approximate space, for Ã∈F ̃ 0, 1½ �f g

Let αi =R Ã
� �

xð Þ=min Ã yð Þ y∈Xi = x½ �R
�� ��

αi =R Ã
� �

xð Þ=max A ̃ yð Þ y∈Xi = x½ �R
�� ��

R Ã
� �

is called lower approximation of fuzzy set A ̃ according to 0, 1½ �,Rð Þ,
similarly, R̄ A ̃

� �
is called upper approximation of fuzzy set eA according to 0, 1½ �,Rð Þ.

It is not difficult to verify, R A ̃
� �

⊆A ̃⊆R ̄ Ã
� �

, or R Ã
� �

xð Þ≤ μÃ xð Þ≤R ̄ A ̃
� �

xð Þ,
μÃ xð Þ is the membership function of fuzzy set Ã.

Definition 2 Let FR
A ̃
is a rough fuzzy number, x∈Xi, i=1, 2, . . . , n, αi ≤FR

A ̃
≤ αi

and FR
Ã
xð Þ is a constant. FR

A ̃
is a Step function of 0, 1½ �, it is a constant when x∈Xi,

i=1, 2, . . . , n.
Thus FR

Ã
is an approaching form of fuzzy set A ̃, and FR

A ̃
can be represented as a

vector form in determined approximation space 0, 1½ �,Rð Þ [2].

FR
Ã
xð Þ= ∪ n

i=1fiXi, fi =FR
A ̃ xð Þ, x∈Xi

FR
Ã
xð Þ= f1, f2, . . . , fnf g

The support of FR
Ã
xð Þ is same with R A ̃

� �
, the kernel of FR

Ã
xð Þ is same with R Ã

� �
,

FR
A ̃
xð Þ is a constant between α and ᾱ, As the membership degree of eA xð Þ in Xi, for

example, let α+ α ̄
2 =FR

Ã
xð Þ, i=1, 2, . . . , n.

Theorem 1 In a given approximation space, FR
Ã
has the following properties:

(1) ∀A ̃, B̃∈F ̃ 0, 1½ �f g, if Ã⊆ B̃, then FR
Ã
⊆ FR

B ̃
;

(2) ∀A ̃, B̃∈F ̃ 0, 1½ �f g, if Ã= B̃, then FR
Ã
=FR

B ̃
;

But instead is not necessarily true.
When FR

Ã
xð Þ= α+ α ̄

2 , we have:

(3) FR
A ̃∪ B̃

⊇FR
Ã
∪FR

B̃

Proof For a given approximation space 0, 1½ �,Rð Þ, for ∀Ã,B ̃∈F ̃ 0, 1½ �f g, there is
always Ã ∪ B̃⊇ Ã,A ̃ ∪ B ̃⊇B ̃,FR

A ̃ ∪ B̃
⊇FR

Ã
,FR

Ã ∪ B ̃
⊇FR

B̃
, so there are FR

Ã∪ B̃
⊇

FR
A ̃
∪FR

B̃
.
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(4) FR
A ̃∩ B̃

⊆ FR
A ̃
∩FR

B̃

Proof For a given approximation space 0, 1½ �,Rð Þ and ∀A ̃, B̃∈F ̃ 0, 1½ �f g, there is
always Ã∩ B̃ ⊆ B ̃, so when FR

A ̃∩B ̃
⊆ FR

Ã
, FR

A ̃∩B ̃
⊆ FR

B̃
, therefor FR

Ã∩B ̃
⊆ FR

Ã
∩FR

B ̃
[3].

3 Classification Method of Fuzzy Sets and Classification
Judgment Function

Let eY1, eY2, . . . eYn be fuzzy sets, fYni ∈ eF 0, 1½ �f g, i=1, 2, . . . , n, 0, 1½ �,Rð Þ, is a given
approximation space, from previous chapter we get rough fuzzy numbers:
FReY1 ,FReY2 , . . . ,FReYn , and FReYi = fi1 , fi2 , . . . , fimf g, 0≤ fik ≤ 1, k=1, 2, . . . ,m.

Each fuzzy set is written as approaching form of m dimensional vector, by the
ideas of the geometric proximity, we classificate n fuzzy sets:

Let Classification number c is determined, and assume the initial classification of
n fuzzy sets is k, remark as FR

X1
. . .FR

Xk
, simply remark as X1,X2, . . . ,Xk,Xi =

xi1 , xi2 , . . . , ximf g, i=1, 2, . . . , k.
When k> c, then let k fuzzy sets be c class is called as clustering process;
When k< c, then let k fuzzy sets be c class is called as Classification process.
When k≥ c, clustering process is:

Step 1 Select a subclass center Vi i=1, 2, . . . , kð Þ for every subclass;

Assume for subclass s: Xi1 ,Xi2 , . . . ,Xisf g, we have Vit =
∑
s

j= 1
xij txij t

∑
s

j=1
xij t

, t=

1, 2, . . . ,m.
Step 2 Calculate each subclass of each element and the subclass center distance

(according to the Euclidean distance), and sum, remark as
φi, i=1, 2, . . . , k.

Step 3 Calculate the distance between each subclass center, remark as ψ ij, denote
the distance between i and j subclass.

Step 4 Calculate Mφ =max φif g, min φif g=mφ,Mψ =max ψ ij

� �
, min ψ ij

� �
=mψ .

Step 5 Introduct classification judgment function LL φ,ψð Þ 1< c< nð Þ:
LL φ,ψð Þ= ∑

k

i=1

Mφ −φi
Mφ −mφ

+ ∑
i< j

ψ ij −mψ

Mψ −mψ
.

Calculate LL φ,ψð Þ, the maximum as the classification mode of c= k.
When k> c, select mψ =ψ st, let Xs and Xt as aggregate object, from step 1
to step 5 again, get new LL φ,ψð Þ, untill c= k stop.
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Similarly, when k< c, select Mφ =φs, let Xs as classification object, Divided
subclass Xs into two new subclasses X′

s and X′′

s , then calculate new LL φ,ψð Þ, untill
c= k stop.

When c=2, in ∑
i< j

ψ ij −mψ

Mψ −mψ
, ψ ij only have ψ12, then ∑

i= j

ψ ij −mψ

Mψ −mψ
is ψ12.

When c=1, Classification of the object as a whole, that there is no classification,
at this moment, LL φ,ψð Þ as the distance sum of classification object and its center.

When c= n, every classification object as a subclass, denote that classification
arrive its limits, at this moment, preceding paragraph of LL φ,ψð Þ is zero, LL φ,ψð Þ
is equal to the distance sum between n objects.

LL φ,ψð Þ Consists of two item, The first item is geometric proximity between the
elements for the subclass, describe classification from local, the index as small as
possible. The second item is geometric proximity among the subclass, describe
classification from global, the index is larger, the better. So LL φ,ψð Þ 从compre-
hensively evaluate classification from the local and global. we can Introduct pref-
erence factor λ according to the actual situation.Then LL φ,ψð Þ=
λ ∑

k

i=1

Mφ −φi
Mφ −mφ

+ 1− λð Þ ∑
i< j

ψ ij −mψ

Mψ −mψ
, 0 < λ<1.

Deciside the balance of local and global relations by LL φ,ψð Þ, get satisfactory
classification model Finally [4].

3 An example of fuzzy classification analysis
Let fuzzy classification sample set eX = eX1, eX2, eX3, eX4

� �
, eXi i=1, 2, 3, 4ð Þ, is tri-

angular fuzzy number. And eX1 = 0, 0.4, 0.9ð Þ; eXi i=1, 2, 3, 4ð Þ; eX3 =
0.4, 0.8, 0.9ð Þ; eX4 = 0.6, 0.85, 0.95ð Þ.
Divided eX1, eX2, eX3, eX4

� �
into c=2.

eX1 =
2.5x 0≤ x<0.4

1− 2 x− 0.4ð Þ 0.4≤ x<0.9
0 0.9≤ x≤ 1

8<
: eX2 =

2x 0≤ x<0.5
1− 10

3 x− 0.5ð Þ 0.5≤ x<0.8
0 0.8≤ x≤ 1

8<
:

eX3 =

0 0≤ x<0.4
2.5 x− 0.4ð Þ 0.4≤ x<0.8

1− 10 x− 0.8ð Þ 0.8≤ x<0.9
0 0.9≤ x≤ 1

8>><
>>:

eX4 =

0 0≤ x<0.6
4 x− 0.6ð Þ 0.6≤ x<0.85

1− 10 x− 0.85ð Þ 0.85≤ x<0.95
0 0.95≤ x≤ 1

8>><
>>:

Divided 0, 1½ � into seven interval:

0, 0.35½ Þ, 0.35, 0.45½ Þ, 0.45, 0.55½ Þ, 0.55, 0.65½ Þ, 0.65, 0.85½ Þ, 0.85, 0.9½ Þ, 0.9, 1½ �
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We get rough fuzzy sets:

eX1 = 0, 0.88, 0.9, 0.7, 0.5, 0.1, 0f g, eX1 = 0.88, 0.9, 0.7, 0.5, 0.1, 0, 0f g
eX2 = 0, 0.7, 0.9, 0.83, 0.5, 0, 0f g, eX2 = 0.7, 0.9, 0.83, 0.5, 0, 0, 0f g
fX3 = 0, 0, 0.13, 0.38, 0.63, 0.5, 0f g, eX3 = 0, 0.13, 0.38, 0.63, 0.5, 0, 0f g
eX4 = 0, 0, 0, 0, 0.2, 1, 0.5f g, eX4 = 0, 0, 0, 0.2, 1, 0.5, 0f g

Calculation of rough fuzzy number is:

FReX1
= 0.44, 0.89, 0.8, 0.6, 0.3, 0.05, 0f g,FReX2

= 0.35, 0.8, 0.87, 0.67, 0.25, 0, 0f g,
FReX3

= 0, 0.07, 0.26, 0.51, 0.57, 0.25, 0f g,FReX4
= 0, 0, 0, 0.1, 0.6, 0.75, 0.25f g

At present c=4, each eXi as a kind, calculate the distance between them, dij =

FReXi

FReXj

����
���� denote the distance between eXi and eXj.

d12 = 0.1688, d13 = 1.1129, d14 = 1.4843, d23 = 1.0749

d24 = 1.4889, d34 = 0.6550

From the above results we find d12 is the minimum, then we combine eX1 and eX2

as a kind, get three kind: eX1, eX2
� �

, eX3, eX4. Then according to the classification step,
we have:

Step 1 calculate the first subclass center: V1k =
∑
2

i=1
Xik ⋅Xik

∑
2

i=1
Xik

FReX1
= 0.44, 0.89, 0.8, 0.6, 0.3, 0.05, 0f g,FReX2

= 0.35, 0.8, 0.87, 0.67, 0.25, 0, 0f g
V11 = 0.4,V12 = 0.847,V13 = 0.836,V14 = 0.637,V15 = 0.277

V16 = 0.05,V17 = 0

The new classification of eX1 and eX2 is eX′

1, its center is V
eX′

1 , Shorthand for
V 1ð Þ, V 1ð Þ = 0.4, 0.847, 0.836, 0.637, 0.277, 0.05, 0f g.

Step 2 calculate φ1

The distance between eX1 and eX 0
1 is denoted by d

0
1, The distance between eX2

and eX 0
1 is denoted by d

0
2: d

0
1 = 0.0687, d

0
2 = 0.0769.
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Step 3 calculate ψ13,ψ14,ψ34

ψ13 = 1.1129,ψ14 = 1.5883,ψ34 = d34 = 0.6550

From the above results we find the distance between eX3 and eX4 is the minimum,
combine eX3 and eX4, then eX 0

3 = eX3, eX4
� �

, eX 0
1 = eX1

� �
, eX 0

2 = eX2
� �

, Then according to
the classification step, we have:

Step 1 calculate the subclass center of eX′

3, denoted by V3 = v31, v32, . . . , v37f g

v3k =
∑
4

i=3
xik ⋅ xik

∑
4

i=3
xik

, k=1, 2, . . . , 7

v31 = 0, v32 = 0.07, v33 = 0.26, v34 = 0.4428, v35 = 0.5854, v36 = 0.625, v37 = 0.25

Step 2 calculate φ3 φ1 = 0,φ2 = 0ð Þ
The distance between eX3 and eX 0

3 is denoted by d
0
3, The distance between eX4

and eX 0
3 is denoted by d

0
4.

d
0
3 = 0.4559, d

0
4 = 0.4537

Step 3 calculate ψ
0
12,ψ

0
13,ψ

0
23 (among them, ψ

0
12 = d12 = 0.1688)

ψ
0
13 = 1.2872,ψ

0
23 = 1.2825 combine eX 0

1 and eX 0
2, then we get two classifi-

cation eX′′

1 = eX1, eX2
� �

and eX′′

2 = eX3, eX4
� �

.
Step 1 calculate the center of two subclass:

v′′1 = 0.4, 0.847, 0.836, 0.637, 0.277, 0.05, 0f g
v′′1 = 0, 0.07, 0.26, 0.4428, 0.5854, 0.625, 0.25f g

Step 2 calculate φ1 and φ2, d
jð Þ

i denote the distance between eXi and vj. (that is, d
1ð Þ
1

denote the distance between eX1 and v1, d
1ð Þ
2 , d 2ð Þ

3 , d 2ð Þ
4 , is similarly)

d 1ð Þ
1 = 0.0687, d 1ð Þ

2 = 0.0709, d 2ð Þ
3 = 0.4559, d 2ð Þ

4 = 0.4537

φ1 = 0.0687+ 0.0709= 0.1396,φ2 = 0.4559+ 0.4537= 0.9096

Step 3 calculate ψ12,ψ12 = 1.2738
Step 4 calculate Mφ,mφ,Mψ ,mψ

Mφ =0.9096,mφ =0.1396,Mψ =1.2738,mψ =1.2738
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Step 5 calculate LLðφ,ψÞ

LLðφ,ψÞ=1+ 1.2738= 2.2738

To verify the other classification: (please verify eX 0
1 = eX1

� �
, eX 0

2 =eX2, eX3, eX4
� �

)
It is easy to verify, when c=2, other classification combination Less than
2.2738, By the principle of the optimal, the classification results areeX1, eX2
� �

, eX3, eX4
� �

.

4 Conclusion

The method proposed in this paper approximating a fuzzy set by the theory of rough
fuzzy set. This method is a complement of fuzzy classification. It is a kind of
exploration and attemption according to fuzzy classification problem and provides a
new thought.

Fuzzy approximation covering the partition of approximation space etc., its
affection to fuzzy approximation is the further topics should be discussed; About
classification under the control of local and global balance also has a lot of content
to talk about [6]. This article is only a kind of balance and using the method, there
will be more better way in practice, this is what we are looking forward to.
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A Prediction Model for Hot Metal
Desulfurization Rate Based on Fuzzy
Structured Element

Jun-hong Ji, Ru-quan Liang and Ji-cheng He

Abstract The desulfurization quantity is a fuzzy number in the hot metal

desulfurization process. The fuzzy multiple linear regression model was established

using the fuzzy structure element and multiple linear regression theory, in which

the fuzzy desulphurization quantity was related to the original condition of hot

metal, the composition of desulfurizer, and injection operational parameters. The

fuzzy desulfurization rate was used to measure the fuzzy desulfurization quantity,

and 3000 group desulfurization data of hot metal from Anshan Iron and Steel were

used for the empirical study. The results show that the present model can provide

decision-makers with richer information, which can express the uncertain relation-

ship between parameters of hot metal desulfurization and the fuzzy desulfurization

quantity with a lower average absolute error.

Keywords Hot metal desulfurization rate ⋅ Forecasting model ⋅ Fuzzy multiple

linear regression model ⋅ Structural element

1 Introduction

The hot metal desulphurization is an essential process for improving the product

quality and the production efficiency. If the final sulfur content and target sulfur

content have big difference after desulphurization, which not only increases the bur-

den of converter and other refining equipment, but also causes the sulfur content to

exceed the standard, which can not meet the requirements of steel types. So the study
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of forecasting model on the effect of the hot metal desulphurization can provide more

accurate desulfurization information, thus providing guidance for steel production.

So far, scholars have conducted a lot of researches about the hot metal desulphur-

ization process. In Refs. [1–3], in which radial basis function neural network (RBF-

RNN), back-propagation neural network (BP-RNN) etc. were applied to improve

the forecasting model to predict the desulfurization quantity of injection desulfur-

ization, respectively. In Ref. [4], basis on BP neural network forecasting model, the

neural network forecasting model was established for desulfurization according to

the gray correlation degree in the gray theory. In Ref. [5], the parameters controlling

model was established during the injection process according to the experience data

of engineering practice, which achieved automatic calculation and precise control

of process parameters. In Refs. [6, 7], the comparison expression between process

parameters and the desulfurization rate was established by applying the statistical

principles for regression, through a large number of statistics about the practical data

of enterprise production, and the corresponding control software about the desulfu-

rizer consumption was developed. In Refs. [8, 9], the reaction essence was studied

and the desulfurization rate was discussed from the desulfurization mechanism. The

above researches can promote the cognition to the factors affecting the desulfuriza-

tion quantity effectively and improving the accuracy effect of forecasting desulphur-

ization.

The final sulfur content of hot metal is a important index for enterprises to mea-

sure the desulfurization effect. However, in production practice, final sulfur content is

different from the target sulfur content which set in theory, due to following reasons,

different initial parameters of desulfurization, difficult-to-control operating parame-

ters and some defects in the data acquisition and detection of final sulfur content.

Furthermore, it is difficult to completely skim slag after injection, so resulfurization

occurred in converter steelmaking process, the sulfur content in the resulfurization

phenomenon is related to the result of hot metal desulfurization directly, and it is not

calculated to the final sulfur content in the process of hot metal desulphurization.

Therefore, the final sulfur content is an uncertain value. It is obvious that consider

the final sulfur content as a fixed value, there is the strong possibility that the sulfur

content in the subsequent working procedure exceeds the threshold and affects the

steel quality. So taking the final sulfur content as an uncertain value is more practical.

Since the final sulfur content is an uncertain value, it is supposed as a fuzzy num-

ber. In practice, desulfurizing rate is usually used to measure the final sulfur content,

and desulfurization rate is related to hot metals initial condition, the composition

of desulfurizer, injection operation parameters, and the dosage of desulfurizer etc.

So, present work regards the desulfurization rate as a fuzzy number, and uses fuzzy

structure element theory to propose a fuzzy multiple linear regression model of hot

metals desulphurization rate. Meanwhile, we use an example to prove the validity of

the model, and solve the controlling problem of the desulfurizer quantity for produc-

tion practice.
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2 Preliminaries

2.1 Fuzzy Structure Element and Its Expression

Definition 1 [10] Set E as fuzzy set in the real number field R, and the membership

function is E(x), x ∈ R. If E(x) satisfies the following properties, E(0) = 1; in the

interval [−1, 0), theE(x) is right continuously monotonic function, and in the interval

(0, 1], the E(x) is left continuously monotonic function; when x ∈ (−∞,−1) or x ∈
(1,+∞), E(x) = 0, then E is called the fuzzy structure in the R.

Theorem 1 [12] Set E as any structure element, and the membership function is

E(x). Meanwhile let a function of f (x) be monotonic and bounded in the interval

[−1, 1], then f (E) is a fuzzy number in the R , and the membership function of f (E)
is E(f −1(x)), in which f −1(x) is the symmetric alternating function of f (x) about the

variables x and y. If f (x) is continuous and strictly monotonic function, then f −1(x)
is the inverse function of f (x).

Definition 2 Let R and L respectively be strictly decreasing continuous function in

the [0,+∞] and [0, 1] interval, and L(0) = 1; x > 0, L(x) < 1; x < 1, L(x) > 0. L(1) =
0 or (∀x ∈ R, L(x) > 0, L(+∞) = 0), R and L are the same in kind. Then the fuzzy

number ̃A is called LR- type fuzzy number, and if a, 𝛼, 𝛽 ∈ R, 𝛼 > 0, 𝛽 > 0, then

𝜇
̃A(x) =

{
L( a−x

𝛼

), x ⩽ a,
R( x−a

𝛽

), x ⩾ a (1)

The LR-type fuzzy number ̃A is remembered as ̃A =< a, 𝛼, 𝛽 >LR. When L(x) =
R(x) = 1 − x, ̃A =< a, 𝛼, 𝛽 >LR is the triangular fuzzy number, which is denoted as

̃A =< a, 𝛼, 𝛽 > in short.

Theorem 2 Let E be the triangular structure element, and ̃A is the LR- type fuzzy
number, and its membership function is the formula (1), then there will exist a
monotonic and bounded function f in the [−1, 1] interval, and make ̃A = f (E),
of which

f (x) =
{

a − 𝛼L−1(1 + x), −1 ⩽ x ⩽ 0,
a + 𝛽R−1(1 + x), 0 ⩽ x ⩽ 1. (2)

2.2 The Fuzzy Multiple Linear Regression Model

Fuzzy multivariate linear regression model [10–12] can be used to study the relations

between precise input and fuzzy output, and fuzzy input and fuzzy output. In prac-
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tice, the model has good suitability and superiority for problems with multiple out-

puts. In forecasting hot metal desulfurization, the maximum possible desulfurization

quantity and its possible interval can be obtained at the same time. And the informa-

tion obtained will be more reliable, and its practical significance is more outstanding.

According to the Ref. [12], Let inputs be precise numbers and outputs be fuzzy num-

bers among a set of observation data (Zi, ỹi), in which Zi = (x1i, x2i,… , xmi), Zi ∈ Rm
,

ỹi ∈ ̃NC(R), i = 1, 2,… , n, n ⩾ 2. Fuzzy linear regression model can be expressed as

the following formula (3):

ỹ = ã0 + ã1x1 + ã2x2 +⋯ + ãmxm (3)

In (3), ai ∈ ̃NC(R), i = 0, 1, 2,… ,m. And ̃NC(R) are the whole of all boundary-closed

fuzzy numbers in the real number setR. As can be shown in the formula (3), if Zi ⩾ 0,

for any ỹi, the formula (4) can be obtained.

∧
ỹi = (

∧
f 0 +

∧
f 1x1i +

∧
f 2x2i +⋯ +

∧
f mxmi)y|y=E =

∧
gi(E) (4)

In the formula (4), gi(y) = (f0 + f1x1i + f2x2i +⋯ + fmxmi)(y), fi ∈ B[−1, 1], ãi = fi(E).
B[−1, 1] is the standard monotonic and bounded function with all of the same order

in the [−1, 1] interval, E is the fuzzy structure element.

From the formula (4), estimated value

∧
ỹi of ỹi can be expressed as the formula (5)

∧
ỹi = (

∧
f 0 +

∧
f 1x1i +

∧
f 2x2i +⋯ +

∧
f mxmi)y|y=E =

∧
gi(E) (5)

In the formular (5),
∧
gi(y) = (

∧
f 0 +

∧
f 1x1i +

∧
f 2x2i +⋯ +

∧
f mxmi)(y),

∧
fi(E) is the estimated

parameter of fi(E) in (5),

∧
fi ∈ B[−1, 1].

Thus on the basis of the fuzzy correlation coefficient (formula (5)), can be determined

according to the formula (6)

min
n∑

i=1
d2E(ỹi,

∧
ỹi) = min

n∑

i=1
d2E(gi(E),

∧
gi(E)) (6)

In the formula (6), the membership function of can be expressed as the formula (7).

u∧
ỹ
(x1i, x2i,… , xmi; y) = E((

∧
f 0 +

∧
f 1x1i +

∧
f 2x2i +⋯ +

∧
f mxmi)−1(y)) (7)
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3 Fuzzy Multivariate Linear Regression
Model of Desulfurization Rate

3.1 Problem Description and Model Establishment

The final sulfur content measured in the process of hot metal desulfurization has

great influence on the subsequent steelmaking process. However, the final sulfur con-

tent is closely related to the operation parameters of injection and initial parameters

of hot metal. In the desulfurization process, the detection is usually done after com-

pleting injection, to test the final sulfur content whether it meets the requirement

or not. Because the desulfurizer injecting into the hot metal is a complicated gas-

solid-liquid multiphase flow chemical reaction process, after completing the injec-

tion, there is still some desulfurizer reacting with the hot metal, after skim slag, it is

inevitable to remain some residual slag in the hot metal, and the resulfurization can

occur for those slag.

In order to get the interval in which the final sulfur content exists and the most pos-

sible values in this interval, the calculation model of the final sulfur content related to

other parameters needs to be established. And the relevant simplifications conditions

must be introduced into the theoretical analysis. So based on the actual production

condition and operation experience of Anshan Iron and Steel Complex hot metal

injection desulphurization, present paper establishes the calculation model of the

injection desulphurization rate and injection parameter applying metallurgical reac-

tion principle. Based on Refs. [7, 13], there exist a multielement linear relationship

among desulphurization rate, temperature of hot metal, initial sulfur content of hot

metal, and the dosage of desulfurizer and injection speed. Because the desulphur-

ization rate is a fuzzy number, treating the relationship as fuzzy multivariate linear

relationship is more grounded in the reality. So the relationship can be established

as the formula (8).

ln𝜂̃
s
i = ã0 + ã1 ln s0 + ã2

1
T
+ ã3 ln(I + 1) + ã4 lnR∗

p + ã5 lnG∗
p (8)

In (8), s0 is the initial sulfur content of hot metal; T is the temperature of hot metal

at the beginning of desulphurization; I is the ratio of calcium and magnesium; R∗
p is

the speed of injection; G∗
p is the quantity of injection; and I = G∗

CaO

G∗
Mg

, R∗
p =

G∗
P
t

, G∗
p =

GCaO+GMg

Q
= G∗

CaO + G∗
Mg, Kg/t.Fe; Q is the quantity of hot metal.

3.2 Solution of the Model

In order to express easily, make ỹi = ln 𝜂si , x1 = ln s0, x2 =
1
Ti

, x3 = ln(I + 1), x4 =
lnR∗

p, x5 = lnG∗
p.
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Make all of the fuzzy numbers involved in the model (8) LR- fuzzy numbers [12],

namely: ỹi =< bi, pi, qi>LR = 2si − piL−1(1 + E−) + qiR−1(1 − E+), i = 1, 2,… , n,

ãi =< ai, 𝛼i, 𝛽i>LR = 2ai − 𝛼iL−1(1 + E−) + 𝛽iR−1(1 − E+), i=1, 2,… ,m. In which,

A = (a0, a1, a2,… am)T, 𝛼 = (𝛼0, 𝛼1, 𝛼2,… 𝛼m)T, 𝛽 = (𝛽0, 𝛽1, 𝛽2,… 𝛽m)T, X = (1, x1,
x2,… xm)T,B = (b0, b1, b2,… bm)T,P = (p0, p1, p2,… pm)T,Q = (q0, q1, q2,… qm)T,

Xi = (1, x1i, x2i,… xmi)T.

And then

ỹ = ã0 + ã1x1 + ã2x2 +⋯ + ãmxm
=< a0, 𝛼0, 𝛽0>LR+ < a1, 𝛼1, 𝛽1>LRx1 +⋯+ < am, 𝛼m, 𝛽m>LRxm
= 2ATX − 𝛼

TX ⋅ L−1(1 − E−) + 𝛽

TX ⋅ L−1(1 − E−)
(9)

And then A, 𝛼, 𝛽, can be determined according to the Ref. [12], and they are shown

in Eq. (10).

⎡
⎢
⎢
⎣

A
𝛼

𝛽

⎤
⎥
⎥
⎦

=
⎡
⎢
⎢
⎣

(XTX)−1XTS
(XTX)−1XTP
(XTX)−1XTQ

⎤
⎥
⎥
⎦

(10)

4 Calculation Examples

The desulfurization rate is related to the operating parameters of desulphurization

and the initial parameters of hot metal in the process of hot metal desulfurization.

The following is the relevant data collected about Calcium Magnesium compound

injection desulphurization in Anshan Iron and Steel Complex and it includes 3000

groups, and 2966 groups among the data sets are effective, as shown in Table 1. Ran-

domly select 2370 groups of data as experimental samples, and other 596 groups of

Table 1 Sample data

x1 x2 x3 x4 x5 ỹ2i
∧
ỹ2i

1 0.037 1345 3.295 14.293 45.1 <0.724,0.08, 0.06> <0.724,0.063,0.045>

2 0.040 1343 3.314 13.304 46.6 <0.632,0.12, 0.04> <0.633,0.09,0.032>

3 0.035 1324 3.673 10.185 47.2 <0.562,0.14, 0.08> <0.563,0.12,0.065>

⋮ ⋮ ⋮
2370 0.058 1299 2.684 14.516 43.5 <0.754,0.07, 0.05> <0.754,0.054,0.038>

2371 0.036 1343 3.670 7.669 46.7 <0.663,0.090.05> <0.664,0.075,0.038>

2372 0.065 1297 2.610 12.519 47.3 <0.653,0.1, 0.04> <0.654,0.08,0.026>

2373 0.072 1240 2.620 8.415 46.7 <0.768,0.06,0.02> <0.768,0.054,0.015>

⋮ ⋮ ⋮
2966 0.048 1293 3.038 18.517 42 <0.784,0.08, 0.06> <0.784,0.079,0.056>

Note The experimental samples are from 1 to 2370, and the test samples are from 2371 to 2966, the

data are listed with three significant figures after the decimal point in the table
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data as samples for inspection. The desulphurization rate of hot metal on production

site is calculated by the formula 𝜂s =
s0−s
s0

× 100%. The related variables x1 is the

natural logarithm of initial sulfur content of hot metal s0 (%), and x2 is the reciprocal

of hot metals temperature T (
oC) at the beginning of desulphurization, and x3 is the

natural logarithm of the sum of Ca-Ma ratio I and 1, and x4 is the natural logarithm

of the speed of injecting powder Rp (Kg∕t.Femin), and x5 is the natural logarithm

of injection quantity of desulfurizer Gp (Kg∕t.Fe).

4.1 Establishment and Calculation of Model

We record these operating parameters and desulfurization rate before and after the

desulphurization of each car of hot metal ladle, and then summarize the data of desul-

furization rate. If just replaced with a accurate value, much of the information will

be lost, and the feasible method is to regard the desulfurization rate of each car of

hot metal ladle as LR-fuzzy number ỹi =< bi, pi, qi>LR, in which i = 1, 2,… , n; bi is

the value of desulfurization rate of the order i hot metal ladle; pi is the mean value

that is less than bi; qi is the mean value that is more than bi. The results are shown

in Table 1.

It can be known from the second part in present paper, the fuzzy multiple regres-

sion model of hot metal desulphurization rate can be established like the formula

(8). If recording the parameters of the ordermetal ladle as Zi = (x1i, x2i,… , xmi),
the desulphurization rate of the order metal ladle is ỹi =< bi, pi, qi>LR, in which

i = 1, 2,… , n. And then by using, A = (XTX)XTB, 𝛼 = (XTX)XTP, 𝛽 = (XTX)XTQ
the parameter estimation of fuzzy valued function will be obtained which are a

group of LR-fuzzy numbers, namely ̂ã0 =< 3.5956,−0.5647, 0.3663>LR, ̂ã1 =<
0.4538,−0.2687, 0.0512 >LR,̂ã2 =< 0.6642,−0.2569, 0.1255 >LR,̂ã3 =< −3.7336,
0.0066,−0.0785 >LR,̂ã4 =< −0.0405, 0.0213,−0.0011 >LR,̂ã5 =< 0.9405, 0.0221,
−0.0731 >LR.

4.2 The Prediction and Test of Model

The model is trained by using experimental samples from 1 to 2370, and the results

are shown in Table 1, based on the multiple linear regression model of desulphuriza-

tion rate in hot metal desulfurization process. The average absolute error of desul-

furization efficiency is 0.0349. It can be known that the model is reliable, and it can

be applied in reality. According to the fuzzy model which has been trained, predic-

tion is made for the test samples from 2371 to 2966, comparison is made with the

actual observed values. The results are shown in Table 1. The average absolute error

of desulfurization efficiency is 0.0274. Therefore, it is feasible by applying fuzzy

structure element theory and regression analysis theory to predict the desulfuriza-

tion efficiency of hot metals pretreatment with injection method.
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It can be known from the test samples in Table 1 that the desulfurization rate

obtained is a fuzzy value, which has the possible upper limit and lower limit, and

then according to the formula of desulfurization rate, the variation range of desul-

furization quantitycan be obtained. As an example of the No. 2966 sample, the pre-

dicted value of desulfurization rate is< 0.784, 0.079, 0.056 >. As can be known, the

possibility that the predicted value of desulfurization rate in this furnace is 0.784 is

the maximum, and the possibility that the value is not more than 0.705 or not less

than 0.84 is 0; the possibility that the predicted value of desulfurization quantity is

0.010368 is the maximum, and its membership degree is

𝜇 =

{
1 + x−0.010368

0.002688
, 0.00768 ⩽ x ⩽ 0.010368,

1 − x−0.010368
0.003792

, 0.010368 < x ⩽ 0.1416.

5 Conclusions

The fuzzy multiple linear regression model was established by using the fuzzy struc-

ture element and multiple linear regression theory. The fuzzy desulfurization rate

was used to measure the fuzzy desulfurization quantity, and 3000 group desulfur-

ization data of hot metal were used for the empirical study. the present model can

provide decision-makers with richer information and the fuzzy desulfurization quan-

tity with a lower average absolute error.

(1) In this paper, based on fuzzy mathematics and multiple linear regression corre-

lation theory, the desulphurization problem of hot metal was studied, the desul-

furization rate obtained was not a concrete number, but an interval, and the cor-

responding possibility of each value occurrence was obtained, which was more

grounded in reality.

(2) According to initial parameters and the target of hot metals desulfurization, the

model can more accurately forecast the desulfurization rate and its fluctuation

range, which is conducive to rapidly adjust the dosage of desulfurizer and get

acclimatized to the change of complex working condition, improve production

efficiency and improve the performance of steel.

(3) The desulphurization effect of hot metal has big uncertainty, and the uncertainty

can be better expressed by fuzzy analysis theory. The solving processes is con-

sidered more comprehensively, and the content of results is more rich. But in the

solving process of practical problems, the expression of triangular fuzzy number

for fuzzy numbers should be paid attention to (some other expressions such as

rectangular fuzzy number, trapezoidal fuzzy number, etc.), which is related to

the scientificity of the solving process of problem and the reliability of the final

results.

Acknowledgments The present work is supported financially by the National Natural Science

Foundation of China under the grants of 51376040 and 11072057.



A Prediction Model for Hot Metal . . . 41

References

1. Li, Z.Y., Chen, C., Cao, C.X.: A prediction model for molten iron desulfuraten based on an

improved RBFNN. J. Chongqing Univ. 26(9), 119–122 (2003)

2. Zhang, H.S., Zhang, D.P., Jiang, Z.H.: Final sulfur content prediction model based on improved

bp artificial neural network for hot metal pretreatment. Iron Steel 42(3), 30–32 (2007)

3. Peng, J., Wang, S.J., Dong, Y.H.: Nitrogen content prediction in hot metal desulphurization

pretreatment. J. Mater. Metall 12(6), 255–259 (2007)

4. Zhang, H.N., Xu, A.J., Cui, J., et al.: Neural network prediction model for end point phosphorus

content based on grey theory in hot metal pretreatment. Iron. Steel 47(3), 38–43 (2013)

5. Zhou, D.K.: Injection control strategy and its realization for hot metal desulphurization with

granulated magnesium. Metall. Ind. Autom. 38(6), 23–27 (2014)

6. Tang, P., Wen, G.H., Xue, W.F., et al.: Study on optimization of desulfurization parameters of

hot metal by powder injection. Res. Iron Steel 140(5), 9–11 (2004)

7. Yu, Y.J.: Hot Metal Desulfurization Process Analysis Using Blowing CaO-Mg Powder and

Parameter Optimization. Northeastern university, vol. 47 (2000)

8. Wang, N., Zhang, L.B., Zou, Z.S.: Three basic parameters determining desulphurization effi-

ciency of hot metal by powder injection. J. Iron. Steel Res. 12(9), 10–15 (2000)

9. Ruan, J.B., Zhang, F.S.: Factors Influencing the rate of hot metal desulphurization with gran-

ulated magnesium. J. Wuhan Univ. Sci. Technol. (Natural Science Edition) 27(3), 242–244

(2004)

10. Guo, S.C.: Method of structuring element in fuzzy analysis(I), (II). J. Liaoning Tech. Univ.

21(5), 670–673 (2002); 21(6), 808–810 (2002)

11. Liu, H.T, Guo, S.C.: Fuzzy linear programming with fuzzy variables based on structured ele-

ment method. Syst. Eng. Theor. Pract. 28(6), 94–100 (2008)

12. Wang, H.D., Guo, S.C., Yue, L.Z.: An Approach to fuzzy multiple linear regression model

based on the structured element theory. Syst. Eng. Theor. Pract. 34(10), 2628–2636 (2014)

13. Chen, X.M., Chen, Q.Y.: Introduction to Metallurgical Thermodynamics. Metallurgical Indus-

try Press. pp. 271–291 (1986)



Fuzzy Reasoning Triple I Constraint Method
Based on Family of Implication Operator
L− λ−𝜫

Jing-ning Shuang, Xiao-jing Hui and Jin-rui He

Abstract The new family of implication operator L − λ−𝛱 is given, which

illustrates it is Łukasiewicz implication operator and Goguen implication operator

of more general form. Four methods are discussed and proved based on L − λ−𝛱
implication operators, they are FMP model and FMT model fuzzy reasoning triple I

constraint method and 𝛼−triple I constraint method.

Keywords Family of implication operator L − λ−𝜋 ⋅ Fuzzy reasoning ⋅ Triple I

constraint method ⋅ 𝛼−triple I constraint method

1 Introduction

In 1973, Zadeh proposed the famous composition rule of inference (CRI) method

[1] to solve FMP model and FMT model, which widely used in many industrial

and scientific research. Later on, Professor Wang supposed conclusions that effec-

tively improve the CRI method, and proposed the basic ideas of universal triple I

method, new triple I method, reverse triple I method and reverse triple I constraint

method [2–9]. The obtained conclusions further enriched and developed the theory

of fuzzy reasoning. [10, 11] discussed the universal triple I method and reverse triple

I method that based on some common implication operators in fuzzy reasoning. We

can find that, for different implication operator, the corresponding method and rea-

soning results are different, even the difference is very significant. Therefore, Wang

proposed family of implication operator, that combined several implication operator

into a family of implication operator. Which improved reliability of fuzzy reasoning

and provided guarantees for practical application. On the basis of the above, the arti-

cle constructed a new family of implication operator L − λ−𝛱 , which will improve

the reliability of fuzzy reasoning results.
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2 Preliminaries

Definition 1 [17] Łukasiewicz t-norm (denoted by) �L is as follows:

When a, b 𝜖 [0, 1], a �L b = (a + b − 1) ∨ 0.

And an implication operator adjoin to �L:

RL(a, b) = a →L b =
{

1, a ≤ b;
1 − a + b, a > b.

Definition 2 [17] Goguen t-norm (denoted by) �
𝛱

is as follows:

When a, b 𝜖 [0, 1], a �
𝛱

b = ab.

And an implication operator adjoin to �
𝛱

:

R
𝛱

(a, b) = a →
𝛱

b =
{

1, a ≤ b;
b
a
, a > b.

Definition 3 (L − λ−𝛱 implication operators) Suppose that ∀λ 𝜖 [0,1], the fuzzy

implication operator R(x, y) = x →λ y of L − λ−𝛱 implication operators is defined

as follows,

x →λ y =
{1, x ≤ y;

y+(1−λ)(1−x)
1−λ+λ x

, x > y. x, y ∈ [0, 1]

Specially, when λ = 0, 1, corresponding toRL andR
𝛱

implication operator, so called

it RL−λ−𝛱 implication operator, also called all of these implication operator is L −
λ−𝛱 implication operators.

Definition 4 (Triple I constraint principle for FMP model) [10] Suppose that X, Y
are nonempty sets, and F(X), F(Y) are sets of all fuzzy subsets on X, Y . When A(x),
A∗(x) 𝜖 F(X),
B(y) 𝜖 F(Y) seek out the largest B∗(y) 𝜖 F(Y), so that:

(A(x) → B(y)) → (A∗(x) → B∗(y)) (1)

For all the x 𝜖 X, y 𝜖 Y have the smallest possibility.

Definition 5 (Triple I constraint principle for FMT model) [10] Suppose that X, Y
are nonempty sets, and F(X), F(Y)are sets of all fuzzy subsets on X, Y . When

A(x) 𝜖 F(X), B(y),
B∗(y) 𝜖 F(Y), seek out the smallest A∗(x) 𝜖 F(X) so that formula (1) have the smallest

possibility for all the x 𝜖 Y , y 𝜖 Y .

Theorem 1 The fuzzy implication operator R(x, y) = x →λ y of L − λ−𝛱 implica-
tion operators is not reducing on the second variable.
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Proof ∀y1, y2, suppose 0 ≤ y1 ≤ y2 ≤ 1, we need to discuss in two cases:

(1) When x ≤ y1, that x ≤ y2, so R(x, y1) = x → y1=1, R(x, y2) = x → y2=1, then

R(x, y1) = R(x, y2);
(2) When x > y1, R(x, y1) = x → y1=

y1+(1−λ)(1−x)
1−λ+λ x

;

Meanwhile, if x > y2, R(x, y2) = x → y2=
y2+(1−λ)(1−x)

1−λ+λ x
, then R(x, y1) ≤ R(x, y2);

If x ≤ y2, R(x, y2) = x → y2=1, obviously R(x, y1) ≤ R(x, y2).

Therefore, the implication operator R(x, y) = x →λ y is not reducing on the second

variable.

Definition 6 (𝛼−triple I constraint principle for FMP model) [10] Suppose that X,

Y are nonempty sets, and F(X), F(Y) are sets of all fuzzy subsets on X, Y . When

A(x), A∗(x) 𝜖 F(X),
B(y) 𝜖 F(Y) seek out the largest B∗(y) 𝜖 F(Y), so that:

(A(x) → B(y)) → (A∗(x) → B∗(y)) ≤ 𝛼 (2)

Definition 7 (𝛼−triple I constraint principle for FMT model) [10] Suppose that

X, Y are nonempty sets, and F(X), F(Y) are sets of all fuzzy subsets on X, Y . When

A(x) 𝜖 F(X),
B(y), B∗(y) 𝜖 F(Y), seek out the smallest A∗(x) 𝜖 F(X) so that formula (2) have the

smallest possibility for all the x 𝜖 Y , y 𝜖 Y .

3 The 𝜶−Triple I Constraint Method for FMP

Remark 1 According to 𝛼−triple I constraint principle for FMP model, formula (1)

have the smallest value, that

(A(x) → B(y)) → (A∗(x) → 0) =

⎧
⎪
⎨
⎪
⎩

1,A∗(x) = 0;
1,A∗(x) ≠ 0,R(A(x),B(y)) ≤ (1−λ)(1−A∗(x))

1−λ+λA∗(x)
;

(1−λ)(1−A∗(x))
1−λ+λA∗(x) +(1−λ)(1−R(A(x),B(y)))

1−λ+λR(A(x),B(y))
,A∗(x) ≠ 0,R(A(x),B(y)) > (1−λ)(1−A∗(x))

1−λ+λA∗(x)
;

Based on the above analysis, First, discussed 𝛼 = 1 triple I constraint method for

FMP model, Theorem 2 as follows.

Theorem 2 (Triple I constraint method for FMP model) Suppose that X,Y are non-
empty sets, When A(x), A∗(x) 𝜖 F(X), B(y) 𝜖 F(Y), seek out the largest B∗(y), so that
formula (1) establish.
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B∗(y) = 1𝜒Ey∪Ky
+ 0𝜒(Ey∪Ky)C , y ∈ Y

Which Ey = {x ∈ X|A∗(x) = 0},Ky = {x ∈ X|R(A(x),B(y)) ≤ (1−λ)(1−A∗(x))
1−λ+λA∗(x)

}, 𝜒Ey∪Ky
is

characteristic function of Ey ∪ Ky, (Ey ∪ Ky)C is complementary set of Ey ∪ Ky.

Proof (1) When x ∈ Ey ∪ Ky, according to the Remark 1, the smallest value of for-

mula (1) is 1, then the largest B∗(y) = 1;

(2) When x ∈ (Ey ∪ Ky)C, thatA∗(x) ≠ 0,R(A(x),B(y)) > (1−λ)(1−A∗(x))
1−λ+λA∗(x)

;, according to

the Remark 1, the smallest value of formula (1) is

(1−λ)(1−A∗(x))
1−λ+λA∗(x) +(1−λ)(1−R(A(x),B(y)))

1−λ+λR(A(x),B(y))
,

then the largest B∗(y) = 0;

If ∃y0 ∈ Y , satisfy D(y0) > B∗(y0) = 0, then D(y0) must not make formula (1) estab-

lish. Because of D(y0) > B∗(y0), so we need to discuss in two cases:

When A∗(x0) ⩽ D(y0),
(A(x0) → B(y0)) → (A∗(x0) → D(y0)) = R(A(x0),B(y0)) → 1 =

1 >

(1−λ)(1−A∗(x0))
1−λ+λA∗(x0)

+(1−λ)(1−R(A(x0),B(y0)))

1−λ+λR(A(x0),B(y0))
; When A∗(x0) > D(y0),

(A(x0) → B(y0)) → (A∗(x0) → D(y0)) = R(A(x0),B(y0)) →
D(y0)+(1−λ)(1−A∗(x0))

1−λ+λA∗(x0)
, so we

need to discuss in two cases again:

If R(A(x0),B(y0)) ≤
D(y0)+(1−λ)(1−A∗(x0))

1−λ+λA∗(x0)
, that

(A(x0) → B(y0)) → (A∗(x0) → D(y0)) = 1;

If R(A(x0),B(y0)) >
D(y0)+(1−λ)(1−A∗(x0))

1−λ+λA∗(x0)
, that

(A(x0) → B(y0)) → (A∗(x0) → D(y0)) >
(1−λ)(1−A∗(x0))
1−λ+λA∗(x0)

+(1−λ)(1−R(A(x0),B(y0)))

1−λ+λR(A(x0),B(y0))
;

Therefore, when x ∈ (Ey ∪ Ky)C, B∗(y) have the largest value 0.

To sum up, the Theorem 2 is a constant establishment.

Remark 2 According to the discussion of Remark 1, when A∗(x) = 0 or when

A∗(x) ≠ 0 and R(A(x),B(y)) ≤ (1−λ)(1−A∗(x))
1−λ+λA∗(x)

, the smallest value of formula (1) is 1.

Meanwhile, if 𝛼 = 1, then the largest B∗(y) of formula (2) is also 1; if 𝛼 < 1, formula

(2) is not establishment. When A∗(x) ≠ 0,R(A(x),B(y)) > (1−λ)(1−A∗(x))
1−λ+λA∗(x)

, if 𝛼 = 1, the

largest B∗(y) of formula (2) is also 1; When 𝛼 <

(1−λ)(1−A∗(x))
1−λ+λA∗(x) +(1−λ)(1−R(A(x),B(y)))

1−λ+λR(A(x),B(y))
, formula

(2) is not establishment. Therefore, formula (2) need to establish, the value rang of

𝛼 must satisfy 𝛼 ∈ [
(1−λ)(1−A∗(x))
1−λ+λA∗(x) +(1−λ)(1−R(A(x),B(y)))

1−λ+λR(A(x),B(y))
, 1]. Next we only discussed when

𝛼 ∈ (
(1−λ)(1−A∗(x))
1−λ+λA∗(x) +(1−λ)(1−R(A(x),B(y)))

1−λ+λR(A(x),B(y))
, 1).

Theorem 3 (𝛼-triple I constraint method for FMP model) Suppose that X, Y are
nonempty sets, When A(x), A∗(x) 𝜖 F(X), B(y) 𝜖 F(Y), seek out the largest B∗(y), so
that formula (2) establish. When x ∈ Ey,

B∗(y) = inf{A∗(x) ∧ [(1 − λ+λA∗(x))(R(A(x),B(y)) − 1) + A∗(x)] ∧ [A∗(x) − (1 − 𝛼)
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(1 − λ+λR(A(x),B(y)))(1 − λ+λA∗(x)) − (1 − R(A(x),B(y)))(1 − λ+λA∗(x))]},
y ∈ Y
Which Ey = {x ∈ X|R(A(x),B(y)) > (1−λ)(1−A∗(x))

1−λ+λA∗(x)
}.

Proof On the one hand, ∀y ∈ Y , C(y) ∈ F(Y), satisfy C(y) < B∗(y), then C(y) make

the formula (2) establish. In fact, because of C(y) < A∗(x) and C(y) < (1 − λ+
λA∗(x))(R(A(x),B(y)) − 1) + A∗(x) and C(y) < A∗(x) − (1 − 𝛼)(1 − λ+λR(A(x),
B(y)))(1 − λ+λA∗(x)) − (1 − R(A(x),B(y)))(1 − λ+λA∗(x)), then

(A(x) → B(y)) → (A∗(x) → C(y)) =
C(y)+(1−λ)(1−A∗(x))

1−λ+λA∗(x) +(1−λ)(1−R(A(x),B(y)))

1−λ+λR(A(x),B(y))
< 𝛼;

Therefore (A(x) → B(y)) → (A∗(x) → C(y)) < 𝛼, then C(y) make the formula (2)

establish. On the other hand, if ∃y0 ∈ Y , satisfy D(y0) ≥ B∗(y0), then D(y0) isnt make

the formula (2) establish. In fact, because of D(y0) ≥ B∗(y0),
D(y0) ≥ A∗(x0) ∧ [(1 − λ+λA∗(x0))(R(A(x0),B(y0)) − 1) + A∗(x0)] ∧ [A∗(x0)−
(1 − 𝛼)(1 − λ+λR(A(x0),B(y0)))(1 − λ+λA∗(x0)) − (1 − R(A(x0),B(y0)))(1 − λ+
λA∗(x0))],
so we need to discuss in two cases:

(1) When D(y0) ≥ A∗(x0), that

(A(x0) → B(y0)) → (A∗(x0) → D(y0)) = R(A(x0),B(y0)) → 1 = 1 ≥ 𝛼;

(2) When D(y0) < A∗(x0), then D(y0) ≥ [(1 − λ+λA∗(x0))(R(A(x0),B(y0)) − 1) +
A∗(x0)] ∧ [A∗(x0) − (1 − 𝛼)(1 − λ+λR(A(x0),B(y0)))(1 − λ+λA∗(x0))
−(1 − R(A(x0),B(y0)))(1 − λ+λA∗(x0))], so we need to discuss in two cases again:

If D(y0) ≥ (1 − λ+λA∗(x0))(R(A(x0),B(y0)) − 1) + A∗(x0), then

(A(x0) → B(y0)) → (A∗(x0) → D(y0)) = 1;

If D(y0) < (1 − λ+λA∗(x0))(R(A(x0),B(y0)) − 1) + A∗(x0), D(y0) ≥ A∗(x0) − (1 −
𝛼)(1 − λ+λR(A(x0),B(y0)))(1 − λ+λA∗(x0)) − (1 − R(A(x0),B(y0)))(1 − λ+
λA∗(x0)), then

(A(x0) → B(y0)) → (A∗(x0) → D(y0)) > 𝛼;

Therefore (A(x0) → B(y0)) → (A∗(x0) → D(y0)) > 𝛼, then D(y0) isnt make the for-

mula (2) establish.

To sum up, the Theorem 3 is a constant establishment.

4 The 𝜶−Triple I Constraint Method for FMT

Remark 3 According to triple I constraint principle for FMT model A∗(x) = 1, for-

mula (1) have the smallest value, that

(A(x) → B(y)) → (1 → (B∗(y)) =
{

1,R(A(x),B(y)) ≤ B∗(y);
B∗(y)+(1−λ)(1−R(A(x),B(y)))

1−λ+λR(A(x),B(y))
,R(A(x),B(y)) > B∗(y);

Based on the above discussion, when 𝛼 = 1, triple I constraint method for FMT

model as follows.
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Theorem 4 (Triple I constraint method for FMT model) Suppose that X, Y are
nonempty sets, When A(x) 𝜖 F(X), B(y), B∗(y) 𝜖 F(Y), seek out the smallest A∗(x),
so that formula (1) establish.

A∗(x) = 1𝜒Ex
+ 0𝜒(Ex)C , x ∈ X

Which Ex = {y ∈ Y|R(A(x),B(y)) > B∗(y)}.

Proof (1) If y ∈ Ex, R(A(x),B(y)) > B∗(y);
According to the Remark 3, when R(A(x),B(y)) > B∗(y), the smallest value of for-

mula (1) is
B∗(y)+(1−λ)(1−R(A(x),B(y)))

1−λ+λR(A(x),B(y))
, then the smallest A∗(x) = 1;

If ∃x0 ∈ X, make C(x0) < A∗(x0) = 1, we need to discuss in two cases:

If C(x0) ≤ B∗(y0), that

(A(x0) → B(y0)) → (C(x0) → B∗(y0)) = R(A(x0),B(y0)) → 1 = 1;

If C(x0) > B∗(y0), that

(A(x0) → B(y0)) → (C(x0) → B∗(y0)) = R(A(x0),B(y0)) →
B∗(y0)+(1−λ)(1−C(x0))

1−λ+λC(x0)
, then

we need to discuss in two cases again:

When R(A(x0),B(y0)) ≤
B∗(y0)+(1−λ)(1−C(x0)

1−λ+λC(x0)
, then

(A(x0) → B(y0)) → (C(x0) → B∗(y0)) = 1;

When R(A(x0),B(y0)) >
B∗(y0)+(1−λ)(1−C(x0))

1−λ+λC(x0)
, then (A(x0) → B(y0)) → (C(x0) →

B∗(y0)) >
B∗(y0)+(1−λ)(1−R(A(x0),B(y0)))

1−λ+λR(A(x0),B(y0))
;

Therefore, when y ∈ Ex, A∗(x) have the smallest value 1.

(2) When y ∈ (Ex)C, R(A(x),B(y)) ≤ B∗(y);
According to the Remark 3, when R(A(x),B(y)) ≤ B∗(y), the smallest value of for-

mula (1) is 1, then the smallest A∗(x) = 1;

To sum up, the Theorem 4 is a constant establishment.

Remark 4 According to the discussion of Remark 3, when R(A(x),B(y)) ≤ B∗(y),
the smallest value of formula (1) is 1. Meanwhile, if 𝛼 = 1, the smallest A∗(x) = 0;

If 𝛼 < 1, formula (2) is not establishment. When R(A(x),B(y)) > B∗(y), if 𝛼 = 1,

the smallest A∗(x) = 0; If 𝛼 <

B∗(y)+(1−λ)(1−R(A(x),B(y)))
1−λ+λR(A(x),B(y))

, formula (2) is not establish-

ment. Therefore, formula (2) need to establish, the value rang of 𝛼 must satisfy

𝛼 ∈ [B
∗(y)+(1−λ)(1−R(A(x),B(y)))

1−λ+λR(A(x),B(y))
, 1], Next we only discussed when

𝛼 ∈ (B
∗(y)+(1−λ)(1−R(A(x),B(y)))

1−λ+λR(A(x),B(y))
, 1).

Theorem 5 (𝛼−triple I constraint method for FMT model) Suppose that X, Y are
nonempty sets, When A(x) 𝜖 F(X), B(y), B∗(y) 𝜖 F(Y), seek out the smallest A∗(x) so
that formula (2) establish. When y ∈ Ex,
A∗(x)= sup{B∗(y) ∨ [ B∗(y)−R(A(x),B(y))

1−λ+λR(A(x),B(y))
+ 1] ∨ B∗(y)+(1−λ)[1−𝛼R(A(x),B(y))+(1−𝛼)(1−λ)(1−R(A(x),B(y)))]

1−λ+𝛼 λR(A(x),B(y))−λ(1−𝛼)(1−λ)(1−R(A(x),B(y)))
},

x ∈ X;
Which Ex = {y ∈ Y|R(A(x),B(y)) > B∗(y)}.
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Proof On the one hand, ∀x ∈ X, C(x) ∈ F(X), satisfy C(x) > A∗(x), then C(x) make

the formula (2) establish. In fact, because of C(x) > A∗(x), C(x) >
B∗(y) ∨ [ B∗(y)−R(A(x),B(y))

1−λ+λR(A(x),B(y))
+ 1] ∨ B∗(y)+(1−λ)[1−𝛼R(A(x),B(y))+(1−𝛼)(1−λ)(1−R(A(x),B(y)))]

1−λ+𝛼 λR(A(x),B(y))−λ(1−𝛼)(1−λ)(1−R(A(x),B(y)))
, then

(A(x) → B(y)) → (C(x) → B∗(y)) = R(A(x),B(y)) → B∗(y)+(1−λ)(1−C(x))
1−λ+λC(x)

< 𝛼;

On the other hand, if ∃x0 ∈ X, satisfy D(x0) ≤ A∗(x0), then D(x0) isnt make the

formula (2) establish. In fact, because of D(x0) ≤ A∗(x0), y0 ∈ Y , make D(x0) ≤
B∗(y0) ∨ [ B

∗(y0)−R(A(x0),B(y0))
1−λ+λR(A(x0),B(y0))

+ 1] ∨ B∗(y0)+(1−λ)[1−𝛼R(A(x0),B(y0))+(1−𝛼)(1−λ)(1−R(A(x0),B(y0)))]
1−λ+𝛼 λR(A(x0),B(y0))−λ(1−𝛼)(1−λ)(1−R(A(x0),B(y0)))

,

we need to discuss in two cases:

(1) When D(x0) ≤ B∗(y0), then

(A(x0) → B(y0)) → (D(x0) → B∗(y0)) = R(A(x0),B(y0)) → 1 = 1;

(2) When D(x0) > B∗(y0), then

D(x0) ≤ [ B
∗(y0)−R(A(x0),B(y0))

1−λ+λR(A(x0),B(y0))
+ 1] ∨ B∗(y0)+(1−λ)[1−𝛼R(A(x0),B(y0))+(1−𝛼)(1−λ)(1−R(A(x0),B(y0)))]

1−λ+𝛼 λR(A(x0),B(y0))−λ(1−𝛼)(1−λ)(1−R(A(x0),B(y0)))
,

we need to discuss in two cases again:

If D(x0) ≤
B∗(y0)−R(A(x0),B(y0))
1−λ+λR(A(x0),B(y0))

+ 1, then

(A(x0) → B(y0)) → (D(x0) → B∗(y0)) = 1 > 𝛼;

If D(x0) >
B∗(y0)−R(A(x0),B(y0))
1−λ+λR(A(x0),B(y0))

+ 1, that

D(x0) ≤
B∗(y0)+(1−λ)[1−𝛼R(A(x0),B(y0))+(1−𝛼)(1−λ)(1−R(A(x0),B(y0)))]

1−λ+𝛼 λR(A(x0),B(y0))−λ(1−𝛼)(1−λ)(1−R(A(x0),B(y0)))
, then

(A(x0) → B(y0)) → (D(x0) → B∗(y0)) > 𝛼.

To sum up, the Theorem 5 is a constant establishment.

5 Conclusion

This paper constructs a family of implication operation L − λ−𝛱 , which improve

the reliability of fuzzy reasoning results. And four methods are discussed and proved

that based on L − λ−𝛱 implication operators, they are FMP model and FMT model

fuzzy reasoning triple I constraint method and 𝛼−triple I constraint method. The

obtained conclusions are enriched and developed the relevant theory of fuzzy rea-

soning triple I constraint method, and reduce adventure in the practical application.

In other papers, based on the new family of implication operation L − λ−𝛱 , we dis-

cuss FMP model and FMT model fuzzy reasoning reverse triple I method, reverse

triple I constraint method.
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Fuzzy Information Fusion Approach
for Supplier Selection

Guangxu Li, Gang Kou and Yi Peng

Abstract Supplier selection plays an important role in supply chain system. In order

to select the suitable suppliers, some methods of supplier selection have been studied

extensively in fuzzy environment. In this paper, a fuzzy information fusion approach

based on generalized fuzzy numbers (GFNs) is proposed to select the best supplier.

Some aggregation operators with GFNs are also proposed. In addition, a new ranking

formula based on mean values of GFNs is adopted to rank the suppliers. Finally, an

empirical study of supplier selection is introduced to illustrate the proposed method.

The results indicate that the proposed method could meet the different evaluation

requirements of decision makers and offer an effective and practical way to select

the best supplier.

Keywords Information fusion ⋅ Supplier selection ⋅ Fuzzy decision making ⋅
Generalized fuzzy numbers ⋅ Mean value

1 Introduction

The supplier selection in its nature is a multi-criteria decision-making (MCDM)

problem since some conflicting criteria have influence on evaluation and selection

of suppliers [1]. MCDM methods are important issues for decision science, and they

have been applied many fields [2–4]. S Moreover, MCDM methods have been also

applied to evaluate or rank the suppliers with respect to multiple attributes [5, 6].

However, some supplier selection problems usually involve in uncertain, indefinite,

imprecise and subjective data.
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Fuzzy set theory, initially proposed by Zadeh [7], has been extensively applied

to objectively reflect the ambiguities in human judgment. One of applications of the

fuzzy theory is used in fuzzy MCDM. So some fuzzy MCDM methods were pro-

posed to evaluate the supplier selection. Chen et al. [8] proposed a hierarchy MCDM

model based on fuzzy-sets theory to deal with the supplier selection problems in the

supply chain system. Junior et al. [9] presents a comparative analysis of fuzzy AHP

and fuzzy TOPSIS methods in the context of supplier selection decision making.

Senvar et al. [10] proposed a fuzzy PROMETHEE method to select suppliers. How-

ever, they considered the linear fuzzy numbers and the viewpoints of experts cannot

capture the sophisticated nuances when they selected suppliers. In order to meet the

different evaluation requirements of decision makers, Li et al. [11] proposed a new

form of fuzzy number, named a generalized fuzzy number (GFN). The GFN is a non-

linear fuzzy number, and it can represent different information when the parameter

changes in supplier selection. Therefore, in the paper, GFNs are applied to express

the values of attributes in supplier selection.

The supplier selection in its nature is a multi-criteria decision-making (MCDM)

problem. Wu et al. [12] proposed a fuzzy multi-objective programming model to

decide on supplier selection taking risk factors into consideration. Lin [13] proposed

to adopt the fuzzy analytic network process (FANP) approach first to identify top sup-

pliers by considering the effects of interdependence among selection criteria and to

handle inconsistent and uncertain judgments. Nazari-Shirkouhi et al. [14] presented

a two-phase fuzzy multi-objective linear programming to solve supplier selection

and order allocation problem. However, these methods did not consider the mul-

tiple persons decision making processes. In order to integrate the expert informa-

tion, the uniform information are usually aggregated by aggregation operators. For

example, an ordered weighted averaging (OWA) aggregation operator was applied

in [15]. Chiclana et al. [16] designed a new choice scheme using the concept of fuzzy

majority and a new aggregation operator, which is called ordered weighted geomet-

ric (OWG) operator. Therefore, some other aggregation operators have been devel-

oped to aggregate preference information. Such as: an uncertain OWA operator [17]

and a generalized ordered weighted logarithm aggregation (OWLA) operator [18].

However, these aggregation operators are linear operators, and do not capture the

sophisticated nuances in the aggregated value. Moreover, the interrelations among

the integrated preferences are not considered in the aggregation processes. In order

to overcome the shortcomings of the aggregation operators, the power average oper-

ator was proposed by Yager [19]. Xu and Yager [20] developed a power geometric

operator and gave the applications to MCDM. However, aggregation operators with

GFNs are rarely researched. Based on this idea, we propose some nonlinear aggre-

gation operators of generalized fuzzy numbers (GFNs), and give the applications in

supplier selection.

In fuzzy MCDDM, many ranking methods have been done on how to rank the

alternatives based on the priority vector. For example, Ergu et al. [21] advanced a

rapid decision making method to assess the key factors of risks. Asady [22] gave

a revised ranking method based on deviation degree. Matarazzo and Munda [23]

presented a ranking fuzzy numbers method based on triangular fuzzy numbers. But
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they did not consider the mean values of GFNs. Based on the mean values of fuzzy

numbers, a ranking formula based on the mean values of GFNs is proposed to apply

in supplier selection in our paper.

2 Definitions and Properties of GFNs

Definition 1 [11] A GFN ̃A is given by ̃A = (a, b, c, d)n, n > 0, 0 ≤ a ≤ b ≤ c ≤ d,

if the membership function 𝜇
̃A(x) ∶ R → [0, 1] is defined as follows

̃A =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

( x − a
b − a

)n, a ≤ x ≤ b
1, b ≤ x ≤ c

(d − x
d − c

)n, c ≤ x ≤ d
0, others

In order to intuitively illustrate the GFN, we suppose a = 2, b = 6, c = 8, d = 12,

and give the graphs of the GFN with different values of n in Fig. 1.

From the graphs of the GFN, some aspects of the GFNs are proposed. For exam-

ple, trapezoidal fuzzy numbers or triangular fuzzy numbers are the special forms

of GFNs. Let n = 1, then ̃A is reduced to a trapezoidal fuzzy number, and if n = 1
and b = c, then ̃A is reduced to a triangular fuzzy number. Moreover, if n > 1, then

the left and right branches contract for the membership function of the GFN, and

if 0 < n < 1, then the left and right branches expand for the membership function

of the GFN. With diversification of the parameter n, some characteristics about the

GFNs are also given. For example, with the values of parameter n increasing, the

fuzzy degrees of ̃A will be reduced, and then the information of ̃A will be more

Fig. 1 GFN with different

values of n
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clearly. Thus, the GFN is applied in the decision making process, the subjectivity of

selecting the model parameters should be reduced, and the robustness of the model is

improved. Therefore, the GFN could be suitable for all kinds of fuzzy environment.

Moreover, some main operations of GFNs are also given by [11].

3 Nonlinear Aggregation Operators with GFNs

Information aggregation is an important process in GDM. PA operator, introduced

by Yager [19], is a nonlinear operator which allows argument values to support each

other in the aggregation process. The definition of PA operator is given as follows

Definition 2 [19] Let a1, a2,… , an be a collection of arguments, then the power

average (PA) operator PA(a1, a2,… , an) is defined as

PA(a1, a2,… , an) =
∑n

i=1(1 + T(ai))ai
∑n

i=1(1 + T(ai))
(1)

where

T(ai) =
n∑

j=1
j≠i

Sup(ai, aj) (2)

Sup(a, b) is denoted as the support between a and b. Three properties of the support

are given as follows: (1) Sup(a, b) ∈ [0, 1]; (2) Sup(a, b) = Sup(b, a); (3) Sup(a, b) ≥
Sup(x, y) if |a − b| ≤ |x − y|.

Obviously, the support measure is essentially a similarity index. The more similar,

the closer the two values, and the more they support each other.

Based on Definition 2, some nonlinear aggregation operators with GFNs can be

given as follows

Definition 3 Let ̃A1, ̃A2,… ,
̃An be a collection of GFNs, then the power average

(PA) operator of GNFs is defined as

GFNsPA( ̃A1, ̃A2,… ,
̃An) =

∑n
i=1(1 + T( ̃Ai)) ̃Ai
∑n

i=1(1 + T( ̃Ai))
(3)

where

T( ̃Ai) =
n∑

j=1
j≠i

Sup( ̃Ai,
̃Aj) (4)

Sup( ̃A, ̃B) is denoted as the support between ̃A and ̃B. Three properties of the support

are also given as follows: (1) Sup( ̃A, ̃B) ∈ [0, 1]; (2) Sup( ̃A, ̃B) = Sup( ̃B, ̃A); (3) If
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DH( ̃A, ̃B) ≤ DH( ̃X, ̃Y), then Sup( ̃A, ̃B) ≥ Sup(x, y), and the formula of DH is given

by [11, 17].

Obviously, the more similar, the closer two values, the more they support each

other. Based on the properties of the supports, the formula of support can be given

as follows

Sup( ̃Ai,
̃Aj) = 1 −

DH( ̃Ai,
̃Aj)

∑n
j=1
j≠i

DH( ̃Ai,
̃Aj)

(5)

Especially, if DH( ̃Ai,
̃Aj) = 0, then we stipulate Sup( ̃Ai,

̃Aj) = 1.

The PA operator of GFNs exhibits a number of properties desirable for an aggre-

gation operator.

(1) Commutativity: If ( ̃C1, ̃C2,… ,
̃Cn) is any permutation of ( ̃A1, ̃A2,… ,

̃An), then

GFNsPA( ̃A1, ̃A2,… ,
̃An) = GFNsPA( ̃C1, ̃C2,… ,

̃Cn).
(2) Idempotency: If ̃Ai = ̃Aj = ̃A(i ≠ j), then GFNsPA( ̃A1, ̃A2,… ,

̃An) = ̃A.

(3) Boundedness: The PA operator of GFNs satisfies min( ̃A1, ̃A2,… ,
̃An) ≤

GFNsPA( ̃A1, ̃A2,… ,
̃An) ≤ max( ̃A1, ̃A2,… ,

̃An).
(4) Generality: If Sup( ̃Ai,

̃Aj) = k, for all i ≠ j, then the PA operator of GFNs satisfies

GFNsPA( ̃A1, ̃A2,… ,
̃An) =

∑n
i=i

̃Ai

n
.

Proof (1) Let ( ̃C1, ̃C2,… ,
̃Cn) is any permutation of ( ̃A1, ̃A2,… ,

̃An), 𝜏 ∶ {1, 2,… , n}
→ {1, 2,… , n} be a permutation function, there exists one and only one ̃Cj such that

̃Ai = ̃A
𝜏(i) = ̃Cj, i = 1, 2,… , n, then we have

T( ̃Ai) =
n∑

j=1
j≠i

Sup( ̃Ai,
̃Aj) =

n∑

j=1
j≠i

Sup( ̃A
𝜏(i), ̃A𝜏(i)) =

n∑

j=1
j≠i

Sup( ̃Cj,
̃Ci) = T( ̃Aj)

By formulas (7)–(9), we obtain

GFNsPA( ̃C1, ̃C2,… ,
̃Cn) =

n∑

i=1
(1 + T( ̃Cj)) ̃Cj∕

n∑

i=1
(1 + T( ̃Cj))

=
n∑

i=1
(1 + T( ̃Ai)) ̃Ai∕

n∑

i=1
(1 + T( ̃Ai))

= GFNsPA( ̃A1, ̃A2,… ,
̃An)

Therefore, the property 1 holds.
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(2) If ̃Ai = ̃Aj = ̃A(i ≠ j), then DH( ̃Ai,
̃Aj) = 0 and Sup( ̃Ai,

̃Aj) = 1, so we can get

GFNsPA( ̃A1, ̃A2,… ,
̃An) =

n∑

i=1
(1 + (n − 1)) ̃Ai∕

n∑

i=1
(1 + (n − 1))

=
n∑

i=1
n ̃Ai∕

n∑

i=1
n = ̃A

Therefore, the property 2 holds.

(3) Let min( ̃A1, ̃A2,… ,
̃An) = ̃Amin and max( ̃A1, ̃A2,… ,

̃An) = ̃Amax, then we have

̃Amin

n∑

i=1
(1 + T( ̃Ai)) ≤

n∑

i=1
(1 + T( ̃Ai)) ̃Ai ≤

̃Amax

n∑

i=1
(1 + T( ̃Ai))

since
∑n

i=1(1 + T( ̃Ai)) > 0, again we get

̃Amin ≤

n∑

i=1
(1 + T( ̃Ai)) ̃Ai∕

n∑

i=1
(1 + T( ̃Ai)) ≤ ̃Amax

and then, we obtain

min( ̃A1, ̃A2,… ,
̃An) ≤ GFNsPA( ̃A1, ̃A2,… ,

̃An) ≤ max( ̃A1, ̃A2,… ,
̃An)

Therefore, the property 3 holds.

(4) If Sup( ̃Ai,
̃Aj) = k, for all i ≠ j, then T( ̃Ai) =

∑n
j=1
j≠i

Sup( ̃Ai,
̃Aj) = (n − 1)k, thus

we get

GFNsPA( ̃A1, ̃A2,… ,
̃An) =

n∑

i=1
(1 + (n − 1)k) ̃Ai∕

n∑

i=1
(1 + (n − 1)k) =

n∑

i=i

̃Ai

n

This means when all the matrix similarity are not different, the PA operator of

GFNs is simplified as the arithmetic average operator of GFNs. Therefore, the prop-

erty 4 holds.

Definition 4 The weighted power average (WPA) operator of GFNs is defined as

GFNsWPA( ̃A1, ̃A2,… ,
̃An) =

∑n
i=1(1 + T( ̃Ai)) ̃Ai𝜔i
∑n

i=1(1 + T( ̃Ai))𝜔i
(6)
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where

T( ̃Ai) =
n∑

j=1
j≠i

𝜔iSup( ̃Ai,
̃Aj) (7)

Sup( ̃A, ̃B) is denoted as the support between ̃A and ̃B.

Similarly, the WPA operator of GFNs has the properties such as idempotency,

boundedness, generality, but commutativity property does not hold.

Definition 5 Let ̃A1, ̃A2,… ,
̃An be a collection of GFNs, then the power geometric

average (PGA) operator of GNFs is defined as

GFNsPGA( ̃A1, ̃A2,… ,
̃An) =

n∏

i=1

̃A
(1+T( ̃Ai))∑n
i=1(1+T(

̃Ai))

i (8)

where

T( ̃Ai) =
n∑

j=1
j≠i

Sup( ̃Ai,
̃Aj), Sup( ̃Ai,

̃Aj) = 1 −
DH( ̃Ai,

̃Aj)
∑n

j=1
j≠i

DH( ̃Ai,
̃Aj)

.

The PGA operator of GFNs also exhibits a number of properties such as commu-

tativity, idempotency, boundedness and generality.

After the information are integrated by the nonlinear operators of GFNs, the

results in the aggregation process are also showed by GFNs. In order to evaluate

the results, we should rank the fuzzy numbers. A ranking formula based on mean

values of GFNs is given in the next section.

4 Ranking Formula in GDM Based on Mean Values
of GFNs

In the section, a ranking formula based on mean values of GFNs is proposed. Firstly,

some definitions of mean values of fuzzy numbers should be given as follows.

Definition 6 [23] Let ̃A = (a, b, c) be a triangular fuzzy number, 𝜇
̃A(x) be the mem-

bership function, and x be an element of the triangular fuzzy number ̃A, the mean

value of ̃A is given by

E( ̃A) = a + b + c
3

(9)

Based on Definition 6, the definition of mean value with a GFN is given as follows
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Definition 7 Let ̃A = (a, b, c, d)n, n > 0, 0 ≤ a ≤ b ≤ c ≤ d be a GFN, 𝜇
̃A(x) be the

membership function, and x be an element of the GFN ̃A, the mean value of GFN is

given by

E( ̃A) =
∫

+∞
−∞ x𝜇

̃A(x)dx

∫
+∞
−∞ 𝜇

̃A(x)dx
=

f (n)
g(n)

(10)

where

f (n) = c2 − b2
2

n2 + (c
2 − b2
2

+ cd − ab)n + d2 − a2 (11)

g(n) = (c − b)n2 + (d − a + 2c − 2b)n + 2(d − a) (12)

Especially, if n = 1, ̃A is reduced to a positive trapezoidal fuzzy number, and f (1) =
c2 + d2 − b2 − a2 + cd − ab and g(1) = 3(c + d − a − b), then the mean value of a

trapezoidal fuzzy number is given as follows

E( ̃A) = c2 + d2 − b2 − a2 + cd − ab
3(c + d − a − b)

If n = 1 and b = c, ̃A is reduced to a positive triangular fuzzy number, and f (1) =
bd − ab + d2 − a2 and g(1) = 3(d − a), then we have

E( ̃A) = bd − ab + d2 − a2
3(d − a)

= (d − a)(a + b + d)
3(d − a)

= a + b + d
3

The results are consistent with the Definition 6. For convenience, the alterna-

tives could be expressed as x̃ = (x̃1, x̃2,… , x̃n) and the evaluation attributes could be

expressed as c̃ = (c̃1, c̃2,… , c̃n). The attributes are additively independent. x̃ij is the

assessed value of attribute c̃j of alternative x̃i, and is expressed in a GFN in this paper.

The different values of x̃ij can be represented by a matrix ̃V = (x̃ij)mn, which is called

the decision making matrix. The vector of attribute weights is 𝜔 = {𝜔1, 𝜔2,… , 𝜔n}.

To eliminate the difference of the attribute indexes on the dimension, each attribute

index is normalized

r̃ij =
⎧
⎪
⎨
⎪
⎩

x̃ij
x+j

∧ 1, ∀i ∈ M, j ∈ I1
x−j
x̃ij

∧ 1, ∀i ∈ M, j ∈ I2

where I1 is associated with a set of benefit criteria, and I2 is associated with a set of

cost criteria and M = {1, 2,… ,m}.

When the information are integrated by nonlinear operators of GFNs, the results

in the aggregation process are also showed by GFNs. In order to evaluate the results,

a five-step hybrid ranking formula based on mean values of GFNs is given as follows:
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Step 1. Set up decision matrix based on GFNs and normalize decision-making

matrix

Step 2. Integrate information by nonlinear operators of GFNs based on formu-

las (5)–(7)

Step 3. Calculate the comprehensive property values by weighted arithmetic

average

Step 4. Calculate the mean values of GFNs based on formulas (10)–(12)

Step 5. Rank the alternatives based on the mean values of GFNs.

5 Numerical Example

A numerical example is considered in the section. Assume that a car company

needs to purchase some auto parts from three auto parts suppliers A1,A2,A3. Four

attributes: C1 (the producing ability), C2 (the ability of capital currency), C3 (the

ability of research), C4 (the level of technology innovation) are taken into considera-

tion and the weight vector is given by 𝜔 = (0.2, 0.2, 0.3, 0.3)T . During the decision-

making process, three experts e1, e2, e3 are invented to evaluate the three auto parts

suppliers. Their weighting vector is given by 𝜆 = (0.3, 0.3, 0.4)T . After analyzing

and assessing these suppliers, the decision making process is shown as follows

Step 1. Set up group decision matrix based on GFNs and normalize the decision

matrix in Tables 1, 2, 3, 4, 5 and 6, respectively.

Table 1 Decision matrix given by expert e1
A1 A2 A3

C1 (1, 2, 3, 4)n (4, 5, 6, 7)n (2, 4, 5, 8)n
C2 (2, 3, 4, 5)n (1, 3, 5, 6)n (2, 3, 4, 5)n
C3 (3, 4, 6, 7)n (4, 6, 7, 9)n (1, 3, 6, 7)n
C4 (4, 5, 7, 8)n (1, 3, 6, 7)n (7, 8, 8, 9)n

Table 2 Decision matrix given by expert e2
A1 A2 A3

C1 (3, 5, 6, 8)n (1, 2, 3, 4)n (2, 3, 4, 6)n
C2 (2, 3, 4, 5)n (3, 4, 5, 8)n (1, 3, 5, 8)n
C3 (2, 4, 5, 7)n (3, 4, 6, 7)n (1, 2, 4, 6)n
C4 (5, 6, 8, 9)n (1, 3, 6, 8)n (2, 3, 4, 6)n
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Table 3 Decision matrix given by expert e3
A1 A2 A3

C1 (5, 6, 7, 8)n (0, 1, 1, 2)n (2, 3, 4, 5)n
C2 (2, 4, 6, 7)n (4, 5, 6, 8)n (2, 4, 5, 7)n
C3 (5, 6, 8, 9)n (1, 4, 5, 8)n (3, 4, 6, 7)n
C4 (5, 7, 8, 9)n (3, 4, 5, 6)n (5, 6, 7, 8)n

Table 4 Normalized decision matrix given by expert e1
A1 A2 A3

C1 (0.125, 0.333, 0.6, 1)n (0.5, 0.833, 1, 1)n (0.25, 0.667, 1, 1)n
C2 (0.333, 0.6, 1, 1)n (0.167, 0.6, 1, 1)n (0.333, 0.6, 1, 1)n
C3 (0.333, 0.571, 1, 1)n (0.444, 0.857, 1, 1)n (0.111, 0.429, 1, 1)n
C4 (0.444, 0.625, 0.875, 1)n (0.111, 0.375, 0.75, 1)n (0.778, 1, 1, 1)n

Table 5 Normalized decision matrix given by expert e2
A1 A2 A3

C1 (0.375, 0.833, 1, 1)n (0.125, 0.333, 0.6, 1)n (0.25, 0.5, 0.8, 1)n
C2 (0.25, 0.6, 1, 1)n (0.375, 0.8, 1, 1)n (0.125, 0.6, 1, 1)n
C3 (0.286, 0.667, 1, 1)n (0.429, 0.667, 1, 1)n (0.143, 0.333, 1, 1)n
C4 (0.556, 0.75, 1, 1)n (0.111, 0.375, 1, 1)n (0.222, 0.375, 0.667, 1)n

Table 6 Normalized decision matrix given by expert e3
A1 A2 A3

C1 (0.625, 0.857, 1, 1)n (0, 0.143, 0.167, 1)n (0.25, 0.429, 0.667, 1)n
C2 (0.25, 0.667, 1, 1)n (0.5, 0.833, 1, 1)n (0.25, 0.667, 1, 1)n
C3 (0.556, 0.75, 1, 1)n (0.111, 0.5, 0.833, 1)n (0.333, 0.5, 1, 1)n
C4 (0.556, 0.875, 1, 1)n (0.333, 0.5, 0.714, 1)n (0.556, 0.75, 1, 1)n

Table 7 Integrated decision matrix

A1 A2 A3

C1 (0.397, 0.691, 0.879, 1)n (0.190, 0.410, 0.514, 1)n (0.25, 0.523, 0.808, 1)n
C2 (0.275, 0.626, 1, 1)n (0.361, 0.753, 1, 1)n (0.237, 0.626, 1, 1)n
C3 (0.407, 0.671, 1, 1)n (0.309, 0.659, 0.934, 1)n (0.208, 0.428, 1, 1)n
C4 (0.522, 0.761, 0.962, 1)n (0.198, 0.424, 0.812, 1)n (0.522, 0.712, 0.898, 1)n

Step 2. Aggregate information by nonlinear operators of GFNs based on formula

(5), formula (6) and formula (7), then get the integrated decision-making matrix as

listed in Table 7.
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Step 3. Calculate the comprehensive property values by weighted arithmetic aver-

age, we have

V=((0.413, 0.693, 0.964, 1)n, (0.262, 0.558, 0.827, 1)n, (0.316, 0.572, 0.931, 1)n)T
Step 4. Calculate the mean values of GFNs based on formula (10), formula (11)

and formula (12), we get

E(A1) =
0.2245n2 + 0.9023n + 0.8294
0.271n2 + 1.129n + 1.174

E(A2) =
0.1863n2 + 0.8671n + 0.9314
0.269n2 + 1.276n + 1.476

E(A3) =
0.2698n2 + 1.02n + 0.9001
0.359n2 + 1.402n + 1.368

Step 5. Rank the alternatives based on the mean values of GFNs.

Based on the mean values, the ranking of the alternatives under different n values

could be shown in Fig. 2.

According to the Fig. 2, for the decision makers of the car company, the ranking

order is A1 ≻ A3 ≻ A2.

At the same time, by comparing the sorted results under different n values, it could

be shown that the final assessment results become more stable with the increase of n
values. These results are suitable for the characteristics of the GFN, the robustness

and adaptability of decision-making methods could be improved when the GFNs are

considered in supplier selection. Moreover, the fuzziness of attribute is smaller and

decision makers get more information with the increase of n values, therefore, the

decision makers are easy to choose the best supplier.

Fig. 2 Ranking of the

alternatives under different n
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6 Conclusions

In the real decision problems, it is difficult to select the excellent supplier according

to the different preference relations in fuzzy MCDM. In order to efficiently solve

the complex decision making problems and find reasonable decision making meth-

ods, the fuzzy MCDM method with GFNs is proposed in the paper. Some nonlinear

aggregation operators with generalized fuzzy numbers (GFNs) are also proposed.

Furthermore, a ranking formula based on mean values of GFNs is adopted to rank

alternatives. Finally, experimental results indicate that the proposed method offers

a practical and effective way in fuzzy MCDM. It could be also shown that the final

assessment results become more stable with the increase of n values. These results

are suitable for the characteristics of the GFN. Furthermore, because the member-

ship function of the GFN has different forms, the subjectivity of selecting the model

parameters is reduced, and the robustness of the model is also improved.
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Possibility-Based Outranking Comparison
for PROMETHEE II with Uncertain
Linguistic Fuzzy Variables

Binquan Liao, Lidong Wang and Xiaodong Liu

Abstract Linguistic variable is an effective tool to represent the complexity and

uncertainty of alternatives information, which closes to the fuzziness of man’s think-

ing. In this paper, PROMETHEE II-based ranking method is studied under the envi-

ronment of uncertain linguistic fuzzy variables. The preference measure functions

are refined by introducing the overall dominance possibility assignment methods

among uncertain linguistic fuzzy variables, by which the exiting flow, entering flow

and net flow are obtained respectively. Additionally, the rank of alternative can be

achieved easily by comparing net flow. The convenience and applicability of the

proposed methods are illustrated with a practical example about the evaluation of

socio-economic systems.

Keywords Uncertain linguistic fuzzy variables ⋅ The overall dominance possibil-

ity ⋅ PROMETHEE II method

1 Introduction

Multiple attribute decision making (MADM) problems exist widely in real-life deci-

sion making situation [1–5]. For traditional MADM problems, decision makers

assess each alternative under each attribute expressing with numerical values. How-

ever, numerical values are not enough to reflect the human cognitive mechanism.

Uncertain knowledge exist broadly in daily life and the process of decision making,

it is suitable for decision-makers to give the evaluation information by virtue of lin-

guistic terms as opposed to precise values [6]. For instance, a decision maker may
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evaluate the financial environment of a city with the fuzzy linguistic term “good”

instead of numerical values 85. MADM problem under uncertain linguistic informa-

tion has been a hot research topic and attracted more and more researcher to study it

during the last several years.

Due to the complexity of certain decision-making problems, the evaluation infor-

mation provided by decision-makers may be exists between two linguistic phrases

[6]. For instance, experts provide his/her preferences over alternatives with range

from a linguistic label to another. In order to deal with this case, Xu defined the

uncertain linguistic variables and introduced some of their operational laws [7, 8],

in which experts can provide quantitative information expressed by a pair of linguis-

tic variables. In group linguistic decision analysis, except the choice and operations

of the linguistic term set, how to establish an appropriate aggregation operator is a

necessary step, by which one can obtain comprehensive evaluation result derived

from multiple experts [9]. Xu developed the uncertain linguistic ordered weighted

averaging (ULOWA) operator and uncertain linguistic hybrid aggregation (ULHA)

operator [10]. Xu introduced a distance measures between two uncertain linguistic

fuzzy sets, and solved the problem under different types of linguistic information

[11]. Yue and Fan provided the property of the dominance degree on pairwise com-

parisons of uncertain linguistic variables [12]. Peng developed an uncertain pure

linguistic hybrid harmonic averaging operator and a generalized interval aggrega-

tion operator, and applied it in an investment company that invest a sum of money

in the best option [13]. Meng and Tan discussed the Choquet aggregation operators

ranking decision under uncertain linguistic environment [14].

The likelihood-based assignment was introduced in the MADM problem, in

which the evaluative of the alternatives and the importance weights of the attribute

are expressed in interval fuzzy numbers [15]. Likelihood-based assignment denotes

the evaluative rating of alternative is not smaller than the evaluative rating of another

alternative with respect to criterion, which can avoided the loss and distortion of

information, so the feasibility and the applicability of this method can solve the

MADM problem. Chen established an interval type-2 fuzzy PROMETHEE method

using lower and upper likelihoods-based outranking index [15]. Wang and Chen

employed likelihoods-based outranking methods to interval-valued intuitionistic

fuzzy problem [16].

Inspired by work above mentioned, this paper introduces overall dominance pos-

sibility assignment methods to a MADM problem with uncertain linguistic informa-

tion. The rest of this paper is organized as follows. Section 2. describes the concepts

of uncertain linguistic variables. In Sect. 3, an improved PROMETHEE II method

is described under uncertain linguistic fuzzy sets by introducing overall dominance

possibility assignment method. In Sect. 4, an example is provided for showing the

feasibility and applicability of the proposed methodology. Finally, the conclusions

are draw in Sect. 5.
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2 Preliminaries

In this section, some related concepts and operators of the uncertain linguistic vari-

ables are recalled.

It is necessary to choose an appropriate linguistic labels set in advance. Let

S = {s| = 0, 1,… ,L − 1}, where s represents a linguistic variable, L is odd number

[10]. In general, L can takes 3, 5, 7, 9 and so on. The S has the following character-

istics [10].

(1) If i > j, then si > sj (i.e., si is better than sj),
(2) There exists a negative operator neg(si) = sL−1−i,
(3) If si ≥ sj (i.e., si is not worse than sj), then max(si, sj) = si,
(4) If si ≤ sj (i.e., si is not better than sj), then min(si, sj) = si.

As is pointed by Xu [10], in order to minimize the linguistic information loss

during the operational process, the original discrete linguistic assessment set S =
(s0, s1,… , sL−1) is extended to continuous linguistic assessment set s = {s

𝛼

|𝛼 ∈
[0, q]}, where q is a sufficiently large number. If s

𝛼

∈ S, then s
𝛼

is called a origi-

nal linguistic term, or else s
𝛼

is called an extended linguistic term [10].

Due to the experts’ uncertain knowledge about the preference degrees of one alter-

native over another, linguistic preference information provided by the experts pre-

sented interval linguistic values is better than that of precise linguistic variables. In

the following paragraphs, some related concepts are introduced. Suppose S is a set

of all uncertain linguistic variables, s̃ = [sa, sb] ∈ S where a ≤ b, sa, sb are lower and

upper limit of s̃ respectively, then s̃ is called an uncertain linguistic variable.

Definition 1 ([11]) Suppose S is a set of all uncertain linguistic variables, and for

any s̃1 = [sa1, sb1], s̃2 = [sa2, sb2] ∈ S, then the operational rules are shown as fol-

lows:

(1) s̃1 ⊕ s̃2 = [sa1, sb1]⊕ [sa2, sb2] = [sa1+a2, sb1+b2],
(2) s̃1 ⊗ s̃2 = [sa1, sb1]⊗ [sa2, sb2] = [sa1×a2, sb1×b2],
(3) s̃1∕s̃2 = [sa1, sb1]∕[sa2, sb2] = [sa1∕b2, sb1∕a2], if a2 ≠ 0, b2 ≠ 0,

(4) 𝜆s̃1 = [s
𝜆∗a1, s𝜆∗b1], 𝜆 ≥ 0,

(5) 𝜆(s̃1 ⊕ s̃1) = 𝜆s̃1 ⊕ 𝜆s̃2, 𝜆 ≥ 0,

(6) (𝜆1 + 𝜆2)s̃1 = 𝜆s̃1 ⊕ 𝜆s̃1, 𝜆1, 𝜆2 ≥ 0.

Definition 2 ([17]) Let s̃1 = [sa1 , sb1 ] and s̃2 = [sa2 , sb2 ] be two uncertain linguistic

variables, and ls̃1 = b1 − a1 and ls̃2 = b2 − a2, then the degree of possibility of s̃1 ≥ s̃2
is defined as:

p(s̃1 ≥ s̃2) =
max{0, ls̃1 + ls̃2 − max(b2 − a1, 0)}

ls̃1 + ls̃2
. (1)
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From Definition 2, one can get the following results:

(1) 0 ≤ p(s̃1 ≥ s̃2) ≤ 1, 0 ≤ p(s̃2 ≥ s̃1) ≤ 1,

(2) p(s̃1 ≥ s̃2) + p(s̃2 ≥ s̃1) = 1. Especially, p(s̃1 ≥ s̃1) = p(s̃2 ≥ s̃2) = 1∕2.

For the two interval fuzzy numbers, the degree of possibility of them is defined

as follows:

Definition 3 ([18]) Let a = [a−, a+] and b = [b−, b+] be any two interval fuzzy

numbers, then the degree of possibility of a ≥ b is defined as:

p̃(a ≥ b) = max(0, a+ − b−) − max(0, a− − b+)
a+ − a− + b+ − b−

(2)

3 Possibility-Based Comparison for PROMETHEE II
Model

This section establishes a PROMETHEE II method involving the interval weight

information by introducing the degree of overall dominance possibility index of the

uncertain linguistic preference relations.

3.1 Uncertain Linguistic Decision System

Considering a multiple attribute decision making with uncertain linguistic informa-

tion: letX = {x1, x2,… , xn} be a discrete set of alternatives, andU = {u1, u2,… , um}
be the set of attributes, W = {w1,w2,… ,wm} be the interval weight vector of

attribute, where wj = [w−
j ,w

+
j ],w

−
j ,w

+
j > 0,w−

j < w+
j . Suppose that ̃A = (Aij)n×m is

decision matrix, whereAij ∈ ̄S(Aij = [A−
ij ,A

+
ij ],A

−
ij ∈ S,A+

ij ∈ S), which takes the form

of uncertain linguistic variable given by the decision maker for alternative xi ∈ X
with respect to the attribute uj ∈ U.

3.2 The Overall Dominance Possibility Assignment Methods

The index p(Aij ≥ Ai′j) only reflects the degree of dominance possibility between

the two alternatives, and it cannot reflect the degree of overall dominance possi-

bility between one alternative and other alternatives under an attribute. Inspired by

the Chen’s work [15], the degree of overall dominance possibility index OP(Aij) is

defined under the uncertain linguistic environment. It can reflect the overall degree

of possibility between one alternative and other alternatives with respect to each

attribute.
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Definition 4 Assume that Aij and Ai′j are two ULF evaluative information of the

alternatives xi, xi′ ∈ X with respect to the attribute uj ∈ U. The degree of overall

dominance possibility index OP(Aij) of Aij ∈ S is defined as follows:

OP(Aij) =
1

n − 1

n∑

i′=1
i′≠i

p
(
Aij ≥ Ai′j

)
(3)

where p(Aij ≥ Ai′j) defined by Eq. (1).

3.3 Dominance Possibility Preference Functions
for PROMETHEE II Model

The PROMETHEE II is a powerful and effective method dealed with MADM prob-

lem. There are six shapes of preference functions in the original PROMETHEE II

methods, which proposed by Brans [19], Brans and Vincke [20], and Brans et al. [21].

Classical preference functions derived from the differences between alternatives for

a certain attribute, which bring some difficulties of the comparison between the two

of the evaluations rating under fuzzy linguistic environment. The likelihood-based

outing index LI(A)ij is introduced to define new preference functions by Chen [15],

which shows that the comparison between two of the evaluations rating is obtained

by introducing the relative differences between alternatives for a certain attribute.

3.3.1 Overall Dominance Possibility Preference Function

In this part, the overall dominance possibility preference function is employed to

replace the traditional preference function under ULF evaluation rating and interval

weight. This preference function integrates the difference between the two degree of

overall dominance possibility index. Then we obtain the alternative rank by using

PROMETHEE II methods.

Inspired by the Chen’s work [15], the overall dominance possibility Gaussian

preference function PVI(Aij ≻ Ai′j) is described specifically as follows.

Definition 5 Let OP(Aij) and OP(Ai′j) be two overall dominance possibility indices

of the ULF evaluative ratingsAij andAi′j for the alternatives xi, xi′ ∈ X with respect to

the criterion uj ∈ U, respectively. The overall dominance possibility Gaussian pref-

erence function PVI(Aij ≻ Ai′j) of Aij with respect to Ai′j is defined as follows:

The overall dominance possibility Gaussian preference function:

PVI(Aij ≻ Ai′j) =
{

1 − e−(OP(Aij)−OP(Ai′ j))2∕2𝜎2
if OP(A

ij
) − OP(A

i
′
j
) > 0

0 if OP(A
ij
) − OP(A

i
′
j
) ≤ 0. (4)
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3.3.2 Comprehensive Preference Measures

In this section, a comprehensive preference measure 𝛱ii′ is constructed for each pair

of alternatives xi and xi′ based on the overall dominance possibility preference func-

tion and the interval weight of attribute.

Definition 6 For each pair of alternatives xi and xi′ ∈ X(i, i′ = 1, 2,… , n and i ≠ i′),
the comprehensive preference measure 𝛱ii′ of xi with respect to xi′ is defined as

follows:

𝛱ii′ =
(
⊕

m
j=1P

VI(Aij ≻ Ai′j
)
⋅ wj

)
∕
(
⊕

m
j=1wj

)
, (5)

where

𝛱ii′ = [𝛱−
ii′ ,𝛱

+
ii′ ]

𝛱

−
ii′ =

∑m
j=1 P

VI(Aij ≻ Ai′j) ⋅ w−
j ∕

∑m
j=1 w

+
j

𝛱

+
ii′ =

∑m
j=1 P

VI(Aij ≻ Ai′j) ⋅ w+
j ∕

∑m
j=1 w

−
j .

Notice that xi, xi′ ∈ X and i ≠ i′, and 𝛱ii′ is an interval number.

3.3.3 ULF Flows

In this part, in order to determine the outranking relationships, the comprehensive

preference measures are applied to define the ULF exiting flow, the ULF entering

flow, and the ULF net flow.

Definition 7 For any xi, xi′ ∈ X, the ULF exiting flow 𝛷

L
, entering flow 𝛷

E
, and net

flow 𝛷

N
for each alternative xi ∈ X are defined as follows:

𝛷

L
i = ⊕

n
i′=1,i′≠i𝛱ii′

𝛷

E
i = ⊕

n
i′=1,i′≠i𝛱i′i

𝛷

N
i = 𝛷

L
i Θ𝛷

E
i = [𝛷N−

i , 𝛷

N+

i ],

(6)

where 𝛷

N−

i = 𝛷

L−
i −𝛷

E+

i , 𝛷
N+

i = 𝛷

L+
i −𝛷

E−

i ,
∏

ii′ is the comprehensive preference

measure of xi with respect to xi′ , where xi, xi′ ∈ X.

Definition 8 For any xi ∈ X, the comprehensive outranking index 𝛷IL(xi), the com-

prehensive outranked index 𝛷IE(xi), and the comprehensive dominance index

𝛷IN(xi) of xi are defined, respectively, as follows:
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𝛷IL(xi) =
1

(n−1)
∑n

i′=1
i′≠i

p̃(𝛷L
i ≥ 𝛷

L
i′ )

𝛷IE(xi) =
1

(n−1)
∑n

i′=1
i′≠i

p̃(𝛷E
i ≥ 𝛷

E
i′ )

𝛷IN(xi) =
1

(n−1)
∑n

i′=1
i′≠i

p̃(𝛷N
i ≥ 𝛷

N
i′ ).

(7)

where 𝛷

L
i , 𝛷

E
i and 𝛷

E
i denote the ULF exiting flow, the ULF entering flow, and the

ULF net flow, respectively. p̃(𝛷L
i ≥ 𝛷

L
i′ ) represents the degree of possibility of two

interval fuzzy numbers defined as Eq. (2).

For any xi ∈ X, the following properties hold:

0 ≤ 𝛷IL(xi) ≤ 1, 0 ≤ 𝛷IE(xi) ≤ 1, 0 ≤ 𝛷IN(xi) ≤ 1.

3.3.4 PROMETHEE II-Based Ranking

The comprehensive dominance index 𝛷IN(xi) is employed to rank the alternatives in

a total preorder, the larger 𝛷IN(xi), the more the alternative xi dominates the other

alternatives inX [22]. The ULF PROMETHEE II complete relationships with respect

to an MADM problem.

3.4 Steps of Proposed Model

According to the above mentioned analysis, detailed steps are given to solve the ULF

MADM problem.

Step 1: Establish the decision matrix of ̃A = (Aij)n×m with the uncertain linguistic

evaluative rating for each alternative xi ∈ X with respect to the attribute uj ∈ U.

Step 2: Determine the interval weight wj for the attribute uj ∈ U.

Step 3: Calculate the degree of possibility p(Aij ≥ Ai′j) with respect to uj ∈ U for

each alternative pair (xi, xi′ ).
Step 4: Calculate the overall dominance possibility index OP(Aij) of the uncertain

linguistic evaluative ratings Aij.

Step 5: Specify the corresponding parameters 𝜎, then calculate the overall dom-

inance possibility Gaussian preference function PVI(Aij ≻ Ai′j).
Step 6: Compute the comprehensive preference measure 𝛱ii′ for each of (xi, xi′ )

where xi ∈ X, xi′ ∈ X and i ≠ i′.
Step 7: Calculate the uncertain fuzzy exiting flow 𝛷

L
i , the uncertain fuzzy enter-

ing flow 𝛷

E
i , and the uncertain fuzzy net flow 𝛷

N
i for each alternative xi ∈ X.

Step 8: Calculate the comprehensive dominance index 𝛷IN(xi) for each alterna-

tive xi ∈ X, by which the complete ranking orders can be obtained for all alternatives

in X.
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4 Illustrative Applications

In this section, an example for evaluation of socio-economic systems in reference [7]

is employed to verify the feasibility and applicability of the proposed method. The

evaluation of socio-economic systems including five candidate city is denoted byX =
{x1, x2, x3, x4, x5}, described by attribute set U = {u1, u2, u3, u4, u5, u6, u7, u8, u9}
with ULF language description S = {si|i ∈ [0, 10]}, where political environment u1,

economic environment u2, financial environment u3, administrative environment u4,

market environment u5, technical condition u6, material basis u7, legal environment

u8, and natural environment u9 [7]. Uncertain information of experts decision are

listed in Tables 1 and 2.

This paper combines the degree of the overall dominance possibility and Gaussian

preference function to reflect the difference of that alternatives, in which the para-

meter 𝜎 takes 0.3.

Step 1. The decision matrix of ̃A = (Aij)n×m showed in Table 1.

Step 2. Interval weight information is determine as Table 2.

Step 3. Calculate the p(Aij ≥ Ai′j) for each pair of alternatives xi, xi′ in regard to

each uj ∈ U. For example, measure the ULF binary relationship A32 ≥ A22

p(A32 ≥ A22) =
max{(8 − 6) + (7 − 5) − max(7 − 6, 0), 0}

(8 − 6) + (7 − 5)
= 0.75

Step 4. Calculate the overall dominance possibility index OP(Aij) for xi ∈ X and

uj ∈ U, and the results are showed in Table 3.

Step 5. According to the overall dominance possibility preference function men-

tioned above, one can obtain the preference measure PVI(Aij ≻ Ai′j) for any i, i′ ∈
{1, 2, 3, 4, 5}, j ∈ {1, 2,… , 9}. For instances,

Table 1 Uncertain linguistic decision matrix [7]

u1 u2 u3 u4 u5 u6 u7 u8 u9
x1 [s7, s8] [s8, s9] [s8, s9] [s8, s9] [s6, s7] [s8, s9] [s5, s8] [s8, s9] [s8, s9]

x2 [s6, s9] [s5, s7] [s8, s9] [s6, s7] [s8, s10] [s8, s9] [s8, s9] [s9, s10] [s7, s8]

x3 [s6, s7] [s6, s8] [s7, s8] [s6, s7] [s7, s9] [s6, s8] [s8, s9] [s8, s9] [s7, s8]

x4 [s6, s7] [s8, s9] [s7, s8] [s8, s9] [s6, s8] [s7, s8] [s9, s10] [s7, s9] [s6, s8]

x5 [s6, s7] [s6, s9] [s7, s10] [s7, s8] [s7, s10] [s7, s8] [s6, s7] [s6, s8] [s8, s9]

Table 2 Weight information [7]

u1 u2 u3 u4 u5
[0.08, 0.10] [0.05, 0.09] [0.10, 0.12] [0.08, 0.11] [0.10, 0.13]

u6 u7 u8 u9
[0.12, 0.14] [0.14, 0.16] [0.09, 0.11] [0.11, 0.15]
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Table 3 The degree of overall dominance possibility index

OP(Ai1) OP(Ai2) OP(Ai3) OP(Ai4) OP(Ai5) OP(Ai6) OP(Ai7) OP(Ai8) OP(Ai9)
x1 0.88 0.81 0.75 0.88 0.08 0.88 0.13 0.54 0.88

x2 0.69 0.11 0.75 0.13 0.84 0.88 0.63 1 0.29

x3 0.31 0.29 0.19 0.13 0.6 0.17 0.63 0.54 0.29

x4 0.31 0.81 0.19 0.88 0.28 0.29 1 0.35 0.17

x5 0.31 0.48 0.63 0.5 0.7 0.29 0.13 0.06 0.88

Table 4 Comprehensive preference measures 𝛱ii′

𝛱ij j = 1 j = 2 j = 3 j = 4 j = 5
i = 1 [0.21, 0.39] [0.43, 0.71] [0.34, 0.53] [0.28, 0.45]

i = 2 [0.24, 0.37] [0.3, 0.46] [0.36, 0.56] [0.32, 0.49]

i = 3 [0.16, 0.25] [0.01, 0.02] [0.06, 0.10] [0.15, 0.23]

i = 4 [0.14, 0.21] [0.18, 0.32] [0.18, 0.31] [0.21, 0.34]

i = 5 [0.08, 0.13] [0.15, 0.27] [0.20, 0.35] [0.21,0.35]

Table 5 Exiting flow 𝛷

L
i , entering flow 𝛷

E
i , net flow 𝛷

N
i

𝛷

L
i 𝛷

E
i 𝛷

N
i

x1 [1.26, 2.08] [0.62, 0.96] [0.30, 1.46]

x2 [1.22, 1.88] [0.55, 1] [0.22, 1.33]

x3 [0.38, 0.60] [1.11, 1.83] [–1.45, –0.51]

x4 [0.71, 1.18] [0.97, 1.54] [–0.83, 0.21]

x5 [0.64, 1.10] [0.96, 1.51] [–0.87, 0.14]

PVI(A12 ≻ A22) = 1 − e−(OP(A12)−OP(A22))2∕2𝜎2

= 1 − e−(0.81−0.11)2∕2⋅0.32

= 0.93.

Step 6. Combining preference measure and interval weights, one can get the com-

prehensive preference measures 𝛱ii′ for xi, xi′ ∈ X and uj ∈ U, and the results are

showed in Table 4.

Step 7. Calculate the ULF exiting flow 𝛷

L
i , the ULF entering flow 𝛷

E
i and the

ULF net flow 𝛷

N
i for each xi ∈ X. The results are showed in Table 5.

The comprehensive dominance index is obtained in Table 6. By the comprehen-

sive dominance index, one can obtain the complete ranking orders of all alternative

as follows:

x1 ≻ x2 ≻ x4 ≻ x5 ≻ x3

So, the alternative x1 is the best scheme selection.
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Table 6 Exiting flow 𝛷

L
i , entering flow 𝛷

E
i , net flow 𝛷

N
i

𝛷IL(xi) 𝛷IE(xi) 𝛷IN (xi)
x1 0.90 0.13 0.89

x2 0.85 0.14 0.86

x3 0 0.84 0.09

x4 0.40 0.71 0.34

x5 0.35 0.69 0.32

5 Conclusion

In this paper, PROMETHEE II based on ranking method is established under the

uncertain linguistic information and interval weight. By introducing overall domi-

nance possibility assignment methods among uncertain linguistic fuzzy variables,

exiting flow, entering flow and net flow are obtained with the form of interval num-

ber. The rank of alternatives is achieved by employing comprehensive dominance

index. A practical example is given to demonstrate its practicality and effectiveness

for the evaluation of socio-economic systems.
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Hesitant Fuzzy Correlation Measures
Considering the Credibility

Jian-hui Yang and Chuan-yang Ruan

Abstract Presenting corresponding credibility on every hesitant fuzzy evaluation
value, According to the hesitant fuzzy comprehensive evaluation problem of
unknown attribute weights information, we define several hesitant fuzzy correlation
formulas considering credibility. Then we construct several optimal attribute
weighs model based on correlation for attribute weights.

Keywords Hesitant fuzzy ⋅ Correlation measures ⋅ Credibility

1 Introduction

Torra [1, 2] introduced the hesitant fuzzy set, which allows an element belonging to a
set’s membership grade can be different values. Currently, multi-attribute
decision-making problem with the attribute value given in the form of hesitant
fuzzy information has attracted the attention of scholars home and abroad. Xu [3–5]
researched the distance measures, similarity degree, entropy and cross entropy in
hesitant fuzzy sets, and apply them to multi-attribute decision-making. Farhadinia [6]
discussed the relationship among hesitant fuzzy entropy, distance and similarity
degree, and apply similarity degree into cluster analysis. In order to consider the
decisionmaker’s familiarity in professional field, Xia and Xu [7] proposed a credibility
induced hesitant fuzzy aggregation operators, and applied it to the supplier selection.

Aiming at the fuzzy comprehensive evaluation problem of partial unknown attri-
bute (index) weights information in alternatives, Xu [8] utilized IFHG operator to
aggregate decision-making information and established the linear programming
model, solved the corresponding index weight under scheme to maximize the score
function, and established a mathematical programming model of the overall scheme of
maximizing the score; Park [9] defined the correlation coefficient of interval-valued
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intuitionistic fuzzy number, and put forward a decision-making method based on
interval-valued correlation coefficient decision-making method. Aiming at the fuzzy
comprehensive evaluation problem of completely unknown attribute weights, Xu [10]
defined the deviation degree between two intuitionistic fuzzy values, aggregated the
individual intuitionistic fuzzy decision-making matrix into a comprehensive intu-
itionistic fuzzy decision-making matrix by using IFHA operators, and established the
optimization model based on total deviation degree maximization to solve the optimal
attribute weights; Liu [11] assign corresponding credibility to each evaluation values,
gave several hesitant fuzzy information correlation formulas based on credibility, and
established attribute weights model based on the correlation between evaluation
matrix and preference of decision makers Ruan [12] proposes the weighted mutation
rate correction incompletion G1 method which is used to measure the development
balance degree and determines weights of evaluation indicators, which avoids the
problem of integration of subjective and objective weights.

According to current literatures analysis, this paper attempts to study the fol-
lowing problems: how to take the credibility and the importance of hesitant fuzzy
number weights into account. So we propose several correlation formulas consid-
ering the credibility, and construct several optimal attribute weights models based
on the correlation between attribute evaluated values and the ideal values.

2 Basic Theory of Hesitant Fuzzy Sets

Zadeh [13] attempted to use membership function to express uncertain information
firstly. However there exists lots of uncertainty in the actual decision-making
problems, which leads to experts’ hesitation in giving evaluation values. Hesitant
fuzzy sets can solve this kind of problems effectively.

Definition 1 [1, 2] Let X = fx1, x2, . . . , xng be an non-empty set, then call

E= f⟨x, hEðxÞ⟩jx∈Xg ð1Þ

the Hesitant Fuzzy Set. Among them hEðxÞ is a set of several possible membership
values in [0, 1], which x∈X means the membership grade of E to a set.

As to some practical problems such as the foundation and paper review, the
familiarity with this field (credibility), usually need to be considered during the
selection of evaluation experts, making the results more reasonable and credible. At
present, when aggregating the hesitant fuzzy information, the decision-makers’
familiarity with the professional field has been seldom considered, then Xia and Xu
[7] put forward a hesitant fuzzy aggregation operator based on credibility.

Definition 2 [7] Let the hesitant fuzzy set be h1, h2, . . . , hn,∀γi ∈ hi, credibility
li ∈ ½0, 1�, and the weight vector of hið1= 1, 2, . . . , nÞ is w= ðw1,w2, . . . ,wnÞT ,
wi ∈ ½0, 1�, ∑

n

i=1
wi =1, then
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CIHFWAðh1, h2, . . . , hnÞ= ⊕
i=1

n
wiðlihiÞ= ∪ γ1 ∈ h1, γ2 ∈ h2, ..., γn ∈ hnð1− ∏

n

i=1
ð1− liγiÞwiÞ

ð2Þ

is called the Credibility Induced Hesitant Fuzzy Weighted Averaging operator.
When all credibility li =1, the credibility induced hesitant fuzzy weighted operator
degrades to the hesitant fuzzy weighted averaging operator.

HFWAðh1, h2, . . . , hnÞ= ⊕
j=1

n
wjhj ð3Þ

Definition 3 [7] Let the hesitant fuzzy set be h1, h2, and its correlation degree
satisfies the conditions as follows:

(1) 0≤ jCðh1, h2Þj≤ 1
(2) Cðh1, h2Þ = 1
(3) Cðh1, h2Þ = Cðh2, h1Þ
For that the elements number in may be different, in order to carry out the effective
operation, elements should be added in the hesitant fuzzy set with less elements
until the elements number in the set reaches k=maxðk1, k2Þ, k1, k2 represent the
elements number in the hesitant fuzzy set respectively. The adding principle can
reflect the decision-makers’ risk preference, and the decision-maker that prefers risk
will add the element of the largest set value, while the decision-maker that hate risk
will be on the contrary.

Based on the Definition 3, the literature [4] gave the following correlation degree
formula about the hesitant fuzzy set:

C1ðh1, h2Þ=
∑
l

j=1
γσðjÞ1 ⋅ γσðjÞ2

maxf∑
l

j=1
ðγσðjÞ1 Þ2, ∑

l

j=1
ðγσðjÞ2 Þ2g

ð4Þ

C2ðh1, h2Þ=
∑
l

j=1
γσðjÞ1 ⋅ γσðjÞ2

ð∑
l

j=1
ðγσðjÞ1 Þ2 ⋅ ∑

l

j=1
ðγσðjÞ2 Þ2Þ1 2̸

ð5Þ

Among which, γσðjÞ1 , γσðjÞ2 denote the jth smallest element in the hesitant fuzzy set
h1, h2 respectively, representing the elements number in hesitant fuzzy sets h1, h2.

Give another correlation degree formula below:
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C3ðh1, h2Þ=
∑
l

j=1
γσðjÞ1 ⋅ γσðjÞ2

ð∑
l

j=1
ðγσðjÞ1 Þ2 + ∑

l

j=1
ðγσðjÞ2 Þ2Þ 2̸

ð6Þ

The above correlation degree formula (4)–(6) have the relationship as follows.

Property 1 For any two hesitant fuzzy sets h1, h2, the hesitant fuzzy correlation
degree formula Ciðh1, h2Þ, i=1, 2, 3 satisfies the following relationship:

C2ðh1, h2Þ≥C3ðh1, h2Þ≥C1ðh1, h2Þ ð7Þ

Proof From the in equation
ffiffiffiffiffi
ab

p
≤ a+ b

2 ≤maxfa, bg, a, b≥ 0, we can get

ð∑
l

j=1
ðγσðjÞ1 Þ2 ⋅ ∑

l

j=1
ðγσðjÞ2 Þ2Þ1 2̸ ≤ ð∑

l

j=1
ðγσðjÞ1 Þ2 + ∑

l

j=1
ðγσðjÞ2 Þ2Þ 2̸≤maxf∑

l

j=1
ðγσðjÞ1 Þ2, ∑

l

j=1
ðγσðjÞ2 Þ2g

then

∑
l

j=1
γσðjÞ1 ⋅ γσðjÞ2

ð∑
l

j=1
ðγσðjÞ1 Þ2 ⋅ ∑

l

j=1
ðγσðjÞ2 Þ2Þ1 2̸

≥
∑
l

j=1
γσðjÞ1 ⋅ γσðjÞ2

ð∑
l

j=1
ðγσðjÞ1 Þ2 + ∑

l

j=1
ðγσðjÞ2 Þ2Þ 2̸

≥
∑
l

j=1
γσðjÞ1 ⋅ γσðjÞ2

maxf∑
l

j=1
ðγσðjÞ1 Þ2, ∑

l

j=1
ðγσðjÞ2 Þ2g

Thus the conclusion is proved, and the proof is completed.

3 Determination Method of the Attribute Weight Based
on Correlation Degree

In the multi-attribute comprehensive evaluation, sometimes the experts group need
to give the weight of selected attributes. However, because of time pressure, the
lack of knowledge and data, and the decision-makers’ specialty limitation, the
attribute weight information provided by the expert group tends to be incomplete.
Therefore, how to carry out the schemes sorting and optimization according to the
known evaluation knowledge is an interesting and important question. In this paper,
we studied this kind of problem in the hesitant fuzzy environment, and put forward
a kind of solution based on the correlation degree.
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3.1 The Correlation Degree of the Hesitant Fuzzy Set
and Its Properties Considering the Credibility

Considering the importance of the credibility, the following words will propose
several hesitant fuzzy correlation formula based on the relative credibility and
absolute credibility on the condition of Definition 3, and discuss their relationship.

Definition 4 [11] For any two hesitant fuzzy sets hðx1Þ, hðx2Þ, k=maxðk1, k2Þ,
among which k1, k2 denotes the elements number in hðx1Þ, hðx2Þ respectively.
∀γi ∈ hðxiÞ there is credibility li = ½0, 1�, i=1, 2, then we call

C1
l =

∑
k

j=1
ðlτðjÞ1 γτðjÞ1 ÞðlτðjÞ2 γτðjÞ2 Þ

maxf∑
k

j=1
ðlτðjÞ1 γτðjÞ1 Þ2, ∑

k

j=1
ðlτðjÞ2 γτðjÞ2 Þ2g

ð8Þ

the hesitant fuzzy correlation degree based on credibility. In which

γτðjÞi ðj=1, 2, . . . , kÞ means the jth smallest element in hðxiÞði=1, 2Þ, and lτðjÞi means

the corresponding absolute credibility to γτðjÞi .
Similarly, we can put forward the hesitant fuzzy correlation formula based on the

absolute credibility as follows:

C2
l =

∑
k

j=1
ðlτðjÞ1 γτðjÞ1 ÞðlτðjÞ2 γτðjÞ2 Þ

ð∑
k

j=1
ðlτðjÞ1 γτðjÞ1 Þ2 ⋅ ∑

k

j=1
ðlτðjÞ2 γτðjÞ2 Þ2gÞ1 2̸

ð9Þ

C3
l =

∑
k

j=1
ðlτðjÞ1 γτðjÞ1 ÞðlτðjÞ2 γτðjÞ2 Þ

ð∑
k

j=1
ðlτðjÞ1 γτðjÞ1 Þ2 + ∑

k

j=1
ðlτðjÞ2 γτðjÞ2 Þ2Þ 2̸

ð10Þ

Property 2 For any two hesitant fuzzy set, the hesitant fuzzy correlation degree
satisfies the following relationship:

C2
l ðh1, h2Þ≥C3

l ðh1, h2Þ≥C1
l ðh1, h2Þ ð11Þ
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Definition 5 For any two hesitant fuzzy sets hðx1Þ, hðx2Þ, k=maxðk1, k2Þ, among
which k1, k2 denotes the elements number in hðx1Þ, hðx2Þ respectively. ∀γi ∈ hðxiÞ
there is credibility li = ½0, 1�, i=1, 2, then we call

C1
r =

∑
k

j=1
ðlðjÞ1 γτðjÞ1 ÞðlðjÞ2 γτðjÞ2 Þ

maxf∑
k

j=1
ðlðjÞ1 γτðjÞ1 Þ2, ∑

k

j=1
ðlðjÞ2 γτðjÞ2 Þ2g

ð12Þ

the hesitant fuzzy correlation degree based on credibility. In which

γτðjÞi ðj=1, 2, . . . , kÞ means the jth smallest element in hðxiÞði=1, 2Þ, lτðjÞi means the

corresponding absolute credibility to γτðjÞi , and lðjÞi = n× lτðjÞi

∑
k

i= 1
lτðjÞi

means the corre-

sponding relative credibility to γτðjÞi . Similarly, we can put forward the hesitant
fuzzy correlation formula based on the absolute credibility as follows:

C2
r =

∑
k

j=1
ðlðjÞ1 γτðjÞ1 ÞðlðjÞ2 γτðjÞ2 Þ

ð∑
k

j=1
ðlðjÞ1 γτðjÞ1 Þ2 ⋅ ∑

k

j=1
ðlðjÞ2 γτðjÞ2 Þ2gÞ1 2̸

ð13Þ

C3
r =

∑
k

j=1
ðlðjÞ1 γτðjÞ1 ÞðlðjÞ2 γτðjÞ2 Þ

ð∑
k

j=1
ðlðjÞ1 γτðjÞ1 Þ2 + ∑

k

j=1
ðlðjÞ2 γτðjÞ2 Þ2Þ 2̸

ð14Þ

Property 3 For any two hesitant fuzzy set, the hesitant fuzzy correlation degree
satisfies the following relationship:

C2
r ðh1, h2Þ≥C3

r ðh1, h2Þ≥C1
r ðh1, h2Þ ð15Þ

The selection of large, geometric mean and arithmetic mean in the correlation
formula reflect the decision-maker’s risk attitude, which is risk preference, disgust
and neutral. The decision-makers can choose different correlation formula based on
actual needs.
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3.2 Determination of the Attribute Weight

Consider the multi-index comprehensive evaluation problem in the hesitant fuzzy
environment. Let A= fA1,A2, . . . ,Amg be the scheme set, G= fG1,G2, . . . ,Gng be
the index set. aijði=1, 2, . . . ,m; j=1, 2, . . . , nÞ denotes the aggregation value of
the jth attribute in the ith scheme, w= ðw1,w2, . . . ,wnÞ is the weight vector of the
attribute, wj ∈ ½0, 1�, ∑

n

j=1
wj =1, w* = ðw*

1,w
*
2, . . . ,w

*
nÞ is the optimal attribute

weight vector, w*
j ∈ ½0, 1�, ∑

n

j=1
w*
j =1. H denotes the partial weight information

proposed by the expert group.

Method 1: If the decision-making group has no preference for the alternatives,
the scheme preference is not considered.

Suppose C1ðAi,A*Þði=1, 2, . . . ,mÞ is the correlation between the scheme
Aiði=1, 2, . . . ,mÞ and the ideal value A*. The definition of is in 2.1, and
A* = ða*1, a*2, . . . , a*nÞ is the set of the maximum attribute value in each scheme
aggregating from CIHFHA. In general, the actual evaluation value of the scheme
Ai = ði=1, 2, . . . ,mÞ has a certain gap with the ideal value A*, so the larger the
value of C1ðAi,A*Þ, the more close Ai is to A*, which means the better the scheme
Ai is. Therefore, the reasonable weight should make C1ðAi,A*Þði=1, 2, . . . ,mÞ as
large as possible. Based on this, we can construct the optimization model to solve
the weight.

Model 1 maxð∑
n

j=1
wjC1ða1j, a*j Þ, ∑

n

j=1
wjC1ða2j, a*j Þ, . . . , ∑

n

j=1
wjC1ðanj, a*j ÞÞ ð16Þ

Each scheme is coequal, so the scheme preference does not exist. Therefore, we can
aggregate the above optimization model to the single objective optimization model
according to the weight [14]:

Model 2
max ∑

m

i=1
∑
n

j=1
wjC1ðaij, a*j Þ

s.t.w∈H

ð17Þ

Model 2 can be easily solved by the single shape method used in the linear pro-
gramming model, and we can get the optimal solution w* = ðw*

1,w
*
2, . . . ,w

*
nÞ as the

index weight vector.
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If the weight vector is unknown, we can utilize the following model to obtain the
weight vector:

Model 3
max ∑

m

i=1
∑
n

j=1
wjC1ðaij, a*j Þ= ∑

m

i=1
∑
n

j=1
wj

∑
l

j=1
γσðjÞ1 ⋅ γσðjÞ2

maxf∑
l

j=1
ðγσðjÞ1 Þ2, ∑

l

j=1
ðγσðjÞ2 Þ2g

s.t. ∑
n

j=1
w2
j =1,wj ≥ 0, j=1, 2, . . . , n

ð18Þ

Without loss of generality, the correlation degree formula C1ðaij, a*j Þ in model 3 is
calculated according to formula (4). To solve the equation, we construct the
Lagrange Function:

Lðw, λÞ= ∑
m

i=1
∑
n

j=1
wjC1ðaij, a*j Þ+

λ

2
ð∑

n

j=1
w2
j − 1Þ ð19Þ

Calculating the partial derivative, and let them be 0. Then we have

δLðwj, λÞ
δwj

= ∑
m

i=1
C1ðaij, a*j Þ+ λwj =0

δLðwj, λÞ
δλ = ∑

n

j=1
w2
j − 1= 0

8>><
>>: ð20Þ

Solve the equations, and we have

wj =
∑
m

i=1
C1ðaij, a*j Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
n

j=1
ð∑

m

i=1
C1ðaij, a*j ÞÞ2

s ð21Þ

Processing wj to unitization and the optimal attribute weight is

w*
j =

∑
m

i=1
C1ðaij, a*j Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
n

j=1
ð∑

m

i=1
C1ðaij, a*j ÞÞ

s ð22Þ
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Substitute the correlation formula (4) to the above formula, and we have

w*
j =

∑
m

i=1

∑
l

j= 1
aij ⋅ a*j

maxf∑
l

j= 1
ðaijÞ2, ∑

l

j= 1
ða*j Þ2g

∑
n

j=1
ð∑

m

i=1

∑
l

j=1
aij ⋅ a*j

maxf∑
l

j=1
ðaijÞ2, ∑

l

j=1
ða*j Þ2g

Þ
, j=1, 2, . . . , n ð23Þ

In particular, when I = 1, and the ideal values are the maximum value of each
attribute comprehensive values. Then

w*
j =

∑
m

i=1

aij
a*j

∑
n

j=1
ð∑

m

i=1

aij
a*j
Þ
, j=1, 2, . . . , n ð24Þ

w*
j is the optimal attribute weight vector solved by optimization model con-

structed according to the correlation degree.

Method 2: Determination of the Attribute Weight Considering the
Scheme Preference

For the multi-attribute decision-making problems with credibility and the attribute
value from the hesitant fuzzy set, we propose the hesitant fuzzy information attri-
bute weight determination model with scheme preference, considering the
decision-maker’s subjective preference and objective preference. The

decision-making group gives the preference value hi
Δ
ði=1, 2, . . . ,mÞ for the

scheme, and measure the scheme according to the attributes, and the hesitant fuzzy
decision-making matrix Dl = ðhijkÞm× n× p with credibility is worked out, hijk
denoting the kth hesitant fuzzy number of the jth attribute in the ith scheme. The
attribute value hij in the scheme Dl = ðhijÞm× n can be seen as objective preference,

and the preference value hi
Δ
ði=1, 2, . . . ,mÞ can be seen as the subjective prefer-

ence. Because of the influence of the decision-makers and decision-making envi-
ronment, there exists certain correlation between the subjective and objective
preferences. In order to make the decision-making more reasonable, the selection of
the attribute weight vector w= ðw1,w2, . . . ,wnÞ should make the overall correlation
degree between the subjective and objective preferences the biggest. Therefore, we
propose the hesitant fuzzy attribute weight determination model considering the
credibility [11, 13]:
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Model 4
max ∑

n

j=1
C1
r ðhij, hi

Δ
Þwt = ∑

n

j=1

∑
p

k=1
ðlðkÞij γτðkÞij Þðlðk

ΔÞ
ij γ τ

ΔðkÞ
ij Þ

maxf∑
k

j= 1
ðlðkÞij γτðkÞij Þ2, ∑

k

j=1
ðlðk

ΔÞ
ij γ τ

ΔðkÞ
ij Þ2g

wj

S.t. ∑
n

j=1
w2
j =1,wj ≥ 0, j=1, 2, . . . , n

ð25Þ

Without loss of generality, the correlation degree formula C1
r ðhij, hi

Δ
Þ in model 4 is

calculated according to formula (12), reflecting the correlation between the sub-
jective and objective preference of decision-makers. The schemes are competing
fairly, and no preference relationship, so model 4 can turn to the single objective
planning model:

Model 5
max ∑

m

i=1
∑
n

j=1
C1
r ðhij, hi

Δ
Þwt = ∑

m

i=1
∑
n

j=1

∑
p

k=1
ðlðkÞij γτðkÞij Þðlðk

ΔÞ
ij γ τ

ΔðkÞ
ij Þ

maxf∑
k

j=1
ðlðkÞij γτðkÞij Þ2, ∑

k

j=1
ðlðk

ΔÞ
ij γ τ

ΔðkÞ
ij Þ2g

wj

s.t. ∑
n

j=1
w2
j =1,wj ≥ 0, j=1, 2, . . . , n

ð26Þ

Then we have

w*
j =

∑
m

i=1
C1
r ðaij, a*j Þ

∑
n

j=1
ð∑

m

i=1
C1
r ðaij, a*j ÞÞ

ð27Þ

4 Concluding Remarks

In order to get more reasonable result, we give the corresponding credibility to
represent the decision-maker’s familiarity with the field. This paper proposed
several kinds of optimization model to solve the attribute weight based on the
correlation degree considering the credibility, which could utilize the known
information effectively, and the calculated attribute weight would be more sub-
jective and reasonable. So the method has high practical value, and can be applied
to personnel management, supplier selection, evaluation of economic efficiency etc.
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Pan-uncertain Measure

Chao Wang, Minghu Ha and Xiaowei Liu

Abstract Probability measure, possibility measure and uncertain measure can

effectively deal with random phenomenons, fuzzy phenomenons, uncertainty

phenomenons in real-world correspondingly. In order to establish a unified tool to

handle random phenomenons, fuzzy phenomenons and uncertainty phenomenons,

pan-uncertain measure is defined by normality, pan duality, pan subadditivity. Then,

corresponding pan-uncertain product measure and pan-uncertainty space are given.

In the end, pan-uncertain variable and pan-uncertain distribution are defined and

discussed on pan-uncertain space.

Keywords Pan-uncertain measure ⋅ Pan-uncertain variable ⋅ Pan-uncertain

distribution ⋅ Uncertain measure

1 Introduction

The probability measure formulated axiomatically by Kolmogorov [1] in 1933 is a

non-negative, norm, countable additive set function, which is an effective tool to

deal with the random phenomenon in the real-world. While the additivity property

is too restrictive in some application contexts, that there exist more non-additive

set functions [2–9]. For example, possibility measure as an important non-additive

measure, emerged from the concept of fuzzy set [10], which was proposed by Zadeh

[2, 3] via membership function. It can measure the fuzzy events and process the

fuzzy phenomenon effectively.
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In addition to the random and fuzzy phenomenon, there also exist uncertainty

phenomenons in the real-world. Liu [9] wrote that “when the sample size is too

small (even no-sample) to estimate a probability distribution, we have to invite some

domain experts to evaluate their belief degree that each event will occur. Since

human beings usually overweight unlikely events, the belief degree may have much

larger variance than the real frequency, this phenomenon was named uncertainty.”

To deal with the above uncertainty phenomenon, uncertain measure and correspond-

ing uncertainty theory were founded by Liu [8] in 2007. Subsequently, uncertainty

theory has been applied into many aspects [11, 12].

Uncertain measure is a non-additive set function with normality, self-duality,

countable subadditivity, and product axioms. Both possibility measure with normal-

ity, fuzzy additivity and probability measure with normality, monotonicity, countable

additivity satisfy the first three axioms of uncertain measure, but probability measure

cannot be regarded as a special case of uncertain measure because it does not satisfy

the product axiom. The operator of probability product measure is multiplication ‘⋅’,
while the operator of uncertain product measure is minimization ‘∧’. On the other

hand, though random, fuzzy and uncertainty are three different phenomenons, there

are also some relations. When the sample size is too small to estimate a probabil-

ity distribution, the uncertainty appears, we should deal with uncertainty theory [9].

When the sample size becomes large, the uncertainty disappears. Then, the prob-

lem becomes probabilistic (random). Besides, fuzzy and random can make up fuzzy

random phenomenons, and uncertainty and random can also make up uncertain ran-

dom phenomenons. Therefore, it is important to establish a unified tool to process the

above three phenomenons. Then, pan-uncertain measure is proposed with normality,

pan duality, pan subadditivity, and corresponding pan-uncertain theory is initially

founded, which can deal with random, fuzzy, and uncertainty phenomenons.

2 Preliminary

Let be𝛺 a nonempty set, and be a 𝜎-algebra over𝛺. Each elementA ∈  in called

an event, and P(A) indicates the probability that A may occur. Probability measure

[1] P is a set function satisfying the following three axioms:

Axiom 1. P(𝛺) = 1.

Axiom 2. P(A) ≥ 0,∀A ∈ .

Axiom 3. For every countable sequence of mutually disjoint events {Ai},Ai ∈ ,

we have

P

( ∞⋃

i=1
Ai

)

=
∞∑

i=1
P
(
Ai
)
.

The triples (𝛺,,P) is called a probability measure space. Let (𝛺k,k,Pk), k =
1, 2,… be probability measure spaces. The probability product measure is defined by
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P

( ∞∏

k=1
Ak

)

=
∞∏

k=1
Pk

(
Ak
)

where Ak are chosen from k, k = 1, 2,…
Zadeh [2, 3] introduce possibility measure to deal with fuzzy problems. It satisfies

the following three axioms:

Axiom 1. Pos(𝛺) = 1 for the universal set 𝛺.

Axiom 2. Pos(𝜙) = 0 for empty set 𝜙.

Axiom 3. For every sequence events {Ai}, we have

Pos

( ∞⋃

i=1
Ai

)

=
∞⋁

i=1
Pos

(
Ai
)
.

In order to deal with human uncertainty, Liu [8] proposed uncertain measure in

2007. Let 𝛤 be a nonempty set, and  be a 𝜎-algebra over 𝛤 . Each element 𝛬 ∈ 𝛺

called an uncertain event, uncertain measure is interpreted as the personal belief

degree of the uncertain event 𝛬. Then, the uncertain measure is defined by

Axiom 1. (𝛤 ) = 1 for the universal set 𝛤 .

Axiom 2. (𝛬) +(𝛬c) for any even 𝛬 ∈ .

Axiom 3. For every countable sequence events {𝛬i}, we have



( ∞⋃

i=1
𝛬i

)

≤

∞∑

i=1


(
𝛬i
)
.

Let
(
𝛤k,k,k

)
, k = 1, 2,… be uncertain spaces. Then, the uncertain product

measure  is given by



( ∞∏

k=1
𝛬k

)

=
∞⋀

k=1
k

(
𝛬k

)

for each element 𝛬k ∈ 𝛤k.

Pan-uncertain Measure

In order to establish a unified tool to process random phenomenons, fuzzy phe-

nomenons and uncertainty phenomenons in the real-world, we first proposed pan-

uncertain measure based on two binary pan operators [13].

Definition 1 Let ⊕ and ⊙ be two binary pan operators on [0,∞]. If for any

a, b, c, ai, bi ∈ [0,∞](i = 1, 2), we have

(1) a⊕ b = b⊕ a, a⊙ b = b⊙ a.
(2) (a⊕ b)⊕ c = a⊕ (b⊕ c), (a⊙ b)⊙ c = a⊙ (b⊙ c).
(3) a1 ≤ b1, a2 ≤ b2 ⇒ a1 ⊕ a2 ≤ b1 ⊕ b2, a1 ⊙ a2 ≤ b1 ⊙ b2.
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(4) There exists a zero element 0, and a⊕ 0 = a; a⊙ 0 = 0.

(5) There exists an unit element I, and a⊙ I = I⊙ a = a.
(6) If {an} ⊂ [0,∞], {bn} ⊂ [0,∞] and lim

n→∞
an < ∞, lim

n→∞
bn < ∞. Then

lim
n→∞

(
an ⊕ bn

)
= lim

n→∞
an ⊕ lim

n→∞
bn, limn→∞

(
an ⊙ bn

)
= lim

n→∞
an ⊙ lim

n→∞
bn.

It is easy to find that ‘⋅’ and ‘∧’ satisfy the pan operator ‘⊙’, ‘+’ and ‘∨’ satisfy

the pan operator ‘⊕’.

In the paper, let X be a nonempty set, and  be a 𝜎-algebra over X. Each element

A ∈  called a pan-uncertain event.

Definition 2 A pan-uncertain measure 𝜇 is a mapping from  to [0,∞] satisfying

Axiom 1. 𝜇(𝜙) = 0 for the empty set 𝜙, where 0 is a zero element.

Axiom 2. 𝜇(A)⊕ 𝜇(Ac) = I for any pan-uncertain event A ∈  , where I is an unit

element.

Axiom 3. For every countable sequence pan-uncertain events Ai, we have

𝜇

( ∞⋃

i=1
Ai

)

≤

∞⨁

i=1
𝜇

(
Ai
)
.

In this paper, (X, , 𝜇) is called a pan-uncertain space.

Let (Xk,k, 𝜇k), k = 1, 2,… be pan-uncertain spaces. Then, the pan-uncertain

product measure is defined by

𝜇

( ∞∏

k=1
Ak

)

=
∞⨀

k=1
𝜇k

(
Ak
)

(1)

Let A,B ∈  and A ⊂ B. Then, the pan-uncertain measure is monotonic if

𝜇(A) ≤ 𝜇(B).

Property 1 𝜇(X) = I for the universal set X.

Proof I = 𝜇(X)⊕ 𝜇(𝜙) = 𝜇(X)⊕ 0 = 𝜇(X)

Property 2 𝜇(A) ≤ I for any pan-uncertain event A

Proof As 𝜇(Ac) ≥ 0, we have 𝜇(A) = 𝜇(A)⊕ 0 ≤ 𝜇(A) + 𝜇(Ac) = I

Property 3 𝜇(A1 ∪ A2) ≤ 𝜇(A1)⊕ 𝜇(A2) for any Pan-uncertain events A1, A2.

Proof Denote A3 = A4 = ⋯ = 𝜙. As 𝜇

(∞⋃

i=1
Ai

)

≤

∞⨁

i=1
𝜇

(
Ai
)
, we have
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𝜇

(
A1 ∪ A2

)
= 𝜇

( ∞⋃

i=1
Ai

)

≤

∞⨁

i=1
𝜇

(
Ai
)
=𝜇

(
A1

)
⊕ 𝜇

(
A2

)
⊕

( ∞⨁

i=3
𝜇

(
Ai
)
)

= 𝜇

(
A1

)
⊕ 𝜇

(
A2

)
.

Theorem 1 Let the operator ‘⊕’ be ‘+’. Then, the pan-uncertainmeasure𝜇 satisfies
monotonicity.

Proof If A ⊂ B, we have Ac ∪ B = X. Then,

I = 𝜇(X) = 𝜇(Ac ∪ B) ≤ 𝜇(Ac) + 𝜇(B) = I − 𝜇(A) + 𝜇(B) ⇒ 𝜇(A) ≤ 𝜇(B)

Remark 1 When the operator ‘⊕’ is ‘∨’, the pan-uncertain measure 𝜇 does not sat-

isfy monotonicity sometimes. For example, let X =
{
x1, x2, x3

}
. A pan-uncertain

measure 𝜇 is given by

𝜇

{
x1
}
= 0.4, 𝜇

{
x2
}
= 0.8, 𝜇

{
x3
}
= 1

𝜇

{
x1, x2

}
= 0.7, 𝜇

{
x1, x3

}
= 1, 𝜇

{
x2, x3

}
= 1

𝜇

{
x1, x2, x3

}
= 1, 𝜇 {𝜙} = 0

It is obvious that

{x2} ⊂ {x1, x2},while 𝜇{x2} > 𝜇{x1, x2}

Theorem 2 Let the operator ‘⊕’ be ‘∨’ and I = 1. Then, the monotonic pan-
uncertain measure 𝜇 is also a possibility measure.

Proof It is obvious that the zero element 0 = 0. Then we have

𝜇(𝜙) = 0, 𝜇(X) = 1.

Since Ai ⊂
∞⋃

i=1
Ai, i = 1, 2,…, we have

𝜇

(
Ai
)
≤ 𝜇

( ∞⋃

i=1
Ai

)

⇒
∞⋁

i=1
𝜇

(
Ai
)
≤ 𝜇

( ∞⋃

i=1
Ai

)

, i = 1, 2,… .

For every countable sequence pan-uncertain events {Ai}, we have

𝜇

( ∞⋃

i=1
Ai

)

≤

∞⋁

i=1
𝜇

(
Ai
)
,
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by the use of the Axiom 3 of pan-uncertain measure. Then,

𝜇

( ∞⋃

i=1
Ai

)

=
∞⋁

i=1
𝜇

(
Ai
)
.

i.e. the pan-uncertain measure satisfies the three axioms of possibility measure.

Remark 2 It is obvious that the pan-uncertain measure is also a uncertain measure

while the operator ‘⊕’ is ‘+’, the operator ‘⊙’ is ‘∧’ and I = 1
For the operator ‘⊙’, both probability product measure and uncertainty product

measure satisfy the Eq. (1). It is that probability measure, possibility measure, and

uncertain measure are all the special case of pan-uncertain measure. Therefore, the

pan-uncertain measure indicates the pan level (probability, possibility, and uncer-

tainty) that pan-uncertain even will occur.

However, some pan-uncertain measure does not satisfy monotonicity such as the

example in Remark 1, and it is not probability measure, possibility measure or uncer-

tain measure. Since probability measure, possibility measure, and uncertain measure

are all monotonic, we mainly study the monotonic pan-uncertain measure in the rest

of the paper.

Theorem 3 Let 𝜇 be a monotonic pan-uncertain measure. Then
(1) 𝜇(A1)⊕ 𝜇(A2) ≤ I for any disjoint events A1 and A2;
(2) lim

i→∞
𝜇

(
A ∪ Ai

)
= lim

i→∞
𝜇

(
A∖Ai

)
= 𝜇 (A) for every countable sequence pan-

uncertain events Ai with lim
i→∞

𝜇

(
Ai
)
= 0.

Proof (1) Since A1 ∩ A2 = 𝜙 ⇒ A1 ⊂ Ac
2, we have

𝜇

(
A1

)
⊕ 𝜇

(
A2

)
≤ 𝜇

(
Ac
2
)
⊕ 𝜇

(
A2

)
= I

(2) As 𝜇 (A) ≤ 𝜇

(
A ∪ Ai

)
≤ 𝜇 (A)⊕ 𝜇

(
Ai
)
. Then

𝜇 (A) ≤ lim
i→∞

𝜇

(
A ∪ Ai

)
≤ 𝜇 (A)⊕ lim

i→∞
𝜇

(
Ai
)
= 𝜇 (A) .

Since A∖Ai ⊂ A =
(
A∖Ai

)
∪ Ai, so

lim
i→∞

𝜇

(
A∖Ai

)
≤ 𝜇 (A) ≤ lim

i→∞
𝜇

(
A∖Ai

)
⊕ lim

i→∞
𝜇

(
Ai
)
= lim

i→∞
𝜇

(
A∖Ai

)
.

3 Pan-uncertain Variables

Definition 3 Let 𝜇 be a monotonic pan-uncertain measure. Pan-uncertain variable

is a measurable mapping from pan-uncertain space (X, , 𝜇) to real number set R,

i.e. for any Borel set B, the set {𝜔 ∈ X |𝜉 (𝜔) ∈ B} is a pan-uncertain event.
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Definition 4 Let 𝜉, 𝜂 be pan-uncertain variables on pan-uncertain space. Then

(1) If 𝜇 {𝜉 < 0} = 0, the pan-uncertain variable 𝜉 is nonnegative.

(2) If 𝜇 {𝜉 ≤ 0} = 0, the pan-uncertain variable 𝜉 is positive.

(3) If 𝜇 {𝜉 ≠ 𝜂} = 0, the pan-uncertain variables 𝜉, 𝜂 are almost equal.

Definition 5 The pan-uncertain distribution of pan-uncertain variable 𝜉 is defined by

𝜑 (x) = 𝜇 {𝜉 ≤ x} , x ∈ R

Property 4 The pan-uncertain distribution of pan-uncertain variable 𝜉 satisfies

(1) 0 ≤ 𝜑(x) ≤ I.
(2) 𝜑(x) ≤ 𝜑(y),∀x ≤ y ∈ R.
(3) 𝜑(x) = 0 ⇒ 𝜇{𝜉 > x} = I; While 𝜑(x) = I, we cannot get 𝜇{𝜉 > x} = 0.

Proof It is obvious by the use of the properties of monotonic pan-uncertain measure.

Remark 3 If the pan-uncertain measure does not satisfy monotonicity, the corre-

sponding distribution may not be monotonic (see Example 1). So, the pan-uncertain

variable is defined based on monotonicity pan-uncertain measure.

Example 1 Let the binary operator ‘⊕’ be ‘∨’, I = 1, and X =
{
x1, x2, x3

}
. A pan-

uncertain measure is given by

𝜇

{
x1
}
= 0.8, 𝜇

{
x2
}
= 0.4, 𝜇

{
x3
}
= 1,

𝜇

{
x1, x2

}
= 0.7, 𝜇

{
x1, x3

}
= 1, 𝜇

{
x2, x3

}
= 1,

𝜇

{
x1, x2, x3

}
= 1, 𝜇 {𝜙} = 0.

Then the variable

𝜉 (𝜔) =
⎧
⎪
⎨
⎪
⎩

1, 𝜔 = x1
2, 𝜔 = x2
3, 𝜔 = x3

has a non-monotonicity distribution as follows

𝜑 (x) =
⎧
⎪
⎨
⎪
⎩

0, x < 1
0.8, 1 ≤ x < 2
0.4, 2 ≤ x < 3
1, x ≥ 3

.

Definition 6 Let 𝜉, 𝜂 be pan-uncertain variables on pan-uncertain space. Then

(1) the pan-uncertain variables 𝜉, 𝜂 are identical distributed if

𝜇 {𝜉 ≤ x} = 𝜇 {𝜂 ≤ x} ,∀x ∈ R.
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(2) the pan-uncertain variables 𝜉, 𝜂 are said to be independent if

𝜇 {𝜉 ≤ x, 𝜂 ≤ x} = 𝜇 {𝜉 ≤ x}⊙ 𝜇 {𝜂 ≤ x} ,∀x ∈ R.

Definition 7 Let 𝜉1, 𝜉2,… , 𝜉n be pan-uncertain variables on pan-uncertain space.

Then (𝜉1, 𝜉2,… , 𝜉n) is called an n-dimension uncertain variable.

Definition 8 Let (𝜉1, 𝜉2,… , 𝜉n) be an n-dimension uncertain variables. Then the

joint uncertain distribution is defined by

𝜑

(
x1, x2,… , xn

)
= 𝜇

( n⋂

i=1

{
𝜉i ≤ xi

}
)

, xi ∈ R

Definition 9 The pan-uncertain variables 𝜉1, 𝜉2,… , 𝜉n are said to be independent iff

𝜇

( n⋂

i=1

{
𝜉i ∈ Bi

}
)

=
n⨀

i=1
𝜇

{
𝜉i ∈ Bi

}

for any Borel set Bi.

Theorem 4 If 𝜉1, 𝜉2,… , 𝜉n are independent pan-uncertain variables with
pan-uncertain distributions 𝜑1, 𝜑2,… , 𝜑n, respectively. Then, we have

𝜑

(
x1, x2,… , xn

)
=

n⨀

i=1
𝜑

(
xi
)
, xi ∈ R

Proof It is obvious by the use of Definitions 8 and 9.

4 Conclusion

In this paper, pan-uncertain measure, pan-uncertain space, pan-uncertain variable,

and pan-uncertain distribution are defined, and the properties of pan-uncertain mea-

sure and pan-uncertain variable are discussed. Then, the pan-uncertain theory is ini-

tially established, which covers the probability theory, possibility theory and uncer-

tainty theory, and it can deal with random, fuzzy, and uncertainty phenomenons in

the real-world.
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Fuzzy Risk Analysis Method Based
on Trapezoidal Intuitionistic Fuzzy Numbers

Xiaojie Zhou, Shuai Wang and Cheng Zhang

Abstract In this paper, a new fuzzy risk analysis method is proposed based on trape-

zoidal intuitionistic fuzzy numbers. A new weighted similarity measure between

trapezoidal intuitionistic fuzzy numbers is presented based on centers-of-gravity of

membership and nonmembership functions. In a fuzzy risk analysis problem, the lin-

guistic values and probability of failure are represented as trapezoidal intuitionistic

fuzzy numbers. The proposed similarity is applied to translate the risk of failure into

proper linguistic value. It is showed that the proposed model is an effective method

for fuzzy risk analysis and the weight in similarity measure improves the flexibility

of a system.

Keywords Fuzzy risk analysis ⋅ Trapezoidal intuitionistic fuzzy number ⋅
Similarity

1 Introduction

Risk analysis plays an important role in many decision problems, and many

researches are focused on fuzzy risk analysis in recent years [1–4]. A natural way

is to represent the probability of failure as a generalized fuzzy numbers and measure

the risk by similarity. Chen and Chen proposed a simple center of gravity method

to calculate the center-of-gravity points of generalized fuzzy numbers, and then the

degree of similarity between two generalized fuzzy numbers was measured based on

the center-of-gravity points [1]. By combining the concepts of geometric distance,

the perimeter and the height of generalized fuzzy numbers, Wei and Chen presented

a new similarity measure between generalized fuzzy numbers and used the new sim-

ilarity to fuzzy risk analysis [5]. To describe complicated problems, interval-valued

fuzzy numbers were also studied in fuzzy risk analysis [4, 6]. Intuitionistic fuzzy set

X. Zhou (✉) ⋅ S. Wang ⋅ C. Zhang

College of Information Engineering, Dalian University, Dalian 116622, China

e-mail: zhouxiaojie@dlu.edu.cn

© Springer International Publishing Switzerland 2016

B.-Y. Cao et al. (eds.), International Conference on Oriental Thinking
and Fuzzy Logic, Advances in Intelligent Systems and Computing 443,

DOI 10.1007/978-3-319-30874-6_11

99



100 X. Zhou et al.

is an extension of fuzzy set, by introducing nonmembership degree [7]. Intuitionis-

tic fuzzy sets have been widely used in decision and management. In this paper, a

new fuzzy risk analysis method is presented based on trapezoidal intuitionistic fuzzy

numbers.

2 Preliminaries

The intuitionistic fuzzy number is an important concept of the intuitionistic fuzzy

modeling. A trapezoidal intuitionistic fuzzy number ̃A = ⟨(a1, a2, a3, a4);w ̃A, u ̃A⟩ is

a special intuitionistic fuzzy set on the real number set 𝐑, whose membership and

nonmembership functions are defined as follows [8]:

𝜇
̃A(x) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

0, x < a1
(x − a1)w ̃A∕(a2 − a1), a1 ≤ x < a2
w

̃A, a2 ≤ x < a3
(a4 − x)w

̃A∕(a4 − a3), a3 ≤ x ≤ a4
0, x > a4

(1)

𝜈
̃A(x) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

1, x < a1
[a2 − x + u

̃A(x − a1)]∕(a2 − a1), a1 ≤ x < a2
u
̃A, a2 ≤ x < a3

[x − a3 + u
̃A(a4 − x)]∕(a4 − a3), a3 ≤ x ≤ a4

1, x > a4

(2)

Assume that there are two trapezoidal intuitionistic fuzzy numbers, ̃A = ⟨(a1, a2,
a3, a4);w ̃A, u ̃A⟩ and ̃B = ⟨(b1, b2, b3, b4);w ̃B, u ̃B⟩, the arithmetic operations between

̃A and ̃B are as follows:

̃A + ̃B = ⟨(a1 + b1, a2 + b2, a3 + b3, a4 + b4);w ̃A ∧ w
̃B, u ̃A ∨ u

̃B⟩, (3)

̃A − ̃B = ⟨(a1 − b1, a2 − b2, a3 − b3, a4 − b4);w ̃A ∧ w
̃B, u ̃A ∨ u

̃B⟩. (4)

Suppose a1 > 0 and b1 > 0, then

̃A × ̃B = ⟨(a1b1, a2b2, a3b3, a4b4);w ̃A ∧ w
̃B, u ̃A ∨ u

̃B⟩, (5)

̃A∕ ̃B = ⟨(a1∕b4, a2∕b3, a3∕b2, a4∕b1);w ̃A ∧ w
̃B, u ̃A ∨ u

̃B⟩. (6)
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3 Weighted Similarity Measure Between Trapezoidal
Intuitionistic Fuzzy Numbers

The center-of-gravity method is very useful to deal with defuzzification problems

and fuzzy ranking problems. For a generalized trapezoidal fuzzy number ̂A = (a1, a2,
a3, a4;w ̂A), with membership function 𝜇

̂A(x), the center-of-gravity of ̂A is [1, 9]

COG( ̂A) = (x∗
̂A
, y∗

̂A
) (7)

where

x∗
̂A
= [y∗

̂A
(a3 + a2) + (a4 + a1)(w ̂A − y∗

̂A
)]∕(2w

̂A),

y∗
̂A
=
{

w
̂A{(a3 − a2)∕[(a3 − a2) + (a4 − a1)] + 1}∕3, a1 ≠ a4

w
̂A∕2, a1 = a4

.

In [1], Chen and Chen calculate the similarity degree of two generalized trape-

zoidal ̂A = (a1, a2, a3, a4;w ̂A) and ̂B = (b1, b2, b3, b4;w ̂B) as

S( ̂A, ̂B) =

[

1 −
∑4

i=1 |ai − bi|
4

]

⋅ (1 − |x∗
̂A
− x∗

̂B
|)B(S ̂A,S ̂B) ⋅

min(y∗
̂A
, y∗

̂B
)

max(y∗
̂A
, y∗

̂B
)
, (8)

where (x∗
̂A
, y∗

̂A
) and (x∗

̂B
, y∗

̂B
) are the centers of gravity of 𝜇

̂A(x) and 𝜇
̂B(x) respectively.

B(S
̂A, S ̂B) is defined as follows:

B(S
̂A, S ̂B) =

{
1, S

̂A + S
̂B > 0

0, S
̂A + S

̂B = 0 , (9)

where S
̂A and S

̂B are the lengths of the bases of the generalized trapezoidal fuzzy

numbers ̂A and ̂B, respectively, defined as S
̂A = a4 − a1 and S

̂B = b4 − b1.

Inspired by the above similarity of generalized trapezoidal fuzzy numbers, we

define the similarity of trapezoidal intuitionistic fuzzy numbers. Assume that there

are two trapezoidal intuitionistic fuzzy numbers, ̃A = ⟨(a1, a2, a3, a4);w ̃A, u ̃A⟩ and

̃B = ⟨(b1, b2, b3, b4);w ̃B, u ̃B⟩, 𝜇̃A(x) and 𝜈
̃A(x) are the membership and nonmember-

ship functions of ̃A respectively, and 𝜇
̃B(x) and 𝜈

̃B(x) for ̃B. (x∗
̃A,𝜇
, y∗

̃A,𝜇
) and (x∗

̃B,𝜇
, y∗

̃B,𝜇
)

are the centers of gravity of 𝜇
̃A(x) and 𝜇

̃B(x), and (x∗
̃A,𝜈
, y∗

̃A,𝜈
) and (x∗

̃B,𝜈
, y∗

̃B,𝜈
) are the

centers of gravity of 𝜈
̃A(x) and 𝜈

̃B(x). According to Eq. (8), we can obtain the simi-

larity of 𝜇
̃A(x) and 𝜇

̃B(x) as:

S
𝜇

( ̃A, ̃B) =

[

1 −
∑4

i=1 |ai − bi|
4

]

⋅ (1 − |x∗
̃A,𝜇 − x∗

̃B,𝜇|)
B(S

̃A,S ̃B) ⋅
min(y∗

̃A,𝜇
, y∗

̃B,𝜇
)

max(y∗
̃A,𝜇
, y∗

̃B,𝜇
)
,

(10)
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And the similarity of 𝜈
̃A(x) and 𝜈

̃B(x) as:

S
𝜈

( ̃A, ̃B) =

[

1 −
∑4

i=1 |ai − bi|
4

]

⋅ (1 − |x∗
̃A,𝜈 − x∗

̃B,𝜈|)
B(S

̃A,S ̃B) ⋅
min(y∗

̃A,𝜈
, y∗

̃B,𝜈
)

max(y∗
̃A,𝜈
, y∗

̃B,𝜈
)
. (11)

Then the similarity of trapezoidal intuitionistic fuzzy numbers ̃A and ̃B can be

defined as:

S( ̃A, ̃B) = 𝛼S
𝜇

( ̃A, ̃B) + (1 − 𝛼)S
𝜈

( ̃A, ̃B), (12)

where 𝛼 is the weight coefficient of membership function with 0 ≤ 𝛼 ≤ 1. For a

trapezoidal intuitionistic fuzzy number ̃A, it is obvious that x∗
̃A,𝜇

= x∗
̃A,𝜈

, named as

x∗
̃A
, then Eq. (12) can be converted into:

S( ̃A, ̃B) =

[

1 −
∑4

i=1 |ai − bi|
4

]

⋅ (1 − |x∗
̃A − x∗

̃B|)
B(S

̃A,S ̃B)

⋅

(

𝛼

min(y∗
̃A,𝜇
, y∗

̃B,𝜇
)

max(y∗
̃A,𝜇
, y∗

̃B,𝜇
)
+ (1 − 𝛼)

min(y∗
̃A,𝜈
, y∗

̃B,𝜈
)

max(y∗
̃A,𝜈
, y∗

̃B,𝜈
)

)

. (13)

In the following, we give an example to illustrate the similarity measure between

two trapezoidal intuitionistic fuzzy numbers.

Example 1 Assume that there are two trapezoidal intuitionistic fuzzy numbers ̃A and

̃B, where

̃A = ⟨(1, 2, 3, 4); 0.45, 0.55⟩, (14)

̃B = ⟨(1, 1.5, 2.5, 4); 0.2, 0.5⟩, (15)

as shown in Fig. 1a. According to Eq. (7), we obtain that x∗
̃A
= 0.25, x∗

̃B
= 0.2917,

y∗
̃A,𝜇

= 0.1875, y∗
̃A,𝜈

= 0.8125, y∗
̃B,𝜇

= 0.0822, y∗
̃B,𝜈

= 0.7917. The similarity degree

1 1.5 2 2.5 3 3.5 4
0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

0 0.2 0.4 0.6 0.8 1
0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65
(a) (b)

Fig. 1 Degree of similarity between ̃A and ̃B. a Trapezoidal intuitionistic fuzzy numbers ̃A and ̃B,

solid line ̃A, dashed line ̃B; b Degree of similarity between ̃A and ̃B with regard to 𝛼
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with regard to different weight coefficient 𝛼 is shown in Fig. 1b. In this example,

since the similarity degree of nonmemberships between ̃A and ̃B is more similar

than the one of memberships, the similarity degree between ̃A and ̃B decreases with

the increasing of 𝛼.

4 Fuzzy Risk Analysis Based on the Similarity Measure
Between Intuitionistic Fuzzy Numbers

In this section, we will apply the proposed similarity measure between intuitionistic

fuzzy numbers to fuzzy risk analysis. Since an intuitionistic fuzzy number has mem-

bership and nonmembership functions, which makes it more suitable for representing

the opinion of decision maker than generalized trapezoidal fuzzy number. Assume

that there is a component A consisting of n sub-components A1,A2,… ,An. ̃Ri and

̃Wi denote the probability of failure and the severity of loss of the sub-component

Ai, i ≤ i ≤ n. The total risk of failure can be computed by:

̃R =
∑n

i=1
̃Wi × ̃Ri

∑n
i=1

̃Wi
(16)

Then the total risk of failure can be translated to linguistic term by similarity mea-

sure [2].

Example 2 This example is referred to [5], the structure of the fuzzy risk analysis

is shown as Fig. 2. Assume that the component A consists of three sub-components

A1,A2,A3. ̃Ri and ̃Wi (i = 1, 2, 3) are illustrated in Table 1.

In order to apply the trapezoidal intuitionistic fuzzy numbers to fuzzy risk analy-

sis, the linguistic values are represented by trapezoidal intuitionistic fuzzy numbers

as shown in Table 2.

According to the arithmetic operations of trapezoidal intuitionistic fuzzy numbers

and Eq. (14), we can obtain ̃R = ⟨(0.1917, 0.3359, 0.5836, 1.0385); 0.5, 0.5⟩. Let 𝛼 =
0.5, then the similarity degree of each linguistic term can be calculated by Eq. (13),

i.e.,

Fig. 2 Structure of fuzzy risk analysis [2]
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Table 1 Linguistic values of ̃Ri and ̃Wi

Sub-component Ai
̃Wi

̃Ri

A1 Low Low

A2 Fairly-high Medium

A3 Very-low High

Table 2 A 9-member linguistic term set

Linguistic terms Trapezoidal intuitionistic fuzzy numbers

Absolutely-low ⟨(0, 0, 0, 0); 1, 0⟩
Very-low ⟨(0, 0, 0.075, 0.15); 0.9, 0.05⟩
Low ⟨(0.1, 0.175, 0.225, 0.3); 0.8, 0.15⟩
Fairly-low ⟨(0.25, 0.325, 0.375, 0.45); 0.65, 0.25⟩
Medium ⟨(0.4, 0.475, 0.525, 0.6); 0.45, 0.45⟩
Fairly-high ⟨(0.55, 0.625, 0.675, 0.75); 0.65, 0.25⟩
High ⟨(0.7, 0.775, 0.825, 0.9); 0.8, 0.15⟩
Very-high ⟨(0.85, 0.925, 1, 1); 0.9, 0.05⟩
Absolutely-high ⟨(1, 1, 1, 1); 1, 0⟩

S( ̃R,Absolutely − low) = 0.1076,
S( ̃R,Very − low) = 0.2494,
S( ̃R,Low) = 0.4239,
S( ̃R,Fairly − low) = 0.6171,
S( ̃R,Medium) = 0.7381,
S( ̃R,Fairly − high) = 0.6610,
S( ̃R,High) = 0.4954,
S( ̃R,Very − high) = 0.3324,
S( ̃R,Avsolutely − high) = 0.1482.

Since S( ̃R,Medium) = 0.7381 has the largest value, ̃R is translated into the linguis-

tic term “Medium”. It means that the probability of failure of the component A is

medium. This result coincides with the one shown in [5].

In reality, ̃Wi and ̃Ri may be represented as trapezoidal intuitionistic fuzzy num-

bers rather than linguistic values. In example 2, let ̃R1 = ⟨(0.3, 0.4, 0.5, 0.6); 0.4, 0.4⟩,
̃R2 = ⟨(0.4, 0.5, 0.55, 0.6); 0.6, 0.2⟩, ̃R3 = ⟨(0.6, 0.7, 0.75, 0.9); 0.4, 0.6⟩, and ̃W1 =
⟨(0, 0.05, 0.1, 0.2); 1, 0⟩, ̃W2 = ⟨(0.4, 0.5, 0.6, 0.7); 0.5, 0.2⟩, ̃W3 = ⟨(0.5, 0.6, 0.7,
0.75); 0.3, 0.5⟩. Then we can also calculate the degree of similarity of ̃R to every lin-

guistic value shown as Fig. 3. From Fig. 3, we can see that if 𝛼 = 0.3,

S( ̃R,Fairly − high) is the largest similarity, while if 𝛼 = 0.5 or 0.7, S( ̃R,Medium)
is the largest similarity. The coefficient 𝛼 reflects the weight of membership function

relative to nonmembership function, and may affect the result of risk analysis.
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Fig. 3 Degree of similarity

of ̃R to every linguistic value

with respect to 𝛼

5 Conclusion

In this paper, a new fuzzy risk analysis method is proposed based on trapezoidal

intuitionistic fuzzy numbers. A weighted similarity measure between trapezoidal

intuitionistic fuzzy numbers is presented based on centers-of-gravity of membership

and nonmembership functions. The new similarity measure is applied to fuzzy risk

analysis based on trapezoidal intuitionistic fuzzy numbers. The weighted similarity

improves the flexibility of a system. Further work may focus on the determination

of the weight coefficient.
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On Fuzzy Soft Relation

Yu-hong Zhang, Xue-hai Yuan and Zun-quan Xia

Abstract Soft set theory, proposed by Molodtsov, has been regarded as a general

mathematical tool for dealing with uncertainties. Research on soft set has received

much attention in recent years. In this paper, we first give the notions of soft relation

and fuzzy soft relation. Furthermore, the concepts of projection and section of soft

relation are introduced and in the meantime, some of their properties are studied.

Moreover, we define fuzzy soft linear transformation and get some conclusions.

Keywords Soft set ⋅ Soft relation ⋅ Fuzzy soft relation ⋅ Fuzzy soft linear

transformation

1 Introduction

Molodtsov [1] initiated the concept of soft set theory as a completely new approach

for modeling uncertainties in 1999. After Molodtsov’s work, Maji et al. [2] introduced

several operations on soft sets. Since then, some authors [3, 4] introduced and stud-

ied soft set operations as well. Maji et al. [5] also presented the definition of fuzzy

soft set which many researchers [6–12] worked on presently. Aktas and Cagman [13]

gave a definition of soft group. Some scholars [14–22] also discussed the algebraic

structure of soft set. The application of soft set theory was also extended to incom-

plete information system [23] and decision making problems [24–26].
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Majumdar and Samanta [27] defined soft mapping in 2010. The main purpose of

this paper is to introduce the concept of fuzzy soft relation, which is based on the

direct relationship between mapping and relation.

The paper is organized as follows. Section 2 introduces some preliminary results.

Section 3 proposes the definitions of soft relation and fuzzy soft relation and studies

some related properties. Finally Sect. 4 concludes from this work.

2 Preliminaries

Definition 1 [1]. Let U be an initial universe set and E be a set of parameters. Let
(U) denote the power set of U and A ⊂ E. A pair (F,A) is called a soft set over U
iff F is a mapping given by F ∶ A → (U).

Example 2 Suppose a soft set (F,E) describes the attractiveness of the shirts which

the authors are going to wear.

U = the set of all shirts under consideration = {x1, x2, x3, x4, x5}
E = {colorful,bright,cheap,warm}= {e1, e2, e3, e4}
Let F(e1) = {x1, x2},F(e2) = {x1, x2, x3},F(e3) = {x4},F(e4) = {x2, x5}

So,the soft set (F,E) is a family {F(ei), i = 1, 2, 3, 4} of (U).

Definition 3 [27]. Let A,B be two non-empty set and E be a parameter set. Then the
mapping F ∶ E → (BA) is called a soft mapping from A to B under E, where BA is
the collection of all mappings from A to B.

Actually a soft mapping F from A to B under E is a soft set over BA
.

Definition 4 [28]. Let (F,A) and (G,B) be two soft sets over U, then a relation from
(F,A) to (G,B) is a soft subset of (F,A) × (G,B).

Definition 5 [29]. A fuzzy soft relation is defined as soft set over the fuzzy power set
of the cartesian product of two crisp sets. Let X and Y be two crisp sets and E is the
set of parameters, then a function R ∶ E → IX×Y is called a fuzzy soft relation.

The next definitions and results are from [30].

Let  (X × Y) denote the set of fuzzy subsets over X × Y ,R ∈  (X × Y),
x ∈ X, y ∈ Y , we set

(R ∣x)(y) = R(x, y), (R ∣y)(x) = R(x, y).
(R ∣[x])(y) = 1 − R(x, y), (R ∣[y])(x) = 1 − R(x, y).
(RX)(x) =

⋁

y∈Y
R(x, y), (RY )(y) =

⋁

x∈X
R(x, y).

(R[X])(x) =
⋀

y∈Y
R(x, y), (R[Y])(y) =

⋀

x∈X
R(x, y).

Property 6 R2 ⊆ R1 ⇒ (R2)X ⊆ (R1)X , (R2)Y ⊆ (R1)Y , (R2)x ⊆ (R1)x,
(R2)y ⊆ (R1)y, (R2)[x] ⊇ (R1)[x], (R2)[y] ⊇ (R1)[y].
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Property 7 (1) R[X] ⊆ RX.
(2) R ∣[x]= Rc ∣x,Rc ∣[x]= (R ∣[x])c,Rc ∣x= (R ∣x)c.
(3) R[X] = ((Rc)X)c.
(4) (R ∪ S)X = RX ∪ SX , (R ∩ S)X ⊆ RX ∩ SX

(
⋃

t∈T
Rt)X =

⋃

t∈T
(Rt)X , (

⋂

t∈T
Rt)X ⊆

⋂

t∈T
(Rt)X.

(5) (R ∪ S)[X] ⊇ R[X] ∪ S[X], (R ∩ S)[X] = R[X] ∩ S[X].
(
⋃

t∈T
Rt)[X] ⊇

⋃

t∈T
(Rt)[X], (

⋂

t∈T
Rt)[X] =

⋂

t∈T
(Rt)[X].

(6) (
⋃

t∈T
Rt) ∣x=

⋃

t∈T
(Rt) ∣x, (

⋂

t∈T
Rt) ∣x=

⋂

t∈T
(Rt) ∣x.

(7) (
⋃

t∈T
Rt) ∣[x]=

⋂

t∈T
(Rt) ∣[x], (

⋂

t∈T
Rt) ∣[x]=

⋃

t∈T
(Rt) ∣[x].

Let R, S,T and Q be fuzzy relations, then we have that

(1) (R ◦ S) ◦T = R◦ (S ◦T).
(2) (R ∪ S) ◦T = (R ◦T) ∪ (S ◦T),T◦ (R ∪ S) = (T ◦R) ∪ (T ◦ S).

(
⋃

t∈T
Rt) ◦T =

⋃

t∈T
(Rt ◦T), S◦ (

⋃

t∈T
Rt) =

⋃

t∈T
(S ◦Rt).

(3) (λ R) ◦ S = λ(R ◦ S) = R◦ (λ S) (λ ∈ [0, 1])
(
⋃

r∈𝛤
λr R(r)) ◦T =

⋃

r∈𝛤
λr(R(r) ◦T), S◦ (

⋃

r∈𝛤
λr R(r)) =

⋃

r∈𝛤
λr(S ◦R(r)).

(4) Q ⊆ R ⇒ Q ◦T ⊆ R ◦T , S ◦Q ⊆ S ◦R,Qn
⊆ Rn,

(
⋂

r∈𝛤
R(r)) ◦T ⊆

⋂

r∈𝛤
(R(r)◦T).

3 Soft Relation and Fuzzy Soft Relation

In this section we introduce the notions of soft relation and fuzzy soft relation and

study their properties. Let X be the universal set and E be a parameter set. Then the

pair (X,E) will be called a soft universe. Throughout this section we assume that

(X,E) is our soft universe.

Definition 8 Let A,B be two non-empty set and E be a parameter set. Then the

mapping

F ∶ E → ([0, 1]A×B)

is called a soft relation from A to B under E, where [0, 1]A×B
is the collection of all

fuzzy relations from A to B.

Note Actually a soft relation F from A to B under E is a soft set over [0, 1]A×B
, which

is different from the definition of soft set relation in [28]. In fact, let (F,A) and (G,B)
be two soft sets over U, then a soft set relation from (F,A) to (G,B) is a soft subset of

(F,A) × (G,B), where (F,A) × (G,B) = (H,A × B), where H ∶ A × B → (U × U)
and H(a, b) = F(a) × G(b), where (a, b) ∈ A × B.

Example 9 Let F ∶ E → (BA) is a soft mapping from A to B under E. Then soft

mapping is a special case of soft relation.
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Example 10 Let E = {e1, e2},A = {a1, a2},B = {b1, b2, b3}.

Let R1,R2,R3,R4 ∈ [0, 1]A×B
be defined as follows:

R1 =
(
1 0.1 0.2
0 1 0.3

)

,R2 =
(
0 1 0.3
1 0.1 0.2

)

,

R3 =
(
0.1 1 0.2
0.3 0 1

)

,R4 =
(

0 0.5 1
0.6 1 0.7

)

,

Let F ∶ E → ([0, 1]A×B) be defined as follows:

F(e1) = {R1,R4},F(e2) = {R1,R2,R3}.

Then F is a soft relation from A to B under E.

Definition 11 Let A,B be two non-empty set and E be a parameter set. Then the

mapping

F ∶ E →  ([0, 1]A×B)

is called a fuzzy soft relation from A to B under E.

Note This is different from the definition of fuzzy soft relation in [29], which is

defined as soft set over the fuzzy power set of the cartesian product of two crisp sets.

Definition 12 Let F be a soft relation from A to A under E, we say that

(1) F is reflexive⇔ ∀R ∈ F(e) is reflexive, ∀e ∈ E
(2) F is symmetric⇔ ∀R ∈ F(e) is symmetric, ∀e ∈ E
(3) F is transitive⇔ ∀R ∈ F(e) is transitive, ∀e ∈ E

A soft relation F is called a soft equivalence relation from A to A under E if it is

reflexive, symmetric and transitive.

Definition 13 Let F1 be a soft relation from A to B under E, F2 be a soft relation from

B to C under E. Then a new soft relation, the composition of F1 and F2 expressed as

F1◦F2 from A to C under E is defined as follows:

(F1◦F2)(e) = {R1◦R2 ∣ R1 ∈ F1(e),R2 ∈ F2(e)}

Let F and G be soft relations from A to B under E, we set

F ≤ G ⇔ ∀e ∈ E,F(e) ⊆ G(e);F = G ⇔ ∀e ∈ E,F(e) = G(e);
Fc(e) = {Rc ∣ R ∈ F(e)}; (F ∪ G)(e) = F(e) ∪ G(e);
(F ∩ G)(e) = F(e) ∩ G(e); (λ F)(e) = {λ R ∣ R ∈ F(e)}.

Property 14 Let F,G and S be soft relations,

(1) (F ◦G) ◦S = F ◦ (G ◦ S).
(2) (F ∪ G) ◦S = (F ◦ S) ∪ (G ◦ S), S◦ (F ∪ G) = (S ◦F) ∪ (S ◦G).

(
⋃

t∈T
Ft) ◦G =

⋃

t∈T
(Ft ◦G), S◦ (

⋃

t∈T
Ft) =

⋃

t∈T
(S ◦Ft).
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(3) (λ F)◦G = λ(F◦G) = F◦(λ G)(λ ∈ [0, 1])
(
⋃

r∈𝛤
λr F(r)) ◦G =

⋃

r∈𝛤
λr(F(r) ◦G), S◦ (

⋃

r∈𝛤
λr F(r)) =

⋃

r∈𝛤
λr(S ◦F(r)).

(4) F1 ≤ F2 ⇒ F1 ◦G ≤ F2 ◦G, S ◦F1 ≤ S ◦F2,Fn
1 ≤ Fn

2 ,

(
⋂

r∈𝛤
F(r)) ◦G ≤

⋂

r∈𝛤
(F(r) ◦G).

Definition 15 Let F be a soft relation from A to B under E. For a ∈ A and b ∈ B,

we set

F ∣a∶E → ([0, 1]B)
e ↦ F ∣a (e) = {R ∣a∣ R ∈ F(e)}

F ∣b∶E → ([0, 1]A)
e ↦ F ∣b (e) = {R ∣b∣ R ∈ F(e)}

F ∣[a]∶E → ([0, 1]B)
e ↦ F ∣[a] (e) = {R ∣[a]∣ R ∈ F(e)}

F ∣[b]∶E → ([0, 1]A)
e ↦ F ∣[b] (e) = {R ∣[b]∣ R ∈ F(e)}

FA ∶E → ([0, 1]A)
e ↦ FA(e) = {RA ∣ R ∈ F(e)}

FB ∶E → ([0, 1]B)
e ↦ FB(e) = {RB ∣ R ∈ F(e)}

F[A] ∶E → ([0, 1]A)
e ↦ F[A](e) = {R[A] ∣ R ∈ F(e)}

F[B] ∶E → ([0, 1]B)
e ↦ F[B](e) = {R[B] ∣ R ∈ F(e)}

Property 16 Let F1,F2 be soft relations from A to B under E, then we have that
F2 ≤ F1 ⇒ (F2)A ≤ (F1)A, (F2)B ≤ (F1)B,F2 ∣a≤ F1 ∣a,F2 ∣b≤ F1 ∣b,

F2 ∣[a]≤ F1 ∣[a],F2 ∣[b]≤ F1 ∣[b] .
i.e. F2(e) ⊆ F1(e) ⇒ (F2)A(e) ⊆ (F1)A(e), (F2)B(e) ⊆ (F1)B(e),

F2 ∣a (e) ⊆ F1 ∣a (e),F2 ∣b (e) ⊆ F1 ∣b (e),F2 ∣[a] (e) ⊆ F1 ∣[a] (e),
F2 ∣[b] (e) ⊆ F1 ∣[b] (e).

Property 17 Let F be a soft relation from A to B under E, then we have that

(1) F ∣[a]= Fc ∣a,Fc ∣[a]= (F ∣[a])c,Fc ∣a= (F ∣a)c.
(2) F[A] = ((Fc)A)c.
(3) (F ∪ G)A = FA ∪ GA, (F ∩ G)A = FA ∩ GA.

(
⋃

t∈T
Ft)A =

⋃

t∈T
(Ft)A, (

⋂

t∈T
Ft)A =

⋂

t∈T
(Ft)A.
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(4) (F ∪ G)[A] = F[A] ∪ G[A], (F ∩ G)[A] = F[A] ∩ G[A].
(
⋃

t∈T
Ft)[A] =

⋃

t∈T
(Ft)[A], (

⋂

t∈T
Ft)[A] =

⋂

t∈T
(Ft)[A].

(5) (
⋃

t∈T
Ft) ∣a=

⋃

t∈T
(Ft) ∣a, (

⋂

t∈T
Ft) ∣a=

⋂

t∈T
(Ft) ∣a.

(6) (
⋃

t∈T
Ft) ∣[a]=

⋂

t∈T
(Ft) ∣[a], (

⋂

t∈T
Ft) ∣[a]=

⋃

t∈T
(Ft) ∣[a].

Definition 18 Let F∶E → ([0, 1]A×B) and T∶E → ([0, 1]A), we set

T◦F ∶E → ([0, 1]B)
e ↦ (T◦F)(e)

where (T◦F)(e) = T(e)◦F(e) = {A◦R ∣ A ∈ T(e),R ∈ F(e)}
Let T1∶E → ([0, 1]A) and T2∶E → ([0, 1]A), we set

T1 ∪ T2∶E → ([0, 1]A)
e ↦ (T1 ∪ T2)(e) = T1(e) ∪ T2(e)

Let T∶E → ([0, 1]A), we set

λ T∶E → ([0, 1]A)
e ↦ (λ T)(e) = {λ A ∣ A ∈ T(e)}

Let F∶E → ([0, 1]A×B) and T∶E → ([0, 1]A), we set

λ(T◦F)∶E → ([0, 1]B)
e ↦ [λ(T◦F)](e) = {(λ A)◦R ∣ A ∈ T(e),R ∈ F(e)}

Theorem 19 Let T1∶E → ([0, 1]A), T2∶E → ([0, 1]A) and
F∶E → ([0, 1]A×B), then

(1) (T1 ∪ T2)◦F = (T1◦F) ∪ (T2◦F).
(2) (λ T)◦F = λ(T◦F).
(3) T1 ≤ T2 ⇒ T1◦F ≤ T2◦F.

i.e. T1(e) ⊆ T2(e) ⇒ (T1◦F)(e) ⊆ (T2◦F)(e).

Definition 20 Let A = {TA ∣ TA∶E → ([0, 1]A)},

B = {TB ∣ TB∶E → ([0, 1]B)}.

Let 𝛤∶A → B is a mapping. If for λt ∈ [0, 1],TA
(t) ∈ A (t ∈ T), we have that

𝛤 (
⋃

t∈T
λ
t
TA

(t)) =
⋃

t∈T
λ
t
𝛤 (TA

(t))

then 𝛤 is called a soft linear transformation from A to B.

Clearly, 𝛤 has the following properties.
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Property

(1) 𝛤 (TA
(1) ∪ TA

(2)) = 𝛤 (TA
(1)) ∪ 𝛤 (TA

(2)).
(2) 𝛤 (λ TA) = λ𝛤 (TA).
(3) TA

(1)
≤ TA

(2) ⇒ 𝛤 (TA
(1)) ≤ 𝛤 (TA

(2)).

i.e. TA
(1)(e) ⊆ TA

(2)(e) ⇒ 𝛤 (TA
(1))(e) ⊆ 𝛤 (TA

(2))(e).

Definition 21 Let F∶E →  ([0, 1]A×B) and T∶E →  ([0, 1]A), we set

T◦F∶E →  ([0, 1]B)

(T◦F)(e)(Y) =
⋁

Y=X◦R
(T(e)(X) ∧ F(e)(R))

Let T1∶E →  ([0, 1]A) and T2∶E →  ([0, 1]A), we set

T1 ∪ T2∶E →  ([0, 1]A)

(T1 ∪ T2)(e)(X) = T1(e)(X) ∨ T2(e)(X),∀X ∈ [0, 1]A
Let T∶E →  ([0, 1]A), we set

λ T∶E → ([0, 1]A)
e ↦(λ T)(e) = λ T(e)

Let F∶E →  ([0, 1]A×B) and T ∶ E →  ([0, 1]A), we set

λ(T◦F)∶E → ([0, 1]B)
e ↦ [λ(T◦F)](e) = λ(T◦F)(e)

Theorem 22 Let T1∶E →  ([0, 1]A),T2 ∶ E →  ([0, 1]A) and
F∶E →  ([0, 1]A×B), then

(1) (T1 ∪ T2)◦F = (T1◦F) ∪ (T2◦F).
(2) (λ T)◦F = λ(T◦F).
(3) T1 ≤ T2 ⇒ T1◦F ≤ T2◦F.

i.e. T1(e)(X) ≤ T2(e)(X) ⇒ (T1◦F)(e)(Y) ≤ (T2◦F)(e)(Y)

Definition 23 Let A = {TA ∣ TA∶E →  ([0, 1]A)},

B = {TB ∣ TB∶E →  ([0, 1]B)}.

Let 𝛤∶A → B is a mapping. If for λt ∈ [0, 1],TA
(t) ∈ A (t ∈ T), we have that

𝛤 (
⋃

t∈T
λ
t
TA

(t)) =
⋃

t∈T
λ
t
𝛤 (TA

(t))

then 𝛤 is called a fuzzy soft linear transformation from A to B.
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Property (1) 𝛤 (TA
(1) ∪ TA

(2)) = 𝛤 (TA
(1)) ∪ 𝛤 (TA

(2)).
(2) 𝛤 (λ TA) = λ𝛤 (TA).
(3) TA

(1)
≤ TA

(2) ⇒ 𝛤 (TA
(1)) ≤ 𝛤 (TA

(2)).
i.e. TA

(1)(e)(X) ≤ TA
(2)(e)(X) ⇒ 𝛤 (TA

(1))(e)(Y) ≤ 𝛤 (TA
(2))(e)(Y)

Theorem 24 Let 𝛤∶A → B be a fuzzy soft linear transformation from A to B,
then there is an unique fuzzy soft relation F

𝛤

∶E →  ([0, 1]A×B) such that 𝛤 (TA) =
TA ◦F

𝛤

; On the contrary, let F∶E →  ([0, 1]A×B) be a fuzzy soft relation, then
there is an unique fuzzy soft linear transformation 𝛤F∶A → B such that 𝛤F(TA) =
TA ◦F.

Proof We first show that {TA(e) ∣ TA ∈ A} =  ([0, 1]A), for any e ∈ E.

In fact, for H ∈  ([0, 1]A), we set TA
H∶E →  ([0, 1]A) and TA

H(e) ≡ H,

∀e ∈ E. Then  ([0, 1]A) ⊇ {TA(e) ∣ TA ∈ A} ⊇ {TA
H(e) ∣ H ∈  ([0, 1]A)} =

 ([0, 1]A). It follows that {TA(e) ∣ TA ∈ A} =  ([0, 1]A), ∀e ∈ E.

Let f∶ ([0, 1]A) →  ([0, 1]B) be a mapping such that f (TA(e)) = 𝛤 (TA)(e), then

f (
⋃

t∈T
λt TA

(t)(e)) = f ((
⋃

t∈T
λt TA

(t))(e)) = 𝛤 (
⋃

t∈T
λt TA

(t))(e)

= (
⋃

t∈T
λt 𝛤 (TA

(t)))(e) =
⋃

t∈T
λt 𝛤 (TA

(t))(e) =
⋃

t∈T
λt f (TA

(t)(e)).

Then f is a fuzzy soft linear transformation from A to B.

Let F
𝛤

∶E →  ([0, 1]A×B) be a mapping and

F
𝛤

(e)(R) = 𝛤 (TA
{X})(e)(Y) = f (TA

{X}(e))(Y) = f ({X})(Y).
For TA(e) ∈  ([0, 1]A), let λX = TA(e)(X),∀X ∈ [0, 1]A
Then (

⋃

X∈[0,1]A
λX {X})(X′) =

⋁

X∈[0,1]A
(λX ∧{X}(X′)) = λX′ ∧{X}(X′) = λX′ ∧1 = λX′

= TA(e)(X′)
Then TA(e) =

⋃

X∈[0,1]A
λX {X}

Then 𝛤 (TA)(e) = f (TA(e)) = f (
⋃

X∈[0,1]A
λX{X}).

Then 𝛤 (TA)(e) =
⋃

X∈[0,1]A
λXf ({X}) =

⋃

X∈[0,1]A
λXf (TA

{X}(e)).

Then 𝛤 (TA)(e)(Y) =
⋁

X∈[0,1]A
(λX ∧ f (TA

{X}(e))(Y))

=
⋁

Y=X ◦R
(TA(e)(X) ∧ F

𝛤

(e)(R)) = (TA◦F
𝛤

)(e)(Y).

It follows that 𝛤 (TA)(e) = TA(e) ◦F
𝛤

(e) and consequently 𝛤 (TA) = TA ◦F
𝛤

.

We need to prove that F
𝛤

is unique.

In fact, if the fuzzy soft relation F ∶ E →  ([0, 1]A×B) satisfies

𝛤 (TA) = TA ◦F, then

F
𝛤

(e)(R) = 𝛤 (TA
{X})(e)(Y) = (TA

{X}(e) ◦F(e))(Y)
= ({X} ◦F(e))(Y) =

⋁

Y=X′ ◦R
({X}(X′) ∧ F(e)(R)) = F(e)(R)

Hence, F(e) = F
𝛤

(e). It follows that F = F
𝛤

.

On the country, let F∶E →  ([0, 1]A×B) be a fuzzy soft relation.

Let 𝛤F∶A → B
TA ↦ 𝛤F(TA) = TA ◦F

then 𝛤F is a fuzzy soft linear transformation. In fact,
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𝛤 (
⋃

t∈T
λt TA

(t))(e) = (
⋃

t∈T
λt TA

(t))(e) ◦F(e) = (
⋃

t∈T
λt TA

(t)(e)) ◦F(e)

=
⋃

t∈T
(λt TA

(t)(e)) ◦F(e) =
⋃

t∈T
λt(TA

(t) ◦F)(e) = (
⋃

t∈T
λt(TA

(t) ◦F))(e)

= (
⋃

t∈T
λt 𝛤 (TA

(t)))(e).

It follows that 𝛤 (
⋃

t∈T
λt TA

(t)) =
⋃

t∈T
λt 𝛤 (TA

(t)).

Since 𝛤F(TA) = TA ◦F, 𝛤F is unique.

Corollary. Let 𝛤∶A → B be a soft linear transformation from A to B, then there

is an unique soft relation F
𝛤

∶E → ([0, 1]A×B) such that 𝛤 (TA) = TA ◦F
𝛤

; On the

contrary, let F∶E → ([0, 1]A×B) be a soft relation, then there is an unique soft linear

transformation 𝛤F∶A → B such that 𝛤F(TA) = TA ◦F.

4 Conclusion

In this work, we introduced the concept of soft relation and fuzzy soft relation and

studied some related properties. We also proposed the concept of fuzzy soft linear

transformation and got some conclusions.
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Fire Detection in Video Using Fuzzy
Pattern Recognition

Lin Wang, Aiguo Li, Xin Yao and Kaiqi Zou

Abstract An early fire flame video detection method based on multi-feature fusion
of video flame is proposed in this paper. The background subtraction algorithm is
used to extract the moving object. The suspected region is segmented by the sta-
tistical color model of flame. The jumping frequency feature of flame is extracted
according to the motion direction code of object centroid. The ratio of square of
perimeter to area of the suspected region is computed to extract circularity. The
ratio of the total number of pixels in the suspected region to the area of the minimal
enclosing rectangle of the suspected region is calculated to extract rectangularity.
The number of sharp angles of flame is extracted according to the shape feature of
sharp angles. The fire flame is judged by integrating four features by a fuzzy pattern
recognition algorithm based on maximal membership degree principle.
Experimental results show that this algorithm can detect early fire flame quickly and
efficiently regardless of the scene changes of indoor and outdoor and several
interference conditions by the test of shoot video and public video.

Keywords Fire flame video detection � Multi-feature fusion � Fuzzy pattern
recognition � Jumping frequency � Circularity � Rectangularity � Sharp angle

1 Introduction

Fire is an unpredictable disaster, which is derived from uncontrolled combustion. It
is necessary for us to notice early fire timely and give the alarm promptly when it
occurs, in order to control early fire effectively. Classical fire detector such as
photoelectric smoke detector and temperature detector can be easily affected by
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some environmental factor, such as area, dust, humidity, airflow. Thermal radiation
and soot, produced by combustion, cannot diffuse to detection range of sensor in
time when the distance between kindling point and sensor is relatively far. Hence,
fire detection machine with conventional sensor is difficult to timely and effectively
detect occurrence of fire in complex environment. In order to deal with early fire
detection problem in large space, i.e. highway tunnel and stadiums, researchers have
implemented fire detection by using image processing technique. Phillips et al. [1]
practice a manual segmented color model and apply Gaussian smoothing to obtain
color histogram. Based on the histogram and appropriate threshold value, Phillips
obtain a Bool detection function of flame chromaticity. Huang [2] concludes sta-
tistical color distribution of flame from RGB and HSI color space, then recognizes
flame with help of area increment in early fire combustion and kinetic stability. Celik
[3] propose a flame color model based on RGB color space via investigating several
flame image. With the research of pulse feature of flame, Yuan et al. [4] propose
outline volatility model which is based on normalized Fourier descriptor and mea-
sure time-space jumping feature of flame. Zhang et al. [5] obtain difference features
between flame objective and interference source by analyzing Fourier frequency
spectrum of flame color. Ko et al. [6] propose a method of flame recognition using
support vector machine classifier. Jenifer [7] uses probability statistics to obtain
color, area, surface roughness, boundary roughness and gradient of flame, and then
makes decision by Bayes classifier. Li et al. [8] proposes a fire monitoring mecha-
nism with infrared camera, which can extract degree of irregularity, angular vector,
jumping frequency and inter-frame correlation. They optimize training sample by
combining subtractive clustering with fuzzy c-means and train neural network
classifier of flame recognition in two different statuses.

In order to detect early fire flame timely and efficiently, an early fire detection
method based on multi-feature fusion of video flame is proposed, which integrates
the flame features of jumping frequency, circularity, rectangularity and the number
of sharp angles, in this paper. Firstly, the motion region is extracted by background
subtraction method and the candidate region is segmented by statistical color model
of flame in RGB and HSI spaces. Then, the feature values of jumping frequency,
circularity, rectangularity and the number of sharp angles in candidate region are
extracted. Finally, the fuzzy pattern recognition algorithm, based on maximal
membership principle, is used to detect flame for video under test. Experimental
results show that this algorithm achieves better recognition rate than typical flame
recognition algorithm under the condition of high light intensity and multiple
disturbances in inside and outside.

2 Proposed Fire Detection Algorithm

A flowchart of the fire detection algorithm using video images is depicted in Fig. 1.
The algorithm is composed of two phases: training and classification. In the training
phase, the training data sets are extracted from the training videos and used to train
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the fuzzy classifier. In the classification phase, the trained fuzzy classifier is utilized
to distinguish between flame and non-flame. In the following sections, the proposed
flame detection algorithm is presented in detail.

2.1 Moving Region Detection Using Background
Subtraction

Moving region detection is a fundamental task in video fire detection, and it is the
first step of the proposed algorithm. A number of approaches have been proposed to
detect moving regions in video images from static cameras: background subtrac-
tion, frames difference and optical flow. The background subtraction method is
commonly used because of its simplicity and effectiveness. The method separates
the foreground objects from the background in a sequence of video frames.
Different methods in background subtraction have been proposed in which each
method has different strengths and weaknesses in terms of performance and com-
putation time. To detect a moving region, a modified hybrid background estimation
method [9] is used. Suppose xn is the intensity value at each spatial location k, l in
the nth frame. The unit of intensity has values from 0 to 255. Assume that Bn is the
background intensity value at the same pixel position in the previous frame, Bn+1 is
computed using the following where the weight value a is a positive real number

Image sequences

Moving region detection using 
 background subtraction algorithm

Segmentation of flame  region using
 color  statistical model

Extracting  parameters  by observing 
features of flame 

Training fuzzy classifier
using extracted parameters   

Classification into
flame or non flame using 

fuzzy classifier

Making a flame alarm

Fig. 1 Flowchart of the
proposed flame-detection
algorithm
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between 0 and 1, and a symbol t is the disorder threshold to distinguish fire pixels,
including moving pixels, from background pixels. The unit of threshold t is the
pixel difference. If the frame difference is under the threshold t pixel, the same pixel
in the next frame is linearly combined to the background pixel in the current frame.
Meanwhile, if the frame difference is over the threshold t pixel, the pixel at location
k, l is a declared candidate fire pixel and it used to replace the same pixel in the next
background frame. In the paper, we set t as 4 pixels which produced the best results
during experimentation.

Bnþ 1 ¼
if Bn½k; l� � xn½k; l�j j\t
then aBn½k; l� þ ð1� aÞxn½k; l�
else
xn½k; l�

8
>><

>>:
ð1Þ

2.2 Segmentation of Suspected Region Using Fire
Color Model

In this paper, the statistical color model of flame [10] (2), (3) are used to segment
the suspected region of flame.

R[RT

R�G[B
S�ð255� RÞ ST=RT

8
<

: ð2Þ

0:20� B
Gþ 1

� 0:60 ð3Þ

where, RT is threshold of red component in RGB color space, and ST is threshold of
hue saturation in HSI color space, the value range from 115 to 135 for RT, the value
range over 200 for ST. Hue saturation value of flame is greater than Hue saturation
value of its reflected light. The unsaturated reflected light around suspected flame
objective is excluded by calculating saturation value. The foreground images of
moving flame and moving vehicle lighting extracted by statistical color model
algorithm and corrected by mathematical morphology are shown in Fig. 2.

Fig. 2 Foreground images of moving flame and moving vehicle lighting using background
subtraction and statistical color model. a Flame image. b Foreground image of flame. c Vehicle
lighting image. d Foreground image of moving vehicle lighting
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2.3 Parameters Extraction

The selected candidate regions of fire, shown in Fig. 2b, d, can be fire or non-fire.
By investigating several video images, we observed that the temporal and spatial
features of flame vary during the manifestation of fire. The nature of the varying
features of fire flame is utilized in this study to detect fire. Thus, we extract the
following features of the candidate regions to identify either fire or non-fire.

2.3.1 Jumping Frequency

Flame is jumping when fire occurs. The jumping frequency of flame is stable in
different environment. The flame jumping frequency in time domain can be
extracted as the important feature of early fire flame [11]. The moving direction of
the object is divided into 8 sections, 1, 2, 3, 4, 5, 6, 7, 8 represent direction code for
each section respectively, which indicates angular range, i.e. 0°–45°, 45°–90°, 90°–
135°, 135°–180°, 180°–270°, 270°–315°, 315°–360°.

The centroid coordinate of the candidate object in (i-1)-th and i-th frame of
image are denoted as ðxi1yi1Þ and ðxiyiÞ. The motion direction code hi in i-th frame
is estimated according to the following rules.

When xm [ ym � 0, hi ¼ 1; when ym � xm [ 0, hi ¼ 2; when ym [ � xm � 0,
hi ¼ 3;

When �xm � ym [ 0, hi ¼ 4; when xm\ym � 0, hi ¼ 5; when ym � xm\0,
hi ¼ 6;

When �ym [ xm � 0, hi ¼ 7; when xm � � ym [ 0, hi ¼ 8; when ym ¼ xm ¼ 0,
hi ¼ 0.

Where, xm ¼ xi � xi�1; ym ¼ yi � yi�1.
To obtain the major motion direction of object, the motion direction code of

object is accumulated in the successive frames.

Ah ¼
Xn�1

i¼0

HðhÞ ð4Þ

where, θ = 1, 2,…, 8. Aθ represents occurrence number of direction code θ, H(θ)
indicates accumulation consequence of θ if the direction code of objective is θ in
i-th frame of image.

In this paper, algorithm recognizes jumping feature of centroid in flame objective
region based on the model of jumping frequency in time domain, as formula (5) shows.

f ¼ FFPSðAh þAhþ 1 þAhþ 4 þAhþ 5Þ
2N

ð5Þ

where, f is jumping frequency of centroid, N is sum of tested frame, FFPS is frame
rate of video, h123, in this paper, h2, Ah is occurrence number of direction code h in
motion direction section.
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2.3.2 Circularity Feature

The edge outline of early fire flame is irregular while shape of interfering illuminant
is regular, such as lamplight of moving vehicle lighting and flashlight. Therefore,
the circularity can be used as a feature value of early fire flame to distinguish early
flame from other suspected interfering source.

The formula of circularity is defined as

C ¼ 4pA
P2 ð6Þ

where, P and A are perimeter and area of foreground objective. If object region is
circle, C1, otherwise, 0\C\1. Edge outline of uncontrolled flame is extreme
irregular, whose circularity is comparatively small.

2.3.3 Rectangle Filling Coefficient

The rectangle filling coefficient is used to measure the edge irregularity of early fire
flame. Therefore, the rectangle filling coefficient is a feature of early fire flame
recognition.

The rectangle filling coefficient of the object is defined as

R ¼ A0

AR
ð7Þ

where, A0 is the area of the object, AR is the area of its minimum enclosing
rectangle. If the object is a rectangle, R1, otherwise, 0\R\1.

2.3.4 The Sharp Angle Feature of Flame

The jitter edge of early fire flame leads to more sharp angles of flame in single frame
image [12]. However, the number of sharp angles of moving car light, flashlight
light, controlled candle flame is relatively small. Therefore, the number of sharp
angles can be used as a feature to recognize early fire flame.

The shape of flame sharp angle is represented as irregular slender triangle in
image. Firstly, to find suspected sharp angle vertex in the current frame, in this
paper. Then, to construct the suspected acute triangle by suspected sharp point and
40 points around the left and right neighborhood of the suspected sharp vertex, and
to select the ordinate of 5-th, 15-th and 40-th point on the left and right of suspected
sharp vertex for to calculate its width W1W2W3, respectively. If W1\W2\W3, the
angle is sharp angle. Finally, the value of three edge length a, b, c on the left, right
and low is calculated based on vertex coordinate of three angle of suspected acute
angle triangle. According to Heron’s formula spðpaÞðpbÞðpcÞ, pðabcÞ2 and scH2,
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the height H on the bottom edge c of triangle is calculated. The acute angle is
accord with feature of flame acute angle if the height is greater than certain
threshold. Then the number of acute angles is obtained in the current frame.

2.4 Flame Alarm Decision Using a Fuzzy Classifier

To classify a candidate pixel as fire or non-fire pixel, a fuzzy classifier is used. Let
U represent the given entire collection of objects to be identified, every object u of
U has p characteristic indexes u1, u2,…, up. Every characteristic index represents a
certain feature of u. So p characteristic indexes can determine an object u = (u1, u2,
…, up), which is called characteristic vector. U can be divided into n categories and
every category is one fuzzy set of U. The fuzzy set can be denoted as A1, A2,…, An,
which is called fuzzy pattern.

Fuzzy pattern recognition method is attributing the object u to its similar cate-
gory Ai.

When a recognition algorithm is applied to an object u, a set of membership
A1ðuÞA2ðuÞ. . .AnðuÞ are generated which represents the degree of u belonging to A1,
A2,…, An, respectively. After the establishment of the membership function group
of fuzzy pattern, the object u can be determined to which category it belongs in
accordance with a certain membership principle.

For fire recognition, the characteristic vector is composed of the circularity,
rectangle filling coefficient, the number of sharp angle and jumping frequency. The
circularity of suspected region is computed in the current frame, if the circularity is
greater than the threshold TC1 and less than TC2, which means that the region
satisfies the circularity feature, this frame is accumulated. Otherwise, the frame is
excluded. The rectangle filling coefficient of suspected region is computed in the
current frame. If the rectangularity is greater than the threshold TR1 and less than
TR2, this frame is accumulated. Otherwise, the frame is excluded. The flame sharp
angle of suspected region in the current frame is recognized according to the shape
feature of flame sharp angle image. The number of sharp angles in each frame can
be obtained. If the number of sharp angles is not less than TSAN, this frame
accumulates. Otherwise, it is excluded. The motion direction code of centroid in
suspected region can be collected in each testing period. The centroid jumping
frequency of the main motion direction can be computed according to expression
(5). If the jumping frequency is not less than TJF, this region satisfies flame jumping
frequency feature. Otherwise it cannot satisfy. The fuzzy pattern recognition pro-
cess is shown in Fig. 3.

In sample video, the features of clear flame object are detected according to
threshold of circularity, rectangularity and the number of sharp angles. The ratio of
accumulated value of each feature to the total number of frames in a detection
period is calculated. The mean template can be obtained. The mean template of
interference object which commonly appears in video is calculated and the template
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value can be obtained. The template feature parameters of flame and interference
object are given in Table 1.

The objects are divided into several categories for recognition according to
maximal membership principle in this paper. The feature membership of candidate
flame object is calculated and pattern classification recognition is carried out. If the
recognition result is flame, an alarm signal is given. Otherwise, frame counter is
cleared.

3 Experimental Results and Analysis

Some sample videos in this paper are self-shoot video and the others are public
video on the Internet. The algorithm is implemented on Visual C++ 6.0. The
parameter definition of experiment is given in Table 2.

The jumping frequency, circularity, rectangularity and the number of sharp angle
of flame sample are extracted in this paper. Their experimental data are shown in
Fig. 4.

In this paper, the flame and non-flame test videos in the conditions of different
environments and disturbances, as shown in Figs. 5 and 6, are experimentally
tested, and then classified according to fuzzy pattern recognition based on maximal
membership principle. The experimental data are presented in Tables 3 and 4. In
Fig. 5, video1, 2 and 3 are fire flame simulation video of paper, gasoline and wood
combustion respectively under indoor and outdoor with light and different envi-
ronments. The recognition rate of the algorithm in this paper for video 1, 2 and 3 are
more than 92 %. Video 4 is the flame video of paper combustion shooting outdoors
at night. The flame recognition rate for video 4 is 90 % because of
empty-illumination. In Fig. 6, video 1 and 2 are the driving videos in highway

Mean template
Fuzzy 

recognitionCharacteristic 
parameters

Category 
output

Fig. 3 Fuzzy recognition
process

Table 1 Feature mean
template values of flame and
interference object

Pattern category a1 a2 a3 a4
Flame object A1 9.40 0.84 0.92 0.08

Flame object A2 8.50 0.82 0.86 0.50

Interference object A3 3.20 0.74 0.65 0.08

Interference object A4 2.20 0.50 0.50 0.04

Table 2 Parameter definition TC1 TC2 TR1 TR2 TSAN TJF N

0.12 0.45 0.35 0.76 3 6.8 48
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Fig. 4 Distribution of flame sample feature data. a Distribution of flame jumping frequency.
b Distribution of flame circularity. c Distribution of flame rectangularity. d Distribution of flame
sharp angles

Fig. 5 Video images of flame samples. a Video 1, b video 2, c video 3, d video 4

Fig. 6 Video images of non-flame samples. a Video 1, b video 2, c video 3, d video 4
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tunnel in the conditions of strong light. The recognition rate of the algorithm for car
light can be more than 94 %. Video 3 and 4 are driving videos shooting roadside at
night for flame interference simulation. Due to the weaker light of driving road in
video 3 and 4, the recognition rates of the proposed algorithm are 93 % and 87 %
respectively. Experimental results show that, the proposed algorithm can achieve
early fire flame recognition in the conditions of indoor and outdoor with lights and
different disturbances.

4 Conclusion

In this paper, an early fire flame video detection method based on multi-feature
fusion is proposed. Firstly, in every detection period, the background subtraction
algorithm is used to extract moving object and the statistical color model of flame is
used to segment suspected region. Then, three feature values of frame in image
sequences are extracted by circularity, rectangularity and the number of sharp
angles of flame. The jumping frequency of flame centroid is calculated according to
the motion direction codes of object centroid. Finally, the early fire flame is rec-
ognized by a fuzzy pattern recognition algorithm based on maximal membership
degree principle. Experimental results show that the algorithm can recognize early
fire flame effectively under the condition of high light intensity and multiple dis-
turbances in indoor and outside. However, it is possible that the algorithm neglect
or misrecognize flame image under the special condition of empty illumination or
weak light intensity. The algorithm still needs to be further improved and optimized
for stronger robustness.

Table 3 Experimental data of flame videos

Video name Light radiation Detection period Alarm times Missing alarm times

Video 1 Strong 18 18 0

Video 2 Strong 4 4 0

Video 3 Weak 54 50 4

Video 4 No 11 10 1

Table 4 Experimental data of interference videos

Video name Light radiation Detection period Alarm times False alarm times

Video 1 Strong 8 0 0

Video 2 Strong 54 3 3

Video 3 Weak 56 4 4

Video 4 Weak 38 5 5
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Fuzzy Prediction in Classification
of AdaBoost Algorithm

Hong-yang Zhu, Yi Ding, Hong Gao and Wei Liu

Abstract To resolve the question that traditional classification algorithm can’t
provide a result with abundant information, using the method of theoretical analysis
and experimental surveys, a new AdaBoost algorithm which expresses the results as
membership degree is proposed. Combining the Fuzzy mathematical model and
membership function, it finds the crucial feature to the real label as the basis of
weak classification algorithm and classifies things according to the membership
function. the prediction of classical classification algorithm about certain category,
“yes” or “no”, is replaced by the membership degree of Fuzzy AdaBoost with a
prediction which is kind of more reference and value as well as the higher accuracy.

Keywords Adaboost � Fuzzy mathematics � Classification algorithm �
Membership function � Fuzzy prediction � Ensemble learning

1 Introduction to AdaBoost

Nowadays, it is information society that makes differences both in our daily life and
professional fields. There are more sources and export of information data than ever
before. It is an important process to classify these information data into the correct
category to take full advantage of them. It can get the most values from some object
as only that it has been put in the right position. Some excellent classification
algorithms have been risen in response to the proper time and conditions. Some
among them can get a categorized result with an equal, if not higher, accuracy as
manual work.

For binary classification, the categorized results of traditional classification
algorithms are expressed as “Yes” or “No” about a certain category. In other words,
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traditional algorithms define object with a label which is either “+1” or “−1”. It
can’t furnish valuable enough reference sometimes, so a new AdaBoost algorithm,
the Fuzzy AdaBoost algorithm, combining the Fuzzy mathematical model and
membership function is proposed which expresses the results as membership
degree.

There is a general conflict in classification between the high accuracy and the
difficulty in designing an accurate strong learner. AdaBoost Based on the ensemble
learning, has resolved this conflict. It designs a new weak learner with current
weight and assigns weights for the training samples again in each training iteration.
After all, it combines those weak learners into a strong one with a much higher
accuracy [1, 2].

Training set: S ¼ fðx1; y1Þ; ðx2; y2Þ; ðx3; y3Þ; . . .; ðxi; yiÞg; xi 2 X; yi 2 fþ 1;�1g;
i ¼ 1; 2; 3; . . .;m

Processes of traditional AdaBoost is as follow [3, 4]:

(1) initialize the weight of training set: x1ðiÞ ¼ 1
m;

(2) iteration: t ¼ 1; 2; 3; . . .; T :
(2:1) construct a weak classifier ht with current weight distribution xt;
(2:2) compute the error rate et of the weak classifier ht, and the weight of ht:

at ¼ 1
2
lnð1� et

et
Þ; ð1Þ

(2:3) reassign weights for the training samples [5, 6]:

xtþ 1ðiÞ ¼ xtðiÞ � eð�at �yi�htðxiÞÞ

Zt
ð2Þ

Zt ¼
Pm
i¼1

xtðiÞ � eð�at �yi�htðxiÞÞ, is the normalization. Weights of error-classifying

samples will increase if the error rate is below 50 %.
(3) the strong leaner:

HðxÞ ¼ signð
XT
t¼1

athtðxÞÞ ð3Þ
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2 Fuzzy Mathematics

2.1 Sets

Research object is usually restricted in appropriate range which is called domain or
universe. Every object in the domain is called element; the entirety of Elements
with the same attributes is called subset of domain. For the traditional set theory, in
the domain U, the relation between a random element x and a random subset A is
requested as only two possibility: x belongs to A, denoted as x 2 A; x does not
belong to A, denoted as x 62 A [7].

If A is a subset of domain U(A�U), Eigen function of A, vAðxÞ, is the mapping
from U to f0; 1g, denoted as vAðxÞ : U ! f0; 1g; x 7! vAðxÞ, and

vAðxÞ ¼ 1; x 2 A
0; x 62 A

�
; 8x 2 U ð4Þ

2.2 Fuzzy Subsets and Membership Function

L.A.Zadeh extended the value area of Eigen function from f0; 1g to the interval of
½0; 1� as well as promoted the concept of membership function. Fussy subsets have
been defined as follow: A is the mapping from U to ½0; 1�, namely [8],

A : U ! f0; 1g; x 7!AðxÞ: ð5Þ
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A is called the fussy subset of domain U; Function Að�Þ is called the membership
function of A; A xð Þ is called the fuzzy membership of x regarding A [9, 10].

2.3 Fuzzy Mathematical Model

Membership function of fuzzy subsets structured in real number domain can
describe the degree that object belongs to certain category objectively in fussy
mathematic [11].

Minor type and major type of K parabolic distribution and Cauchy distribution
are used to ascertain membership function in this paper.

K parabolic distribution:
The minor type

AðxÞ ¼
1; x\a
ðb�x
b�aÞ2; a� x� b
0; b\x

8<
: ; ð6Þ

The major type

AðxÞ ¼
0; x\a
ðx�a
b�aÞ2; a� x� b
1; b\x

8<
: : ð7Þ
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Cauchy distribution:
The minor type

AðxÞ ¼ 1; x� a
1

1þðx�aÞ2 ; a\x

(
; ð8Þ

The major type [12]

AðxÞ ¼
1

1þðx�aÞ2 ; x� a

1; a\x:

�
ð9Þ

3 Fuzzy AdaBoost

Traditional AdaBoost can get an accurate strong classifier which can satisfies the
necessary of application based on a weak learning algorithm whose central theme is
easy to understand and operate. But the prediction result of traditional AdaBoost
can only provide a label, “+1(Yes)” or “−1(No)”, whose information is not inte-
grated and systematic.

The fuzzy predictions composed by memberships regarding both categories are
more valuable and accurate by integrating traditional AdaBoost with fussy math-
ematics theory.

-1.5 

-1 

-0.5 

0 

0.5 

1 

1.5 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

membership and label

memberships regarding +1

Fig. 3 The fuzzy prediction of fuzzy AdaBoost
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3.1 Training

The weak classifier of fuzzy AdaBoost is the best threshold of the crucial feature to
the real label under current weight distribution.

Assumed that samples have N features, the process is as follow:

(1) initialize the weight of training set: x1;
(2) iteration: t ¼ 1; 2; 3; . . .; T ;

(2:1) sort samples according to every feature under current weight distribution xt,
then find the most well-organized one nt. For example, there are some cancer
cells and normal cells. It finds that the bigger ones are usually cancer cells
while the smaller ones are usually normal cells after sorting the cells
according to their volumes, concentration of cytosol and any other character,
so the volume is the crucial feature to the real label;

(2:2) find the optimal threshold ht of nt, and classify objects whose values of
feature nt are greater than ht into the same category and the ones lesser than
ht into the other category that makes the error et minimal. Denote
at¼ 1

2 lnð1�et
et
Þ as the weight of the weak classifier ht. The weight of ht is

coincident with the accuracy, so if the accuracy of ht is less than50 %, the
weight is minus;

(2:3) it may make mistakes while ht is regarded as a threshold, so find the values
at � ht and bt � ht resulting in that the all the samples whose feature values
of nt are lesser than at belong to “+1” (or “−1”) and the ones greater than bt
to the other category. Denote \at; ht [ as the fuzzy interval of
“+1”(or“−1”), \ht; bt [ as the fuzzy interval of the other.

(3) reassign weights for the training samples according to the correctness of ht:

xtþ 1ðiÞ ¼ xtðiÞ�eð�at �yi �ht ðxiÞ

Zt
, Zt ¼

Pm
i¼1

xtðiÞ � eð�at �yi�htðxiÞÞ, is the normalization.

3.2 Predictions

The membership of objects regarding “+1”, Atðþ 1Þ, and “−1”, Atð�1Þ can be
ciphered out as there are the fuzzy interval of “+1” and “−1” in each iteration
according to the membership function of K parabolic distribution and Cauchy
distribution (while at ¼ ht or bt ¼ ht):

The minor type

AtðxÞ ¼
1; x\at
ð ht�x
ht�at

Þ2; at � x� ht
0; ht\x

8<
: ð10Þ

or
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AtðxÞ ¼
1; x� at

1
1þðx�atÞ2 ; at\xðat ¼ htÞ

(
; ð11Þ

the major type

AtðxÞ ¼
0; x\ht
ð x�ht
bt�ht

Þ2; ht � x� bt
1; bt\x

8<
: ð12Þ

or

AtðxÞ ¼
1

1þðx�btÞ2 ; x� btðbt ¼ htÞ
1; bt\x

�
: ð13Þ

Normalize the weights of each membership: kt ¼ atPT
i¼1

ai

, so the final membership

of object regarding “+1”, Kðþ 1Þ ¼ PT
i¼1

kiAiðþ 1Þ, and “−1”, Kð�1Þ ¼ PT
i¼1

kiAið�1Þ
can be ciphered out.

Fuzzy predictions can not only provide the memberships of object but also the
classification by comparing the final memberships regarding “+1”, Kðþ 1Þ and
“−1”, Kð�1Þ. If Kðþ 1Þ[Kð�1Þ, this object will be classify into “+1”, or else
into “−1”.

4 Data Experiment

Program of fuzzy AdaBoost is realized with MATLAB R2014a and a deal of
experimental data indicates that fuzzy AdaBoost is ascendant with the small sam-
ples sets. So choose the spectf heart data set from UCI to experiment and analyze
which contains 267 samples and 44 features and regard 80 samples among as
training set, the others testing set.

Figures 1 and 2 illustrate the changes of training error and testing error of
traditional AdaBoost and fuzzy AdaBoost on spectf heart data set as the number of
iterations increases. Certainly, training accuracies of traditional AdaBoost are
identical with fussy AdaBoost by the same training method, and obviously, testing
accuracies of fuzzy AdaBoost are much higher and more convergent than that of
traditional AdaBoost.

Figure 3 Corresponds the membership regarding “+1” and “−1” with the real
label of 31 objects selected from the testing set of spectf heart data set.Black solid
line in Fig. 3 means the real labels of these 31 objects, gray solid line means the
memberships regarding “+1”, and black dotted line means the memberships
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regarding “−1”. If a value on the gray solid line is greater than the corresponding
one on black dotted line, this object will be classified into “+1” or else “−1”. It is
revealed in Fig. 3 that the growth trend of gray solid line is consistent with Black
solid line and that of black dotted line is opposite.

5 Conclusion

AdaBoost algorithm avoids the difficulty in finding the accurate strong learning
algorithm tactfully with classifier combination. And fuzzy AdaBoost taking the
crucial feature to the real label as the basis of weak classification algorithm replaces
traditional simple prediction by fuzzy prediction composed by memberships. It
provides more values and functionalities, especially for the small sample set, the
result deduced by fuzzy prediction of fuzzy AdaBoost is more accurate and con-
vergent in the testing set.
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Einstein Choquet Integral Operators
for PROMETHEE II Group Decision
Making Method with Triangular
Intuitionistic Fuzzy Numbers

Lanlan Li, Lidong Wang and Binquan Liao

Abstract In order to reflect the interactions phenomena among attributes involved

in decision making and simulate the mechanism of human’s fuzziness thinking, a

group decision model is established, in which the evaluation values are represented

by triangular intuitionistic fuzzy numbers. By virtue of fuzzy Einstein Choquet inte-

gral geometric operator, the values of each expert with respect to multi-attributes are

aggregated into triangular intuitionistic fuzzy numbers, and some interesting prop-

erties of that are also studied. PROMETHEE II model is employed to obtain group

opinion, and select the best alternative. The proposed method can take full advantage

of interactions information contained in the original data and the subjective infor-

mation of experts. Moreover, an illustrative example is employed to demonstrate the

practicality and effectiveness of the proposed approach.

Keywords Einstein operator ⋅ PROMETHEE II ⋅ Triangular intuitionistic fuzzy

numbers ⋅ Choquet integral

1 Introduction

Multi-Attribute Decision Making (MADM) is to find the best from all the feasible

alternatives with respect to a limited set of attributes, which is a common activity

and plays an important role in a variety of practical fields. The decision process of

MADM involved multiple decision makers is the multiple attribute group decision

making (MAGDM), which can reduce the influences of subjective factors driven

from the individual knowledge structure, professional skill and other aspects. Now,

MAGDM has been applied to various fields, such as supplier selection [10], emer-

gency alternative assessment [8] and evaluating the flexibility in a manufacturing

system [2] and so on.
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In traditional MADM problems, decision makers assess each alternative under

each attribute expressing with numerical values. As the inherent complexity and

uncertainty in the decision making process, numerical values are not enough to

reflect the human cognitive mechanism. Various fuzzy sets have been employed in

MADM, including fuzzy sets, intuitionistic fuzzy sets, interval-valued intuitionistic

fuzzy sets and uncertain linguistic variables. Triangular intuitionistic fuzzy num-

ber (TIFN) introduced by Shu et al. [11], which characterizes the uncertainty by

a triangular fuzzy number to express decision information in different dimensions

and avoid losing decision preference information. For this reason, TIFN has become

an effective tool to cope with uncertainty and vagueness originating from impre-

cise knowledge or information in real applications. Now, TIFN has been generalized

to other forms, such as intuitionistic trapezoidal fuzzy numbers [14], intuitionistic

trapezoidal fuzzy linguistic numbers [5], interval-valued intuitionistic trapezoidal

fuzzy numbers [18] and so on.

In MAGDM, aggregation operator is a crucial step to integrate evaluation values

with respect to different attributes. Wang and Zhang [14] defined intuitionistic trape-

zoidal fuzzy numbers and their operational laws and proposed intuitionistic trape-

zoidal fuzzy weighted arithmetic averaging operator and weighted geometric averag-

ing operator. Wan [15] defined new operation laws for trapezoidal intuitionistic fuzzy

numbers (TrIFNs) and extended average operator of real numbers to four kinds of

power average operators of TrIFNs, involving the power average operator of TrIFNs,

the weighted power average operator of TrIFNs, the power ordered weighted aver-

age operator of TrIFNs, and the power hybrid average operator of TrIFNs. Wu [18]

studied interval-valued intuitionistic trapezoidal fuzzy weighted geometric (IVIT-

FWG) operator, the interval-valued intuitionistic trapezoidal fuzzy ordered weighted

geometric (IVITFOWG) operator, and the interval-valued intuitionistic trapezoidal

fuzzy hybrid geometric (IVITFHG) operator for MAGDM. In the real problems,

there exist interactions phenomena between criteria [3, 4]. To some extent, that may

be complementary or overlapping instead of independent of each other. Therefore,

the aggregation operators based on non-additive measures is a more suitable tool than

linear operators based on additive measures. Fuzzy Choquet integral operator is char-

acterized by non-monotonic fuzzy measures, which is an effective tool to reflect the

interactions. Wei et al. developed two intuitionistic fuzzy Choquet integral aggrega-

tion operators to reflect the correlation among the attributes or their ordered positions

[17]. Beg and Rashid established a decision method by developing Choquet integral-

based distance between trapezoidal-valued intuitionistic fuzzy values in classical

TOPSIS method [1]. Patrick Meyera and Marc Roubensb performed the process

of aggregation through the use of a fuzzy extension of the Choquet integral [9].

In this paper, the main object is to establish group PROMETHEE II method with

intuitionistic fuzzy Einstein Choquet integral operators. Inspired by the references

[19, 20, 22], the aim of this paper is to enrich triangular intuitionistic fuzzy num-

bers by investigating information aggregation methods utilizing Einstein Choquet

integral operators when the decision information takes the form of triangular intu-

itionistic fuzzy numbers. Compared with the similar methods, the proposed method

in this paper can maximize the group utility and minimize the individual regret
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simultaneously, which make the decision result more reasonable. The rest of the

paper is organized as follows. In Sect. 2, some concepts of PROMETHEE II method

and triangular intuitionistic fuzzy numbers are recalled. Section 3 presents triangular

intuitionistic fuzzy Einstein Choquet integral geometric operator and its properties.

Section 4 describes the proposed approach. In Sect. 5, one example of emergency

classification is employed to demonstrate the practicality and effectiveness of the

proposed approach. Finally, conclusions are drawn.

2 Preliminaries

In this section, some related concepts of triangular intuitionistic fuzzy numbers are

recalled.

2.1 Triangular Intuitionistic Fuzzy Numbers

Definition 1 [21] Let ã = ⟨
(
a, a, a

)
; uã, 𝜈ã⟩ be a triangular intuitionistic fuzzy num-

ber (TIFN), its membership function is defined as

𝜇ã(x) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

x − a
a − a

uã a ≤ x < a

uã x = a
a − x
a − a

uã a < x ≤ a
0 otherwise,

(1)

its non-membership function is defined as

𝜗ã(x) =

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

(a − x) + 𝜈ã(x − a)
a − a

a ≤ x < a

𝜈ã x = a
(x − a) + 𝜈ã(a − x)

(a − a)
a < x ≤ a

1 otherwise,

(2)

where uã is maximal membership degree, 𝜈ã is minimal non-membership degree,

and 0 ≤ uã ≤ 1, 0 ≤ 𝜈ã ≤ 1, 0 ≤ uã + 𝜈ã ≤ 1.

Let 𝜋ã = 1 − uã − 𝜈ã, 𝜋ã is called the degree of indeterminacy of the element x to

ã, which reflects hesitancy degree of the element x to ã.
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2.2 Einstein Operations

Einstein operations is an effective aggregation operators based on the algebraic t-

conorm and t-norm, which includes the Einstein product ⊗E and the Einstein sum

⊕E [6]. For any (a, b) ∈ [0, 1]2, define

a⊗E b = a ⋅ b
1 + (1 − a)(1 − b)

, (3)

a⊕E b = a + b
1 + ab

. (4)

2.3 Einstein Operations of Triangular Intuitionistic Fuzzy
Numbers

Definition 2 [23] Let ã1 = ⟨(a1, a1, a1); uã1 , 𝜈ã1⟩, ã2 = ⟨(a2, a2, a2); uã2 , 𝜈ã2⟩ and ã =
⟨(a, a, a); uã, 𝜈ã⟩ be three triangular intuitionistic fuzzy numbers, and 𝜆 ≥ 0, then

(1) ã1 ⊗E ã2 = ⟨
(
a1a2, a1a2, a1a2

)
;

uã1uã2
1+(1−uã1 )(1−uã2 )

,

𝜈ã1
+𝜈ã2

1+𝜈ã1 𝜈ã2
⟩;

(2) ã∧E𝜆 = ⟨(a𝜆, a𝜆, a𝜆); 2u𝜆ã
(2−uã)𝜆+u𝜆ã

,

(1+𝜈ã)𝜆−(1−𝜈ã)𝜆

(1+𝜈ã)𝜆+(1−𝜈ã)𝜆
⟩.

2.4 Ratio Ranking Method of Triangular Intuitionistic Fuzzy
Numbers

Let ãi = ⟨(ai, ai, āi); uãi , 𝜈ãi⟩(i = 1, 2,… , n) be TIFNs. A ratio ranking procedure

can be developed for ranking the TIFNs ai(i = 1, 2,… , n), where 𝜆 ∈ [0, 1] is a

weight which represents the decision maker’s preference information. A ratio rank-

ing process is summarized as follows [7]:

For the same given 𝜆 ∈ [0, 1], i = 1, 2,… , n, compute

R(ãi, 𝜆) =
(ai + 4ai + ai)(𝜆u2ãi + (1 − 𝜆)(1 − 𝜈ãi )

2)

6 + (ai − ai)(𝜆u
2
ãi
+ (1 − 𝜆)(1 − 𝜈ãi )

2)
, (5)

𝜆 ∈ [0, 1∕2] shows that the decision maker prefers uncertainty or negative feeling;

𝜆 ∈ [1∕2, 1] shows that the decision maker prefers certainty or positive feeling;

𝜆 = 1∕2 implies that the decision maker is indifferent between positive feeling and

negative feeling. In this paper, 𝜆 takes 1/2, i.e.,

R(ãi) =
(ai + 4ai + ai)(u2ãi + (1 − 𝜈ãi )

2)

12 + (ai − ai)(u
2
ãi
+ (1 − 𝜈ãi )

2)
. (6)
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The alternatives can be compared according to non-increasing order of the ratios

R(ãi)(i = 1, 2,… , n). The maximum TIFN is the one with the largest ratio.

2.5 Einstein Geometric Aggregation Operators for TIFNs

Definition 3 [23] Let Ω be the set of triangular intuitionistic fuzzy numbers of

ãj = ⟨(aj, aj, aj); uãj , 𝜈ãj⟩(j = 1, 2,… , n). A triangular intuitionistic fuzzy Einstein

weighted geometric (TIFEWG) operator of dimension n is mapping TIFEWG ∶Ωn →
Ω, and

TIFEWG(ã1, ã2 … , ãn) =
(
⊗

n
j=1

)

E
ã∧E𝜔j

j . (7)

where 𝜔 = (𝜔1, 𝜔2,… , 𝜔n)T is the weight vector of ãj(j = 1, 2,… , n), with 𝜔j ∈
[0, 1] and

∑n
j=1 𝜔j = 1.

Theorem 1 [23] Let ãj = ⟨(aj, aj, aj); uãj , 𝜈ãj⟩(j = 1, 2,… , n) be a collection of tri-
angular intuitionistic fuzzy numbers, then their aggregated value driven from
TIFEWG operator is also a triangular intuitionistic fuzzy number, and

TIFEWG(ã1, ã2 … , ãn)

=
(
⊗

n
j=1

)

E
ã∧E𝜔j

j

=
⟨( n∏

j=1
a𝜔j

j ,

n∏

j=1
a𝜔j

j ,

n∏

j=1
a𝜔j

j

)

;
2
∏n

j=1 u
𝜔j
ãj

∏n
j=1(2 − uãj )

𝜔j +
∏n

j=1 u
𝜔j
ãj

,

∏n
j=1(1 + 𝜈ãj )

𝜔j −
∏n

j=1(1 − 𝜈ãj )
𝜔j

∏n
j=1(1 + 𝜈ãj )

𝜔j +
∏n

j=1(1 − 𝜈ãj )
𝜔j

⟩

, (8)

where 𝜔 = (𝜔1, 𝜔2,… , 𝜔n)T is the weight vector of ãj(j = 1, 2,… , n), with 𝜔j ∈
[0, 1] and

∑n
j=1 𝜔j = 1.

3 Triangular Intuitionistic Fuzzy Einstein Choquet
Geometric Operator

In this section, Einstein geometric operator and Choquet integral are employed to

aggregate triangular intuitionistic fuzzy numbers given by experts.

Definition 4 [16] A fuzzy measure on X is a set function 𝜇 ∶ P(X) → [0, 1], satis-

fying the following conditions:
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(1) 𝜇(𝜙) = 0, 𝜇(X) = 1 (boundary conditions)

(2) If A,B ∈ P(X) and A ⊆ B then 𝜇(A) ≤ 𝜇(B) (monotonicity)

𝜇(A ∪ B) = 𝜇(A) + 𝜇(B) + 𝜌𝜇(A)𝜇(B) [19], for all A,B ⊆ P(X), and A ∩ B = 𝜙,

𝜌 > −1.

In particular, if 𝜌 = 0, then the condition reduces to the axiom of additive mea-

sure: 𝜇(A ∪ B) = 𝜇(A) + 𝜇(B) for all A,B ⊆ X and A ∩ B = 𝜙 [16].

If 𝜌 > 0, then 𝜇(A ∪ B) > 𝜇(A) + 𝜇(B), which implies that the set {A,B} has mul-

tiplicative effect. If 𝜌 < 0, then 𝜇(A ∪ B) < 𝜇(A) + 𝜇(B), which implies that the set

{A,B} has substitutive effect [16].

Definition 5 [12] Let f be a positive real-valued function on X = {x1, x2 … , xn},

and 𝜇 be a fuzzy measure on X. The discrete Choquet integral of f with respect to 𝜇

is defined by

C
𝜇

(f ) =
n∑

i=1
f(i)[𝜇(A(i)) − 𝜇(A(i+1))], (9)

where A(i) = {x(i),… , x(n)}, A(n+1) = 𝜙, and (⋅) indicates a permutation on X such

that f(1) ≤ f(2) ≤ ⋯ ≤ f(n).

Definition 6 Let ãj = ⟨(aj, aj, aj); uãj , 𝜈ãj⟩(j = 1, 2,… , n) be a collection of triangu-

lar intuitionistic fuzzy numbers on X = {x1, x2,… , xn}, and 𝜇 be a fuzzy measure

on X. The discrete intuitionistic fuzzy Choquet integral of ãj with respect to 𝜇 is

defined as

TIFECG
𝜇

(ã1,… , ãn)

= ã∧E𝜇(A(1))−𝜇(A(2))
(1) ⊗E ã∧E𝜇(A(2))−𝜇(A(3))

(2)

⊗E …⊗E ã∧E𝜇(A(n))−𝜇(A(n+1))
(n)

= (⊗E)nj=1ã
∧E𝜇(A(j))−𝜇(A(j+1))
(j) , (10)

where (⋅) indicates a permutation on X such that ã(1) ≤ ã(2) ≤ ⋯ ≤ ã(n), A(j) =
{x(j),… , x(n)}, A(n+1) = 𝜙.

Inspired by [23], some desirable properties of the TIFECG
𝜇

are easy obtained as

follows.

Proposition 1 Let ãj = ⟨(aj, aj, aj); uãj , 𝜈ãj⟩(j = 1, 2,… , n) be a collection of trian-
gular intuitionistic fuzzy numbers on X, and 𝜇 be a fuzzy measure on X. Then their
aggregated value driven from TIFECG

𝜇

operator is also a triangular intuitionistic
fuzzy number, and



Einstein Choquet Integral Operators for PROMETHEE II Group . . . 143

TIFECG
𝜇

(ã1,… , ãn)

=
⟨(

Πn
j=1a

𝜇(A(j))−𝜇(A(j+1))
(j) ,Πn

j=1a
𝜇(A(j))−𝜇(A(j+1))
(j) ,Πn

j=1a
𝜇(A(j))−𝜇(A(j+1))
(j)

)
;

2
∏n

j=1 u
𝜇(A(j))−𝜇(A(j+1))
ã(j)

∏n
j=1(2 − uã(j) )

𝜇(A(j))−𝜇(A(j+1)) +
∏n

j=1 u
𝜇(A(j))−𝜇(A(j+1))
ã(j)

,

∏n
j=1(1 + 𝜈ã(j) )

𝜇(A(j))−𝜇(A(j+1)) −
∏n

j=1(1 − 𝜈ã(j) )
𝜇(A(j))−𝜇(A(j+1))

∏n
j=1(1 + 𝜈ã(j) )

𝜇(A(j))−𝜇(A(j+1)) +
∏n

j=1(1 − 𝜈ã(j) )
𝜇(A(j))−𝜇(A(j+1))

⟩

, (11)

where (⋅), A(j) (j = 1,… , n) defined by Definition 6.

Proposition 2 (Idempotency) Let ãj = ⟨(aj, aj, aj); uãj , 𝜈ãj⟩(j = 1, 2,… , n) be a col-
lection of triangular intuitionistic fuzzy numbers on X, and 𝜇 be a fuzzy measure on
X. If for any j, ãj = ã = ⟨(a, a, a); uã, 𝜈ã⟩, then

TIFECG
𝜇

(ã1,… , ãn) = ã.

Proposition 3 (Commutativity). Let ãj = ⟨(aj, aj, aj); uãj , 𝜈ãj⟩ (j = 1, 2,… , n) be a
collection of triangular intuitionistic fuzzy numbers on X, and 𝜇 be a fuzzy mea-
sure on X. If (ã′

1, ã
′

2,… , ã′

n) is any permutation of (ã1, ã2,… , ãn), then TIFECG
𝜇

(ã1,… , ãn) = TIFECG
𝜇

(ã′

1, ã
′

2,… , ã′

n).

4 PROMETHEE II Based on TIFECG
𝝁
Operator

This section constructs the group PROMETHEE II evaluation method, which

PROMETHEE II is employed to aggregate evaluation information given by different

experts. The decision context includes A = {A1,A2,… ,Am} be a finite set of alter-

natives, C = {c1, c2,… , cn} be a finite set of attributes, E = {E1,E2,… ,EK} be the

finite set of decision makers, the detail steps are as follows:

Step 1 Identify the weights vector of decision-makers e = (e1, e2,… , eK), which

according to professional knowledge and experience of experts.

Step 2 Construct the decision matrix Dk = (ãkij)m×n (k = 1, 2,… ,K), in which

ãkij(i = 1, 2,… ,m; j = 1, 2,… , n) is a TIFN provided by Ek for alternative

Ai with respect to criterion cj.
Step 3 Transform the triangular intuitionistic fuzzy decision matrix Dk = (ãkij)m×n

into the normalized triangular intuitionistic fuzzy decision matrix Rk =
(r̃kij)m×n using the following formulates:
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r̃kij =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

⟨(
akij

(akj )+
,

akij
(akj )+

,

akij
(akj )+

)

; uãkij , 𝜈ãkij

⟩

, j ∈ Benefit
⟨(

1 −
akij

(akj )+
, 1 −

akij
(akj )+

, 1 −
akij

(akj )+

)

; uãkij , 𝜈ãkij

⟩

, j ∈ Cost
(12)

where Benefit and Cost denote the index sets of benefit attributes and cost

attributes, respectively, and (akj )
+ = max{akij|i=1, 2,… ,m}(j=1, 2,… , n).

For convenience, all r̃kij(i = 1, 2,… ,m; j = 1, 2,… , n; k = 1, 2,… ,K) are

uniformly denoted by r̃kij = ⟨(rkij, r
k
ij, r

k
ij); urkij , 𝜈rkij⟩, where urkij = uãkij , 𝜈rkij = 𝜈ãkij

.

Step 4 Determine the fuzzy measures of criteria, and utilize TIFECG
𝜇

operator to

aggregate decision information into r̃ki = TIFECG
𝜇

(r̃ki1,… , r̃kin).
Step 5 Calculate the preference function Pk(Ai,Aj) for the k-th criterion.

Gaussian: P6(d) =
{

1 − e(−d2∕2𝜎2)
if d > 0

0 if d ≤ 0 (13)

where d denotes the difference between two alternatives with respect to one

attribute, 𝜎 are parameters [13].

Pk(dk(Ai,Aj)) =
{

1 − e(−(dk(Ai,Aj))2∕2𝜎2)
if dk(Ai,Aj) > 0

0 if dk(Ai,Aj) ≤ 0 (14)

where dk(Ai,Aj) denotes the difference between ratio values of two alterna-

tives.

dk(Ai,Aj) = R(Ai) − R(Aj) (15)

and R(Ai) is shown in Eq. (6)

Step 6 Calculate the preference index ̃H(Ai,Aj) as following:

̃H(Ai,Aj) =
K∑

k=1
ekPk(Ai,Aj). (16)

Step 7 Calculate the positive flow, negative flow and net flow. According to the

preference index ̃H(Ai,Aj), the positive flow ̃
𝜙

+(Ai), nagative flow ̃
𝜙

−(Ai)
and net flow ̃

𝜙(Ai) for the i-th alternative can be written as following:

̃
𝜙

+(Ai) =
m∑

j=1

̃H(Ai,Aj) (17)
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̃
𝜙

−(Ai) =
m∑

j=1

̃H(Aj,Ai) (18)

̃
𝜙(Ai) = ̃

𝜙

+(Ai) − ̃
𝜙

−(Ai) (19)

Step 8 Rank the alternatives. The larger the value of net flow, the better the ranking

of Ai(i = 1, 2,… ,m).

5 A Numerical Example

Aiming at demonstrating the practicality and effectiveness of the proposed approach,

an illustrative example about emergency classification ranking problem is employed,

which given by Yue et al. [21]. In this example, three alternatives Ai(i = 1, 2, 3) are

ranked by three decision makers Ei (i = 1, 2, 3) referring to three criteria (c1 scale;

c2 severity degree of loss; c3 effect to people living).

In the following, the most desirable alternative is selected by applying the pro-

posed approach in Sect. 4.

Step 1 The three DMs’ importance weight vector is 𝐞 = (0.35, 0.35, 0.30)T .

Step 2 The decision matrixes are showed in Tables 1, 2 and 3 [21].

Step 3 Normalize the TIFN decision matrix. Because the three industrial indices

are cost criteria, the normalized TIFN decision matrix is established from

Eq. (12), i.e.,

R1 =

⎛
⎜
⎜
⎜
⎜
⎝

⟨(0.50,0.75,0.88);0.70,0.20⟩ ⟨(0,0.40,0.60);0.50,0.40⟩ ⟨(0.22,0.44,0.67);0.70,0.20⟩
⟨(0.25,0.38,0.50);0.60,0.30⟩ ⟨(0,0.20,0.40);0.60,0.30⟩ ⟨(0,0.44,0.56);0.50,0.40⟩
⟨(0,0.50,0.75);0.50,0.40⟩ ⟨(0.20,0.40,0.60);0.80,0.20⟩ ⟨(0.33,0.44,0.89);0.60,0.40⟩

⎞
⎟
⎟
⎟
⎟
⎠

R2 =

⎛
⎜
⎜
⎜
⎜
⎝

⟨(0,0.38,0.62);0.50,0.40⟩ ⟨(0.38,0.62,0.75);0.80,0.20⟩ ⟨(0,0.43,0.71);0.70,0.10⟩
⟨(0.62,0.75,0.88);0.80,0⟩ ⟨(0,0.50,0.62);0.50,0.40⟩ ⟨(0.14,0.43,0.57);0.70,0.20⟩

⟨(0.25,0.62,0.75);0.70,0.20⟩ ⟨(0,0.50,0.88);0.60,0.20⟩ ⟨(0.14,0.57,0.86);0.70,0.20⟩

⎞
⎟
⎟
⎟
⎟
⎠

R3 =

⎛
⎜
⎜
⎜
⎜
⎝

⟨(0,0.25,0.38);0.50,0.20⟩ ⟨(0.12,0.38,0.75);0.60,0.30⟩ ⟨(0.12,0.38,0.75);0.80,0.10⟩
⟨(0.50,0.75,0.88);0.80,0.10⟩ ⟨(0,0.38,0.50);0.70,0.20⟩ ⟨(0.25,0.50,0.88);0.50,0.40⟩
⟨(0.38,0.62,0.75);0.70,0⟩ ⟨(0.12,0.50,0.75);0.50,0.40⟩ ⟨(0,0.38,0.62);0.70,0.20⟩

⎞
⎟
⎟
⎟
⎟
⎠

Step 4 Employ the TIFECG
𝜇

operator to aggregate decision matrix.

(1) Suppose the fuzzy measures of criteria sets C = {c1, c2, c3} are 𝜇(c1) =
0.25, 𝜇(c2) = 0.37, 𝜇(c3) = 0.3, 𝜇(c1, c2) = 0.65, 𝜇(c1, c3) = 0.5, 𝜇(c2, c3)
= 0.85, 𝜇(c1, c2, c3) = 1, respectively.

(2) According to Tables 1, 2 and 3, by using the ratio ranking procedure

of Eq. (6), the partial evaluation r̃kij of the candidate Ai is reordered such

that r̃ki(j) ≤ r̃ki(j+1)(i = 1, 2, 3)(k = 1, 2, 3). Then, utilizing the triangular intu-
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Table 1 The fuzzy information by decision maker P1 [21]

Alternatives c1 c2 c3
A1 ⟨(1, 2, 4); 0.7, 0.2⟩ ⟨(2, 3, 5); 0.5, 0.4⟩ ⟨(3, 5, 7); 0.7, 0.2⟩
A2 ⟨(4, 5, 6); 0.6, 0.3⟩ ⟨(3, 4, 5); 0.6, 0.3⟩ ⟨(4, 5, 9); 0.5, 0.4⟩
A3 ⟨(2, 4, 8); 0.5, 0.4⟩ ⟨(2, 3, 4); 0.8, 0.2⟩ ⟨(1, 5, 6); 0.6, 0.4⟩

Table 2 The fuzzy information by decision maker P2 [21]

Alternatives c1 c2 c3
A1 ⟨(3, 5, 8); 0.5, 0.4⟩ ⟨(2, 3, 5); 0.8, 0.2⟩ ⟨(2, 4, 7); 0.7, 0.1⟩
A2 ⟨(1, 2, 3); 0.8, 0.0⟩ ⟨(3, 4, 8); 0.5, 0.4⟩ ⟨(3, 4, 6); 0.7, 0.2⟩
A3 ⟨(2, 3, 6); 0.7, 0.2⟩ ⟨(1, 4, 8); 0.6, 0.2⟩ ⟨(1, 3, 6); 0.7, 0.2⟩

Table 3 The fuzzy information by decision maker P3 [21]

Alternatives c1 c2 c3
A1 ⟨(5, 6, 8); 0.5, 0.2⟩ ⟨(2, 5, 7); 0.6, 0.3⟩ ⟨(2, 5, 7); 0.8, 0.1⟩
A2 ⟨(1, 2, 4); 0.8, 0.1⟩ ⟨(4, 5, 8); 0.7, 0.2⟩ ⟨(1, 4, 6); 0.5, 0.4⟩
A3 ⟨(2, 3, 5); 0.7, 0.0⟩ ⟨(2, 4, 7); 0.5, 0.4⟩ ⟨(3, 5, 8); 0.7, 0.2⟩

itionistic fuzzy Einstein Choquet to derive the individual overall preference

triangular intuitionistic fuzzy values r̃ki of the alternative Ai.

r̃11 = ⟨(0, 0.48, 0.68); 0.60, 0.30⟩, r̃12 = ⟨(0, 0.29, 0.46); 0.57, 0.33⟩,
r̃13 = ⟨(0, 0.43, 0.75); 0.65, 0.33⟩, r̃21 = ⟨(0, 0.48, 0.71); 0.70, 0.18⟩,
r̃22 = ⟨(0, 0.53, 0.66); 0.62, 0.26⟩, r̃23 = ⟨(0, 0.55, 0.84); 0.65, 0.20⟩,
r̃31 = ⟨(0, 0.36, 0.68); 0.64, 0.23⟩, r̃32 = ⟨(0, 0.50, 0.70); 0.65, 0.25⟩,
r̃33 = ⟨(0, 0.49, 0.72); 0.60, 0.26⟩.

Step 5 Construct the priority function.

Combined the difference of the TIFNs’ ratio with the Gaussian function,

the preference functions for the pairs of alternatives are computed from

Eqs. (6) and (14), where 𝜎 takes 0.25, then the results are shown in Table 4.

Step 6 Calculate the preference index ̃H(Ai,Aj).

̃H(A1,A2) = 0.30, ̃H(A1,A3) = 0.00
̃H(A2,A1) = 0.09, ̃H(A2,A3) = 0.02
̃H(A3,A1) = 0.04, ̃H(A3,A2) = 0.33.

Step 7 Calculate fuzzy positive flow, negative flow and net flow. The fuzzy positive

flow, negative flow and net flow are obtained in Table 5.
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Table 4 Preference functions for the pairs of alternatives

i 1 2 3

Pi(A1,A2) 0.67 0.20 0

Pi(A1,A3) 0.01 0 0

Pi(A2,A1) 0 0 0.30

Pi(A2,A3) 0 0 0.06

Pi(A3,A1) 0 0.03 0.11

Pi(A3,A2) 0.61 0.33 0

Table 5 The ranking of alternatives

Alternatives 𝜙

+(i) 𝜙

−(i) 𝜙(i) Ranking

A1 0.30 0.13 0.17 2

A2 0.11 0.63 −0.52 3

A3 0.37 0.02 0.35 1

Step 8 Rank all the alternatives Ai(i = 1, 2, 3) in accordance with the overall pref-

erence values.

A3 ≻ A1 ≻ A2

Thus the most desirable alternative is A3.

The ranking result obtained by the proposed PROMETHEE II ranking method is dif-

ferent from those obtained by Yue et al. [21], which driven from different aggregation

operators. In real life, decision makers can properly choose the desirable alternative

according to his actual needs by adjusting interaction grade.

6 Conclusion

In this paper, a new group PROMETHEE II method is established to solve the

MAGDM problems, in which the ratings of alternatives on attributes are expressed

with TIFNs and triangular intuitionistic fuzzy Einstein Choquet integral operator to

reflect the interactions phenomena among the decision making criteria. An exam-

ple of emergency classification is included to illustrate the method which is more

feasible and practical for real decision making problems. The future work of this

paper is to improve the aggregated algorithm and investigate the operators to many

other practical MAGDM problems, such as decision making, patter recognition and

clustering analysis and so on.
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Dynamics Analysis and Fuzzy Control
for the Working Device of Hydraulic
Excavator

Lv Guang-ming, Xu Guo-sheng and Shuai Xie

Abstract The Kane-Huston is adopted in this paper to build the topological
structure for the working device of hydraulic excavator. And the virtual prototyping
model of the working device is built by the virtual prototype analysis software.
Through analysis of the mechanical properties of working device on real working
condition and comparing the inverse dynamics gotten by the Kane-Huston with that
gotten by the virtual prototype model in software, the correctness of the dynamic
equations from the Kane-Huston is verified. Finally, fuzzy control method is used
for the optimization of bucket tip trajectory and it has good control effect in the
software simulation environment.

Keywords Hydraulic excavator ⋅ Working device ⋅ Dynamics ⋅ Trajectory ⋅
Fuzzy control

1 Introduction

At present, Newton-Euler and Lagrange equation [1, 2] are widely used in the
dynamics research. For the complex logical deduction and hard solution in these
equations, the Huston method based on Kane equation [3] is used in this paper to
analyse the working device of hydraulic excavator which involves boom, arm and
bucket. As [4] reports, Huston method based on Kane equation can effectively solve
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the problem of multi-body dynamics with low-order body arrays to describe the
system’s topology structure.

After dynamic modeling of working device with Kane-Huston method, it is
necessary to verify the correctness of the established dynamics equation, thus
ADAMS is used to build a virtual prototype model of the working device of the
hydraulic excavator. And through the analysis of the results in inverse dynamics
respectively from the dynamics equation based on Kane-Huston and the virtual
prototype model in ADAMS, the correctness of the theoretical dynamics model
based on Kane-Huston is verified. The virtual prototype model of the working device
under the simulated digging environment is analysed, and the mechanical properties
of the linkage mechanism which is composed of boom, arm and bucket are obtained,
providing the basis for the analysis of strength check and control strategy.

Finally fuzzy control is used in the bucket tip trajectory optimization. Though
detecting the change of the boom angle and arm angle, fuzzy unit can improve the
accuracy in trajectory control of the bucket tip under ADAMS and MATLAB [5]
co-simulation.

2 Dynamic Modeling of the Working Device
Based on Kane-Huston Equations

Hydraulic excavator working device is mainly composed of boom, boom cylinder,
arm, arm cylinder, bucket and bucket cylinder. It can be seen as the plane open
kinematic chain with four degrees of freedom despite consideration of rotating
motion and walking movement. Three cylinders can be simplified as driving torque
M1, M2 and M3, changing over time. The simplified model is shown in Fig. 1.

There, the boom is marked as B1, the length of it is l1 and its center of mass to
the hinge joint A is r1; the length of the arm marked as B2 is l2, its center of mass to
the hinge joint B is r2; the length of the bucket marked as B3 is l3, its center of mass
to the hinge joint C is r3. The external forces include the torque of M1, M2, M3

respectively acting on B1, B2 and B3, and the gravity m1g, m2g, m3g, respectively
of B1, B2 and B3. The fixed reference frame is An11n

1
2, Angle between the rotation

platform and B1 is θ1, and it’s positive when B1 moves counterclockwise relative to
the fixed rotation platform, the driving torque on B1 is M1. The An21n

2
2, Bn

3
1n

3
2 and

Cn41n
4
2 are the generalized coordinate frames. Angle between B2 and B1 is θ2, and

it’s positive when B2 moves clockwise relative to the B1, the driving torque on B2 is
M2. Angle between B3 and B2 is θ3, and it’s positive when B3 moves clockwise
relative to the B2, the driving torque on B3 is M3.

If ðθ1
⋅
, θ2

⋅
, θ3

⋅
Þ= ðu1, u2, u3Þ, according to Kane-Huston method, the relationship

between driving torque M1, M2, M3 respectively working on the boom, arm, bucket
and the angle θ1, θ2, θ3, can be presented as follows.
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ð−m1r21 −m2l21 −m2l1r2c2 −m3l21 −m3l1l2c2 −m3l1r3c2+ 3 + 2m3l2r3c3 + 2m3r23 − I1 + 2I3Þ u1⋅

+ ðm2l1r2 +m3l1l2c2 +m3l1r3c2+ 3 − 2m3l2r3c3 − 2m3r23 − 2I3Þ u2⋅ + ðm3l1r3c2+ 3 − 2m3r23 − 2I3Þ u3⋅

+ ð−m3l1r3s2+ 3 −m3l2r3c3 +m3l2r3s3Þðu1 − u2 − u3Þ2 + ð−m3l1l2s2 −m3l2r3c3 − 3m3l2r2s3Þðu1 − u2Þ2
+ ð−m3l1l2s3 −m2l1r2s2 −m3l1l2s2 − 4m3l1r3s2+ 3Þu21 −m2u22 + 2m2l1r2s2u1u2 −m1gr1c1 −m2gl1c1
−m2gr2c1− 2 −m3gl1c1 −m3gr3c1− 2− 3 − 2m3gl2c1− 2 −m2gr3c1− 2 − 3m2gr3c1− 2− 3 +M1 = 0

ð1Þ

ðm2l1r2c2 +m3l2r3c3 +m2r22 +m3l1l2c2 +m3l22 + 2m3l2r3c3 + 2m3l1r3c2+ 3 + 2m3r23 + I2 + 2I3Þ u1⋅

− ðm2r22 +m3l22 + 3m3l2r3c3 + 2m3r23 + I2 + 2I3Þ u2⋅ − ð2m3r23 +m3l2r3c3 + 2I3Þ u3⋅ − ðm2l1r2s2

+m3l2r3s3 + 2m3l1r3s2+ 3 +m3l1l2s2Þu21 + 2m3l2r3s3u1u2 − 2m3l2r3s3u1u3 +m3l2r3s3u23 + 2m3l2r3s3u2u3

−m3l2r3s3u22 −m3gr3c1− 2− 3 −m3gðl2c1− 2 + r3c1− 2− 3Þ−m2gr3c1− 2 +M2 = 0

ð2Þ

ðm3l1r3c2+3 +m3l2r3c3 +m3r23 + I3Þ u1⋅ − ðm3l2r3c3 +m3r23 + I3Þ u2⋅ − ðm3r23 + I3Þ u3⋅

− ðm3l1r3s2+ 3 +m3l2r3s3Þu21 + 2m3l2r3s3u1u2 −m3l2r3s3u22 −m3gr3c1− 2− 3 +M3 = 0

ð3Þ

Fig. 1 Simplified model for the working device
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There, I1, I2, I3 are the rotational inertia of the B1, B2, B3 respectively relative to
the hinge joints A, B, C. Other symbols that are as follows to illustrate.

c1 = cos θ1, c1− 2 = cosðθ1 − θ2Þ, c1− 2− 3 = cosðθ1 − θ2 − θ3Þ
s1 = sin θ1, s1− 2 = sinðθ1 − θ2Þ, s1− 2− 3 = sinðθ1 − θ2 − θ3Þ

ð4Þ

3 Virtual Prototype Simulation of Working Device
Based on the ADAMS

3.1 Virtual Prototype Simulation

The driving functions in ADAMS of each hydraulic cylinder and revolute pair are
given based on the actual mining of the working device and the theoretical cycle
schedule of operation. Time of the cycle period is 16.2 s. And it realizes the
movement of the digging, elevating, unloading and arm dropping, etc. The function
of tangential resistance W1 in ADAMS is:

STEP(time, 1.0, 0.0, 4.0, 22961) + STEP(time, 4.0, 0.0, 5.0, −22961)
The function of the normal resistance W2 in ADAMS is:
STEP(time, 1.0, 0.0, 4.0, 9644.0) + STEP(time, 4.0, 0.0, 5.0, −9644)
The function of the the material weight G in ADAMS is:
STEP(time, 1.0, 0.0, 5.0, 4939.2) + STEP(time, 5.0, 0.0, 10.3, 0) + STEP(time,
10.3, 0.0, 13.1, −4939.2)

The simulation results are shown in Fig. 2.

3.2 Inverse Dynamic Problem from Virtual Prototype
Simulation and Kane-Huston Equation

First, in ADAMS simulation environment, the angle between bucket and arm is
locked as 30°, and then the model movement of the working device is conducted on
a straight trajectory from (4000, 0) to (7000, 0) in the coordinate frame. So the
Angle change curves of boom and arm is obtained. MATLAB is used to solve the
inverse dynamic equation based on the Kane-Huston and also get the angle change
curves of the boom and arm.

The results are compared as follows.
From Figs. 3 and 4, it can be concluded that the angle change curves of the boom

and arm source from the ADAMS simulation and the Kane-Huston dynamics
equation are basically consistent within 0.5° Angle deviation. Model is well
established.
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Fig. 2 Forces change curves of boom, arm and bucket hydraulic cylinders

Fig. 3 Angle change curves of the boom source from ADAMS simulation and Kane-Huston
equation
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4 The Fuzzy Control Simulation of Virtual
Prototype of Working Device

The fuzzy control simulation of virtual prototype of the working device is under
ADAMS and MATLAB/SIMULINK co-simulation. First the 3D model of the
working device is added the constraints and drive functions which are the analog of
the real working environment of the hydraulic excavator in ADAMS, and then the
related data and parameters describing the system are sent from ADAMS to
MATLAB/SIMULINK. And finally, the fuzzy control plan is established in the
SIMULINK. The block diagram of virtual prototype control system is shown in
Fig. 5.

Fig. 4 Angle change curves of the arm source from ADAMS simulation and Kane-Huston
equation

Fig. 5 The block diagram of control system
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Figure 6 is shown the fuzzy control system of the working device.
DBzhuangtaishuru and DGzhuangtaishuru in Fig. 7 are respectively the input
driving functions of the hydraulic cylinders of the boom and arm derived from
MATLAB/SIMULINK. DBzhuangtaishuchu and DGzhuangtaishuchu in Fig. 7 are

Fig. 6 Module connection of fuzzy control

Fig. 7 The data exchange of the block ‘adams_sub’
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respectively the output angle change of the boom and arm in ADAMS. The input of
the fuzzy inference for switching is error(E) and the differential of the error(EC), the
output is coefficient(U) of the fuzzy controller.

Figures 8 and 9 show the membership functions of the E, EC and U. Table 1
shows the control rules.

Finally the results of the bucket tip trajectory are gotten as Figs. 10 and 11.
From Figs. 10 and 11, it can be concluded that the bucket tip trajectory is much

more consistent with the designed trajectory using fuzzy control.

Fig. 9 The membership function for U

Table 1 Fuzzy control rules

E
U

EC

PB PM PS Z NS NM NB
PB NB NB NM NM NS NS Z
PM NB NM NM NS NS Z PS
PS NM NM NS NS Z PS PS
Z NM NS NS Z PS PS PM
NS NS NS Z PS PS PM PM
NM NS Z PS PS PM PM PB
NB Z PS PS PM PM PB PB

Fig. 8 The membership function for E or EC
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Fig. 10 The trajectory without Fuzzy control

Fig. 11 The trajectory with Fuzzy control
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5 Conclusion

In the paper, the model of the working device of hydraulic excavator is built based
on the Kane-Huston method in multi-body dynamics. And through comparing
angle change curves of the boom and arm from solving the inverse dynamic
equation based on the Kane-Huston in MATLAB with the angle change curves of
the boom and arm gotten by ADAMS, the dynamics equations based on
Kane-Huston are verified correct.

Finally fuzzy control is used in the bucket tip trajectory control and it has a good
control effect in the ADAMS and MATLAB co-simulation environment.
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The Application and Predictive Models
Base on Bayesian Classifier in Electronic
Information Industry

Yu-Bin Zhong, Tao Li, Si-cong Chen and Si-cong Guo

Abstract This article analyzes the 120 months level of electronic information
industry development data of 35 indicators in 30 provinces from the ZhongHong
database. A Bayesian Classifier forecast model is built to measure the development
level of electronic information industry index α, considering four core modeling
properties which are smoothness, randomness, trends and normality. This model is
used for simulation and forecasts of actual application of the electronic information
industry. Specifically, according to the variation of index α in each region at dif-
ferent time, time-series forecast model is built for the forecasts of index α in each
region in 2014; Bayesian classifier model is then constructed to evaluate the
development level of electronic industry given the index α in each region. The
Bayesian classifier can classify different α into year so that it can produce a
development trend of electronic industry in each province. The results indicate that
the development levels of electronic industry in Shanghai and Beijing is higher than
other provinces. However, the differences between the levels in the two advanced
cities and Zhejiang, Tianjin, Jiangsu, Fujian and Guangdong are shrinking from
2013 to 2014. In addition, the results also show that there are no record in the
evaluation of ‘slightly advanced’ region. However, the electronic industry in
Shandong, Hubei, Liaoning, Ningxia and Hainan will have good prospects in 2014,
filling up the area of ‘slightly advanced’ region. This model requires not much data,
which can be easily transplanted. The model is suitable for research and analysis of
macro mechanism without much data and is also a reference for government
department and related businesses.
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1 Introduction

The achievement of industrialization and informatization is the strategic target of
economic and social development of our country. With the rapid growth of China’s
economy, the level of Chinese information technology has a significant develop-
ment and progress, the current has been to the Internet and cloud computing as the
main representative of emerging social productivity forward. How to evaluate the
level of information development of major provinces and municipalities in China is
an important issue at present.

This project intends to achieve the following two tasks:

(1) According to the known data, the electronic information industry development
level of our country is evaluated by using Bayesian classifier;

(2) A reasonable forecast of the development level of the electronic information
industry in the provinces of the future for a period of time.

In January 2014, China’s Ministry of industry and information technology
combined with China’s Electronic Information Industry Development Research
Institute released the 2013 the development level of China’s information technol-
ogy assessment report (hereinafter referred to as the “report”), the “report” with
complete index system of China’s 31 provinces, cities and autonomous regions the
level of information to make the score. In this project, the parameter range of the
Bayesian classifier is defined by the score level of the report [1].

The project data sources in Zhonghong database, a collection of the report
contained in the national 30 major provinces, cities and autonomous regions of the

Standardization

Standardized
data

Forecast value
of each index

Data reduction

Provincial Electronic
Information Industry
Development Index

Bayes classifier

The development level of
electronic information industry

in all provinces

Primary data Development
index model

Fig. 1 Technical roadmap for research
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electronic information industry of 35 indicators of data, the time span of the data of
each index for June 2003 and October 2013, the data time window width for
1 month.

This project is carried out in accordance with the following technical route
(Fig. 1).

2 Preparation for Modeling

2.1 Assumed Condition

(1) The assumption that the stability of the same province in a period of time to
maintain the stability of the timing. The hypothesis that taking into account the
economic and social actual operation situation, industry development has a
certain inertia; at the same time the industrial policies with a lag, so the index
data will gradual and not mutation. The hypothesis is consistent with the
observed data trends, and is also the basis for interpolation of missing data;

(2) The assumption that every index of every province can be regarded as the
observation value of a sequence of random processes [2], which is the basis of
the use of the Bayesian classifier and the establishment of the prediction
model;

(3) Trend assumption: each one class index was normalized after the results can
be used with a timing model to predict, the hypothesis depicts the economic
activity of each endogenous variable between have a strong linear relationship
between the background [3], based on the assumption that we only need to
time series prediction model to do a test can reduces the algorithm’s time and
space complexity;

(4) Normal assumption [4]: if there is no time for each indicator to meet the
normal distribution of a parameter. Note that this hypothesis does not require
the same distribution, and there is no contradiction with the assumption of
stationary, because the stationary is only a statistical significance of the
observed results. The hypothesis is used to simplify the parameters training of
Bayesian classifier.

2.2 Index System and Data Preprocessing

2.2.1 Constitute the Index System

According to the data provided by the macro database, select 35 indicators to
construct the evaluation index system, as shown in Table 1.
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Table 1 Evaluation index system of USRC elements

Index category Specific index Unit

Total quantity index
(this year per month)

Cumulative number of enterprises Individual
Cumulative loss of business units Individual
The cumulative losses of the enterprise Thousand yuan
Total loss of business losses than the same period
last year growth rate

%

Assets index (this
year per month)

The cumulative net accounts receivable Thousand yuan
The cumulative net receivables growth over the
same period last year

%

Finished product Thousand yuan
Cumulative production over the same period last
year

%

Average balance of current assets Thousand yuan
Average balance of current assets over the same
period last year growth

%

Accumulated assets Thousand yuan
Accumulated assets over the same period last
year growth

%

Total liabilities for this month Thousand yuan
Total liabilities increased over the same period
last year

%

Cost index (this year
per month)

Product sales revenue Thousand yuan
Cumulative product sales revenue over the same
period last year

%

Cumulative product sales cost Thousand yuan
Cumulative product sales increased over the same
period last year

%

Cumulative product sales Thousand yuan
Cumulative product sales expenses increased
over the same period last year

%

Accumulated product sales tax and additional Thousand yuan

Cumulative product sales tax and the growth of
the same period last year

%

Accumulated financial expenses Thousand yuan
Cumulative financial expenses increased over the
same period last year

%

Accumulated management cost Thousand yuan
Cumulative management costs over the same
period last year

%

Total profit Thousand yuan
Total profit growth over the same period last year %

(continued)
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2.2.2 Data Preprocessing

(1) Missing data
Data were collected, the province of an index time series data missing points
for the following three cases: missing the head, tail absent; halfway interrupts.
To account for the missing data width of little time, generally only 1–8 months
(with occasional exceptions lack of data of 15 months), under the assumption
of stationary, we adopt the following additional interpolation.

① The head of the sequence is missing: The assumption that the value of the
data xn is missing, then the order can be x=⋯= xn− 1 = xn;

② The tail sequence is missing: it is assumed that the value of the data xk is
missing, then the order can be xk+1 =⋯= xN = xk;

③ The central part of the sequence is missing: If all the missing values xp to
xq be missing, then the recursion formula is performed according to the
following recursion formula [5]:

xp+1 = xp +
xq − xp
q− p

, xp+2 = xp+1 +
xq − xp
q− p

,

In a general way,

xp+ i = xp+ i− 1 +
xq − xp
q− p

ð1≤ i≤ p− q− 1Þ ð1Þ

Table 1 (continued)

Index category Specific index Unit

Growth index Cumulative total number of employees (this year
per month)

People

Cumulative total number of employees increased
over the same period last year(this year per
month)

%

Total tax amount (this year per month) Thousand yuan
Total taxes of the same period last year grew (this
year per month)

%

Asset liability ratio %
Turnover of current assets Time
Cost profit margin %
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(2) Normalization of data

① The growth rate index: The different index types of statistical caliber, we
need to be standardized. In this paper, we will draw on the method of
data standardization in clustering analysis. The formula is as follows [6]:

x′ijðtÞ=
xijðtÞ− xīj

sij
ð2Þ

② The main problem of this kind of index is that the size of the main
problem is serious, and it is easy to cause the deviation. The problem can
be solved by using maximum minimum value method [7]:

y′ijðtÞ=
yijðtÞ−min yijðtÞ

� �
max yijðtÞ

� �
−min yijðtÞ

� � ð3Þ

The observation value of the index of the province at the moment is the
standard result.

2.3 Model Establishment

In this part, two tasks are solved by establishing three models. After the estab-
lishment of the index model of electronic information industry development,
according to 35 indicators are further calculated to measure the various provinces
and autonomous regions of the information industry development index; then
according to different time of various provinces and autonomous regions of the
index changes, the establishment of time series forecasting model to predict the
2014 indices are calculated. Finally, aiming at the problem of the evaluation, using
Bayesian classifier was evaluated, the Bayesian classifier can be different values of
the provinces and cities in the annual classification, so as to reveal the electronic
information industry development trend in various provinces and cities.

3 Text Clustering Algorithm Based on Factors Space

3.1 The Establishment of the Electronic Information
Industry Development Index Model

For a province, considering the 35 indicators in a year’s time length. The nor-
malized difference between the various specific indicators Xk ðk=1, 2, . . . , 35Þ has
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a correlation, which can be calculated from any of the two indicators of covari-
ance. Set two factors of the correlation sequence is:

Xð1Þ
i Xð2Þ

i ⋯ XðnÞ
i

Xð1Þ
j Xð2Þ

j ⋯ XðnÞ
j

 !

Its covariance is Covij, and the covariance of an exponential form a covariance
matrix:

C=

VarðX1Þ Cov12 ⋯ Cov1, 35
Cov12 VarðX2Þ ⋯ Cov2, 35
⋮ ⋮ ⋱ ⋮

Cov1, 35 Cov2, 35 ⋯ VarðX35Þ

0
BB@

1
CCA

Let Xm = ∑
35

i=1
Xi, as C’s i line: Covim = ∑

35

k=1
Covik; in the C, we have

Varm = ∑
6

i=1
Covim.

Let ri = Covim
Varm

, the ratio ri of the volatility of a certain index to the total volatility
can be used as the weight of the index. Naturally, the development of the electronic
information industry in a province, the province’s electronic information industry
development index can be calculated as follows:

α= ∑
35

i=1
riXi ð4Þ

3.2 Time Series Forecasting Model

Step 1 Fitting ARMA (2, 1) model

(A) Fitting AR (3) model
The model to be fitted is

Xt =φ1Xt− 1 +φ2Xt− 2 +φ3Xt− 3 + αt

Fitting with least square method φ1, φ2, φ3, and in the AR(3) model,
Inverse parameter Ij =φj, so we can calculate I1, I2, I3;

The Application and Predictive Models … 169



(B) Estimated ARMA (2, 1) model parameters initial values:
As the ARMA(2, 1)model, we also knows that

Ij − θ1Ij− 1 = 0, j>2

I3 − θ1I2 = 0⇒ θ1 =
I3
I2

In this we can calculate that the φ1, φ2 in the ARMA(2, 1)model

φ1 = I1 + θ1
φ2 = θ2 − θ1I1 + I2

�

(C) Using nonlinear least square method φ1, φ2, θ1 Value and confidence
interval, And sum of squares of residuals and RSS;

Step 2 Step 1 has been fitted out ARMAð2n, 2n− 1Þ, n=2, and then to make the
n= n+1 fitting ARMAð2n, 2n− 1Þ model;

Step 3 Fitting model with F statistics. If passed, continue Step 1; if not through,
into Step 4.
The statistical model of the hypothesis test is as follows [8]:

H0:ARMAðn2,m2Þ is muchmore less thanARMAðn1,m1ÞinRSS vs
H1:ARMAðn2,m2Þ is notmuch less thanARMAðn1,m1ÞinRSS

let A0 =RSS½ARMAðn1,m1Þ�, A1 =RSS½ARMAðn2,m2Þ�, Then the test
statistic is:

F =
N − ðn2 +m2Þ

ðn2 +m2Þ− ðn1 +m1Þ
A1 −A0

A0
∼Fððn2 +m2Þ− ðn1 +m1Þ,N − ðn2 +m2ÞÞ

N is the total data volume, the statistical model of the rejection region is:

W = F ≤F0.95ððn2 +m2Þ− ðn1 +m1Þ,N − ðn2 +m2ÞÞf g

Step 4 Check whether the confidence interval is 0, if not, then apply
ARMAð2n, 2n− 1Þ;

Step 5 Use F to prove ARMAð2n, 2n− 1Þ and ARMAð2n− 1, 2n− 2Þ, in this time
[9]:
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F =
N − ð4n− 1Þ

ð4n− 1Þ− ð4n− 3Þ
RSS½ARMAð2n− 1, 2n− 2Þ�−RSS½ARMAð2n, 2n− 1Þ

RSS½ARMAð2n, 2n− 1Þ

Rejection region is W = F ≤F0.95ð2,N − ð4n− 1ÞÞf g
If F ∈W , into Step 6;
If F F∉W , into Step 7.

Step 6 Fitting m<2n− 2 model ARMAð2n− 1,mÞ, use F to prove, do it until the
model have the less Parameter;

Step 7 Fitting m<2n− 1 model ARMAð2n,mÞ, use F to prove, do it until the
model have the less Parameter:

Xt =φ1Xt− 1 +φ2Xt− 2 +φ3Xt− 3 + αt ð5Þ

3.3 Bayesian Classifier Model

Set up a class collection, classification, electronic information industry related
indicators, there is a. Determine the mapping rule, and make an arbitrary, and only
one such that is established. (Without considering the fuzzy mathematics in fuzzy
set) which is called set of categories, where each element is a category, called item
collection, of which every element is a to be classified items, known as classifier.
The task of classification is to construct a classifier.

According to Bayes formula, the posterior probability density function [10]

PðωijxÞ= PðxjωiÞPðωiÞ
PðxÞ ð6Þ

The prior probability is calculated by the training data directly. Then by the full
probability formula,

PðxÞ= ∑
i
PðxjωiÞPðωiÞ ð7Þ

let κ0 = 1 P̸ðxÞ, as a constant, the posterior probability density function is trans-
formed to

PðωijxÞ= κ0PðxjωiÞPðωiÞ ð8Þ

From the formula (8), it can be known that the electronic information industry in
a certain province is a probability of a certain level, and it is very important to be
determined by the probability of a certain kind of province. According to the
classification method of Naive Bayesian, the electronic information industry index
of the province to be inquired is the category of the index, which is satisfied.
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Pðωkjx*Þ=maxfPðωijx*Þg ð9Þ

For the class conditional probability density function, we make the following
discussion:

(1) The estimation of normal distribution
In fact, the construction of conditional probability density function must be
based on a variety of methods, the purpose is to make the actual situation close
to the internal law. Normal distribution discrimination is reasonable in
mathematics, widely and only the mean and variance of the two parameters,
practical significance, unimodality of electronic information industry more
obvious, normal estimation is very clear and reasonable. The probability
density function of the class can be given by the multivariate normal
distribution:

PðxjωiÞ= 1

ð2πÞn 2̸ Cvij j1 2̸ e
½− 1

2ðx− μÞTCv− 1
i ðx− μÞ� ð10Þ

In there, x= ½x1, x2, . . . xn�T , is an N-dimensional feature vector;
μ= ½μ1, μ2, . . . μn�T , for the n-dimensional mean vector;
sample data at all levels within in is μi =E½xi�.
Cv is Covariance matrix for a certain class, Cv=E½ðx− μÞðx− μÞT �.

(2) The kernel density smoothing estimation
Kernel density estimation is a relatively perfect statistical field. The objective
of this technique is to describe the data distribution with function [2]. Because
of a small sample in a class, we use the following kernel density smoothing
estimation as an auxiliary method of calculation.
For a given random sample x= ðx1, x2, . . . xnÞ, the kernel density estimation of
the probability density function is estimated.

Pðx, hjωiÞ= 1
nh

∑
n

i=1
Kðx− xi

h
Þ ð11Þ

The kernel density estimation function is the bandwidth, and the kernel density
estimation is close to the true density value. The specific ideas can be seen in
the one-dimensional showing (Fig. 2).
Bandwidth is a scaling factor, and the probability distribution of the control is
near to the sample, and the Matlab toolbox is based on the appropriate values.

(3) The calculation of training sample index matrix Property:
Bayesian method in solving high dimension and does not fall into high
dimensional crisis, in high virial more relevant indicators of the impact will
make inspection probability density function is more accurate, when using the
naive Bayesian classifier, following initial treatment of the electronic infor-
mation industry in various indicators: (1) the data in 2003.2-2012.12 average
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as the index attribute value; (2) neglect not statistical indicators of the impact.
Training matrix Property [11].
Using Matlab toolbox function Naive Bayes:

ObjBayes=NaiveBayes.fitðmeas,ClassÞ;
pre 0=ObjBayes.predictðmeasÞ;

The distribution of the above class conditional function is not defined as
normal distribution in Matlab. After the training, the value of pre0 and species
was obtained, and the number of the false product was obtained.
Kernel density smoothing is used to call distribution.

4 Model Solution

4.1 Calculation and Forecast of the Development α Index
of the Electronic Information Industry in the Provinces

The predicted time series model uses MA (2) model, and the results are as follows
(Table 2).

4.2 Bayesian Hierarchical System

The development trend of the electronic information industry, especially the
medium level of development, is particularly important in the macro planning.
We want to have a sound classification system for the electronic information
industry [12], so that in the decision process to play a role in guiding the

Fig. 2 Gaussian kernel
density estimate
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development of the industry [13]. According to the idea of Naive Bayesian clas-
sifier, the following Bayesian classifier is built (Tables 3 and 4).

According to the “report” in the province of information index size, we will be
the province’s electronic information industry development level is divided into 5
levels, as follows:

Through the Bayesian classifier, we can make a comparison of the development
level of the electronic information industry in 2013 and 2014.

Table 2 α index of the
provinces

Province 2012 2013 2014 (forecast)

Shanghai 1.06 1.1 1.128316004
Beijing 1.04 1.1 1.155146063
Zhejiang 0.99 1.07 1.032690455
Tianjin 0.97 1.08 1.053904092
Jiangsu 0.97 1.03 1.067189905
Fujian 0.965 1.02 1.062977618
Guangdong 0.96 1.04 1.047656531
Shandong 0.88 0.89 0.957184512
Hubei 0.86 0.87 0.952486767
Sanxi 0.83 0.84 0.861571606
Liaoning 0.82 0.85 0.912531071
Hainan 0.815 0.84 0.881510058

NingXia 0.81 0.83 0.911134186
Shanxi 0.805 0.825 0.86980764
Hebei 0.80 0.82 0.83437254
Guangxi 0.77 0.80 0.79591836
Jilin 0.765 0.795 0.877113223
Sichuan 0.76 0.79 0.85142059
Anhui 0.73 0.76 0.799123576
Xinjiang 0.71 0.74 0.813524528
Jiangxi 0.705 0.73 0.788789715
Chongqing 0.70 0.72 0.729843176
Inner Mongolia 0.64 0.66 0.718758299
Yunnan 0.635 0.68 0.752815098
Heilongjiang 0.63 0.63 0.63
Hunan 0.625 0.64 0.72816767
Gansu 0.62 0.61 0.623653209
Henan 0.61 0.65 0.634329908
Qinghai 0.605 0.61 0.701720254
Guizhou 0.55 0.55 0.55
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Table 3 Levels of electronic information industry development

Development level of
electronic information
industry

Information
index in the
“Report”

Representative region Range
of α
index

To develop ≥100 Shanghai, Beijing ≥1
More developed 90–100 Zhejiang, Tianjin, Jiangsu, Fujian,

Guangdomg
0.9–1

Development 70–80 Shandong, Hubei, Shanxi, Liaoning,
Hainan, Ningxia, Shanxi

0.8–0.9

To be improved 60–70 Hebei, Guangxi, Jilin, Sichuan, Anhui,
Xinjiang, Jaingxi, Chongqing,
Neimenggu, Yunnan, Heilongjiang,
Hunan, Gansu, Henan, Qinghai

0.6–0.8

Less developed Less than 60 Guizhou <0.6

Table 4 Comparison of development level of electronic information industry (2012–2014)

Development
level of
electronic
information
industry

2012 2013 2014 (forecast)

To develop Shanghai, Beijing Shanghai, Beijing,
Zhejiang, Tianjin,
Jiangsu, Fujian,
Guangdong

Shanghai, Beijing,
Zhejiang, Tianjin,
Jiangsu, Fujian,
Guangdong

More
developed

Zhejiang, Tianjin,
Jiangsu, Fujian,
Guangdong

– Shandong, Hubei,
Liaoning, Ningxia,
Hianan

Development Shandong, Hubei,
Shanxi, Liaoning,
Hainan, Ningxia,
Shaanxi

Shandong, Hubei,
Shaanxi, Liaoning,
Hainan, Ningxia,
Shanxi, Hebei,
Guangxi

Shanxi, Hebei,
Xinjiang, Jilin,
Sichuan, Shannxi

To be
improved

Hebei, Guangxi, Jilin,
Sichuan, Anhui,
Xinjiang, Jiangxi,
Chongqing,
Neimenggu, Yunnan,
Heilongjiang, Hunan,
Gansu, Henan,
Qinghai

Jilin, Sichjuan,
Anhui, Xinjiang,
Jiangxi, Chongqing,
Neimenggu, Yunnan,
Heilongjiang, Hunan,
Gansu, Henan,
Qinghai

Anhui, Jiangxi,
Chongqing,
Neimenggu, Yunnan,
Heilongjiang, Hunan,
Gansu, Henan, Qinghai

Less
developed

Guizhou Guizhou Guizhou
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5 Conclusion

According to the ranking situation, the average value of the index is used to
generate the Bayesian classification system. Enter the time series of the forecast
value into the system, a new ranking will be presented, expressed as category.

(a) According to before and after ranking, industry trends can be compared.
(b) For a certain province, according to the fluctuation of the province class, it can

be analyzed that the index is sensitive.
(c) For other provinces or regions of the industry, the input of the Bayesian

classification system, the gap can be compared.
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Fuzzy Formulation of the Lee-Carter
Model for the Mortality Forecasting
with Age-Specific Enhancement

Yefu Kou

Abstract In this paper, we consider the fuzzy method of Koissi and Shapiro [12]
and apply the Lee-Carter model with age-specific enhancement of Renshaw and
Haberman [13–15]. The proposed fuzzy formulation of the extended Lee-Carter
model is exercised based on mortality data like the mortality of China between 1994
and 2008. We also obtain the predictive mortality rate. The comparative advantages
of our proposed fuzzy formulation of the extended Lee-Carter model, relative to the
classical Lee-Carter model, are analyzed and discussed.

Keywords Lee-Carter model � Fuzzy modeling � Mortality forecasting

1 Introduction

Apart from being a country with the largest population in the world, the population
of China is experiencing a rapid aging over the past half a century. According to the
China Population and Employment Statistics yearbook (2009), the proportion of
population aged 65 or older was only 4.4 % in 1953 and 4.91 % in 1982, but
increased to almost twice (8.3 %) in 2008, and by 2030 it will be more than double
to 22 %. With the rapid growth in aging and the trends in improving mortality
among the elderly, such phenomenon exerts significant challenges to the public
pension plans as well as private pension funds and life insurers, particularly in
China. Consequently, there is a demand in a stochastic mortality model which
adequately projects the mortality/longevity trends of the China population.

In this paper there are two main contributions. The first contribution is to con-
sider a fuzzy formulation of the modified Lee-Carter [11] model analyzed in
Renshaw and Haberman [16–18], thus extending the work of Koissi and Shapiro
[10] which only consider the fuzzy formulation of the basic Lee-Carter model.
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As argued in Koissi and Shapiro [10] that the fuzzy formulation of the Lee-Carter
model has the advantage of addressing violations of the Lee-Carter assumption of
constant error variance across age. The vagueness in the definition of the error term
in the Lee-Carter model further supports the use of a fuzzy implementation.

In addition to mortality modeling, the fuzzy set theory has also found its use-
fulness in a variety of other insurance applications, particularly in calculating
insurance claim reserving [1, 5], insurance underwriting [7, 12], classification of
insurance risk [6, 9], pricing property-liability insurance [4, 19], adjusting insurance
rate [22]. See also Shapiro [20, 21] and the monograph by Ostaszewski [13] on
applications of fuzzy logic to actuarial science.

The second contribution of the paper is to implement the fuzzy formulation of
the basic Lee-Carter model and the extended Lee-Carter model (with age-specific
enhancement) on the China data. The comparative advantages of our proposed
fuzzy formulation of the extended Lee-Carter model, relative to the classical
Lee-Carter model, are analyzed and discussed. This is of interest as most of the
published results related to the Lee-Carter model have been applied on the devel-
oped countries, instead of the developing country such as China.

The remaining of the paper is organized as follows. Section 2 reviews the
Lee-Carter model, a variant of the Lee-Carter considered by Renshaw and
Haberman [16–18] and Booth et al. [3] and fuzzy set theory. Section 3 explains the
fuzzy formulation of the modified Lee-Carter model. Section 4 implements the
fuzzy formulation of the classical Lee-Carter model and the modified Lee-Carter
model on China population data and some concludes of the paper.

2 Review of the Lee-Carter Model and Fuzzy Set Theory

We begin by recalling the basic Lee-Carter (LC) model, which is given by

ln mxt ¼ ax þ bxkt þ ext; x ¼ x1; . . .; xN and t ¼ t1; t1 þ 1; . . .; t1 þ T � 1 ð1Þ

where mxt represents the matrix of the central death rates at age x in year t, N is the
number of age-groupings, and T is the number of years. ax, bx, and kt are age and
time dependent parameters. The error term ext is Gaussian ext �Nð0; 1Þ and (1) is
solved under the constraints that

P
t kt ¼ 0;

P
x bx ¼ 1:

An extension of the LC model is possible by including higher order terms,
thereby allowing for greater flexibility in forecasting changes. In this case, the
modified LC model has the following form:

log mxt ¼ ax þ bð1Þx kð1Þt þ bð2Þx kð2Þt þ � � � þ bðrÞx kðrÞt þ ext; ð2Þ
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In this model, the age-time interaction term bðiÞx kðiÞt is referred to as the i-th term of
the rank r approximation (see Booth et al. [2]). Renshaw and Haberman [22–24]
investigate the above modified Lee-Carter model with age-specific enhancement for
mortality forecasts by considering r = 2.Note that when r = 1, the abovemodel reduces
to the basic LC model. In this paper, we are interested in the fuzzy formulation of the
modified LC model (2) with r = 2. We denote the resulting model as LC2.

We now provide some notations and concepts related to fuzzy set theory. The
description below is drawn largely from Koissi and Shapiro [11].

A crisp set C, is given by a characteristic function vcðxÞ such that vcðxÞ ¼ 1 if x is
in C; otherwise, vcðxÞ ¼ 0: Fuzzy sets, on the other hand, generalize non-fuzzy or
crisp sets. The objects in fuzzy sets can belong to a given set to different degrees and
in this sense, they generalize the notion of set to allow partial membership in a set:

Definition 1 A fuzzy subset A (over a reference set X) is a function lA on X that
takes values in the unit-interval [0, 1]: lA ! ½0; 1�: The lA is called the membership
function of A and for any x in X, lAðxÞ in [0,1] denotes the grade of membership of
x in A.

Fuzzy sets can also be characterized by their λ-cuts, which is defined as

Ak ¼ x 2 X : lAðxÞ� kf g; 0� k� 1:

Here λ can be interpreted as the confidence level.
When the reference set is the real line R, then the set A is called fuzzy number.

Fuzzy numbers are characterized by their membership functions, which can be
triangular, trapezoidal, Gaussian, etc. Here we consider the triangular membership
function.

Definition 2 [32] Let ~A ¼ ða; la; raÞ be a triangular fuzzy number with center a 2 R
and left and right spreads ðla; raÞ: Then its characteristic can be denoted by a
membership function l~AðxÞ or α-cut set:

l~A xð Þ ¼
x�aþ la

la
; a� la\x� a

aþ ra�x
ra

; a\x� aþ ra
0; otherwise

8><
>:

Aa ¼ A að Þ; �A að Þ½ � ¼ a� la 1� að Þ; aþ ra 1� að Þ½ �:
Figure 1 provides a graphical representation of a triangular fuzzy number. As an

example, if you believe that the inflation rate of the loss cost in the next two years is
about 2 %, its deviation is not more than 1 %. Then this is an example of a
triangular fuzzy number which can be expressed as (0.02, 0.01, 0.01). In the special
case where la ¼ ra, the triangular fuzzy number becomes a symmetric triangular
fuzzy number. In this case, the symmetric triangular fuzzy number is denoted by
A ¼ ða; lÞ :
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3 Fuzzy Formulation of the LC Model with Age-Specific
Enhancement

A fuzzy formulation of the Lee-Carter model is

~Yx;t ¼ ~Ax �
X2
i¼1

~BðiÞ
x 	 ~KðiÞ

t

� �
; x ¼ x1; . . .; xN t ¼ t1; t1 þ 1; . . .; t1 þ T � 1 ð3Þ

where ~Yx;t are known fuzzy log-central death rates and ~Ax; ~B
ðiÞ
x ; ~KðiÞ

t are unknowns.
The parameter ~Ax is the fuzzy representation of the average age-specific pattern of

mortality, ~KðiÞ
t represents the fuzzy formulation of the general mortality level and

~BðiÞ
x captures the decline in mortality at age x. In the above fuzzy formulation, � and

	 are fuzzy operators and by assuming ~Ax; ~B
ðiÞ
x ; ~KðiÞ

t are symmetric triangular fuzzy
numbers such that:

~Ax ¼ ðax; axÞ; ~BðiÞ
x ¼ bðiÞx ; bðiÞx Þ; ~KðiÞ

t ¼ ðkðiÞt ; dðiÞt
� �

ð4Þ

Then the fuzzy “addition” and “multiplication” reduce to

~Ax � ~BðiÞ
x ¼ ax þ bðiÞx ;max ax; b

ðiÞ
x

� �� �
~Ax 	 ~BðiÞ

x ¼ axb
ðiÞ
x ;max ax b

ðiÞ
x

�� ��; bðiÞx axj j
� �� �

:

Fig. 1 Triangular fuzzy
number: ~A ¼ ða; la; raÞ
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Consequently (3) becomes

~Yx;t ¼ ~Ax �
X2
i¼1

~BðiÞ
x 	 ~KðiÞ

t

� �

¼ ax þ bð1Þx kð1Þt ;max ax; bð1Þx

�� ��dð1Þt ; bð1Þx kð1Þt

��� ���� �� �
� ð~Bð2Þ

x 	 ~Kð2Þ
t Þ

¼ ax þ bð1Þx kð1Þt þ bð2Þx kð2Þt ;max ax; bð1Þx

�� ��dð1Þt ; bð1Þx kð1Þt

��� ���; bð2Þx

�� ��dð2Þt ; bð2Þx kð2Þt

��� ���� �� �
:

ð5Þ

This is the formulation of Fuzzy-LC with age-specific enhancement. It should be
emphasized that in the above formulation, the log-central death rate for age-group x
in year t is a symmetric triangular fuzzy number, instead of exactly lnðmx;tÞ as in the
traditional non-fuzzy formulation. Solving (5) involves two key steps. The first step
is to fuzzily Yx;t ¼ lnðmx;tÞ: The second and final step is to estimate the fuzzy-LC
parameters.

Step 1: Fuzzification of Yx;t ¼ lnðmx;tÞ
The objective of this step is to fuzzily the log-central death rates Yx;t. For

simplicity we assume that the fuzziness is captured by the symmetric triangular
membership function. By introducing

~Yx;t ¼ ðyx;t; ex;tÞ; ~A1 ¼ ðc0x; s0xÞ; ~A1 ¼ ðc1x; s1xÞ; and ~A2 ¼ ðc2x; s2xÞ;

We have

ðyx;t; ex;tÞ ¼ ðc0x; s0xÞþ ðc1x; s1xÞ 
 tð1Þ þ ðc2x; s2xÞ 
 tð2Þ: ð6Þ

The above formulation can further be simplified by noting tð1Þ ¼ tð2Þ so that

ðyx;t; ex;tÞ ¼ ðc0x; s0xÞþ ½ðc1x; s1xÞþ ðc2x; s2xÞ� 
 t

¼ ðc0x; s0xÞþ ðc3x; s3xÞ 
 t
ð7Þ

where ðc3x; s3xÞ ¼ ðc1x; s1xÞþ ðc2x; s2xÞ :
Consequently, the remaining task is to find centers c0x; c3x and spreads s0x; s3x.

As argued in Koissi and Shapiro [10], the centers c0x; c3x are easily found by fitting
the ordinary least-squares regression to Yx;t ¼ c0x þ c3x 
 t where Yx;t are the
observed log-central deaths. The spreads s0x; s3x are then obtained based on mini-
mum fuzziness criterion which consists of simultaneously minimizing the spreads
of the estimated

~̂Yx;t ¼ ðĉ0x; ŝ0xÞþ ðĉ3x; ŝ3xÞ 
 t ð8Þ

and requiring each death rate ~Yx;t to fall within the estimated ~̂Yx;t at a level h. The

latter requirement is can fulfilled by ensuring that lð~Yx;t� ~̂Yx;tÞ� h; h 2 ½0; 1�. The
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level h, which measures the degree of fit of the estimated model to the given data, is
a user input.

Step 2: Estimating the parameters of fuzzy-LC with age-specific enhancement

The objective of this step is to determine ~Ax; ~B
ðiÞ
x ; ~KðiÞ

t ; i ¼ 1; 2: We achieve this

task by minimizing the square of the distance between ~Ax �
P2
i¼1

ð~BðiÞ
x 	 ~KðiÞ

t Þ and

~Yx;t. Here we adopt Diamond [9, p. 143] distance measure, which for two fuzzy sets
~A1 ¼ ða1; a1Þ and ~A2 ¼ ða2; a2Þ, the distance is measured by

DLRð~A1; ~A2Þ2 ¼ ða1 � a2Þ2 þ ½ða1 � a1Þ � ða2 � a2Þ�2 þ ½ða1 þ a1Þ � ða2 þ a2Þ�2:
ð9Þ

In summary, the estimation of the fuzzy-LC parameters boils down to solving
the following minimization problem:

Minimize
X
x

X
t

DLR½~A1 �
X2
i¼1

ð~BðiÞ
x 	 ~KðiÞ

t Þ; ~Yx;t�2 ð10Þ

where

F ¼ DLR½~Ax �
X2
i¼1

ð~BðiÞ
x 	 ~KðiÞ

t Þ; ~Yx;t�2

¼ DLR½ ax þ bð1Þx kð1Þt þ bð2Þx kð2Þt ;max ax; bð1Þx

�� ��dð1Þt ; bð1Þx kð1Þt

��� ���; bð2Þx

�� ��dð2Þt ; bð2Þx kð2Þt

��� ���� �� �
; ðyx;t; ex;tÞ�2

¼ ðax þ bð1Þx kð1Þt þ bð2Þx kð2Þt � yx;tÞ2

þ ½ ax þ bð1Þx kð1Þt þ bð2Þx kð2Þt �max ax; bð1Þx

�� ��dð1Þt ; bð1Þx kð1Þt

��� ���; bð2Þx

�� ��dð2Þt ; bð2Þx kð2Þt

��� ���� �� �
� ðyx;t � ex;tÞ�2

þ ½ ax þ bð1Þx kð1Þt þ bð2Þx kð2Þt þmax ax; bð1Þx

�� ��dð1Þt ;bð1Þx kð1Þt

��� ���; bð2Þx

�� ��dð2Þt ; bð2Þx kð2Þt

��� ���� �� �
� ðyx;t þ ex;tÞ�2

ð11Þ

subject to :

ax ¼ ð1=TÞP
t
yx;t

P
x
bðiÞx ¼ 1;

Ptn
t¼t1

kðiÞt ¼ 0 i ¼ 1; 2

8><
>: : ð12Þ

MATLAB can be used to obtain the optimal parameters αx, b
ð1Þ
x , bð1Þx , kð1Þt , dð1Þt ,

bð2Þx , bð2Þx , kð2Þt and dð2Þt .

Once bð1Þx , kð1Þt , bð2Þx , and kð2Þt are estimated, kð2Þt is further adjusted to kð2Þ
0

t so that
the actual total deaths and the total expected deaths for each t matches. In other
words, the parameter estimates satisfy
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Xxk
x¼x1

dxt ¼
Xxk
x¼x1

nxt expðâx þ
X2
i¼1

b̂ixk̂
i
tÞ; 8t ð13Þ

where dxt is the number of death of people at age x and time t, nxt is the total
number of people at age x and time t.

Then we forecast kð1Þt , kð2Þt using ARIMA and get:

kð1Þt ; kð2Þt t ¼ t0 þ T ; t0 þ T þ 1; . . .; t0 þ T þ s

Lastly, forecast the mortality through:

ŷxt ¼ ax þ bð1Þx kð1Þt þ bð2Þx kð2Þt ; t ¼ t0 þ T ; t0 þ T þ 1; . . .; t0 þ T þ s

We can get Male and Female c0x, c1x, s0x, s1x with age-specific enhancement
(Figs. 2 and 3).

4 Mortality Forecasting: China Data

This paper uses 15 yearly observations of age-specific death rates for both males
and females in China from 1994 to 2008, covering ages 0 to 89. These data are
provided by the China Population Statistical Yearbooks and the China Statistical
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Fig. 2 Fuzzy least-squares
regression of log-central death
rates (Male, X = 10, age
group 27–29) with
age-specific enhancement
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Fig. 3 Fuzzy least-squares
regression of log-central death
rates (Female, X = 10, age
group 27–29) with
age-specific enhancement
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Yearbooks compiled by the National Bureau of Statistics of China. We implement
the fuzzy formulation of Lee-Carter with r = 1 and r = 2 by partitioning the age into
30 groups consist of [0,2], [3,5], [6,8], …, [87,89]. In other words, we have t = 1, 2,
…, 15 and x = 1, 2, … 30.

Estimating fuzzy-LC parameters with China death rates data.
To estimate fuzzy-LC parameters, we need to define the formulation as follows,

because of the min function in (10).
Assume:

rðx; t; iÞ ¼
ax i ¼ 1
bxj jdt i ¼ 2
bx ktj j i ¼ 3

8<
: ð14Þ

Then (13) become to the formulation of function g and function f:

gðrÞ ¼ 2r2 � 4ex;tr ð15Þ

f ðbx; ktÞ ¼ 3ðbxktÞ2 þ 6axbxkt � 6bxktyxt þð3a2x þ 3y2xt � 6axyxt þ 2e2x;tÞ ð16Þ

Then (10) changes to: Minimize
P
x

P
t
½f ðbx; ktÞþ gðmaxðrÞÞ�:

Then we estimate the parameters using MATLAB.
The calculation methods of ax; bx; kt are same as the fuzzy formulation of

Lee-Carter with r = 1. Then we get male ax; bx; kt and female ax; bx; kt with China
death rates data (Tables 1 and 2).

Then we forecast kt from 2009 to 2050 with ARIMA. We select ARIMA (0,2,1)
for male and ARIMA (1,2,0) for female using ADF test and R test. The results are
given in Figs. 4 and 5.

Lastly, forecast the mortality from 2009 to 2050 with:

ŷxt ¼ ax þ bxkt; t ¼ t0 þ T ; t0 þ T þ 1; . . .; t0 þ T þ s

Based on the formula of spread:

ex;t ¼ s0x þ s1x 
 t; t ¼ 1; 2; 3; . . . 57:

We can calculate the spread of mortality. The calculation methods and results of
the spread are same as the fuzzy formulation of Lee-Carter with r = 1 (Table 3).

Then we can draw the mortality forecasting figure (Figs. 6 and 7):
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In Figs. 6 and 7, the middle curve is the forecasting mortality; the upper and
lower curves are the upper limit and lower limit of forecasting mortality.

Then we can calculate the life expectancy and compare them with the original
data (Figs. 8 and 9).

We summarize the results of life expectancy:
In 2008, the expectancy of male is 79.07, the expectancy of female is 81.56.
In 2050, the expectancy of male is 85.89, the expectancy of female is 85.94.
The expectancy of male increased 6.82, the expectancy of female increased 4.08,

and the difference of male and female decreased to 0.05 from 2.79.
Because the fuzzificating of Yx;t is same to single factor fuzzy-LC, so we can use

the results of single factor fuzzy-LC. So, We estimating parameters of the fuzzy-LC
with age-specific enhancement directly using MATLAB (Table 4):

Keep kð1Þt stable, justify kð2Þt based on (13), get kð2Þ
0

t (Table 5):

Then we forecast the kð1Þt and kð2Þ
0

t to 2050 with ARIMA.

(1) kð1Þt : We select ARIMA (0,2,1) for male and ARIMA (0,1,1) for female using
ADF test and R test.
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Fig. 5 Female kt with China death rates data
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Table 3 Male and female (x = 10) mortality forecasting

ln ~Yx;t
Year ln ~Yx;t Spread of ln ~Yx;t Upper limit of

ln ~Yx;t

Lower limit of
ln ~Yx;t

Male Female Male Female Male Female Male Female

2009 −7.97 −8.70 1.37 1.37 −6.61 −7.34 −9.34 −10.07
2010 −8.05 −8.79 1.38 1.38 −6.68 −7.41 −9.43 −10.17
2011 −8.13 −8.88 1.39 1.39 −6.74 −7.49 −9.53 −10.27
2012 −8.21 −8.96 1.41 1.41 −6.80 −7.56 −9.61 −10.37
2013 −8.28 −9.04 1.42 1.42 −6.86 −7.62 −9.70 −10.46
2014 −8.35 −9.12 1.43 1.43 −6.92 −7.68 −9.79 −10.55
2015 −8.42 −9.19 1.45 1.45 −6.98 −7.74 −9.87 −10.63
2016 −8.49 −9.26 1.46 1.46 −7.03 −7.80 −9.95 −10.72
2017 −8.55 −9.32 1.47 1.47 −7.08 −7.85 −10.03 −10.80
2018 −8.62 −9.38 1.49 1.49 −7.13 −7.90 −10.10 −10.87
2019 −8.68 −9.44 1.50 1.50 −7.18 −7.95 −10.18 −10.94
2020 −8.74 −9.50 1.51 1.51 −7.22 −7.99 −10.25 −11.01
2021 −8.79 −9.56 1.53 1.53 −7.27 −8.03 −10.32 −11.08
2022 −8.85 −9.61 1.54 1.54 −7.31 −8.07 −10.39 −11.15
2023 −8.90 −9.66 1.55 1.55 −7.35 −8.11 −10.45 −11.21
2024 −8.95 −9.71 1.57 1.57 −7.39 −8.14 −10.52 −11.27
2025 −9.00 −9.75 1.58 1.58 −7.42 −8.17 −10.58 −11.33
2026 −9.05 −9.80 1.59 1.59 −7.46 −8.20 −10.64 −11.39
2027 −9.10 −9.84 1.61 1.61 −7.49 −8.23 −10.71 −11.44
2028 −9.15 −9.88 1.62 1.62 −7.53 −8.26 −10.76 −11.50
2029 −9.19 −9.92 1.63 1.63 −7.56 −8.28 −10.82 −11.55
2030 −9.23 −9.95 1.65 1.65 −7.59 −8.31 −10.88 −11.60
2031 −9.28 −9.99 1.66 1.66 −7.62 −8.33 −10.93 −11.65
2032 −9.32 −10.02 1.67 1.67 −7.64 −8.35 −10.99 −11.69
2033 −9.36 −10.05 1.69 1.69 −7.67 −8.37 −11.04 −11.74
2034 −9.39 −10.08 1.70 1.70 −7.69 −8.38 −11.09 −11.78
2035 −9.43 −10.11 1.71 1.71 −7.72 −8.40 −11.14 −11.82
2036 −9.47 −10.14 1.73 1.73 −7.74 −8.41 −11.19 −11.86
2037 −9.50 −10.16 1.74 1.74 −7.76 −8.43 −11.24 −11.90
2038 −9.53 −10.19 1.75 1.75 −7.78 −8.44 −11.29 −11.94
2039 −9.57 −10.21 1.77 1.77 −7.80 −8.45 −11.33 −11.98
2040 −9.60 −10.24 1.78 1.78 −7.82 −8.46 −11.38 −12.02
2041 −9.63 −10.26 1.79 1.79 −7.84 −8.47 −11.42 −12.05
2042 −9.66 −10.28 1.81 1.81 −7.85 −8.47 −11.46 −12.08
2043 −9.69 −10.30 1.82 1.82 −7.87 −8.48 −11.51 −12.12
2044 −9.72 −10.32 1.83 1.83 −7.88 −8.49 −11.55 −12.15
2045 −9.74 −10.34 1.85 1.85 −7.90 −8.49 −11.59 −12.18
2046 −9.77 −10.35 1.86 1.86 −7.91 −8.50 −11.63 −12.21

(continued)
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Table 3 (continued)

ln ~Yx;t
Year ln ~Yx;t Spread of ln ~Yx;t Upper limit of

ln ~Yx;t

Lower limit of
ln ~Yx;t

Male Female Male Female Male Female Male Female

2047 −9.79 −10.37 1.87 1.87 −7.92 −8.50 −11.67 −12.24
2048 −9.82 −10.39 1.89 1.89 −7.93 −8.50 −11.70 −12.27
2049 −9.84 −10.40 1.90 1.90 −7.94 −8.50 −11.74 −12.30
2050 −9.87 −10.42 1.91 1.91 −7.95 −8.51 −11.78 −12.33
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(2) kð2Þ
0

t : We select ARIMA (0,2,1) for male and ARIMA (1,2,0) for female using
ADF test and R test.

The results are as following (Figs. 10, 11, 12 and 13):
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Table 4 bð1Þx ; bð2Þx with age-specific enhancement

x Male Female x Male Female

bð1Þx bð2Þx bð1Þx bð2Þx bð1Þx bð2Þx bð1Þx bð2Þx

1 0.0309 0.0710 0.0161 0.0359 16 0.0102 0.0077 0.0099 0.0154

2 0.0231 0.0466 0.0123 0.0163 17 0.0143 0.0159 0.0158 0.0280

3 0.0158 0.0209 0.0133 0.0139 18 0.0120 0.0070 0.0099 0.0116

4 0.0176 0.0257 0.0172 0.0272 19 0.0128 0.0127 0.0090 0.0134

5 0.0074 0.0037 0.0104 0.0133 20 0.0145 0.0105 0.0171 0.0132

6 0.0124 0.0213 0.0153 0.0300 21 0.0188 0.0160 0.0130 0.0138

7 0.0263 0.0617 0.0228 0.0536 22 0.0154 0.0091 0.0159 0.0113

8 0.0162 0.0323 0.0205 0.0475 23 0.0154 0.0085 0.0147 0.0143

9 0.0172 0.0214 0.0222 0.0556 24 0.0157 0.0091 0.0133 0.0134

10 0.0152 0.0277 0.0190 0.0394 25 0.0142 0.0138 0.0173 0.0109

11 0.0157 0.0218 0.0124 0.0248 26 0.0132 0.0131 0.0116 0.0124

12 0.0122 0.0136 0.0118 0.0123 27 0.0110 0.0112 0.0129 0.0111

13 0.0139 0.0256 0.0082 0.0104 28 0.0184 0.0166 0.0168 0.0084

14 0.0088 0.0034 0.0142 0.0240 29 0.0145 0.0150 0.0115 0.0076

15 0.0081 0.0070 0.0134 0.0176 30 0.0115 0.0062 0.0139 0.0087
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Table 5 kð1Þt ; kð2Þt and justified kð2Þ
0

t with age-specific enhancement

T Male Female

kð1Þt kð2Þt kð2Þ
0

t kð1Þt kð2Þt kð2Þ
0

t

1 10.4040 10.2330 11.8243 12.9460 12.1762 13.5574

2 17.5866 16.8844 16.9228 20.2478 20.1532 22.0503

3 9.1799 8.9434 9.4664 9.8251 8.5309 10.0529

4 8.9691 8.7685 8.4060 6.3601 6.7724 7.7928

5 6.1871 6.0817 5.4046 3.8698 4.2526 5.4819

6 5.5871 5.5057 6.0159 3.6555 3.3305 4.5185

7 2.5932 3.0934 3.2279 4.7060 4.0327 4.6582

8 −0.7181 −0.4087 0.6446 1.0441 1.3139 1.0722

9 −1.0705 −1.7893 −1.0068 −4.2277 −3.2679 −1.3828
10 −3.3719 −3.3982 −1.6451 −2.0950 −0.4707 −0.7302
11 −4.3293 −5.2782 −4.4506 −5.4636 −6.2049 −5.1482
12 −4.7509 −5.1788 −4.0797 −4.9691 −4.5718 −3.6425
13 −11.7264 −11.2937 −10.7726 −17.2602 −16.8087 −17.2865
14 −17.0810 −15.6848 −15.8321 −13.2665 −14.1426 −12.3293
15 −17.4589 −16.4782 −17.1257 −15.3723 −15.0958 −16.1282
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5 Conclusions and Remarks: China Data

Lastly, forecast the mortality from 2009 to 2050 with:

ŷxt ¼ ax þ bð1Þx kð1Þt þ bð2Þx kð2Þt ; t ¼ t0 þ T ; t0 þ T þ 1; . . .; t0 þ T þ s

Then we can calculate the life expectancy and compare them with the original
data (Figs. 14 and 15).

We summarize the results of life expectancy:

(1) In 2008, the expectancy of male is 79.36, the expectancy of female is 82.10.
(2) In 2050, the expectancy of male is 85.92, the expectancy of female is 86.86.
(3) The expectancy of male increased 6.56, the expectancy of female increased

4.76, and the difference of male and female decreased to 0.94 from 2.74.

We compared the fuzzy-LC with age-specific enhancement with single factor
fuzzy-LC and found:

(1) The fuzzy-LC’s sum error square with age-specific enhancement is smaller
than the single factor fuzzy-LC’s (Table 6).

(2) In both the fuzzy-LC’s and fuzzy-LC’s with age-specific enhancement, the
expectancy of male and female increased from 2008 to 2050, and the differ-
ence of expectancy of male and female decreased from 2008 to 2050. The
spread of mortality in Fuzzy-LC with age-specific enhancement.
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Based on the formula of spread:ex;t ¼ s0x þ s1x 
 t, t = 1, 2, 3, … 57.
We can calculate the spread of mortality (Table 7):
Then we can draw the mortality forecasting figure (Figs. 16 and 17):
In Figs. 16 and 17, the middle curve is the forecasting mortality, the upper and

lower curves are the upper limit and lower limit of forecasting mortality.
Just as argued in Koissi and Shapiro [11] and other papers, the fuzzy approach is

not limited by the homoscedasticity issue encountered in the SVD errors and it is an
adequate alternative to the SVD method. Considering the scarce data of China, I
think the fuzzy approach is more convenient and appropriate.

The first step is to solve the fuzzification of the log-central death rates based on
minimum fuzziness criterion; the second step is to estimate the parameters of
fuzzy-LC with age-specific enhancement. We achieve this task based on Diamond
distance measure so that the actual total deaths and the total expected deaths for
each t matches, and it is also convenient to compute the spreads of the parameters of
the fuzzy-LC with age-specific enhancement.

As 89 is the highest life expectance quoted from the China Mortality Table, the
fig of Chinese expected life up to 80 is relatively flat compared other countries.

Table 6 The compare of the mortality sum error square between the fuzzy-LC’s with age-specific
enhancement and the single factor fuzzy-LC’s

Fuzzy LC’s Fuzzy LC’s with age-specific enhancement Proportion (%)

Male 3.07 3.02 98

Female 3.49 3.45 99
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Table 7 Male and female (x = 10) mortality forecasting with age-specific enhancement

ln ~Yx;t
Year ln ~Yx;t Spread of ln ~Yx;t Upper limit of

ln ~Yx;t

Lower limit of
ln ~Yx;t

Male Female Male Female Male Female Male Female

2009 −7.98 −8.84 1.37 1.37 −6.61 −7.47 −9.35 −10.20
2010 −8.06 −8.94 1.38 1.38 −6.68 −7.56 −9.44 −10.32
2011 −8.14 −9.03 1.39 1.39 −6.74 −7.64 −9.53 −10.42
2012 −8.21 −9.12 1.41 1.41 −6.81 −7.71 −9.62 −10.53
2013 −8.29 −9.21 1.42 1.42 −6.87 −7.79 −9.71 −10.63
2014 −8.36 −9.29 1.43 1.43 −6.93 −7.86 −9.79 −10.72
2015 −8.43 −9.37 1.45 1.45 −6.98 −7.92 −9.87 −10.82
2016 −8.50 −9.45 1.46 1.46 −7.04 −7.99 −9.96 −10.90
2017 −8.56 −9.52 1.47 1.47 −7.09 −8.05 −10.04 −10.99
2018 −8.63 −9.59 1.49 1.49 −7.14 −8.10 −10.11 −11.08
2019 −8.69 −9.66 1.50 1.50 −7.19 −8.16 −10.19 −11.16
2020 −8.75 −9.72 1.51 1.51 −7.24 −8.21 −10.26 −11.23
2021 −8.81 −9.78 1.53 1.53 −7.28 −8.26 −10.33 −11.31
2022 −8.87 −9.84 1.54 1.54 −7.33 −8.30 −10.40 −11.38
2023 −8.92 −9.90 1.55 1.55 −7.37 −8.35 −10.47 −11.45
2024 −8.98 −9.96 1.57 1.57 −7.41 −8.39 −10.54 −11.52
2025 −9.03 −10.01 1.58 1.58 −7.45 −8.43 −10.61 −11.59
2026 −9.08 −10.06 1.59 1.59 −7.49 −8.47 −10.67 −11.65
2027 −9.13 −10.11 1.61 1.61 −7.52 −8.50 −10.74 −11.72
2028 −9.18 −10.16 1.62 1.62 −7.56 −8.54 −10.80 −11.78
2029 −9.23 −10.20 1.63 1.63 −7.59 −8.57 −10.86 −11.84
2030 −9.27 −10.25 1.65 1.65 −7.63 −8.60 −10.92 −11.89
2031 −9.32 −10.29 1.66 1.66 −7.66 −8.63 −10.98 −11.95
2032 −9.36 −10.33 1.67 1.67 −7.69 −8.66 −11.03 −12.00
2033 −9.40 −10.37 1.69 1.69 −7.72 −8.68 −11.09 −12.05
2034 −9.44 −10.40 1.70 1.70 −7.75 −8.71 −11.14 −12.10
2035 −9.49 −10.44 1.71 1.71 −7.77 −8.73 −11.20 −12.15
2036 −9.52 −10.47 1.73 1.73 −7.80 −8.75 −11.25 −12.20
2037 −9.56 −10.51 1.74 1.74 −7.82 −8.77 −11.30 −12.25
2038 −9.60 −10.54 1.75 1.75 −7.85 −8.79 −11.35 −12.29
2039 −9.64 −10.57 1.77 1.77 −7.87 −8.80 −11.40 −12.34
2040 −9.67 −10.60 1.78 1.78 −7.89 −8.82 −11.45 −12.38
2041 −9.71 −10.63 1.79 1.79 −7.92 −8.84 −11.50 −12.42
2042 −9.74 −10.66 1.81 1.81 −7.94 −8.85 −11.55 −12.46
2043 −9.77 −10.68 1.82 1.82 −7.96 −8.86 −11.59 −12.50
2044 −9.81 −10.71 1.83 1.83 −7.97 −8.87 −11.64 −12.54
2045 −9.84 −10.73 1.85 1.85 −7.99 −8.89 −11.68 −12.58
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Interval Number Comparison and Decision
Making Based on Priority Degree

Yun-dong Gu, Su-jie Zhang and Meng-meng Zhang

Abstract Interval number ranking and the operation reduction are studied in this

paper. Firstly, the priority relation of interval numbers is redefined by introducing

a new priority-degree. We proved that the new priority-degree can avoid the unrea-

sonable phenomenon that the denominator is zero when interval numbers degrade

into real numbers. Then, some important comparison related concepts of the interval

numbers, such as totally greater than, greater than, exactly equal and equal to etc., are

redefined based on the new priority-degree. We also prove that interval numbers are

reducible for addition and subtraction according to the redefined equal to relation.

Finally, priority-degree based multi-criteria decision making method for uncertain

problems with interval data is given and its validation is shown by an example.

Keywords Ranking interval number ⋅ Priority-degree ⋅ Equal to ⋅ Operation

reduction

1 Introduction

Due to the incomplete information resulting from complexity and uncertainty in the

decision making environments or lack of appropriate measurement units and scales,

in some cases, it is difficult for decision makers to clearly translate their evaluation

of alternatives in the form of exact numerical values. The representation of data by

means of intervals of values is becoming more and more popular in different fields

of application. Multiple criteria decision making (for short, MCDM) with interval

numbers has been widely studied in many fields [1–19].

To deal with decision making problems in which alternative evaluation values

or criterion weights are interval numbers, interval number ranking is one of the
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key problems must be solved. For example, the concept of optimum or best choice

to come true is completely based on ranking or comparison. For interval number

ranking, many approaches have been proposed, such as the analytic hierarchy process,

possibility degree, rough sets, probabilistic approach, etc. [20, 21]. In all of these

approaches, one of the most commonly used methods is based on the concept of

possibility degree, which is proposed by [2, 4, 5, 15, 22, 23], etc. However, when

the interval numbers are degraded into real numbers, the existing formulas of pos-

sibility degree will appear the unreasonable phenomenon that the denominator will

becoming zero when the interval numbers are degenerated into real numbers. To

overcome this defection, a new priority-degree is introduced in this paper.

For interval number comparison, some relations such as greater than, no less than

and equal to etc. are defined. Usually, interval numbers are not completely accurate

under the uncertainty environment for lacking enough information, so we doubt that

whether it is proper to set exact equal to relation for uncertainty interval numbers. On

the contrary, we believe that a fuzzy equal to is more preferable due to the reason that

it is much easier to operate and keeps more information for the following analysis.

According to this idea, some interval number comparison related concepts, such as

greater than and equal to etc., are redefined in this paper. It is worth observing that

the operation reduction of interval numbers for addition and subtraction is proved

for the redefined equal to relation.

The rest of this paper is organized as follows. A new priority-degree and its prop-

erties are given in Sect. 2. Interval number comparison related concepts are discussed

in Sect. 3. Based on the redefined equal to relation, the reduction of interval num-

bers for addition and subtraction are proved in Sect. 4. In Sect. 5, a method for multi-

criteria decision making based on priority degree is introduced and its validation is

examined by an example. In Sect. 6, we conclude the paper.

2 Priority Degree and Interval Number Ranking

While ranking the alternative evaluations with uncertainty information in the form

of interval numbers, the comparison of interval numbers is one of the most important

basic problems. Quantitative indices are usually used to compare interval numbers

(see reviews in [3, 7, 24]). One of the most commonly used methods is based on the

concept of possibility degree.

2.1 Existing Possibility Degrees and Their Deficiencies

Interval numbers are a generalization of real numbers and are subsets of R, the set

of real numbers. Normally, an interval number A is defined as



Interval Number Comparison and Decision Making Based on Priority Degree 199

A = [aL, aR] = {x|aL < x < aR, x ∈ R} (1)

where aL, aR ∈ R are the lower and upper bounds of the interval number,

respectively. Interval number A degenerates to a real number when aL = aR. Let I
denote the set of interval numbers on R.

Definition 1 Let A = [aL, aR] ∈ I, then we say that A is a bounded closed interval

number, if −∞ < aL ≤ aR < +∞; we say that A is a positive bounded closed interval

number, if 0 < aL ≤ aR < +∞.

Wang et al. [20] proposed a simple heuristic method which provides the degree of

possibility that one interval is greater than another. Currently, this method seems to

be most popular in the literature. For A = [aL, aR],B = [bL, bR] ∈ I, the possibility

of A ≥ B given by [20] are defined as follows:

P1(A ≥ B) = max(0, aR − bL) − max(aL − bR, 0)
aR + bR − bL − aL

(2)

The similar expressions were proposed by Facchinetti et al. [1] and by Xu and Da

[5], Xu and Jain [25] showed that there are equivalent ones. [2, 4, 8, 14, 22, 23]

etc., also introduced different possibilities, we list them as follows:

P2(A ≥ B) = max{0, aR − aL + bR − bL − max(bR − aL, 0)}
aR + bR − bL − aL

(3)

P3(A ≥ B) =
⎧
⎪
⎨
⎪
⎩

1, bR < aL
aR−bL

aR−aL+bR−bL
, bL < aR, aL < bR

0, bL ≪ aR
(4)

P4(A ≥ B) = max{1 − max( bR − aL
aR − aL + bR − bL

, 0), 0} (5)

P5(A ≥ B) =
⎧
⎪
⎨
⎪
⎩

1, bR < aL
(aR−bL)2

(aR−bL)2+(bR−aL)2
, bL < aR, aL < bR

0, bL ≥ aR
(6)

P6(A ≥ B) = 1
2
(1 + (aR − bR) + (aL − bL)

|aR − bR| + |aL − bL| + lAB
) (7)

where lAB indicates the length of the overlap portion of two intervals.
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P7(A ≥ B) =

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎩

1, bR < aL

1 − (bL − aR)2

2lAlB
, bL < aL < bR < aR

aL + aR − 2bL
2lB

, bL < aL < aR < bR

2aR − bL − bR
2lB

, aL < bL < bR < aR

(aR − bL)2

2lAlB
, aL < bL < aR < bR

0, aR < bL

(8)

Gao [15] had proved that the above possibility degrees P1 ∼ P4 are mutual equal.

It is easy to found that when the interval numbers are degenerated into real num-

bers, P1 ∼ P4 and P7 will appear the unreasonable phenomenon that the denomi-

nator is zero. And when the two comparing interval numbers are degraded into the

same real numbers, all of the existing possibility degree formulas will appear the

phenomenon of zero over zero. To overcome this imperfection, we introduce a new

priority-degree.

2.2 Priority Degree and the Interval Number Ranking

First, we introduce the definition of priority degree.

Definition 2 Let A = [aL, aR],B = [bL, bR] ∈ I, then the priority degree between A
and B can be given as

P(A ≥ B) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

1, bR < aL

1
2
+ aR − bL + aL − bR

2(aR − aL + bR − bL) + 𝜀

, bL < aR, aL < bR

0, bL > aR

(9)

where 𝜀 is a small positive parameter which is introduced to prevent the imperfec-

tion that denominator will become zero when interval numbers degenerates into real

numbers. Usually we set 𝜀 = 10−3 in calculation.

Ex. 1 Let A = B = [a, a], by Definition 2 we get P(A ≥ B) = 1
2
+ 0

2∗0+𝜀
=1

2
.

Ex. 1 shows that the priority degree is free the imperfection for the known possi-

bility degree that denominator will become zero when interval numbers degenerates

into real numbers. In addition, it is easy to prove that it holds the following properties.

Proposition 1 Let A = [aL, aR],B = [bL, bR],C = [cL, cR] be three interval num-
bers, P is the priority-degree, then it holds that
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(a) 0 ≤ P(A ≥ B) ≤ 1.
(b) P(A ≥ A) = 1

2
.

(c) P(A ≥ B) = 1 ⇔ aL ≥ bR,P(A ≥ B) = 0 ⇔ aR ≤ bL.
(d) P(A ≥ B) + P(B ≥ A) = 1.
(e) P(A ≥ B) = 1

2
⇔ P(B ≥ A) = 1

2
.

(f) P(A ≥ B) ≥ 1
2
,P(B ≥ C) ≥ 1

2
⇒ P(A ≥ C) ≥ 1

2
. P(A ≥ B) ≤ 1

2
,P(B ≥ C) ≤

1
2
⇒ P(A ≥ C) ≤ 1

2
. P(A ≥ B) = P(B ≥ C) = 1

2
⇒ P(A ≥ C) = 1

2
.

Proof On account of the properties are easily proved, so here we just prove one of

them, the property (f), as an example. The other properties can be proved similarly.

P(A ≥ B) ≥ 1
2
⇔ 1

2
+ aR−bL+aL−bR

2(aR−aL+bR−bL)+𝜀
≥

1
2
⇔ aR−bL+aL−bR

2(aR−aL+bR−bL)+𝜀
≥ 0 ⇔ aR − bL+

aL − bR ≥ 0 ⇔ aR + aL ≥ bL + bR.

Similarly, we have P(B ≥ C) ≥ 1
2
⇔ bR + bL ≥ cL + cR. So it is obvious to prove

that aR − cL + aL − cR ≥ 0, and P(A ≥ C) = 1
2
+ aR−cL+aL−cR

2∗(aR−aL+cbR−cbL)+𝜀
≥

1
2
. So it holds

that P(A ≥ B) ≥ 1
2
,P(B ≥ C) ≥ 1

2
⇒ P(A ≥ C) ≥ 1

2
.

3 The Comparison of Interval Numbers

Based on the Definition 2 and the properties of priority degree, we can redefine some

interval numbers comparing related concepts.

Definition 3 Let A = [aL, aR],B = [bL, bR] are interval numbers, and P is the

priority-degree. We say that A is totally greater than B or B is totally less than A,

denotes as A ≻ B or B ≻ A, if P(A ≥ B) = 1. We say that A is greater than B or B is

less than A, denotes as A > B or B > A, if P(A ≥ B) > 1
2
. We say that A is exactly

equal to B, denotes as A ≡ B, if aL = bL, aR = bR. We say that A is equal to B, denotes

as A = B, if P(A ≥ B) = P(B ≥ A) = 1
2
. We say that A is greater than B or equal to B

or A is no less than B, denotes as A ≥ B or B ≤ A, if P(A ≥ B) ≥ 1
2
. Especially, we

say that A is non-negative if A ≥ 0.

Based on Definition 3, we have the conclusion that

Lemma 1 Let A,B ∈ I and then it holds that A ≻ B ⇒ A > B,A ≡ B ⇒ A = B but
not vice versa.

Lemma 2 Let A,B ∈ I and then it holds that A > B ⇒ A ≻ B, and A = B ⇒ A ≡

Bholds if and only if A,B are degraded into real numbers.

Lemma 3 Suppose A = [aL, aR] and B = [bL, bR] are interval numbers, then it holds
the following properties
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(a) A ≻ B ⇔ aL ≥ bR.
(b) A > B ⇔ B < A ⇔ P(B ≤ A) = 1.
(c) A ≥ B ⇔ aR + aL ≥ bR + bL.
(d) A = B ⇔ aR + aL = bR + bL,A = 0 = [0, 0] ⇔ aR + aL = 0.

Ex. 2 Let A = [−1, 2],B = [0, 1],C = [1, 3] ∈ I, then we have A = B,C > A and
C ≻ B.

4 The Reduction for Addition and Subtraction

The usually used arithmetic operations of interval numbers are defined as below:

(a) Addition: [a, b] + [c, d] = [a + c, b + d].
(b) Subtraction: [a, b] − [c, d] = [a − d, b − c].
(c) Multiplication: [a, b] × [c, d] = [min(ac, ad, bc, bd),max(ac, ad, bc, bd)].
(d) Division: [a, b] ÷ [c, d] = [a, b] × [ 1

d
,

1
c
], where [c, d] is positive bounded.

Lemma 4 Suppose A = [aL, aR],B = [bL, bR] ∈ I then it holds that A ≥ B ⇔ A −
B ≥ 0 ⇔ B − A ≤ 0.

Proof By Definition 2, it holds that

A ≥ B ⇔ P(A ≥ B) ≥ 1
2
⇔ aR−bL+aL−bR

2(aR−aL+bR−bL)+𝜀
≥ 0 ⇔ aR−bL−0L+aL−bR−0R

2((aR−bL)−(aL−bR)+0R−0L)+𝜀
≥

0 ⇔ P(A − B ≥ 0) ≥ 1
2
⇔ A − B ≥ 0.

So it holds that A ≥ B ⇔ A − B ≥ 0. The other part can be proved in the same

way.

Lemma 5 Suppose A = [aL, aR],B = [bL, bR] ∈ I, then it holds that A + B − B ≡

A ⇔ bL = bR.

Proof Since A + B − B = [aL + bL − bR, aR + bR − bL], by Definition 3, we have

A + B − B ≡ A ⇔ aL + bL − bR = aL, aR + bR − bL = aR ⇔ bL = bR.

Lemma 5 means that according to the exactly equal relation, interval numbers

are not reducible for addition and subtraction until the interval numbers are degrade

to real numbers. This is the main reason that some references state that the interval

numbers does not holds the reduction property for addition and subtraction. How-

ever, we argue that the reason of interval numbers is not reducible for addition and

subtraction lies in the fact that the exactly equal to is too strict for the uncertainty

numbers. Without enough information, soft concept may be better than precision

one. In fact, according to the redefined equal to, the interval number are reducible

for addition and subtraction operation.

Proposition 2 Suppose that A = [aL, aR] and BB = [bL, bR] are two interval num-
bers, then it holds the following conclusion A + B − B = A = A − B + B.
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Proof Since A + B − B = [aL + bL − bR, aR + bR − bL] = A − B + B, it is easy to

find that aL + bL − bR + aR + bR − bL = aL + aR. By Lemma 3, it holds that A + B −
B = A = A − B + B.

Ex. 3 For A = [−1, 2],B = [0, 1] ∈ I, we have A + B − B = A − B + B = [−2.3],
P(A + B − B ≥ A) = 1

2
, i.e., A + B − B = A.

Note: By redefining the equal relation of interval numbers, we discover the fact

that although interval numbers do not reducible on addition and subtraction accord-

ing exactly equal to or the same as relation, but it is reducible according to the equal

relation defined in Definition 3. In other words, after the operation of adding an

interval number and subtracting the same one, an interval number becomes another

number in form, but it still is it in terms of value. The new one and the original are

equal. The more operation, the more uncertainty the number is. But generally speak-

ing, it is still unchanged in value. In fact, the exactly equal to is not suitable for the

uncertain interval numbers.

5 Priority-Degree Based Multi-criteria Decision Making

By using the given priority degree measure and the concepts of interval number

comparison, we can give a multi-criteria decision making methods, which can be

described as following.

Priority-degree based multi-criteria decision making algorithm

Step 1: Considering factor set F = f1, f2,… , fn to evaluate alternatives A1,A2,

… ,Am. Suppose the evaluation value of alternative Ai on factor fj is described by

interval numbers Aij = [aLij, a
R
ij ], i = 1, 2,… ,m, j = 1, 2,… , n. The weight vector is

w = w1,w2,… ,wn.

Step 2: Compute the synthesized evaluation value of F = f1, f2,… , fn by weighted

average method, i.e. Ai = 𝛴

n
j=1wiAij, i = 1, 2,… ,m.

Step 3: Let 𝜀 = 10−4, compute the priority degree of Ai comparing with Aj, denote

as Pij,i, j ∈ 1, 2,… , n, we get the priority degree matrix P = (pij)n×n.

Step 4: Calculate the sorting vectors vi =
1

n(n−1)
𝛴

n
j=1pij +

n
2
− 1, i = 1, 2,… , n.

Step 5: Rank the alternatives A1,A2,… ,Am by the value of vi, i = 1, 2,… , n.

In the following, we examine this method by an example. Example 5 Considering

a college evaluation problems, adopt teaching, research and service as evaluation

index, denoted by B1,B2,B3. Table 1 lists the normalized evaluation data of five col-

leges X1,X2,… ,X5. Suppose the weight vector is w = (0.4, 0.4, 0.2).
Table 1: The evaluation results of five colleges

By the weighted average method, we get the synthesized evaluation values: A1 =
[0.1888, 0.1972], A2 = [0.2068, 0.2198], A3 = [0.1988, 0.2070], A4 = [0.1874,
0.1970], A5 = [0.1874, 0.1962]. Based on Definition 2, we compute the priority-

degree matrix
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Table 1 The evaluation results of five colleges

X1 X2 X3 X4 X5

B1 [0.214, 0.220] [0.206, 0.225] [0.195, 0.204] [0.181, 0.190] [0.175, 0.184]

B2 [0.166, 0.178] [0.220, 0.229] [0.192, 0.198] [0.195, 0.205] [0.193, 0.201]

B3 [0.184, 0.190] [0.182, 0.191] [0.220, 0.231] [0.185, 0.195] [0.201, 0.211]

P =

⎛
⎜
⎜
⎜
⎜
⎝

0.5000 0.0000 0.0000 0.5451 0.5630
1.0000 0.5000 0.9906 1.0000 1.0000
1.0000 0.0094 0.5000 1.0000 1.0000
0.4549 0.0000 0.0000 0.5000 0.5224
0.4370 0.0000 0.0000 0.4776 0.5000

⎞
⎟
⎟
⎟
⎟
⎠

. (10)

Then, by formula (1), the sorting vector V = (0.1554, 0.2995, 0.2505, 0.1489,
0.1457). It means that X2 ≥ X3 ≥ X1 ≥ X4 ≥ X53.

6 Conclusion

In actual muti-criteria decision making process, sometimes it is difficult to determine

precisely the real values of ratings of alternatives with respect to local criteria, and as

a result, these ratings are presented by interval numbers. In this paper, a new priority-

degree is introduced and the comparison related concepts are redefined based on it.

It is worth to note that we prove the reduction of interval numbers for addition and

subtraction. A multi-criteria decision making method based on given priority degree

is given and its validation is shown by an example. In future, we will consider the

applications of interval number comparison in the fields of portfolio selection, risk

analysis, environment healthy or electric power quality evaluation etc.
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T-Absolute Truth Degree Theory
of Formulas in Three-Valued Łukasiewicz
Propositional Logic System

He Jin-Rui, Hui Xiao-Jing and Shuang Jing-Ning

Abstract In three-valued Łukasiewicz propositional logic system, T-absolute truth
degree was proposed by combining absolute truth degree with T-truth degree. Also
the T-absolute similarity degree and pseudo-distance between two formulas were
defined by using the T-absolute truth degree, and some of properties were dis-
cussed. It was proved that operations such as ¬, → , ∨ , ∧ were continuous in the
T-absolute pseudo-distance space.

Keywords Three-valued Łukasiewicz logic system ⋅ T-absolute truth degree ⋅
T-absolute similarity degree ⋅ Pseudo-distance

1 Introduction

At the beginning of the 21st century, Professor Wang first introduced truth degree
of formulas in the classical propositional logic, defined the similarity degree and
pseudo-distance between two formulas by using the truth degree, established logic
metric space and provided a possible framework for models of approximate rea-
soning. Therefore, a large number of scholars have launched research on truth
degree. The literatures [1–11] introduced the numerical calculation into the math-
ematical logic, put forward the thought of degree reasoning and established the
connection between the symbolic and numerical calculation. In the literature [12], a
concept of absolute truth degree of the latter in n-valued Łukasiewicz propositional
logic was introduced when the infinite product measure [13] in uniformly dis-
tributed probability spaces was evaded. Then an arbitrary formula of absolute truth
degree could use computer calculating within finite steps. The literature [14]
obtained the T-truth degree of formulas in two-valued propositional logic system
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and discussed its properties in logic operations. The T-similarity degree and
T-pseudo metric of formulas were defined.

This paper obtained the T-absolute truth degree of formulas by combining
absolute truth degree and T-truth degree, defined T-absolute similarity degree and
pseudo-distance between formulas in three-valued Łukasiewicz propositional logic
system. It was proved that operations such as ¬, → , ∨ , ∧ were continuous in the
T-absolute pseudo-distance space.

2 T-Absolute Truth Degree Theory of Formulas

Suppose S is the set of atomic formulas of p1, p2, . . . , pn,FðSÞ is the free algebra of
type ð¬, → Þ generated by S and the elements of F(S) are formulas.

Definition 1 Suppose T⊆f0, 1
2 , 1gn,A∈FðSÞ, and AT is the function induced by A

which is limited on T. Then τTðAÞ= 1
3n AT

− 1ð1Þ
��� ��� is called the T-absolute truth

degree of A. When T =ϕ, τTðAÞ=0.

Because AT
− 1ð1Þ=A

− 1ð1Þ ∩ T , then τTðAÞ= 1
3n A

− 1ð1Þ ∩ T
��� ���. When

T = f0, 1
2 , 1gn from the literature [12], τTðAÞ= 1

3n A
− 1ð1Þ

��� ���, so see absolute truth

degree as a special case of T-absolute truth degree. Clearly, 0≤ τTðAÞ≤ 1
3n Tj j.

Definition 2 Suppose T⊆f0, 1
2 , 1gn and A,B∈FðSÞ. When T =Φ or when T =Φ,

if ∀ðx1, x2, . . . xnÞ∈ T , then AT

−
ðx1, x2, . . . , xnÞ= BT

− ðx1, x2, . . . , xnÞ, A, B are
T-logical equivalence, write A≈TB. A is T-absolute autology if τTðAÞ= 1

3n Tj j, and
A is T-absolute contradiction if τTðAÞ=0.

Theorem 1 Suppose T⊆f0, 1
2 , 1gn and A,B∈FðSÞ, then:

τTðA∨BÞ= τTðAÞ+ τTðBÞ− τTðA∧BÞ
Proof Suppose A and B contain the same atomic formulas of p1, p2, . . . , pn,

From the literature [12], we can see ðA∨BÞ− 1ð1Þ=A
− 1ð1Þ∪ B

− 1ð1Þ,
So ðA∨BÞT

− 1ð1Þ=AT
− 1ð1Þ∪ BT

− 1ð1Þ,

AT
− 1ð1Þ∪BT

− 1ð1Þ
��� ���= AT

− 1ð1Þ
��� ���+ BT

− 1ð1Þ
��� ���− AT

− 1ð1Þ∩ BT
− 1ð1Þ

��� ���
= AT

− 1ð1Þ
��� ���+ BT

− 1ð1Þ
��� ���− ðA∧BÞ− 1

T ð1Þ
��� ���

Therefore ðA∨BÞT
− 1ð1Þ

��� ���= AT
− 1ð1Þ

��� ���+ BT
− 1ð1Þ

��� ���− ðA∧BÞT
− 1ð1Þ

��� ���.
Divided by 3n on both sides, then
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τTðA∨BÞ= τTðAÞ+ τTðBÞ− τTðA∧BÞ.
Theorem 2 Suppose T⊆f0, 1

2 , 1gn,A,B,C∈FðSÞ, 0≤ α and β≤ 1 then:

(1) (MP rule of T-absolute truth degree) If τTðAÞ≥ α and τTðA→BÞ≥ β, then
τTðBÞ≥ α+ β− 1

3n Tj j.
(2) (HS rule of T-absolute truth degree) If τTðA→BÞ≥ α and τTðB→CÞ≥ β, then

τTðA→CÞ≥ α+ β− 1
3n Tj j.

(3) If j− ðA→BÞT , then τTðAÞ≤ τTðBÞ.
Proof suppose A and B contain the same atomic formulas of p1, p2, . . . , pn,

(1) Write

E1 =AT
− 1ð1Þ= fðx1, x2, . . . , xnÞ∈Ln3jATðx1, x2, . . . , xnÞ=1g

E2 = ðA→BÞT
− 1ð1Þ= fðx1, x2, . . . , xnÞ∈ Ln3jATðx1, x2, . . . , xnÞ≤BTðx1, x2, . . . , xnÞg

E3 =BT
− 1ð1Þ= fðx1, x2, . . . , xnÞ∈Ln3jBTðx1, x2, . . . , xnÞ=1g

Clearly E1 ∩ E2⊆E3 and E1 ∪ E2⊆T , then E3j j≥ E1 ∩ E2j j= E1j j+ E2j j−
E1 ∪ E2j j≥ E1j j+ E2j j− Tj j,
Divided by 3n on both sides, then

τTðBÞ≥ τTðAÞ+ τTðA→BÞ− 1
3n

Tj j≥ α+ β−
1
3n

Tj j

(2) From the literature [12], we can see j− ðA→BÞ→ ððB→CÞ→ ðA→CÞÞ
So j− ðA→BÞT → ððB→CÞT → ðA→CÞTÞ and
Q= ðA→BÞT → ððB→CÞT → ðA→CÞTÞ, then τðQÞ= 1

3n Tj j, using MP rule of
T-truth degree twice can get the conclusion.

(3) Because j− ðA→BÞT , then τTðA→BÞ= 1
3n Tj j, we can get the

conclusion from (1) τTðBÞ≥ τTðAÞ+ τTðA→BÞ− 1
3n Tj j, hence τTðAÞ≤ τTðBÞ.

Inference 1 Suppose T⊆f0, 1
2 , 1gn and A,B,C∈FðSÞ, then

(1) if τTðAÞ= τTðA→BÞ= 1
3n jTj, then τTðBÞ= 1

3n Tj j.
(2) if τTðA→BÞ= τTðB→CÞ= 1

3n jT j, then τTðA→CÞ= 1
3n Tj j.

3 T-Absolute Similarity Degree and Pseudo-Distance
Between Two Formulas

Based on the T-absolute truth degree of formula, give the T-absolute similarity
degree between formulas in three-valued Łukasiewicz propositional logic system.
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Definition 3 Suppose T⊆f0, 1
2 , 1gn and A,B∈FðSÞ, define ξT by:

ξTðA,BÞ= τððA→BÞT ∧ ðB→AÞTÞ

call ξTðA,BÞ the T-absolute similarity degree between A and B.
Based on the T-absolute truth degree of formulas, the following theorem is

established.

Theorem 3 Suppose T⊆f0, 1
2 , 1gn and A,B∈FðSÞ, then:

(1) A and B are T-absolute truth degree, if only and if AT≈BT .
(2) ξTðA,AÞ= 1

3n Tj j.
(3) ξTðA,BÞ= ξTðB,AÞ.

Proof (1)–(3) are clearly established.

Definition 4 Suppose T⊆f0, 1
2 , 1gn and A,B∈FðSÞ. define ρT by:

ρTðA,BÞ=
1
3n

Tj j− ξTðA,BÞ,

call ρTðA,BÞ the T-absolute pseudo-distance between A and B, ðFðSÞ, ρTÞ is called
the T-absolute pseudo-distance space.

Proof suppose A, B and C contain the same atomic formulas of p1, p2, . . . , pn

∀A,B,C∈FðSÞ, ρTðA,AÞ=
1
3n

Tj j− ξTðA,AÞ=0

ρTðA,BÞ=
1
3n

Tj j− ξTðB,AÞ= ρTðB,AÞ

ρTðA,BÞ+ ρTðB,CÞ=
1
3n

Tj j− ½ξTðA,BÞ+ ξTðB,CÞ−
1
3n

Tj j�≥ 1
3n

Tj j
− ξTðA,CÞ= ρTðA,CÞ

Hence ρT is the T-absolute pseudo-distance in F(S).

Theorem 4 In the T-absolute pseudo-distance space ðFðSÞ, ρTÞ, the unary logical
connection ¬ and binary operation logical connections → , ∨ , ∧ in pseudo-metric
space are continuous.

Proof suppose A, B and C contain the same atomic formulas of p1, p2, . . . , pn
To prove operation logical connections ¬ is continuous, only to prove if

lim
n→∞

ρTðAn,AÞ=0, then lim
n→∞

ρTð¬An, ¬AÞ=0.

Only to prove ∀A,B∈FðSÞ, there is ρTð¬A, ¬BÞ= ρTðA,BÞ.
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From the literature [12], we can see ð¬A→¬BÞ≈ ðB→AÞ and
ð¬B→¬AÞ≈ ðA→BÞ, so ð¬A→¬BÞT ≈ ðB→AÞT and ð¬B→¬AÞT ≈ ðA→BÞT ,
then ð¬A→¬BÞT ∧ ð¬B→¬AÞT≈ðB→AÞT ∧ ðA→BÞT ,

Therefore τTðð¬A→¬BÞ∧ ð¬B→¬AÞÞ= τTððB→AÞ∧ ðA→BÞÞ
Though Definition 4, there is:

ρTð¬A, ¬BÞ=
1
3n

Tj j− ξTð¬A, ¬BÞ=
1
3n

Tj j− τTðð¬A→¬BÞ∧ ð¬B→¬AÞÞ

=
1
3n

Tj j− τTððB→AÞ∧ ðA→BÞÞ= 1
3n

Tj j− ζTðB,AÞ= ρTðB,AÞ= ρTðA,BÞ

Prove the logical connections → is continuous next. That is to prove if
lim
n→∞

ρTðAn,AÞ=0 and lim
n→∞

ρTðBn,BÞ=0, then lim
n→∞

ρTðAn →Bn,A→BÞ=0.

Only to prove the following established:

ρTðAn →Bn,A→BÞ≤ ρTðAn,AÞ+ ρTðBn,BÞ

Though Definition 4, there is

ρTðAn →Bn,A→BÞ≤ ρTðAn →Bn,An →BÞ+ ρTðAn →B,A→BÞ

Therefore only to prove

ρTðAn →Bn,An →BÞ≤ ρTðBn,BÞ, ρTðAn →Bn,A→BÞ≤ ρTðAn,AÞ

The example ρTðAn →Bn,An →BÞ≤ ρTðBn,BÞ proves as follows:
From the literature [12], we can see j− ðBn →BÞ→ ððAn →BnÞ→ ðAn →BÞÞ and

j− ðB→BnÞ→ ððAn →BÞ→ ðAn →BnÞÞ So j− ðBn →BÞT → ððAn →BnÞT →
ðAn →BÞTÞ and j− ðB→BnÞT → ððAn →BÞT → ðAn →BnÞTÞ then j− ððBn →BÞT
∧ ðB→BnÞTÞ→ ððAn →BnÞT → ðAn →BÞTÞ∧ ððAn →BÞT → ðAn →BnÞTÞÞ

Based on the (3) of Theorem 2:

τððBn →BÞT ∧ ðB→BnÞTÞ≤ τðððAn →BnÞT → ðAn →BÞTÞ∧ ððAn →BÞT → ðAn →BnÞTÞÞ

Then ξTðBn,BÞ≤ ξTðAn →Bn,An →BÞ
Therefore ρTðBn,BÞ≥ ρTðAn →Bn,An →BÞ.
Similarly ρTðAn,AÞ≥ ρTðAn →B,A→BÞ
Hence ρTðAn →Bn,A→BÞ≤ ρTðAn,AÞ+ ρTðBn,BÞ. So binary operation logical

connections → is continuous.
From the literature [1], we can see A∨B= ðA→BÞ→B,A∧B=¬ð¬A∨¬BÞ So

ðA∨BÞT = ðA→BÞT →BT , ðA∧BÞT =¬ð¬A∨¬BÞT , hence ∧ and ∨ are
continuous.
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4 Conclusion

In three-valued £ukasiewicz propositional logic system, it proposed T-absolute
truth degree, T-absolute similarity degree, T-absolute pseudo-distance and dis-
cussed their properties.

T-absolute pseudo-distance space was built. T-absolute truth degree was a
limited truth degree, so it still needed to further study based on approximate rea-
soning of T-absolute truth degree.
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Universal Function Projective
Synchronization of Chaotic Systems
with Uncertainty by Using Active Fuzzy
Sliding Mode Control

Baojie Zhang

Abstract In the paper, the definition of universal function projective synchroniza-

tion (UFPS) is restated which generalize the definition of modified function projec-

tive synchronization. An active fuzzy sliding mode controller is introduced for UFPS

of chaotic systems. By using the fuzzy logical system, the chattering phenomenon is

reduced. The systems with uncertainty are considered. Theoretical proofs are given

based on the Lyapunov stability theory. Simulation results verify the effectiveness

of the introduced approach.

Keywords Universal function projective synchronization (UFPS) ⋅ Active fuzzy

sliding mode control ⋅ Uncertainty

1 Introduction

Since the pioneer work of Pecora and Carroll [1] was introduced in 1990, chaotic

synchronization has been a hot research field and attracted extensive attention. Espe-

cially, it has potential applications in many aspects such as secure communication,

digital communication, power electronic devices and power quality, biological sys-

tems, chemical analysis and design, and information processing, etc. Meanwhile

many types of chaotic synchronization have been proposed, e.g. complete synchro-

nization (CS) [1, 2], phase synchronization (PHS) [3], antisynchronization (AS)

[4–6], projective synchronization (PS) [7, 8], modified projective synchronization
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(MPS) [9, 10], function projective synchronization (FPS) [11–13], and modified

function projective synchronization (MFPS) [14].

Recently, MFPS was extensively investigated [15, 16], in which a scaling function

matrix is involved into the synchronization scheme between the drive and response

systems. We believe sometimes there exists a “displacement” between the synchro-

nized systems. In [17], we introduced a new type of chaotic synchronization—

universal projective synchronization. It is a generalization of MFPS of chaotic

systems. For clarity, we’d better call it universal function projective synchronization

(UFPS). In the definition of UFPS, a reference system was introduced to denote the

”displacement”. UFPS is a generalization of CS, AS, PS, MPS, FPS, MFPS depend-

ing on the forms of reference system and scaling function matrix. Therefore, it is

interesting to investigate UFPS of chaotic systems.

In reality, linear and nonlinear uncertainty even noise frequently appears in con-

trol systems. Sliding mode controller has been proven to be an efficient tool to control

complex nonlinear dynamic plants operating under uncertainty conditions [18]. In

the field of chaotic synchronization, active sliding mode control is a typical method

to synchronize two identical or different chaotic systems [10, 19–25].

How to eliminate the chattering in sliding mode control is very important. Using

fuzzy system is an efficient method to weaken chattering [26]. An active fuzzy sliding

mode control scheme is given which can be used to accomplish UFPS of chaotic

systems, in which the systems with uncertainty are considered.

The organization of this paper is as follows. In Sect. 2, the definition of two forms

of UFPS is recalled. In Sect. 3, System description and problem formulation are

given. In Sect. 4, an active fuzzy sliding mode controller is introduced. Simulation

results are provided in Sect. 5. The conclusion is finally drawn in Sect. 6.

2 Definition of UFPS

The drive system and the response system are defined as follows

ẋ(t) = f (x(t)), (1)

ẏ(t) = g(y(t)) + u(t). (2)

Here, x = (x1, x2,… , xn)T , y = (y1, y2,… , yn)T ∈ Rn
are the state vectors. f , g ∶

Rn → Rn
are continuous nonlinear vector function. u(t) ∈ Rn

is the controller to be

designed. If there is no controller u(t), Eqs. (1) and (2) are chaotic systems.

Suppose there exists a reference system

ż(t) = h(z(t)) (3)

where z = (z1, z2,… , zn)T ∈ Rn
, h ∶ Rn → Rn

is a continuous differentiable func-

tion. Here the reference system is an attractor.
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Let us denote

e(t) = (e1(t), e2(t),… , en(t))T ≜ x(t) − A(t)y(t) − z(t) (4)

where A(t) = diag(𝛼1(t), 𝛼2(t),… , 𝛼n(t)), 𝛼i(t)(i = 1, 2, 3,… , n) is continuous differ-

entiable function with bounded, and 𝛼i(t) ≠ 0 for all t. We call A(t) the scaling func-

tion matrix. Obviously, we have

ė = f (x(t)) − ̇A(t)y(t) − A(t)(g(y(t)) + u(t)) − h(z(t)) (5)

Definition 1 (UFPS) For the scaling diagonal matrix function A(t), it is said that the

drive system (1) and the response system (2) are universal function projective syn-

chronization (UFPS) in the sense of the system (3), if the system (5) is asymptotically

stable for any initial value x(0), y(0), z(0), i.e.,

lim
t→∞

‖e‖ = 0 (6)

where the error e = x − A(t)y − z.

Remark 1 The reference system (3) expresses a constant vector 𝝃, if it’s initial value

is 𝝃 and the state change rate is 𝟎. Now we call UFPS in the sense of constant vector

𝝃, i.e. there exist a “displacement” 𝝃 between the drive system and response system.

System (5) can be other attractors, such as period function, quasi-period function,

chaos and hyperchaos.

3 System Description and Problem Formulation

The drive system (7), the response system (8) and the reference system (9) are defined

below

ẋ = (B1 + 𝛥B1)x + g1(x) + 𝛥g1(x) (7)

ẏ = (B2 + 𝛥B2)y + g2(y) + 𝛥g2(y) + u(t) (8)

ż = (B3 + 𝛥B3)z + g3(z) + 𝛥g3(z) (9)

where x(t) ∈ Rn
, y(t) ∈ Rn

and z(t) ∈ Rn
denote the state vectors of the systems.

B1,B2 andB3 ∈ Rn×n
represent coefficient matrices of the linear parts in the dynamic

systems. g1 ∶ Rn → Rn
, g2 ∶ Rn → Rn

and g3 ∶ Rn → Rn
are the nonlinear parts of

the systems. 𝛥B1 ∈ Rn×n
, 𝛥B2 ∈ Rn×n

and 𝛥B3 ∈ Rn×n
are coefficient matrices of

unknown linear parts and they are bounded. 𝛥g1 ∶ Rn → Rn
, 𝛥g2 ∶ Rn → Rn

and

𝛥g3 ∶ Rn → Rn
are unknown nonlinear parts of the drive system, response system

and response system, respectively. The synchronization goal is as follows:

lim
t→∞

‖e‖ = lim
t→∞

‖x(t) − A(t)y(t) − z(t)‖ = 0 (10)
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From Eqs. (7)–(9), we know the error dynamic system is

ė = B1x + g1(x) − ̇A(t)y − A(t)(B2y + g2(y) + u(t))
− B3z − g3(z) +M(x, y, z). (11)

where M(x, y, z) = 𝛥B1x + 𝛥g1(x) − A(t)𝛥B2y − A(t)𝛥g2(y) − 𝛥B3z − 𝛥g3(z).

4 Active Fuzzy Sliding Mode Control

Inspired by [24, 26] and considering the weakening chattering, we presented an

active fuzzy sliding mode controller for UFPS of chaotic systems. Let the control

input

u = A−1(t)(g1(x) − ̇A(t)y − A(t)B2y − A(t)g2(y)
− B3z − g3(z) + B1A(t)y + B1z −H(t)) (12)

where H(t) = Kw1(t) is to be designed based on sliding mode control.

Here w1(t) ∈ Rn
is a given by

w1(t) =

{
w+
1 (t), s(e) ≥ 0

w−
1 (t), s(e) < 0

(13)

where s = s(e) = (s1, s2,… , sn)T is the switching surface to be designed.

Substituting (12) into (11), we get

ė = Kw1(t) + B1e +M(x, y, z) (14)

Now we take sliding mode surface

s(e) = Ce (15)

where C is a diagonal matrix, the elements on the diagonal are all positive constants.

To make the trajectory of the system lie in the sliding mode surface, two condi-

tions

s = 𝟎 (16)

and

ṡ = 𝟎 (17)

are required.
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To design the sliding mode controller, we choose the reaching law as:

ṡ = −q1sgn(s) − r1s (18)

where q1 = diag(q11, q12,… , q1n) and r1 is positive gain.

Considering Eqs. (15), (18), we get

w1(t) = −(CK)−1(CB1e + CM(x, y, z) + q1sgn(s) + r1s) (19)

In practical engineering, the uncertainty M(x, y, z) are unknown. We expect to com-

pensate uncertaintyM(x, y, z) by increasing the value of q1. So the control inputw1(t)
is rewritten as follows

w1(t) = −(CK)−1(CB1e + q1sgn(s) + r1s) (20)

Suppose unknown nonlinear parts 𝛥g1(x), 𝛥g2(y) and 𝛥g3(z) are Lipschitz, i.e., ∣
𝛥gi(x1) − 𝛥gi(x2) ∣≤ Li ∣ x1 − x2 ∣,∀x1, x2 ∈ Rn

for some Li > 0, where ∣ ⋅ ∣ denotes

the norm of each component of a vector. And let 𝛥g1(𝟎) = 𝟎, 𝛥g2(𝟎) = 𝟎, 𝛥g3(𝟎) = 𝟎.

We have:

∣ M(x, y, z) ∣≤ N1 ∣ e∣ + N2 ∣ y∣ + N3 ∣ z ∣ (21)

where N1 = ∥𝛥B1 ∥ +L1, N2 = ∥𝛥B1A(t) − A(t)𝛥B2∥ + (L1 + L2) ∥ A(t) ∥ and

N3 = ∥𝛥B1 − 𝛥B3∥ + L1 + L3. Let N1 ≤ 𝛼, N2 ≤ 𝛽 for all t ∈ [0,∞) and N3 ≤ 𝛾 .

Now we prove the stability of the combination of drive system, response system

and the reference system under the designed controller (12).

Theorem 1 The universal function projective synchronization of system (7) and sys-
tem (8) in the sense of system (9) can occur by using the controller (12) with the
switch part w1(t) in Eq. (20).

Proof Let us define the Lyapunov function as:

V = 1
2
sTs. (22)

The time derivative of Eq. (22) is:

̇V = sT ṡ (23)

From Eqs. (14), (15) and (19), we have

ṡ = −q1sgn(s) − r1s +M(x, y, z). (24)
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Then

̇V = sT (−q1sgn(s) − r1s +M(x, y, z))
≤ −q1sTsgn(s) − r1sTs + ∣s ∣T (𝛼 ∣ e ∣ +𝛽 ∣ y ∣ +𝛾 ∣ z ∣) (25)

≤ −q1sTsgn(s) + ∣s ∣T (−r1 ∣ s ∣ +𝛼 ∣ e ∣ +𝛽 ∣ y ∣ +𝛾 ∣ z ∣)
< 0.

̇V will be negative definite, if s meets the following condition:

∣ s ∣>
𝛼 ∣ e ∣ +𝛽 ∣ y ∣ +𝛾 ∣ z ∣

r1
(26)

To satisfy condition (26), s is stable in the sense of Lyapunov. According to (26) s
can be decreased by increasing r1. The upper bound of the error signal is determined

from (26) by:

∣ e ∣<
r1 ∣ s ∣ −𝛽 ∣ y ∣ −𝛾 ∣ z ∣

𝛼

(27)

with enough large r1, the error dynamic becomes stable.

Though we can stabilize the error dynamic by increasing r1, we can not ignore q1
(It can be very small). The existence of q1 determine the existence of chattering phe-

nomenon. How to prevent chattering is an important aspect for sliding mode control.

We know that the value of q1 in Eq. (18) determine the magnitude of chattering of

controller. A fuzzy control system is introduced here to weaken the chattering. The

input is sṡ, the product of s and it’s derivative ṡ. The output is q1(t), which substitute

the value of q1. There are two rules to follow: (1) If sṡ > 0, then q1(t) increase; (2)

If sṡ < 0, then q1(t) decrease.

We can design a fuzzy system about sṡ and the change 𝛥q1(t) of q1(t), where

sṡ = (sṡ1, sṡ2,… , sṡn)T , 𝛥q1(t) = diag(𝛥q11(t),… , 𝛥q1n(t)). The universes of dis-

course of sṡj and 𝛥q1j(t) are [−3k1, 3k1], [−3k2, 3k2], respectively, where k1, k2, k3
are positive constants.

Each universe of discourse is decomposed into seven fuzzy partitions, which are

NB, NM, NS, ZO, PS, PM, PB. The fuzzy rules are as follows:

Rule 1: If sṡj is NB then 𝛥q1j(t) is NB;

Rule 2: If sṡj is NM then 𝛥q1j(t) is NM;

Rule 3: If sṡj is NS then 𝛥q1j(t) is NS;

Rule 4: If sṡj is ZO then 𝛥q1j(t) is ZO;

Rule 5: If sṡj is PS then 𝛥q1j(t) is PS;

Rule 6: If sṡj is PM then 𝛥q1j(t) is PM;

Rule 7: If sṡj is PB then 𝛥q1j(t) is PB;
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With singleton fuzzifier, product inference engine and a weighted average defuzzifi-

cation, we establish the fuzzy system, which is described by

𝛥q1j(t) =

7∑

i=1
ȳij𝜇sṡij

7∑

i=1
𝜇sṡij

(j = 1,… , n) (28)

where ȳij is the singleton control in the ith-rule, 𝜇sṡi is the membership degree of sṡ.
We get the value of q1j(t) by integration method:

q1j(t) = G
∫

t

0
𝛥q1j(t)dt (29)

where G is a positive constant to give.

Then Eq. (20) is changed into

w1(t) = −(CK)−1(CB1e + q1(t)sgn(s) + r1s) (30)

From the foregoing discussion, we can weaken the chattering by increasing the

value of r1 (meanwhile decreasing the value of q1) and by using fuzzy system output

to describe the switch gain q1.

5 Numerical Results and Analysis

In what follows, we illustrate the active fuzzy sliding mode control approach for

UFPS of chaotic systems. A fourth order Runge-Kutta solver with time step size of

0.001 s is performed to solve the differential equations. Let the parameters of uni-

verse about fuzzy system k1 = 5, k2 = 0.5. Let G = 5 in Eq. (29). The membership

function of fuzzy input sṡj is shown in Fig. 1. The membership function of fuzzy out-

put 𝛥q1j(t) is shown in Fig. 2. The fuzzy system is established by using fuzzy logic

toolbox.

Here the UFPS of hyperchaotic Chen system (drive system) [27] and hyperchaotic

Liu system introduced in [28] (response system) in the sense of hyperchaotic Chen-

Lee system [29] (reference system) is considered by using the prescribed active fuzzy

sliding mode control method. The drive, response and reference systems are respec-

tively given by

⎧
⎪
⎨
⎪
⎩

ẋ1 = 35(x2 − x1) + x4
ẋ2 = 7x1 − x1x3 + 12x2
ẋ3 = x1x2 − 3x3
ẋ4 = x2x3 + 0.7x4

(31)
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Fig. 1 The membership

function of fuzzy input sṡ
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Fig. 2 The membership

function of fuzzy output

𝛥q1(t)

−1.5 −1 −0.5 0 0.5 1 1.5

0

0.2

0.4

0.6

0.8

1
NB NM NS ZO PS PM PB

⎧
⎪
⎪
⎨
⎪
⎪
⎩

ẏ1 = 10(y2 − y1) + u1
ẏ2 = 40y1 − y1y3 + y4 + u2
ẏ3 = −2.5y3 + 4y21 + u3
ẏ4 = −20y1 + u4

(32)

⎧
⎪
⎨
⎪
⎩

ż1 = −z2z3 + 5z1
ż2 = z1z3 − 10z2
ż3 = 1∕3z1z2 − 3.8z3 + 0.2z4
ż4 = 1.2z1 + 0.5z2z3 + 0.05z4

(33)

Initial conditions of the drive, response, and reference systems are x0 =
(1, 2, 3, 5)T , y0 = (−10, 3, 8, 7)T and z0 = (2, 1, 6, 5)T , respectively. Let us assume
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A(t) = diag(sin(t) + 2, 0.5sin(t) + 2, 0.5sin(t) + 4, cos(t) + 2). The control parame-

ters are chosen as r1 = 200. Let K = diag(−10,−30,−10,−20). Let constant matrix

C = diag(4, 4, 4, 4) in the sliding surface Eq. (15). Let the total time T = 20 s.

Uncertainties will be considered in the three system dynamics in matrices of form:

𝛥B1 = diag(0.09, 0.06, 0.11, 0.07),
𝛥B2 = diag(−0.02, 0.05, 0.01, 0.03),
𝛥B3 = diag(0.05, 0.04,−0.02, 0.03).

Let us assume the uncertain nonlinear parts as

𝛥g1(x) = (sin x1, 0.5sin x2, sin2x1, 0.2sin x2 sin x4)T

𝛥g2(y) = (sin y2, 0.5sin y1cos y2, 0.2sin y3, 0.1sin2y4)T

𝛥g3(z) = (0.4sin z3, 0.1sin z1sin z2, 0.3sin z3, sin z4)T

The phase portrait of the drive and response system are shown in Figs. 3 and 4.

For r1 = 200, the errors reach 0 in a very short time. For clarity, we only draw the

time evolution diagram of the UFPS errors in 0.05 s which are depicted in Fig. 5.

Figure 5 displays e → 0 with t → ∞. No more than 0.03 s, e reaches 0. We know

UFPS achieved with our designed control law.

The time evolution of u are depicted in Fig. 6. From Fig. 6, we know the chattering

phenomenon which is inherent to a sliding mode control is avoided by smoothing the

switch signal via fuzzy system.

Fig. 3 The phase diagram

of the drive and response

systems on x1 − x2(y1 − y2)
plane

−40 −30 −20 −10 0 10 20 30
−20

−15

−10

−5

0

5

10

15

20

25

drive
response



224 B. Zhang

Fig. 4 The phase diagram

of the drive and response

systems on x3 − x4(y3 − y4)
plane
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Fig. 5 The time evolution

of the errors e1, e2, e3, e4
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Fig. 6 The time evolution
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6 Conclusion

In this paper, we have recalled the definition UFPS. It involves three systems. An

active fuzzy sliding mode control method has been given for the UFPS of chaotic

systems. UFPS of different chaotic systems in the sense of chaotic system was suc-

cessfully accomplished. The chaotic systems with uncertainty are considered. Sim-

ulation results verified the effectiveness of the proposed scheme. It was shown that

the prescribed fuzzy system reduced the chattering dramatically.
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Hesitant Fuzzy Prioritized Hybrid
Average Operator and Its Application
to Multiple Attribute Decision Making

Chuan-yang Ruan, Jian-hui Yang, Li-na Han, Jing Duan
and Ruo-bing Liu

Abstract Considering the double impact of priority level of attribute and the
dispersion degree of hesitant fuzzy elements, we propose a prioritized hybrid
weighted method based on the hesitant fuzzy information entropy. Then, we put
forward the hesitant fuzzy prioritized hybrid average (HFPHA) operator based on
the hybrid weighted methods, furthermore, we discuss some desirable properties of
the proposed operator.

Keywords Hesitant fuzzy sets ⋅ Integration operator ⋅ Priority level ⋅ Infor-
mation entropy

1 Introduction

Hesitant fuzzy set (HFS) is a generalized fuzzy set that is extended from fuzzy set
(FS) byTorra [1]. The significant characteristic is to allowdifferent evaluation values on
one evaluation index simultaneously, HFS has been further applied to many fields at
present [2–7]. A key decision technique of hesitant fuzzy set is hesitant fuzzy infor-
mation aggregation, especially weighted operator aggregation with preference infor-
mation. It’s easy to find that a key factor in the hesitant fuzzy weighted operators is
weight, so the calculation of the weight of aggregation operator has drawn attention of
many scholars [8–17]. For instance, O’Hagan [12] proposed a maximum entropy
weightedmethod. Ahn [13] presented amethodwhen preference relationships between
alternatives are specified. Fuller and Majlender [14] proposed a minimum variance
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weighted method. Wang and Parkan [15] proposed a minimax disparity approach for
obtaining aggregation operatorweights.On the basis of intuitionistic fuzzy information,
Zhou [16] proposed an accurate weight-determined (AWD) method relying on the
membership and non-membership and Wang and Parkan [17] proposed a preemptive
goal programmingmethod for obtaining aggregation operator weights. We can see that
current methods are under the assumption that the attributes are at the same priority
level. However, in real and practical information aggregation problem, the attributes
always have different priority level. Therefore, we investigate a newweight-determined
method based on the hesitant fuzzy information: a prioritized hybrid weighted method
based on the hesitant fuzzy information entropy. The core idea of the method is to
calculate the entropy of attribute, and give greater weight to attributes that having less
number of hesitant fuzzy elements and more average (i.e., the more unified expert
opinions), in the meantime, maintains original priority relationships between different
attribute values,whichmeans unity andmonotony.On the basis of the prioritized hybrid
weighted method, we propose a hesitant fuzzy weighted aggregation operator: hesitant
fuzzy prioritized hybrid average (HFPHA) operator, and provide the characteristics and
operation rules of the new operators. Finally, validity and superiority of the operator is
confirmed by numerical examples.

2 Fundamental Theory of Hesitant Fuzzy Set

Zadeh [18] first attempted to express the uncertainty of information by the mem-
bership function, one type of the mathematical methods, however, there exists a lot
of uncertainty in many practical decision-making operators. In order to deal with
the element that one evaluative index emerging different values, Torra [1] proposed
the concept of hesitant fuzzy set.

Definition 1 [1, 19] If there exists a non-empty set X = fx1, x2, . . . , xng, the
hesitant fuzzy set is a function of a subset from X = fx1, x2, . . . , xng to [0,1], to be
easily understood, which can be described by mathematical symbol as follows:

E= f⟨x, hEðxÞ⟩; jx∈Xg ð1Þ

where hEðxÞ indicates a set of some possible values in [0,1], x∈X indicates a set of
membership degree in set E.

Definition 2 [19] If there exists a non-empty hesitant fuzzy sets h,
sðhÞ= 1

#h∑γ ∈ h γ is called the score function of h, where #h is the number of the
elements in hesitant fuzzy set h. For two hesitant fuzzy sets h1 and h2, if
sðh1Þ≻sðh2Þ, then h1≻h2; if sðh1Þ= sðh2Þ, then h1 = h2.

Based on the characteristics of hesitant fuzzy set and the operational rules of
intuitionistic fuzzy set, Xia [19] defined some new operational rules of the hesitant
fuzzy sets h, h1 and h2.
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(1) hλ = ∪ γ ∈ h γλ
� �

(2) λh= ∪ γ ∈ h 1− ð1− γÞλ
n o

(3) h1 ⊕ h2 = ∪ γ1 ∈ h1, γ2 ∈ h2 γ1 + γ2 − γ1γ2f g
(4) h1 ⊗ h2 = ∪ γ1 ∈ h1, γ2 ∈ h2 γ1γ2f g

Considering the influence of priority level, on the basis of prioritized average
(PA) [20], Wei [21] puts forward the hesitant fuzzy prioritized weighted average
(HFPWA) and weighted geometric (HFPWG) operators, which are defined as
follows:

Definition 3 [21] Given a collection of hesitant fuzzy elements hjðj=1, 2, . . . , nÞ,
then:

HFPWAðh1, h2, . . . , hnÞ= T1
∑n

j=1 Tj
h1⊕

T2
∑n

j=1 Tj
h2⊕⋯⊕

Tn
∑n

j=1 Tj
hn

= ⊕
j=1

n ð Tjhj
∑n

j=1 Tj
Þ

is defined as hesitant fuzzy prioritized weighted average (HFPWA) operator.
where Tj = ∏j− 1

k=1 sðhkÞðj=2, 3, . . . , nÞ,T1 = 1, sðhkÞ is the score values of hk.

3 Hesitant Fuzzy Prioritized Weighted Method

Hesitant fuzzy information aggregation is one of the core contents of hesitant fuzzy
set theory. However, most scholars did not consider the prioritized relationships
between the assembled attributes, and assumed independent among the attributes.
In the real world, there always exists a priority relationship among the attributes,
and the elements number in hesitant fuzzy set will influence the credibility of
evaluated data. Therefore, we first propose a hybrid weighted method based on the
hesitant fuzzy information entropy considering the priority level of attributes, then
construct a hesitant fuzzy information aggregation operator based on the hybrid
weighted method: hesitant fuzzy prioritized hybrid average (HFPHA) operator.

3.1 Hesitant Fuzzy Information Entropy

The steps of calculating hesitant fuzzy information entropy are as follows [22, 23]:

(1) To quantify the hesitant fuzzy information within each attribute, calculate the
weight wjs of the sth hesitant fuzzy number xjs of the jth attribute.
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wjs =
xjs

∑
p

s=1
xjs

ð3Þ

(2) To calculate the entropy value ej of the jth attribute.

ej = − k ∑
p

s=1
wjs lnwjs ð4Þ

where k > 0, ln is the natural logarithm, ej ≥ 0. If values of the jth attribute are

equal, then wjs =
xjs

∑
p

s=1
xjs

= 1
p, and ej is the biggest, that is ej = − k ∑

p

s=1

1
p ln

1
p= k ln p, If

k= 1
ln p, then 0≤ ej ≤ 1.
For the jth attribute, the less discrepancies of xjs, the bigger value of ej; When

values of the jth attribute are equal, the experts’ opinions are completely unified,
only one data is retained in the hesitant fuzzy set, then let ej = emax = 1; The more
value discrepancies of the jth attribute, the smaller value of ej, then the lower
credibility degree of the data in this attribute.

3.2 A Prioritized Hybrid Weighted Method Based
on the Hesitant Fuzzy Information Entropy

We present a nonlinear hybrid weighted method, which not only ensures the pri-
ority level of the attribute, but also contains the data information. Detailed steps are
as follows:

(1) The decision makers give preference information of the attribute, i.e. the
attribute prioritization.

(2) Determine the proportion rj of significance degree of attributes xj and xj+1 at
the adjacent priority level by calculating the hesitant fuzzy information
entropy (see Sect. 3.1).

rj =
ej e̸j+1, ej ≥ ej+1ðj = 1, 2, . . . , n− 1Þ

1, ej < ej+ 1ðj = 1, 2, . . . , n− 1Þ

(
ð5Þ

(3) Based on the given rj, calculate the weight tn of the nth attribute in the lowest
priority level:
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tn = 1+ ∑
n

k=2
∏
n

i= k
ri

� �− 1

ð6Þ

(4) Calculate the weights in other priority levels through the following formula
with the weight tn:

tn− 1 = rntn ð7Þ

where tn indicates the weight of the nth attribute in the lowest priority level.

4 Hesitant Fuzzy Prioritized Hybrid Average (HFPHA)
Operator

Based on the existing hesitant fuzzy information aggregation operator and the
prioritized hybrid weighted method based on the hesitant fuzzy information
entropy, we propose the hesitant fuzzy prioritized hybrid average (HFPHA)
operator.

Definition 4 Given a collection of hesitant fuzzy elements hjðj=1, 2, . . . , nÞ, and
let HFPHA: Ωn →Ω. If

HFPHAðh1, h2, . . . , hnÞ= t1h1 ⊕ t2h2 ⊕⋯⊕ tnhn ð8Þ
where tjðj=1, 2 . . . , nÞ is the prioritized hybrid weight based on the hesitant fuzzy
information entropy of the jth attribute (see Sect. 3.1 in detail), and
tj ∈ ½0, 1�, ∑n

j=1 tj =1, then HFPHA is called the hesitant fuzzy prioritized weighted
average operator.

According to the algorithm of the hesitant fuzzy set, we can get the following
theorems:

Theorem 1 Given a collection of hesitant fuzzy elements hjðj=1, 2, . . . , nÞ,
tjðj=1, 2 . . . , nÞ is the prioritized hybrid weight based on the hesitant fuzzy infor-
mation entropy of the jth attribute, their aggregated value by using the HFPHA
operator is also a hesitant fuzzy element, and

HFPHAðh1, h2, . . . , hnÞ= ∪ γj ∈ hjð1− ∏
n

j=1
ð1− γjÞtjÞ ð9Þ
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Proof This theorem can be proved by mathematical induction
When n = 2, since tjhj = ∪ γj ∈ hjð1− ð1− γjÞtjÞ we can obtain, HFPHAðh1, h2Þ=

t1h1 ⊕ t2h2 = ∪ γ1 ∈ h1, γ2 ∈ h2 ð1− ð1− γ1Þt1ð1− γ2Þt2
� �

that is, when n = 2, the orig-
inal formula holds.

If when n = k, the original formula holds, that is,

HFPHAðh1, h2, . . . , hkÞ= ∪ γj ∈ hjð1− ∏
k

j=1
ð1− γjÞtjÞ

then, when n = k + 1,

HFPHAðh1, h2, . . . , hk+1Þ= ∪ γj ∈ hjð1− ∏
k

j=1
ð1− γjÞtjÞ⊕tk+1hk+1

= ∪ γj ∈ hjð1− ∏
k

j=1
ð1− γjÞtjÞ⊕∪ γk+1 ∈ hk+1ð1− ð1− γk+1Þtk+1Þ

= ∪ γj ∈ hjð1− ∏
k+1

j=1
ð1− γjÞtjÞ

that is, when n= k+1, the original formula holds too, then the original formula
holds for any n.

5 Personnel Evaluation Based on the HFPHA Operator

Let us consider a real and practical problem. there are five sales engineers probation
end dates are approaching, and now we must evaluate their performances to
determine whether their contracts should be renewed. A strict evaluation of each of
the five employees Ajðj=1, 2, 3, 4, 5Þ is performed from four aspects: work attitude
G1, communication skill G2, problem solving skill G3, and learning skill G4. The
prioritization of the criteria can be expressed as G1 ≻G2 ≻G3 ≻G4, where “≻”
indicates “priority to” [24]. Four decision makers E= fe1, e2, e3, e4g evaluate the
five alternatives Aiði=1, 2, 3, 4, 5Þ under the above four indicators Gjðj=1, 2, 3, 4Þ
anonymously, If two decision makers provide the same value, then delete the
repeated values, so the value will emerge only once, and the evaluation values can
be represented by the hesitant fuzzy set hijði=1, 2, . . . ,m; j=1, 2, . . . , nÞ, the
hesitant fuzzy decision matrix H = ðhijÞm× n is shown as follows (Table 1).

In order to obtain the ranking of alternatives, the detailed steps are as follows:

Step 1 Calculate the prioritized hybrid weights tijði=1, 2, . . . ,m; j=1, 2, . . . , nÞ
based on the hesitant fuzzy information entropy, as indicated in Sect. 3.1.
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tij =

0.253 0.249 0.249 0.249
0.252 0.252 0.248 0.248
0.259 0.247 0.247 0.247
0.251 0.251 0.251 0.247
0.255 0.251 0.251 0.243

2
66664

3
77775

Step 2 Aggregate the ith row of the hesitant fuzzy matrix H = ðhijÞm× n by the
HFPHAoperator, obtain the integrated performance value hiði=1, 2, . . . , 5Þ
of the alternative Ai. As there are too many values in hi, so we take the
integrated performance value h1 of the alternatives A1 as an example, the
other values are similar as h1.

h1 = f0.5047, 0.5270, 0.5844, 0.6057, 0.6235, 0.6692, 0.5389, 0.5597, 0.6131, 0.6330, 0.6495, 0.6920,
0.6493, 0.6651, 0.7057, 0.7208, 0.7334, 0.7657, 0.5315, 0.5526, 0.6068, 0.6270, 0.6439, 0.6870,

0.5639, 0.5835, 0.6340, 0.6528, 0.6685, 0.7087, 0.6682, 0.6832, 0.7216, 0.7359, 0.7478, 0.7784g

Step 3 Calculate the following scores of hiði=1, 2, . . . , 5Þ according to the for-
mula of the hesitant fuzzy function in Definition 2.

sðh1Þ=0.6454, sðh2Þ=0.5840, sðh3Þ=0.5657, sðh4Þ=0.6321, sðh5Þ=0.6115 then
sðh1Þ≻sðh4Þ≻sðh5Þ≻sðh2Þ≻sðh3Þ the bigger the value of sðhiÞ, the better the
alternative Ai, thus the best alternative is A1.

6 Conclusion

In order to differentiate and aggregate the information from different experts in
group decision making in the hesitant fuzzy environment, we propose a prioritized
hybrid weighted method based on the hesitant fuzzy information entropy and put
forward HFPHA operator based on the prioritized hybrid weighted method, which
considers the double impact of priority level of the attribute and the dispersion
degree of hesitant fuzzy elements. The above characteristics could guarantee a
constant priority level of attribute and distinguish the unity degree of expert
opinions effectively, better reflect the inherent relationships among the hesitant
fuzzy elements.

Table 1 Hesitant fuzzy decision matrix

G1 G2 G3 G4

A1 {0.4, 0.5, 0.7} {0.5, 0.8} {0.6, 0.7, 0.9} {0.5, 0.6}
A2 {0.6, 0.7, 0.8} {0.5, 0.6} {0.4, 0.6, 0.7} {0.4, 0.5}
A3 {0.6, 0.8} {0.2, 0.3,0.5} {0.4, 0.6} {0.5, 0.7}
A4 {0.5, 0.6, 0.7} {0.4, 0.5} {0.8, 0.9} {0.3, 0.4, 0.5}
A5 {0.6, 0.7} {0.5, 0.7} {0.7, 0.8} {0.2, 0.3, 0.4}
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Differential Transform Method for Solving
Linear System of First-Order Fuzzy
Differential Equations

Lei Wang and Na Li

Abstract In this paper we study an approximate-analytical method for the linear
systems of first-order fuzzy differential equations (FDEs) with fuzzy initial value
conditions under Seikkala derivative. The differential transform method (DTM) is
used for the approximate-analytical solution of this problem. This method is
illustrated by numerical examples.

Keywords Differential transform method ⋅ System of first-order linear FDEs ⋅
Approximate-analytical solution

1 Introduction

Fuzzy differential equations (FDEs) have been suggested as a way of modelling
uncertain and incompletely specified systems and were studied by many researchers
(see [1–3]). The concept of fuzzy derivative was first introduced by Chang and
Zadeh [4]. It was followed up by Dubois and Prade [5], who defined and used the
extension principle. A comprehensive approach to FDEs has been the work of
Seikkala [6], and Kaleva [7], especially in its generalized form given by Buckley
and Feuring [8]. For further investigation, the fuzzy dynamical systems based on
FDEs are also widely applied to fuzzy control systems [9], bifurcations of fuzzy
nonlinear dynamical systems [10], chaotic systems [11, 12], engineering [13] and
many other fields (see [14, 15]). Similar to ordinary differential equations (ODEs),
the exact analytical solutions of FDEs are often difficult, thus approximate–ana-
lytical methods for solving FDEs are of particular importance.

In this paper, an approximate-analytical method to the linear systems of
first-order fuzzy differential equations with fuzzy initial conditions is presented. The
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structure of the paper is organized as follows: In Sect. 2, some basic definitions and
notations which will be used are brought. In Sect. 3, the proposed method DTM for
solving the linear systems of first-order FDEs is presented. In Sect. 4, the proposed
method DTM is illustrated by numerical examples. Conclusion is drawn in Sect. 5.

2 Preliminaries

We now recall some definitions needed through the paper. The basic definition of
fuzzy numbers is given in [5].

By R, we denote the set of all real numbers. A fuzzy number is a mapping
u:R→ ½0, 1� with the following properties:

(a) u is upper semi-continuous,
(b) u is fuzzy convex, i.e., uðλx+ ð1− λÞyÞ≥minfuðxÞ, uðyÞg for all

x, y∈R, λ∈ ½0, 1�,
(c) u is normal, i.e., ∃x0 ∈R for which uðx0Þ=1,
(d) supp u= fx∈RjuðxÞ>0g is the support of the u, and its closure cl(supp u) is

compact.

Let E be the set of all fuzzy number on R. The r-level set of a fuzzy number
u∈E, o≤ r≤ 1, denoted by ½u�r, is defined as

½u�r =
fx∈RjuðxÞ≥ rg if 0≤ r≤ 1,

clðsupp uÞ if r=0.

�

It is clear that the r-level set of a fuzzy number is a closed and bounded interval
½uðrÞ, uðrÞ�, where uðrÞ denotes the left-hand endpoint of ½u�r and uðrÞ denotes the
right-hand endpoint of ½u�r.
Definition 1 [16] A fuzzy number u in parametric form is a pair ðu, uÞ of functions
uðrÞ, uðrÞ, 0≤ r≤ 1, which satisfy the following requirements:

• uðrÞ is a bounded non-decreasing left continuous function in (0.1], and right
continuous at 0,

• uðrÞ is a bounded non-increasing left continuous function in (0.1], and right
continuous at 0,

• uðrÞ≤ uðrÞ, 0≤ r≤ 1.

Definition 2 [6] Let u= ðuðrÞ, uðrÞÞ, v= ðvðrÞ, vðrÞÞ, then the Hausdorff distance
between fuzzy numbers given by

D:E ×E→R+⋃0,

Dðu, vÞ= sup
r∈ ½0, 1�

maxfjuðrÞ− vðrÞj, juðrÞ− vðrÞjg.
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Lemma 1 [17] Let u= ðuðrÞ, uðrÞÞ, v= ðvðrÞ, vðrÞÞ, then
u+ v= ðuðrÞ+ vðrÞ, uðrÞ+ vðrÞÞ,
u− v= ðuðrÞ− vðrÞ, uðrÞ− vðrÞÞ,

k × u=
ðku, kuÞ, k≥ o,

ðku, kuÞ, k< o.

�

Definition 3 [6] Let I be a real interval. A mapping v: I→E is called a fuzzy
process and we denoted the r-level set by ½vðtÞ�r = ½vðt, rÞ, vðt, rÞ�. The Seikkala
derivative v′ðtÞ of vðtÞ is defined by

½v′ðtÞ�r = ½v′ðt, rÞ, v′ðt, rÞ�

provided that is a equation defines a fuzzy number vðtÞ∈E.

Recently, a method has been presented to transform an FDE to a system of
ODEs [18]. Based on this method, a nonhomogeneous n-dimensional system of
first-order linear FDEs is defined by

x′ðtÞ=AxðtÞ+ f ðtÞ, xð0Þ= x0 ð1Þ

where A= ðaijÞ∈Rn× n, x= ðx1, x2, . . . xnÞ, x0 = ðx10, x20, . . . xn0Þ∈En, t∈ T⊂R and
f = ðf1, f2, . . . , fnÞ: T →En. According to Definition 3, the system (1) is transformed
into a system of ODEs. Let ½xðtÞ�r = ½xðt, rÞ, xðt, rÞ�. If xðtÞ is Seikkala differentiable,
then ½x′ðtÞ�r = ½x′ðt, rÞ, x′ðt, rÞ�. Thus, (1) is transformed into the following 2n×2n
system of ODEs:

xðt, rÞ
x′ðt, rÞ

 !
=P

xðt, rÞ
xðt, rÞ

� �
+

f ðt, rÞ
f ðt, rÞ

 !
,

xð0, rÞ
xð0, rÞ

� �
=

x0ðrÞ
x0ðrÞ

� �
.

8>>>><
>>>>:

ð2Þ

where P= ðpijÞ∈R2n×2n, pij are determined as follows:

pij = aij, aij ≥ 0,

pi+ n, j+ n = aij, aij ≥ 0,

pi, j+ n = aij, aij <0,

pi+ n, j = aij, aij <0,

pij =0, otherwise.

8>>>>>><
>>>>>>:

ð3Þ
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3 Differential Transform Method

The concept of differential transformation was introduced first by Zhou [19], and it
was applied to solve linear and nonlinear initial value problems in electric circuit
analysis. With this technique, it is possible to obtain highly accurate results or exact
solutions for differential equations (see [20–22]).

Definition 4 If xðt, rÞ is Seikkala differentiable of order k in time domain T then

φðt, k, rÞ= dkðxðt, rÞÞ
dtk

∀t∈ T ,

Xiðk, rÞ=φðti, k, rÞ= dkðxðt, rÞÞ
dtk

�t= ti ∀k∈K

φðt, k, rÞ= dkðxðt, rÞÞ
dtk

∀t∈ T ,

Xiðk, rÞ=φðti, k, rÞ= dkðxðt, rÞÞ
dtk

�t= ti ∀k∈K.

where k belongs to the set of non-negative integer, denotes as the K, Xðk, rÞ and
Xðk, rÞ are called the lower and the upper spectrum of Xðt, rÞ at t= ti in the domain
K, respectively.

Using the differential transform, Eq. (2) can be described as

Xðk+1, rÞ
Xðk+1, rÞ

� �
= 1

k +1P
Xðk, rÞ
Xðk, rÞ

� �
+

Fðk, rÞ
Fðk, rÞ

� �
,

Xð0, rÞ
Xð0, rÞ

� �
=

x0ðrÞ
x0ðrÞ

� �
.

8>><
>>: ð4Þ

So, xðt, rÞ can be represented as

xðt, rÞ= ∑
∞

k=0

ðt− tiÞk
k!

Xðk, rÞ,

xðt, rÞ= ∑
∞

k=0

ðt− tiÞk
k!

Xðk, rÞ.

It can be easily proven that the transformation function has basic mathematical
operations shown in Table 1.
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4 Example

Example 1 Consider the following system of first-order linear FDEs (see [23])

d
dt

x ̃1ðtÞ
x2̃ðtÞ

� �
=

− 3 2
3 − 4

� �
x ̃1ðtÞ
x2̃ðtÞ

� �
+

1 ̃
2 ̃

� �
ð5Þ

Let us assume that x1̃ð0Þ= x2̃ð0Þ to be a fuzzy number about 100, here
½1 ̃�r = ½r, 2− r�, ½2 ̃�r = ½1+ r, 3− r� and ½x1̃ð0Þ�r = ½x2̃ð0Þ�r = ½70+ 30r, 130− 30r�,
where r∈ ½0, 1�.

From Eqs. (4) and (5), we have

d
dt
x ̃ðt, rÞ=Px ̃ðt, rÞ+ f ð̃t, rÞ, ð6Þ

Here, x ̃ðt, rÞ=
x1ðt, rÞ
x2ðt, rÞ
x1ðt, rÞ
x2ðt, rÞ

0
BB@

1
CCA,P=

0 2 − 3 0
3 0 0 − 4
− 3 0 0 2
0 − 4 3 0

0
BB@

1
CCA, and

f ðt, rÞ=
r

1+ r
2− r
3− r

0
BB@

1
CCA, subject to the initial condition x ̃ð0, rÞ=

70+ 30r
70+ 30r
130− 30r
130− 30r

0
BB@

1
CCA for all

r∈ ½0, 1�.
The exact solutions of problem (5) for r = 0 are as follows:

x1ðt, 0Þ
x2ðt, 0Þ
x1ðt, 0Þ
x2ðt, 0Þ

0
BBBB@

1
CCCCA=

− 31
5 e

t + 1
15 e

− 6t − 362
15 e

6t + 493
5 e− t + 5

3
31
5 e

t − 1
10 e

− 6t − 181
5 e6t + 493

5 e− t + 3
2

31
5 e

t + 1
15 e

− 6t + 362
15 e

6t + 493
5 e− t +1

− 31
5 e

t − 1
10 e

− 6t + 181
5 e6t + 493

5 e− t + 3
2

0
BBBB@

1
CCCCA ð7Þ

Table 1 Basic mathematical
properties of differential
transform

Functional form Differential transform

zðxÞ= uðxÞ±vðxÞ WðkÞ=Uðk, hÞ±Vðk, hÞ
zðxÞ= αuðxÞ Wðk, hÞ= αUðk, hÞ
zðxÞ= ðdmuðxÞdxm Þ WðkÞ= ðm+ kÞ!

k! Uðk+mÞ
zðxÞ= uðxÞ ⋅ vðxÞ WðkÞ= ∑k

i=0 Uðk− iÞVðiÞ
wðxÞ= xm δðk−mÞ
wðxÞ= expðλxÞ WðkÞ= λk k̸!
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Using the proposed method DTM, the following approximate solutions are
obtained:

x1ðt, 0Þ
x2ðt, 0Þ
x1ðt, 0Þ
x2ðt, 0Þ

0
BBBB@

1
CCCCA=

70− 309t− 1201
2 t2 − 3950

3 t3 − 23489
12 t4 − 70321

30 t5

70− 309
2 t− 200t2 − 659

2 t3 − 3919
10 t4 − 46979

120 t5

130+ 52t+489t2 + 2558
3 t3 + 7877

6 t4 + 23428
15 t5

130+ 113t+ 1395
2 t2 + 3872

3 t3 + 23483
12 t4 + 70627

30 t5

0
BBBB@

1
CCCCA. ð8Þ

The above-mentioned approximate solutions are, in fact, fifth order polynomial
approximations of the exact solutions. Numerical and graphical comparisons
between the exact solutions and the approximate solutions for r = 0 are given in
Tables 2 and 3, and Figs. 1 and 2.

Table 2 Numerical results for x2ðt, 0Þ
t Exact solution Approximate solution Relative error

0.1 70 70 0
0.2 40.0943635 41.5543635 4.787 × 10−3

0.3 –5.284587 –5.284587 4.9296 × 10−2

0.4 –79.6449203 –80.6449203 2.0116 × 10−1

0.5 –207.509032 –207.609032 4.504 × 10−1

0.6 –433.4791208 –434.2791208 5.18810−1

0.7 –838.7532122 –838.7532122 1.18002

Table 3 Numerical results for x2̄ðt, 0Þ
t Exact solution Approximate solution Relative error

0.1 130 130 0
0.2 149.770729 149.7714901 7.6 × 10−4

0.3 194.812268 194.809755 2.513 × 10−3

0.4 285.15626 285.164812 8.55 × 10−3

0.5 457.374157 457.307083 6.7074 × 10−2

0.6 778.173309 778.085417 8.7892 × 10−2

0.7 1369.169045 1369.365584 1.9654 × 10−1
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5 Conclusion

In this paper the differential transform method(DTM) for solving the linear systems
of first-order fuzzy differential equations with fuzzy initial conditions is presented.
The numerical results obtained by present method are compared with the analytical
solutions.
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Fig. 1 The results for x2ðt, 0Þ

Fig. 2 The results for x ̄2ðt, 0Þ
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Weight of Basic Health Service Equalization
Index Based on the Intuitionistic Fuzzy
Analytic Hierarchy Process

Wei-xia Li , Zhuan-ku Huang, Zhong-ming Feng and Cheng-yi Zhang

Abstract According to the new consistency adjustment method of intuitionistic

fuzzy complementary judgment matrix which is contained in the intuitionistic fuzzy

analytic hierarchy process, intuitionistic fuzzy analytic hierarchy process was given.

Then apply intuitionistic fuzzy analytic hierarchy process to get the weight of the

index for the evaluation of basic health service equalization.

Keywords Intuitionistic fuzzy analytic hierarchy process ⋅ Intuitionistic fuzzy com-

plementary judgment matrix ⋅Consistency recursive iterative adjustment algorithm ⋅
Basic health service equalization ⋅ Weight

1 Introduction

As the generalization of fuzzy sets, IFS [1] is more practical, scientific and reason-

able than fuzzy value in solving the fuzziness and the uncertainty problems [2–5],

but it makes calculation more complicated and the operation process of this kind of

matrix is very complex and difficult. So after the judgment matrix under the intu-

itionistic fuzzy environment was introduced [6, 7], there are a few research of intu-

itionistic fuzzy complementary judgment matrix (IFCJM), moreover there are aslo

a few paper about the intuitionistic fuzzy analytic hierarchy process (IFAHP). This

study firstly puts forward a method of consistency recursive iteration adjustment

algorithm for the judgment matrix under the intuitionistic fuzzy environment. Then

based on the consistency recursive iteration adjustment algorithm of IFCJM, this

study introduces the process of IFAHP. Based on the current status of the increasing
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Chinese residents requirement for health quality, the health service level should be

studied, moreover, the health service equalization which is an important part of the

health quality must be evaluated. This study firstly used the IFAHP method to get the

weight which is used for the evaluation of basic health service equalization [8–10].

2 Consistency Adjustment Algorithm of Intuitionistic
Fuzzy Complementary Judgment Matrix

2.1 IFCJM and Its Properties

Definition 1 Let A = (aij)n∗n be a judgement matrix, where aij = (tij, fij, 𝜋ij)(i, j ∈
N), if tij ∈ [0, 1], fij ∈ [0, 1], tji = fij, 𝜋ji = 𝜋ij, tii = fii = 0.5, tij + fij ≤ 1, then A is

called IFCJM.

Note The meaning of the elements aij = (tij, fij, 𝜋ij) is as follows: tij represents impor-

tance degree of xi relative to xj, fij represents importance degree of xj relative to xi
and 𝜋ij represents the uncertainty importance degree of xi relative to xj. The scale of

the elements tij and fij takes for 0.1–0.9 nine scales.

Definition 2 Let A = (aij)n∗n be an IFCJM where aij = (tij, fij, 𝜋ij), if for each k, aij =
aik − ajk, such that tij = tik − tjk + 0.5, fij = fik − fjk + 0.5 and 𝜋ij = 𝜋ik − 𝜋jk, then is

called ACIFCJM.

Definition 3 Let A = (aij)n∗n be an IFCJM, akj and aij be the elements of A, then

aij − akj = (tij − tkj + 0.5, fij − fkj + 0.5, 𝜋ij − 𝜋kj) is called the subduction and aij +
akj = (tij + tkj − 0.5, fij + fkj − 0.5, 𝜋ij + 𝜋kj) is called addition.

Definition 4 Let bij = (tbij, fbij) be intuitionistic fuzzy value, then aij = f (bij) is

called the conversion equation from bij to aij = (tij, fij, 𝜋ij) such that

⎧
⎪
⎨
⎪
⎩

tij = 0.1 + (tbij + 0.3)∕3
fij = 0.1 + (fbij + 0.3)∕3
𝜋ij = 1 − tij − fij

Definition 5 Let B = (bij)n∗n be ACIFCJM where bij = (tbij, fbij). If tbij < 0 or fbij <

0 or tbij > 1 or fbij > 1, then all the elements of B are adjusted for pij = (tpij, fpij, 𝜋pij)

of P = (pij)n∗n such that

⎧
⎪
⎨
⎪
⎩

tpij = 0.1 + (tbij + 0.3)∕3
fpij = 0.1 + (fbij + 0.3)∕3
𝜋pij = 1 − tij − fij

. Then P is called the scale tran-

sition matrix of B.
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2.2 The Consistency Adjustment Algorithm

2.2.1 Basic Definition and Theorem

Symbols are as follows:

1. Let A = (aij)n∗n be an IFCJM where aij = (tij, fij, 𝜋ij), then A(k)
signifies the leading

principal submatrix of order K of A.

2. Let A(k)
be the leading principal submatrix of order K of A, then A(s)

k signifies the

leading principal submatrix of order s of A(k)
where 1 ≤ s ≤ k.

3. Let A(k)
be the leading principal submatrix of order K of A, then Bk

signifies the

ACIFCJM of A(k)
.

4. Let A = (aij)n∗n be an IFCJM, then C(k−1)
k = (c(k−1)ij )k∗k signifies the leading prin-

cipal submatrix of order K, which satisfied the leading principal submatrix of

order k-1 is ACIFCJM B(k−1)
and the elements in the kth row (column) are the

same as A.

Definition 6 Let A = (aij)n∗n be an IFCJM, B(k−1)
be the ACIFCJM of A(k−1)

. let

C(k−1)
k = [tc(k−1)ij , fc(k−1)ij ]

k∗k
, if Ik ={m ∣ |tc(k−1)tm − tkm| < 0.5, |fc(k−1)tm − fkm| < 0.5, and

−0.9 ≤ (tc(k−1)tm − tkm) + (fc(k−1)tm − fkm) ≤ 0, ∀t𝜖{1, 2,… , k}, then Ik is called the con-

sistency index of the consistency adjustment of A(k)
according to the elements in the

kth row.

Definition 7 Let R = ([trij, frij])k∗k and P = ([tpij, fpij])k∗k be consistent IFCJM, then

e = (
k∑

i=1

k∑

j=1
(|trij − tpij| + |frij − fpij|)∕k is called deviate value of R and P.

2.2.2 The Additive Consistent Adjustment Algorithm of IFCJM

Let A = (aij)n∗n be IFCJM where aij = (tij, fij, 𝜋ij), then the additive consistent adjust-

ment algorithm is as follows:

Step 1: A1 = (1) and

(
1 a12
a21 2

)

that are ACIFCJM are the leading principal sub-

matrix of order one and order two of A respectively.

Step 2: Suppose for each k > 2, h = 1, 2,… , k − 1, all the A(h)
k have been adjusted

for ACIFCJM. Then we adjust the elements in the kth row of C(k−1)
k = [tc(k−1)ij ,

fc(k−1)ij ]k∗k whose leading principal submatrix of order k − 1 equals B(k)
. If Ii ≠

𝜙(i = 1, 2,… , k − 1), then tb(km)
kt = tkm − tc(k−1)mt + 0.5, fb(km)

kt = fkm − fc(k−1)mt + 0.5,

𝜋b(km)
kt = 𝜋km − 𝜋c(k−1)mt and tb(km)

tk = fb(km)
kt , fb(km)

tk = tb(km)
kt where t ∈ {1, 2,… k}.

Continue to step 3. Otherwise, if ∃1 ≤ h ≤ k − 1, such that Ih = 𝜙, then go to

step 7.
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Step 3: If Ik ≠ 𝜙, then let Tm
k = (tkm

ij )k∗k where m ∈ Ik and calculate deviate value

em
k of A(k)

and Tm
k . Continue to step 4. Otherwise, go to step 5.

Step 4: Determine Jk = {lk ∣ lk ∈ Ik} such that elk
k = min{em

k }, then let B(k) = Tlk
k ∣

lk = min
lk∈Jk

(lk) and go to step 8.

Step 5: Let Tm
k = (b(km)

ij )k∗k where m ∈ {1, 2,… k}, then calculate deviate value em
k

of A(k)
and Tm

k .

Step 6: Determine Jk = {lk ∣ lk ∈ Ik} such that elk
k = min{em

k }, then get the scale

transition matrix Slk
k of Tlk

k . Let B(k) = {Slk
k ∣ lk = min

lk∈Jk
(lk)}, then go to step 8.

Step 7: If ∃1 ≤ h ≤ k − 1 such that Ih = 𝜙, then get bkm = f (akm), tb(km)
kt = takm −

tc(k−1)mt + 0.5, fb(km)
kt = fakm − fc(k−1)mt + 0.5, and tb(km)

tk = fb(km)
kt , fb(km)

tk = tb(km)
kt by the

scale transition formula. Calculate the scale transition matrix S(k)
of A(k)

, and let

A(k) = S(k)
, then go to step 3.

Step 8: Let k = k + 1; If k ≤ n, then go to step 2. Otherwise, continue to step 9.

Step 9: let B = B(k)
, then output B.

Step 10: End.

2.2.3 Priority Vectors Formula of IFCJM

Definition 8 let B = (bij)n∗n be consistent IFCJM where bij = (tij, fij, 𝜋ij), and e =
(te, fe, 𝜋e) represents the equal importance degree of xi relative to xj, then b = (bi)n∗1

is called sum and normalized vector of line where bi = (ti, fi), ti = (
n∑

j=1
(tij − te))∕n +

te, fi = (
n∑

j=1
(fij − fe))∕n + fe, i = 1, 2,L, n.

Theorem 1 Let x = ⟨uA(x), vA(x)⟩ be intuitionistic fuzzy number of IFS A, then
E
𝜆

(x) = uA(x) − vA(x) + (2𝜆 − 1)𝜋A(x) which is based on the risk preference coeffi-
cient is sorting function of the intuitionistic fuzzy number, where 𝜆 is decision makers
risk preference coefficient and 𝜆 ∈ [0, 1].

Definition 9 let B = (bij)n∗n be consistent IFCJM, b = (bi)n∗1 be sum and normal-

ized vector of line of B where bi = (ti, fi). Then c = (ci)n∗1 which is based on the risk

preference coefficient is called sorting of B intuitionistic fuzzy number of where

ci = E
𝜆

(bi) = ubi
− vbi

+ (2𝜆 − 1)𝜋bi
.

Definition 10 lets B = (bij)n∗n be consistent IFCJM, c = (ci)n∗1 be sorting of intu-

itionistic fuzzy number of B = (bij)n∗n, then W = (wi)n∗1 is weight ordering vector

of B and satisfies as follows:
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(1) If ∃ci ≤ 0, then determine R = (ri)n∗1 such that ri = 0.8ci∕(max
i
(ci) − min

i
(ci)) +

(0.1 − 0.8min
i
(ci))∕(max

i
(ci) − min

i
(ci)) and wi = ri∕

n∑

i=1
ri.

(2) If ∀ci > 0, then wi = ci∕
n∑

i=1
ci.

3 Analytic Hierarchy Process Under the Intuitionistic
Fuzzy Environment and Its Application

3.1 Intuitionistic Fuzzy Analytic Hierarchy Process

Suppose V = (vij)n∗n as IFCJM, it is usually given by decision makers personal expe-

rience and practical conditions and other factors. However, it is worthy of discussion

how to avoid the subjective arbitrary of decision-makers to confirm the value of vij. In

order to ensure vij more reasonable, decision-makers can ask k experienced experts

to compare the attributes each other in the same level. Suppose vq
ij = (tq

ij, f
q
ij ) is given

by the expert q, we can get the arithmetic mean of all the tq
ij and all the f q

ij respec-

tively to summarize the opinions of experts, that is tij = (
k∑

q=1
tq
ij)∕k, fij = (

k∑

q=1
f q
ij )∕k,

then vij = (tij, fij) can be confirmed, where i, j = 1, 2,… n.

Step 1: By analyzing the relationship of different factors in the system, a system-

atic hierarchical structure can be established.

Step 2: By asking the experts to establish the IFCJM V = (vij)n∗n which is the pair-

wise comparisons of all the elements on the same level with respect to the element

on the above level, where vij = (tij, fij), i, j = 1, 2,… n, and tij, fij are given quantity

standard on the scale of 0.1 to 0.9.

Step 3: Do the consistency adjustment for the IFCJM V by additive consistency

recursive iterative adjustment algorithm. Then obtain the ACIFCJM.

Step 4: Calculate the priority vector. Calculate the weights of the elements on

every level, and then calculate the combined weight of all the elements on the

bottom level with respect to the element on the top level.

3.2 The Evaluation of Basic Health Service Equalization

Recently, people pay more attention on the evaluation of basic health service equal-

ization, then a comprehensive evaluation model of basic health service equalization

is constructed by using IFAHP.
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Fig. 1 The evaluation index system

Table 1 IFCJM about the target larger

O A1 A2 A3 A4

A1 (0.5, 0.5) (0.2, 0.7) (0.3, 0.6) (0.6, 0.3)

A2 (0.7, 0.2) (0.5, 0.5) (0.6, 0.3) (0.8, 0.1)

A3 (0.6, 0.3) (0.3, 0.6) (0.5, 0.5) (0.7, 0.2)

A4 (0.3, 0.6) (0.1, 0.8) (0.2, 0.7) (0.5, 0.5)

Step 1: Construct an evaluation index system and establish a hierarchical structure

in Fig. 1.

Step 2: We ask the senior experts to give the evaluation values and get the IFCJM

which is the pair-wise comparisons for all the primary indexes (or secondary indexes)

with respect to the objective in the target layer (or primary indexes) as follows:

Table 1 IFCJM O which is the pair-wise comparison for all the primary indexes

with respect to the objective in the target layer

Table 2 IFCJM which is the pair-wise comparison for all the secondary indexes

with respect to in the primary indexes layer.

Similarly, we get the IFCJM A2, A3, A4.

Step 3: Do the consistency adjustment for the IFCJM, and get the weight vector.
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Table 2 IFCJM about the primary indexes layer

A1 B1 B2 B3 B4 B5

B1 (0.5, 0.5) (0.2, 0.7) (0.1, 0.8) (0.3, 0.6) (0.1, 0.9)

B2 (0.7, 0.2) (0.5, 0.5) (0.3, 0.6) (0.6, 0.4) (0.1, 0.8)

B3 (0.8, 0.1) (0.6, 0.3) (0.5, 0.5) (0.6, 0.3) (0.2, 0.7)

B4 (0.6, 0.3) (0.4, 0.6) (0.3, 0.6) (0.5, 0.5) (0.3, 0.6)

B5 (0.9, 0.1) (0.8, 0.1) (0.7, 0.2) (0.6, 0.3) (0.5, 0.5)

Fig. 2 ACLFCJM from IFCJM

Table 3 The weight sorting vector of ACIFCJM

𝛼 0.5

W (1)
(0.1905, 0.4286, 0.3333, 0.0476)

′

𝜔

(1)
(0.0435, 0.1884, 0.2464, 0.1304, 0.3913)

′

𝜔

(2)
(0.0746, 0.2537, 0.6716)

′

𝜔

(3)
(0.1643, 0.45, 0.3357, 0.05)

′

𝜔

(4)
(0.45, 0.3, 0.2, 0.05)

′

(1) Do the consistency adjustment for the IFCJM, and get the ACIFCJM as follows

in Fig. 2.

Similarly, we get the ACIFCJM A(2)
, A(3)

, A(4)
.

(2) Let decision makers risk preference coefficient 𝛼 = 0.5,then we get the weight

sorting vector of the ACIFCJM in the following Table 3.

Step 4: Aggregate the global weight.

Let 𝛼 = 0.5, then we can get a weight matrix W (1)
of all the secondary indexes

on the third level with respect to all the primary indexes on the second level where

W (1) = (𝜔(1)
, 𝜔

(2)
, 𝜔

(3)
, 𝜔

(4)
, 𝜔

(5)). Aggregate the global weight. The combined
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weights of the elements in the secondary index level relative to the objective in the

target layer is W (2) = W (1) ⋅ wT = (0.0083, 0.0359, 0.0469, 0.0248, 0.0745, 0.032,
0.1087, 0.2878, 0.0548, 0.15, 0.1119, 0.0167, 0.0214, 0.0143, 0.0095, 0.0024).

4 Conclusion

Based on the consistency adjustment algorithm of IFCJM, introduced the IFAHP.

According to the result of the IFAHP used in getting the weight of the health service

index, we can do the evalution of the basic health service equalization next study in

the future.
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About Approach to Multi-attribute
Decision Making Problems Based
on COWA Operator Under
Interval-Valued Intuitionistic Fuzzy
Environment

Xiang-jun Xie and Xiao-xia Lv

Abstract Proposed new Hamming distance and entropy for interval-valued
intuitionistic fuzzy sets. And then the two new measures, which are extended
from the Hamming distance and entropy for intuitionistic fuzzy sets by using the
continuous ordered weighted aggregation (COWA) operator, are applied in
interval-valued intuitionistic fuzzy multi-attribute decision making (MADM)
problems with attribute weights completely unknown. An example is illustrated to
verify the effectiveness of the two measures. In fact, we can convert a MADM
problem from interval-valued intuitionistic fuzzy environment to intuitionistic fuzzy
environment first and then solve it by using the intuitionistic fuzzy MADM
methods, which is a new strategy.

Keywords Interval-valued intuitionistic fuzzy sets ⋅ COWA operator ⋅ Ham-
ming distance ⋅ Entropy ⋅ Multi-attribute decision making

1 Introduction

Considering the complexity of decision-making environment and the fuzziness of
decision makers’ thinking, Atanassov and Gargov extended the intuitionistic fuzzy
sets [1] (IFSs) and proposed the theory of interval-valued intuitionistic fuzzy sets
[2] (IVIFSs) in 1989. The IVIFSs, which describe the degree of membership and
non-membership through interval numbers, has attracted a lot of attention since it’s
proposed. Much work has been done on its theories and applications. Xu and Chen
[3–5] defined the arithmetic averaging operator, the weighted arithmetic averaging
operator, the geometric averaging operator, the weighted geometric averaging
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operator, the ordered weighted geometric averaging operator and the hybrid
geometric averaging operator and all operators are used to aggregate the informa-
tion of an IVIFS. Ye [6] proposed a novel accuracy function and a new intuitionistic
fuzzy MADM method. Li [7, 8] proposed the TOPSIS-based linear and non-linear
programming method for MADM with IVIFSs. Li [9] proposed the generalized
hybrid weighted aggregation operator and the continuous weighted aggregation
operator for IVIFSs. The above-mentioned papers concentrate on MADM of
IVIFSs with weights known or partially known. Work on cases with weights
completely unknown is few. Ye [10], Gao and Wei [11] proposed MADM methods
based on interval-valued intuitionistic fuzzy entropy. The attributes’ weights are
determined by entropy in both papers. We will study the MADM methodology
using continuous ordered weighted aggregation (COWA) operator [12].

The rest of the paper are organized as follows. Section 2 introduce some pre-
liminaries. In Sect. 3, the new Hamming distance and entropy for IVIFSs are
proposed. Section 4 introduce work about MADM of IVIFSs. Section 5 is the
conclusion.

2 Preliminaries

Definition 1 [2] An IVIFS Ã in the set discourse X is given by:

Ã= ⟨x, uÃ xð Þ, v ̃A xð Þ⟩ x∈Xjf g= ⟨x, u−
A xð Þ, u+

A xð Þ� �
, v−A xð Þ, v+A xð Þ� �

⟩ x∈Xj� �
where uÃ xð Þ, v ̃A xð Þ⊆ 0, 1½ � denote, respectively, the membership degree and
non-membership degree of x to A ̃, with the condition u+

A xð Þ+ v+A xð Þ≤ 1 for ∀x∈A.
πÃ xð Þ= π −

A xð Þ, π +
A xð Þ� �

= 1− u+
A xð Þ− v+A xð Þ, 1− u−

A xð Þ− v−A xð Þ� �
denotes the

hesitancy of x to A ̃.

Definition 2 [2] ∀A ̃, B̃∈ IVIFS Xð Þ, the following operations are established as:
(1) A ̃⊆B̃⇔u−

A xð Þ≤ u−
B xð Þ, u+

A xð Þ≤ u+
B xð Þ and v−A xð Þ≥ v−B xð Þ, v+A xð Þ≥ v+B xð Þ;

(2) A ̃=B ̃⇔A ̃⊆B̃, Ã⊇B̃;
(3) A

C̃
= ⟨x, v−A xð Þ, v+A xð Þ� �

, u−
A xð Þ, u+

A xð Þ� �
⟩ x∈Xj� �

.

Theorem 1 [9] A ̃, B̃,C ̃ are IVIFSs in discourse X, the distance between A ̃ and B̃
satisfies the following conditions:
(1) 0≤ d A ̃, B̃

� �
≤ 1; (2) d Ã, B̃

� �
=0⇔Ã=B ̃;

(3) d Ã,B ̃
� �

= d B ̃, Ã
� �

; (4) d Ã, B̃
� �

≤ d Ã,C ̃
� �

+ d C ̃, B̃
� �

.
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3 New Hamming Distance and Entropy Based on COWA
Operator for IVIFSs

Definition 3 [12] The mapping f c:Γ→R is called as the continuous ordered

weighted aggregation (COWA) operator, if: f c a, b½ �ð Þ= R 1
0

dρ yð Þ
dy b− y b− að Þ½ �dy,

a, b½ �∈Γ, where ρ yð Þ is a basic-unit monotonic (BUM) function (i.e. the function
satisfies conditions: ρ 0ð Þ=0; ρ 1ð Þ=1; ρ xð Þ≥ ρ yð Þ if x> y for ∀x, y∈ 0, 1½ �).

Le λ=
R 1
0 ρ yð Þdy (called as attitudinal character), then f c a, b½ �= λb+ 1− λð Þa

(i.e. the weighted average of the interval endpoints value). So we can determine the
result value by choosing different BUM function.

It’s obvious that an IVIFS Ã= ⟨x, u−
A xð Þ, u+

A xð Þ� �
, v−A xð Þ, v+A xð Þ� �

⟩ x∈Xj� �
will

be aggregated into an IFS A= ⟨x, uA xð Þ, vA xð Þ⟩ x∈Xjf g (written as: f c Ã
� �

=A),
where πA xð Þ= λπ −

A xð Þ+ 1− λð Þπ +
A xð Þ (written as f c1 a, b½ �= λa+ 1− λð Þb).

Theorem 2 Let f c A ̃
� �

=A, f c B̃
� �

=B, the following conditions are satisfied:

(1) A ̃=B ̃⇒A=B; (2) Ã= B̃
C
⇒A=BC; (3) Ã≺B ̃⇒A≺B; (4) Ã⊆B̃⇒A⊆B.

3.1 Generalized Hamming Distance for IVIFS

Szmidt and Kacprzyk [13] pointed out that the distance measure between two IFSs
should take three parameters (i.e. the membership degree, non-membership degree
and hesitancy). They defined the Hamming distance between two IFSs as follows:
the normalized Hamming distance:

d A,Bð Þ= 1
2n

∑n
i=1 uA xið Þ− uB xið Þj j+ vA xið Þ− vB xið Þj j+ πA xið Þ− πB xið Þj j

the weighted Hamming distance:

d A,Bð Þw =
1
2n

∑n
i=1 wi uA xið Þ− uB xið Þj j+ vA xið Þ− vB xið Þj j+ πA xið Þ− πB xið Þj j½ � ð1Þ

Based on the COWA operator, we will extend the Hamming distance of IFSs.

Definition 4 Let A ̃ and B ̃ are two IVIFSs in discourse X = x1, x2, . . . , xnf g, the
Hamming distance measures are defined as follows:
the normalized Hamming distance:

d A ̃, B̃
� �

=
1
2n

∑
n

i=1
f c u−

A
xið Þ, u+

A
xið Þ

h i
− f c u−

B xið Þ, u+
B xið Þ� ���� ���+ f c v−

A
xið Þ, v+

A
xið Þ

h i���
− f c v−B xið Þ, v+B xið Þ� ���+ f c1 π −

A
xið Þ, π +

A
xið Þ

h i
− f c1 π −

B xið Þ, π +
B xið Þ� ���� ���
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the weighted Hamming distance:

d Ã,B ̃
� �

w =
1
2n

∑
n

i=1
wi f c u−

A
xið Þ, u+

A
xið Þ

h i
− f c u−

B xið Þ, u+
B xið Þ� ���� ���h

+ f c v−
A

xið Þ, v+
A

xið Þ
h i

− f c v−B xið Þ, v+B xið Þ� ���� ���
+ f c1 π −

A
xið Þ, π +

A
xið Þ

h i
− f c1 π −

B xið Þ, π +
B xið Þ� ���� ���i

ð2Þ

we just need to verify the formulas satisfy the characters in Theorem 1. Le
f c Ã
� �

=A, f c B̃
� �

=B, based on the Theorem 2, the Hamming distance between Ã
and B̃ can be viewed as Hamming distance between A and B. So the characters in
Theorem 1 will be satisfied.

3.2 Generalized Entropy for IVIFS

Entropy measures the indeterminacy of information and it should take two aspects
(i.e. fuzziness, lack of knowledge or non-specificity) [14] into consideration while
handling the practical MADM problems. Gao and Sun [15] defined the following
entropy formula:

E Að Þ= 1
n
∑n

i=1
1− uA xið Þ− vA xið Þj j2 + π2A xið Þ

2
ð3Þ

Similarly, the entropy for IFSs will be extended.

Definition 5 Let Ã be an IVIFS in X = x1, x2, . . . , xnf g, the entropy for Ã is:

E Ã
� �

=
1
n
∑n

i=1

1− f c u−
A xið Þ, u+

A xið Þ� �
− f c v−A xið Þ, v+A xið Þ� ��� ��2 + f c1 π −

A xið Þ, π +
A xið Þ� �� �2

2
ð4Þ

Theorem 3 E Ã
� �

in formula (4) have the following properties:

(1) E Ã
� �

=0⇔A ̃ is a crisp set; (2) E Ã
� �

=0⇔ π −
A

xð Þ, π −
B xð Þ

h i
= 1, 1½ �;

(3) E Ã
� �

=E Ã
C

	 

; (4) Ã≺B̃⇒E Ã

� �
≤E B̃

� �
.

Proof (1) A ̃ is a crisp set, so u ̃A xið Þ= 0, 0½ �, v ̄A xið Þ= 1, 1½ � or u ̃A xið Þ= 1, 1½ �,
vÃ xið Þ= 0, 0½ �, then E A ̃

� �
=0; if E A ̃

� �
=0, since f c1 π −

A xið Þ, π +
A xið Þ� �� �2 ≥ 0 and

f c u−
A xið Þ, u+

A xið Þ� �
− f c v−A xið Þ, v+A xið Þ� ��� ��2 ≤ 1, so f c1 π −

A xið Þ, π +
A xið Þ� �� �2 = 0 and

f c u−
A xið Þ, u+

A xið Þ� �
− f c v−A xið Þ, v+A xið Þ� ��� ��2 = 1, namely uÃ xið Þ= 0, 0½ �,
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vÃ xið Þ= 1, 1½ � or uÃ xið Þ= 1, 1½ �, v ̃A xið Þ= 0, 0½ �, so E A ̃
� �

=0;
(2) and (3) are obviously established;
(4) if f c Ã

� �
=A, f c B̃

� �
=B, then Ã≺B̃⇒A≺B, so

E Ã
� �

=E Að Þ≤E Bð Þ=E B ̃
� �

.
□

4 An Approach to Multi-attribute Fuzzy Decision Making

Let C= c1, c2, . . . , cmf g be the attribute set, A= a1, a2, . . . , anf g be the alternative
set. The weight set W = w1,w2, . . . ,wmf g is completely unknown with the con-
dition∑m

i=1 wi =1 and wi ∈ 0, 1½ �. The evaluation value of aj to ci is described by an
IVIFS dĩj = ⟨xij, u−

A xij
� �

, u+
A xij
� �� �

, v−A xij
� �

, v+A xij
� �� �

⟩

� �
.

Papers [10, 11] pointed out that smaller entropy provides little information, so
the smaller entropy of ci is, the smaller the influence will be exercised on the
decision. Then the attribute ci should be given a smaller weight value. We calculate
the weight value by formula [16]:

wi =E − 1
i ∑̸m

i=1 E
− 1
i ð5Þ

The concrete steps of the MADM are as follows:

Step 1 Construct the decision matrix of IVIFS MADM;
Step 2 Calculate the entropy eij of every IVIFS based on formula (4), then the

entropy of ci is Ei = 1
n∑

n
j=1 eij;

Step 3 Calculate the weight value of every attribute based on formula (5);
Step 4 Let A* = ⟨ci, 1, 1½ �, 0, 0½ �⟩ ci ∈Cjf g be the positive ideal point, calculate the

weighted Hamming distance dj between aj and the positive ideal point
based on formula (2);

Step 5 Arrange in the order of the value of dj, j=1, 2, . . . , n. The smaller value
of dj is, the nearer distance of aj is to the positive ideal point and the better
aj is.

Numerical example Consider a manufacturer selection problem. The supplier
S will choose one manufacturer from aj j=1, 2, 3ð Þ, which is determined by the
evaluation value of five attributes: the quality (c1), cost (c2), delivery time (c3),
transportation cost (c4) and service attitude (c5). The decision matrix is as follows
[9] (Table 1).
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The aggregation result of interval is different with different BUM function, so we
choose ρ yð Þ: y2, y3, y, y1 2̸, sin πy 2̸ to study whether the BUM function affects the
decision result.

Step 1 Calculate the entropy value of ci i=1, 2, . . . , 5ð Þ based on formula (4)
(Table 2).

Step 2 Calculate the weight value of ci i=1, 2, . . . , 5ð Þ based on formula (5)
(Table 3).

Step 3 Calculate the distance di between aj and the positive ideal point based on
formula (2) (Table 4).

Step 4 The order of the distance is: d3 < d1 < d2. So a3 is the best, the supplier
should choose the third manufacturer, which is same as the result in [9].

Note 4.1 The result shows that different BUM functions (corresponding to different
COWA operators) have no influence on the decision making result, which
demonstrate the superiority of the above MADM method on another level.

Table 1 Decision matrix

ci/aj a1 a2 a3
c1 0.4, 0.5½ �, 0.2, 0.3½ � 0.3, 0.4½ �, 0.4, 0.5½ � 0.6, 0.7½ �, 0.1, 0.2½ �
c2 0.2, 0.3½ �, 0.5, 0.6½ � 0.4, 0.5½ �, 0.3, 0.4½ � 0.3, 0.4½ �, 0.3, 0.5½ �
c3 0.4, 0.5½ �, 0.1, 0.3½ � 0.2, 0.4½ �, 0.3, 0.5½ � 0.4, 0.6½ �, 0.1, 0.3½ �
c4 0.2, 0.4½ �, 0.4, 0.5½ � 0.4, 0.5½ �, 0.2, 0.3½ � 0.3, 0.5½ �, 0.3, 0.4½ �
c5 0.4, 0.6½ �, 0.1, 0.2½ � 0.1, 0.2½ �, 0.6, 0.7½ � 0.4, 0.5½ �, 0.2, 0.3½ �

Table 2 The entropy value Function/Ei E1 E2 E3 E4 E5

y2 0.4867 0.5163 0.5430 0.5370 0.4874

y3 0.4913 0.5217 0.5542 0.5438 0.4950

y 0.4783 0.5067 0.5233 0.5250 0.4733

y1 2̸ 0.4711 0.4985 0.5075 0.5148 0.4607

sin πy 2̸ 0.4711 0.4986 0.5072 0.5147 0.4611

Table 3 The weight value Function/wi w1 w2 w3 w4 w5

y2 0.2108 0.1987 0.1890 0.1910 0.2105

y3 0.2117 0.1993 0.1877 0.1912 0.2101

y 0.2092 0.1975 0.1912 0.1906 0.2144

y1 2̸ 0.2079 0.1964 0.1930 0.1902 0.2125

sin πy 2̸ 0.2079 0.1964 0.1931 0.1902 0.2124
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Note 4.2 According to Definitions 3–5, let f c A ̃
� �

=A, then the Hamming distance
and entropy based on COWA operator for IVIFS A ̃ can be viewed as the Hamming
distance and entropy for IFS A, so we have the following equivalent method to the
above one. The concrete steps are as follows:

Step 1 Construct the decision matrix of IVIFS MADM;
Step 2 Aggregate the IVIFSs in decision matrix into IFSs, construct the IFS

decision matrix;
Step 3 Calculate the entropy eij of every IFS by using formula (3), then the

entropy of ci is Ei = 1
n∑

n
j=1 eij;

Step 3 Calculate the weight value of every attribute by using formula (5);
Step 4 Let A* = ⟨ci, 1, 0⟩ ci ∈Cjf g be the positive ideal point, calculate the

weighted Hamming distance dj between aj and the positive ideal point by
using formula (1);

Step 5 Arrange in order of the value of dj, j=1, 2, . . . , n. The smaller of the value
of dj is, the nearer distance of aj is to the positive ideal point and the better
aj is.

Practically, the equivalent method is to convert the MADM from IVIFS envi-
ronment to IFS environment first and then solve it by using the IFS MADM
method, which provide us a new strategy. The result, which includes the numerical
value of entropy, weight and distance, of the same example solved by the second
method is completely consistent with the values in above tables, so we no longer list
the computation process.

5 Conclusion

The generalized Hamming distance and entropy for IVIFSs based on the COWA
are proposed. We applies the two new measures in IVIFS MADM problems and
verifies its effectiveness by an illustrative example. And then we propose the
equivalent method of IVIFS MADM which have the same computation result.

Table 4 The distance
between alternative and the
positive ideal point

Function/dj d1 d2 d3

y2 0.1262 0.1365 0.1102

y3 0.1286 0.1384 0.1124

y 0.1215 0.1326 0.1056

y1 2̸ 0.1168 0.1286 0.1010

sin πy 2̸ 0.1780 0.1812 0.1771
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A Novel Weighted Average Index Method
of Interval Valued Intuitionistic Fuzzy Sets
and Its Application to Outsourced
Software Project Risk Assessment
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Jin-hui Xu and Chao Ma

Abstract A novel weighted average index model of interval valued intuitionistic
fuzzy sets (IVIFS) is presented in this paper. By analyzing the interval of mem-
bership degree, the interval of non-membership degree and the interval of hesitancy
degree, we provide two weighted arithmetic average indexes and two geometric
average indexes of IVIFS. And we prove some mathematical properties of these
average indexes. Finally, a multiple attribute decision making example applied to
outsourced software project risk assessment is given to demonstrate the application
of these statistical indexes. The simulation results show that the evaluation methods
on these average indexes are all effective.
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1 Introduction

In 1965, Zadeh launched fuzzy sets (FS), which has influenced many researchers
and has been applied to many application fields, such as pattern recognition, fuzzy
reasoning, decision making, etc. In 1980s, Atanassov [1, 2] introduced membership
function, non-membership function and hesitancy function, and presented intu-
itionistic fuzzy sets (IFS) and interval valued intuitionistic fuzzy sets (IVIFS),
which generalized the FS theory. In the research field of IFS and IVIFS, Yager [3]
discussed its characteristics, more scholars applied it to decision making [4–9] and
pattern recognition [10]. Though many scholars studied IFS and IVIFS, few ref-
erences related to the study of outsourced software project risk assessment based on
IFS and IVIFS were proposed. In this paper, we present some novel average index
models of IVIFS, and apply them to outsourced software project risk assessment.

First, we introduce the definition of IVIFS and some average indicators of
IVIFS. And then, we present two novel average indexes of IVIFS. Finally, we apply
the conventional indicators and the novel average indexes to outsourced software
project risk assessment. The simulation results show that the method introduced in
this paper is an effective method.

2 Conventional Weighted Indicators of IVIFS

Definition 1 An IVIFS A in universe X is given by the following formula [2]:

A= f⟨x,MAðxÞ,NAðxÞ⟩jx∈Xg. ð1Þ

where MA(x): X → [0, 1], NA(x): X → [0, 1] with the condition:

∀x∈X;MAðxÞ ¼ ½u�A ðxÞ; uþ
A ðxÞ�⊆½0; 1�;NAðxÞ

¼ ½v�A ðxÞ; vþA ðxÞ�⊆½0; 1�; uþ
A ðxÞþ vþA ðxÞ≤ 1:

The numbers MA(x) ∈ [0, 1], NA(x) ∈ [0, 1] denote the interval of membership
degree and the interval of non-membership degree of x to A, respectively.

Suppose that π −
A ðxÞ=1− u+

A ðxÞ− v+A ðxÞ∈ ½0, 1�, π +
A ðxÞ=1− u−

A ðxÞ−
v−A ðxÞ∈ ½0, 1�, and we define the interval of hesitant degree HAðxÞ= ½π −

A ðxÞ, π +
A ðxÞ�,

and then we get IVIFS.

Definition 2 A and B are two IVIFSs over X. For each x ∈ X, we obtain:

A⊆B iffMAðxÞ≤MBðxÞ,NAðxÞ≥NBðxÞ,
MAðxÞ≤MBðxÞ⇔μ−

A ðxÞ≤ μ−
B ðxÞ, μ+

A ðxÞ≤ μ+
B ðxÞ,

NAðxÞ≥NBðxÞ⇔ν−
A ðxÞ≥ ν−

B ðxÞ, ν+
A ðxÞ≥ ν+

B ðxÞ.
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According to IVIFS [2], we define a weighted arithmetic mean on the interval of
membership degree and a weighted arithmetic mean on the interval of
non-membership degree, respectively:

IMðAÞ= ∑
x∈X

wAðxÞðμ+
A ðxÞ+ μ−

A ðxÞÞ. ð2Þ

INMðAÞ= ∑
x∈X

wAðxÞðν+
A ðxÞ+ ν−

A ðxÞÞ. ð3Þ

Based on a dominant ranking function [4], a weighted arithmetic mean on
dominant ranking function can be expressed as follows:

ICTðAÞ= ∑
x∈X

wAðxÞððμ+
A ðxÞ− v+A ðxÞÞ+ ðμ−

A ðxÞ− v−A ðxÞÞÞ. ð4Þ

Derived from Hong and Choi [5], the following weighted arithmetic mean can
be achieved:

IHCðAÞ= ∑
x∈X

wAðxÞððμ+
A ðxÞ+ v+A ðxÞÞ+ ðμ−

A ðxÞ+ v−A ðxÞÞÞ. ð5Þ

where μ+
A ðxÞ and μ−

A ðxÞ are the degree of membership function, and ν+
A ðxÞ and

ν−
A ðxÞ the degree of non-membership function.
Xu presented the following formula (6) [6, 11]:

RXuðAÞ= mðA+ ,AÞ
mðA+ ,AÞ+mðA− ,AÞ . ð6Þ

where

A+ = f< x, ½max
A∈ΩA

ðμ−
A ðxÞÞ, max

A∈ΩA

ðμ+
A ðxÞÞ�, ½min

A∈ΩA

ðν−
A ðxÞÞ, min

A∈ΩA

ðν+
A ðxÞÞ�, jx∈Xg,

A− = f< x, ½min
A∈ΩA

ðμ−
A ðxÞÞ, min

A∈ΩA

ðμ+
A ðxÞÞ�, ½max

A∈ΩA

ðν−
A ðxÞÞ, max

A∈ΩA

ðν+
A ðxÞÞ�, jx∈Xg.

Using four distance measures, Xu provided four models from formula (6).

3 Some Average Indexes of IVIFS and Their Properties

According to Xu’s formula (6), we define a basic index for each variable x∈X.

Definition 3 Suppose that T and F are two types of extreme IVIFSs in X, where
T = {⟨x, [1, 1], [0, 0] ⟩ | x ∈ X} means MT(x) = [1, 1] and NT(x) = [0, 0] and
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F = {⟨x, [0, 0], [1, 1] ⟩ |x ∈ X} means MF(x) = [0, 0] and NF(x) = [1, 1]. We note
IkðAðxÞÞ (k = 2, 3) to be an index of IVIFS A for each x ∈ X. And we define:

I3ðAðxÞÞ= mðAðxÞ,FðxÞÞ
mðAðxÞ,FðxÞÞ+mðAðxÞ, TðxÞÞ

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jμ−

A ðxÞjp + jν−
A ðxÞ− 1jp + jπ −

A ðxÞjp + jμ+
A ðxÞjp + jν+

A ðxÞ− 1jp + jπ +
A ðxÞjpp

q
÷

ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jμ−

A ðxÞjp + jν−
A ðxÞ− 1jp + jπ −

A ðxÞjp + jμ+
A ðxÞjp + jν+

A ðxÞ− 1jp + jπ +
A ðxÞjpp

q

+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jμ−

A ðxÞ− 1jp + jν−
A ðxÞjp + jπ −

A ðxÞjp + jμ+
A ðxÞ− 1jp + jν+

A ðxÞjp + jπ +
A ðxÞjpp

q
Þ.
ð7Þ

I2ðAðxÞÞ= mðAðxÞ,FðxÞÞ
mðAðxÞ,FðxÞÞ+mðAðxÞ, TðxÞÞ

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jμ−

A ðxÞjp + jν−
A ðxÞ− 1jp + jμ+

A ðxÞjp + jν+
A ðxÞ− 1jpp

q
÷

ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jμ−

A ðxÞjp + jν−
A ðxÞ− 1jp + jμ+

A ðxÞjp + jν+
A ðxÞ− 1jpp

q

+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jμ−

A ðxÞ− 1jp + jν−
A ðxÞjp + jμ+

A ðxÞ− 1jp + jν+
A ðxÞjpp

q
Þ.

ð8Þ

Then we define the following weighted arithmetic mean index as formula (9) and
the following geometric mean index as formula (10):

IAMkðAÞ= ∑
x∈X

wAðxÞIkðAðxÞÞ, k=2, 3. ð9Þ

IGMkðAÞ= ∏
x∈X

ðIkðAðxÞÞÞwAðxÞ, k=2, 3. ð10Þ

where m (A(x), T(x)) and m (A(x), F(x)) are distance measures. And we have
∑
x∈X

wAðxÞ=1,wAðxÞ≥ 0. When p = 1, formulas (9) and (10) are based on Ham-

ming distance. Let p = 1, we have (11)–(14):

IAM3ðAÞ= ∑
x∈X

wAðxÞð 2− ν−
A ðxÞ− ν+

A ðxÞ
4− μ−

A ðxÞ− μ+
A ðxÞ− ν−

A ðxÞ− ν+
A ðxÞÞ. ð11Þ

IAM2ðAÞ= ∑
x∈X

wAðxÞð2+ μ−
A ðxÞ+ μ+

A ðxÞ− ν−
A ðxÞ− ν+

A ðxÞ
4

Þ. ð12Þ

IGM3ðAÞ= ∏
x∈X

ð 2− ν−
A ðxÞ− ν+

A ðxÞ
4− μ−

A ðxÞ− μ+
A ðxÞ− ν−

A ðxÞ− ν+
A ðxÞÞ

wAðxÞ. ð13Þ
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IGM2ðAÞ= ∏
x∈X

ð2+ μ−
A ðxÞ+ μ+

A ðxÞ− ν−
A ðxÞ− ν+

A ðxÞ
4

ÞwAðxÞ. ð14Þ

We have 0 ≤ IAMk(A) ≤ 1 and 0 ≤ IGMk(A) ≤ 1 for each k and for each
A. F indicates that all the example data are the firm opposition party of event A, thus
we have MF(x) = [0, 0], NF(x) = [1], and HA(x) = [0, 0]. And then we get
IAMk(F) = 0 and IGMk(F) = 0, which means that the index of F is zero and the
result of F is the worst. Similarly, we have IAMk(T) = 1 and IGMk(T) = 1, which
means that the result of T is perfect.

Definition 4 A and B are two IVIFSs over X. For each x ∈ X, we obtain:

A⊆B iffMAðxÞ≤MBðxÞ,NAðxÞ≥NBðxÞ,
MAðxÞ≤MBðxÞ⇔ μ−

A ðxÞ≤ μ−
B ðxÞ, μ+

A ðxÞ≤ μ+
B ðxÞ,

NAðxÞ≥NBðxÞ⇔ ν−
A ðxÞ≥ ν−

B ðxÞ, ν+
A ðxÞ≥ ν+

B ðxÞ.

Theorem 1 A and B are two IVIFSs, and then we have: If A⊆B then we have
IAM2ðAÞ≤ IAM2ðBÞ.
Proof

A⊆B↔MAðxÞ≤MBðxÞ,NAðxÞ≥NBðxÞ,

→

μ−
A ðxÞ≤ μ−

B ðxÞ
μ+
A ðxÞ≤ μ+

B ðxÞ
ν−
A ðxÞ≥ ν−

B ðxÞ
ν+
A ðxÞ≥ ν+

B ðxÞ

8>>><
>>>:

→

1− μ−
A ðxÞ≥ 1− μ−

B ðxÞ
1− μ+

A ðxÞ≥ 1− μ+
B ðxÞ

1− ν−
A ðxÞ≤ 1− ν−

B ðxÞ
1− ν+

A ðxÞ≤ 1− ν+
B ðxÞ

8>>><
>>>:

→

jμ−
A ðxÞjp ≤ jμ−

B ðxÞjp, j1− μ−
A ðxÞjp ≥ j1− μ−

B ðxÞjp
jμ+

A ðxÞjp ≤ jμ+
B ðxÞjp, j1− μ+

A ðxÞjp ≥ j1− μ+
B ðxÞjp

jν−
A ðxÞjp ≥ jν−

B ðxÞjp, j1− ν−
A ðxÞjp ≤ j1− ν−

B ðxÞjp
ν+
A ðxÞ≥ ν+

B ðxÞ, j1− ν+
A ðxÞjp ≤ j1− ν+

B ðxÞjp

8>>><
>>>:

So we have: IAM2ðAÞ≤ IAM2ðBÞ. And we also have:

Theorem 2 A and B are two IVIFSs. Assume that A⊆B, and that

SMA = jμ−
A ðxÞjp + j1− ν−

A ðxÞjp + jμ+
A ðxÞjp + j1− ν+

A ðxÞjp,
SNA = j1− μ−

A ðxÞjp + jν−
A ðxÞjp + j1− μ+

A ðxÞjp + jν+
A ðxÞjp, SHA = jπ −

A ðxÞjp + jπ +
A ðxÞjp,

SMB = jμ−
B ðxÞjp + j1− ν−

B ðxÞjp + jμ+
B ðxÞjp + j1− ν+

B ðxÞjp,
SNB = j1− μ−

B ðxÞjp + jν−
B ðxÞjp + j1− μ+

B ðxÞjp + jν+
B ðxÞjp, SHB = jπ −

B ðxÞjp + jπ +
B ðxÞjp.
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And then we have:

SMB ≤ SNB & SHA ≤ SHB → IAM3ðAÞ≤ IAM3ðBÞ,
SMB ≥ SNB & SHA ≥ SHB → IAM3ðAÞ≤ IAM3ðBÞ.

Proof According to definitions of SMA, SNA, SHA, SMB, SNB, SHB, we have:

IAMkðAÞ= ∑
x∈X

wAðxÞI3ðAðxÞÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SMA + SHAp

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SMA + SHAp

p
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SNA + SHAp

p =
1

1+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SNA + SHA
SMA + SHA

p
q ,

IAMkðBÞ= ∑
x∈X

wAðxÞI3ðBðxÞÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SMB + SHBp

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SMB + SHBp

p
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SNB + SHBp

p =
1

1+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SNB + SHB
SMB + SHB

p
q .

Thus, IAMkðAÞ≤ IAMkðBÞ↔ SNA + SHA
SMA + SHA

≥ SNB + SHB
SMB + SHB

.
From A⊆B, we have A⊆B↔MAðxÞ≤MBðxÞ,NAðxÞ≥NBðxÞ,

→

μ−
A ðxÞ≤ μ−

B ðxÞ
μ+
A ðxÞ≤ μ+

B ðxÞ
ν−
A ðxÞ≥ ν−

B ðxÞ
ν+
A ðxÞ≥ ν+

B ðxÞ

8>>><
>>>:

→

1− μ−
A ðxÞ≥ 1− μ−

B ðxÞ
1− μ+

A ðxÞ≥ 1− μ+
B ðxÞ

1− ν−
A ðxÞ≤ 1− ν−

B ðxÞ
1− ν+

A ðxÞ≤ 1− ν+
B ðxÞ

8>>><
>>>:

→

jμ−
A ðxÞjp ≤ jμ−

B ðxÞjp, j1− μ−
A ðxÞjp ≥ j1− μ−

B ðxÞjp
jμ+

A ðxÞjp ≤ jμ+
B ðxÞjp, j1− μ+

A ðxÞjp ≥ j1− μ+
B ðxÞjp

jν−
A ðxÞjp ≥ jν−

B ðxÞjp, j1− ν−
A ðxÞjp ≤ j1− ν−

B ðxÞjp
ν+
A ðxÞ≥ ν+

B ðxÞ, j1− ν+
A ðxÞjp ≤ j1− ν+

B ðxÞjp

8>>><
>>>:

→
SMA ≤ SMB

SNA ≥ SNB

�

Thus we obtain:

SMB ≥ SNB & SHA ≥ SHB &
SMA ≤ SMB

SNA ≥ SNB

�

→
SNB + SHB
SMB + SHB

≤ SNB + SHA
SMB + SHA

≤ 1
SNB + SHB
SMB + SHB

≤ SNB + SHA
SMB + SHA

≤ SNA + SHA
SMA + SHA

(
→ IAM3ðAÞ≤ IAM3ðBÞ.

SMB ≤ SNB & SHA ≤ SHB &
SMA ≤ SMB

SNA ≥ SNB

�

→ 1≤
SNB + SHB
SMB + SHB

≤
SNB + SHA
SMB + SHA

≤
SNA + SHA
SMA + SHA

→ IAM3ðAÞ≤ IAM3ðBÞ.
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We draw a conclusion: For each A and each B, IAM2ðAÞ≤ IAM2ðBÞ. If A⊆B and
SMB ≤ SNB & SHA ≤ SHB or A⊆B and SMB ≥ SNB & SHA ≥ SHB, then we obtain
IAM3ðAÞ≤ IAM3ðBÞ.
Theorem 3 A and B are two IVIFSs, and then we have: If A⊆B then we have:

IGM2ðAÞ≤ IGM2ðBÞ.

Proof

A⊆B↔MAðxÞ≤MBðxÞ,NAðxÞ≥NBðxÞ,
→ μ+

A ðxÞ− ν+
A ðxÞ≤ μ+

B ðxÞ− ν+
B ðxÞ, μ−

A ðxÞ− ν−
A ðxÞ≤ μ−

B ðxÞ− ν−
B ðxÞ.

A⊆B↔ 1− μ−
A ðxÞ≥ 1− μ−

B ðxÞ, 1− ν−
A ðxÞ≤ 1− ν−

B ðxÞ;
1− μ+

A ðxÞ≥ 1− μ+
B ðxÞ, 1− ν+

A ðxÞ≤ 1− ν+
B ðxÞ.

Therefore we have: IGM2ðAÞ≤ IGM2ðBÞ.

4 Methodology

Next we will introduce the methodology on the application of the average indexes
based on IVIFS above to outsourced software project risk assessment. Considering
the specialty of the outsourced software project, we use three first-level attributes to
make decision according to Refs. [12–26]: project complexity risks, contractor
risks, and customer support and collaboration risks.

Example 1 A manager wants to assess the outsourced software project risk in the
process of software development. Given Ai, (i = 1, 2, 3, 4, 5) should be sorted.
Assume that three attributes C1 (contractor risks), C2 (customer support and col-
laboration risks), and C3 (project complexity risks) are taken into consideration, the
weight vector of the attributes Cj(j = 1, 2, 3) is w = (0.5, 0.3, 0.2)T. Suppose that the
data and the characteristics of the options Ai(i = 1, 2, 3, 4, 5) are shown by IVIFS as
follows:

A1 = f⟨C1, ½0.6, 0.7�, ½0, 0.1�⟩, ⟨C2, ½0.1, 0.2�, ½0.3, 0.4�⟩, ⟨C3, ½0.5, 0.6�, g½0.2, 0.3�⟩g,
A2 = f⟨C1, ½0.4, 0.5�, ½0.1, 0.2�⟩, ⟨C2, ½0.3, 0.4�, ½0.1, 0.2�⟩, ⟨C3, ½0.7, 0.8�, g½0, 0.1�⟩g,
A3 = f⟨C1, ½0.5, 0.6�, ½0.1, 0.2�⟩, ⟨C2, ½0.4, 0.5�, ½0.3, 0.4�⟩, ⟨C3, ½0.8, 0.9�, g½0, 0�⟩g,
A4 = f⟨C1, ½0.7, 0.8�, ½0, 0.1�⟩, ⟨C2, ½0.2, 0.3�, ½0.4, 0.5�⟩, ⟨C3, ½0.6, 0.7�, g½0.1, 0.2�⟩g,
A5 = f⟨C1, ½0.6, 0.7�, ½0, 0�⟩, ⟨C2, ½0.7, 0.8�, ½0.1, 0.2�⟩, ⟨C3, ½0, 0.1�, g½0.5, 0.6�⟩g.
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From formulas (11), we obtain the results as follows:

IAM3ðA1Þ=0.5 ×
2− 0− 0.1

4− 0.6− 0.7− 0− 0.1
+ 0.3 ×

2− 0.3− 0.4
4− 0.1− 0.2− 0.3− 0.4

+ 0.2 ×
2− 0.2− 0.3

4− 0.5− 0.6− 0.2− 0.3
≈ 2.543.

Similarly, we get the following Table 1.
IMðA3Þ= IMðA4Þ> IMðA5Þ> IMðA1Þ= IMðA2Þ,

INMðA2Þ< INMðA5Þ< INMðA1Þ= INMðA3Þ< INMðA4Þ, thus we get A2≻A1,A5≻A1,
A3≻A1, and A3≻A4. For example, from the membership degree
IMðA5Þ> IMðA1Þ= IMðA2Þ and the non-membership degree
INMðA2Þ< INMðA5Þ< INMðA1Þ, we obtain A5≻A1,A2≻A1. Similarly, we have
A3 ≻A1,A3 ≻A4. Hence, the optimal decision-making is from set {A2, A3, A5}.

From Table 1, IHC and IM don’t satisfy A2 ≻A1,A3≻A4, and IAM3 doesn’t satisfy
A3≻A4, INM, ICT, IAM2, IGM2 and IGM3 satisfy all four conditions on membership
degree and non-membership degree.

If the data are given as follows:

A1 = f⟨C1, ½0.2, 0.2�, ½0.4, 0.4�⟩, ⟨C2, ½0.7, 0.7�, ½0.1, 0.1�⟩, ⟨C3, ½0.6, 0.6�, g½0.3, 0.3�⟩g,
A2 = f⟨C1, ½0.4, 0.4�, ½0.2, 0.2�⟩, ⟨C2, ½0.5, 0.5�, ½0.2, 0.2�⟩, ⟨C3, ½0.8, 0.8�, g½0.1, 0.1�⟩g,
A3 = f⟨C1, ½0.5, 0.5�, ½0.4, 0.4�⟩, ⟨C2, ½0.6, 0.6�, ½0.2, 0.2�⟩, ⟨C3, ½0.9, 0.9�, g½0, 0�⟩g,
A4 = f⟨C1, ½0.3, 0.3�, ½0.5, 0.5�⟩, ⟨C2, ½0.8, 0.8�, ½0.1, 0.1�⟩, ⟨C3, ½0.7, 0.7�, g½0.2, 0.2�⟩g,
A5 = f⟨C1, ½0.8, 0.8�, ½0.2, 0.2�⟩, ⟨C2, ½0.7, 0.7�, ½0, 0�⟩, ⟨C3, ½0.1, 0.1�, g½0.6, 0.6�⟩g.

We have μ−
Ak
ðxÞ= μ+

Ak
ðxÞ, ν−

Ak
ðxÞ= ν+

Ak
ðxÞ, π −

Ak
ðxÞ= π +

Ak
ðxÞ, then IVIFS will

become IFS, the results will be similar to that from Refs. [7, 8].

Table 1 Evaluation results based on some indicators of IVIFS

Indicators A1 A2 A3 A4 A5 Decision-making

IAM3 0.620 0.632 0.663 0.664 0.666 A5≻A4≻A3≻A2≻A1

IAM2 0.650 0.675 0.700 0.695 0.7025 A5≻A3≻A4≻A2≻A1

IGM3 2.543 2.577 2.613 2.596 2.583 A3≻A4≻A5≻A2≻A1

IGM2 2.572 2.632 2.657 2.626 2.601 A3≻A2≻A4≻A5≻A1

IM 0.480 0.480 0.580 0.580 0.560 A3 =A4≻A5≻A2 =A1

INM 0.180 0.130 0.180 0.190 0.155 A2 =A5≻A3≻A1≻A4

ICT 0.300 0.350 0.400 0.390 0.405 A5≻A3≻A4≻A2≻A1

IHC 0.660 0.610 0.760 0.770 0.715 A4≻A3≻A5≻A1≻A2
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5 Application to Outsourced Software Project Risk
Assessment

In the following, we will apply the average indexes of IVIFS above to outsourced
software project risk assessment.

We design the risks assessment process framework as follows:

(1) Step 1: Attributes selection.
We use three first-level condition attributes: project complexity risks, con-
tractor risks, and customer support and collaboration risks. And all the
second-level condition attributes are shown in Table 2.
The decision attribute is Target attribute, including 8 output attributes:
Function, Performance, Information Quality, Maintainability, Satisfaction of
Customer and User, Company Profits, Completion Degree in Time, Com-
pletion Degree in Budget [21, 22]. All the answers are Yes or No. If and only
if 8 output attribute values are all Yes then the software project is successful.
In our previous research (Refs. [23–26]), we have presented the attribute
framework of outsourced software project risk analysis, in which we use
Bayesian networks to set up risk assessment model.

Table 2 Framework of outsourced software project risk analysis

Project complexity risks References Customer risks (Support and
collaboration risks)

References

1 Estimated cost [13] 1 Client team collaboration [14, 15,
18]

2 Lines (KLOC) [17] 2 Top management support [14, 15,
18]

3 Number of team
members

[18] 3 Client department support [14, 15,
18]

4 Estimated time [17] 4 Client development experiment [14, 18]
5 Technology
complexity

[13] 5 Business environment [14]

6 Fun point [17] 6 Level of IT application [15]
7 Real-time and
security

[17] 7 Business process [14]

8 Requirement stability [12, 15,
19]

Contractor risks References

9 Number of
collaborators

[14, 15] 1 Project manager [15]

10 Schedule and budget [13, 15] 2 Development team [14–16]
11 Industry experience [14, 15] 3 Plan and control [15, 16]

4 Development and test [20]
5 Engineering support [15, 19]
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(2) Step 2: Structural equation modeling.
We use structural equation modeling to select the appropriate condition
attributes, and the results are shown as Fig. 1. All the attributes that are not
significant will be cancelled, where p-value is 0.05.

(3) Step 3: Weights determined in every step.
According to structural equation modeling, we obtain the effect level between
different attributes in Fig. 1.
Thus we define the weight as follows:

wCijðxÞ=
Cij

∑
ni

j=1
Cij

. ð15Þ

wCiðxÞ=
Ci

∑
3

i=1
Ci

. ð16Þ

Fig. 1 Effect level of attributes based on structural equation modeling
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where Ci means the effect level of first-level condition attribute influencing
target. For example, C1 means the effect level of Contractor Risks (Develop
Risks) affecting target, which is 0.604 (in Fig. 1). Similarity, Cij means the
effect level of second-level condition attribute in first-level condition attribute.
For example, C31 means the importance of the Estimated Cost in Project
Complexity Risks, which is 0.862.

(4) Step 4: Fuzzy membership and non-membership degree intervals determined.
According to five-level survey results, we select triangle module to define
membership interval, non-membership Interval, and hesitation interval.

(5) Step 5: Making final decision.
Semi-supervised method: All results are ranked based on the results from
formulas (11–13). And we determine a threshold value I0 according to the
success rate of all the outsourced software projects. If the index value
IAMk(A) > I0 then the project is judged as success project, otherwise failure
project. Similar to the arithmetic mean model IAMk(A), the geometric mean
model IGMk(A) can also be designed.
Supervised method: We can also define the threshold value I0 according to the
maximum prediction accuracy. And the assessment standard of supervised
method is the same as that of the Semi-supervised method.

6 Experiment Results Analysis

We collect 293 sample data, 260 of them are complete data and 33 incomplete data.
In all 260 complete data, 191 of them are success projects and 69 failure projects.
And In the experiment, we use 200 to be training sample and the other testing
sample. The following Table 3 shows the average accuracy of 10 sampling tests.

It is shown in Table 3 that the prediction effect of the arithmetic average index
model is better than that of the geometric average index model. Considering the
formulas, we conclude that it is easier for the latter to be influenced than the former
by the extreme values. Thus, its decision stability is lower. From Table 3, we also
know that the prediction accuracy of supervised model are a little higher than that of
semi- supervised model. The predicted results of IGM3 are the worst, which verifies
the conclusion from the theoretical analysis.

Table 3 Average accuracy of IVIFS

Prediction
accuracy

Semi-surprised
training data

Semi-supervised
testing data

Supervised
training data

Surprised
testing data

IAM3 0.8865 0.8533 0.899 0.8767
IAM2 0.9165 0.9083 0.921 0.9183
IGM3 0.803 0.77 0.8105 0.8017
IGM2 0.8425 0.8367 0.8795 0.8467
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7 Conclusion

We propose a novel average index method of IVIFS derived from Xu’s relative
average indicators, and apply it to outsourced software project risk assessment. The
theoretical analysis show that the arithmetic average index method is better than the
geometric average index model, which satisfy all the conditions from the con-
ventional average indicators. And the experiment illustrate the effectiveness of
IAM2 method.
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Some Novel Dynamic Fuzzy Sets Models
Applied to the Classification of Outsourced
Software Project Risk
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Abstract Some novel dynamic fuzzy sets (DFS) models, which are the general-
ization of fuzzy sets (FS) and the dynamization of interval-valued intuitionistic
fuzzy sets (IVIFS), are presented in this paper. First, we propose some weighted
DFS models from IVIFS. Second, we introduce the distance formula of DFS.
Finally, we apply these DFS models and the distance measures to pattern classi-
fication of outsourced software project risk to demonstrate the advantages of these
DFS models, and the experimental results show that these DFS models are more
effective than the conventional clustering algorithms and IVIFS model in pattern
classification.
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1 Introduction

In 1965, Professor L.A. Zadeh launched fuzzy sets (FS, [1]). In 1980s, K.T. Ata-
nassov introduced membership function, non-membership function and hesitancy
function, and proposed intuitionistic fuzzy sets (IFS, [2]) and interval-valued
intuitionistic fuzzy sets (IVIFS, [3]), which generalized the FS theory. Hence, many
researchers studied IFS and IVIFS, and applied them to pattern recognition widely
[4–13]. However, most of the classic methods are suitable for static model and
unsuitable for dynamic model. Taking this into account, Xu [14] presented a
dynamic decision making model, which was also studied by Wei [15] and Su et al.
[16]. However, traditional decision analysis models on IFS, VS, and IVIFS do not
involve the detachment of the absent party. In order to overcome these disadvan-
tages, we present some novel DFS models derived from IVIFS in this paper.

First, we present the definition of DFS and the construction method of DFS. And
then, we introduce some DFS models and their distance measures. Finally, we
apply these DFS models along with their distance measures to pattern recognition
of outsourced software project risk. The simulation results show that these DFS
models are more comprehensive and flexible than the IVIFS model. Thus, the
model of DFS is valuable for the application of FS to pattern recognition, and it is
also useful for the dynamization of fuzzy reasoning, fuzzy decision making,
interval-valued intuitionistic fuzzy reasoning and interval-valued intuitionistic
fuzzy decision making as in [12, 17, 18].

2 Construction of DFS

Definition 1 An IVIFS A in universe X is given by the following formula [3]:

A= f⟨x, MAðxÞ, NAðxÞ⟩jx∈Xg. ð1Þ

where MAðxÞ= ½u−
A ðxÞ, u+

A ðxÞ�⊆ ½0, 1�,NAðxÞ= ½v−A ðxÞ, v+A ðxÞ�⊆ ½0, 1� with the
condition u+

A ðxÞ+ v+A ðxÞ≤ 1 for each x ∈ X. The numbersMA(x) ∈[0,1], NA(x) ∈ [0,
1] denote the interval of membership degree and the interval of non-membership
degree of x to A, respectively.

Suppose that π −
A ðxÞ=1− u+

A ðxÞ− v+A ðxÞ∈ ½0, 1�, π +
A ðxÞ=1− u−

A ðxÞ− v−A ðxÞ
∈ ½0, 1�, and we define the interval of hesitant degree HAðxÞ= ½π −

A ðxÞ, π +
A ðxÞ�, and

then we get DFS definition as follows.

Definition 2 A DFS A*
1 derived from IVIFS in universe X is denoted by:

A*
1 = f⟨x, μ*A1ðxÞ, v*A1ðxÞ⟩jx∈Xg. ð2Þ
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where μ*A1ðxÞ= μ−
A ðxÞ+ λ1π +

A ðxÞ and v*A1ðxÞ= v−A ðxÞ+ ð1− λ1Þπ +
A ðxÞ with the

condition λ1 ∈ ½0, 1�. μ*A1ðxÞ and v*A1ðxÞ are membership function and
non-membership function of x to A, respectively.

From Definition 2, let all sample data be divided into three parts, μ−
A ðxÞ being

the firm support party of event A, v−A ðxÞ representing the firm opposition party of
event A, and π +

A ðxÞ showing all the absent party that may become either the support
party or the opposition party. In the absent party, if there is λπ +

A ðxÞ sample sup-
porting event A and ð1− λÞπ +

A ðxÞ sample opposing event A, we have DFS denoted
by Definition 2. Obviously, DFS is an extension of FS and a dynamic method of
IVIFS.

Similarly, we can define DFS as follows.

Definition 3 A DFS A*
2 derived from IVIFS in universe X can be also denoted by:

A*
2 = f⟨x, μ*A2ðxÞ, v*A2ðxÞ⟩jx∈Xg. ð3Þ

where μ*A2ðxÞ= μ+
A ðxÞ+ λ2π −

A ðxÞ and v*A2ðxÞ= v+A ðxÞ+ ð1− λ2Þπ −
A ðxÞ with the

condition λ2 ∈ ½0, 1�. μ*A2ðxÞ and v*A2ðxÞ are membership function and
non-membership function of x to A, respectively.

Theorem 1 Let A be an DFS as mentioned above, then

μ*A1ðxÞ+ ν*A1ðxÞ= μ*A2ðxÞ+ ν*A2ðxÞ=1.

According to Definitions 2 and 3, we have Theorem 1.
From Definitions 2 and 3, we have Definition 4 as follows.

Definition 4 A DFS A* derived from IVIFS in universe X can be also denoted by:

A* = f⟨x, μ*AðxÞ, v*AðxÞ⟩jx∈Xg. ð4Þ

μ*AðxÞ= λ3ðμ−
A ðxÞ+ λ1π

+
A ðxÞÞ+ λ4ðμ+

A ðxÞ+ λ2π
−
A ðxÞÞ,

v*AðxÞ= λ3½v−A ðxÞ+ ð1− λ1Þπ +
A ðxÞ�+ λ4½v+A ðxÞ+ ð1− λ2Þπ −

A ðxÞ�,
λi ∈ ½0, 1�, i=1, 2, 3, 4; λ3 + λ4 = 1.

where λ3 and λ4 denote the weight of μ*A1ðxÞ and μ*A2ðxÞ, and μ*AðxÞ and v*AðxÞ are
membership function and non-membership function of x to A, respectively. And we
also have μ*AðxÞ+ ν*AðxÞ=1.

From Definition 4, Definition 5 is more simple than Definition 4.

Definition 5 A DFS A* derived from IVIFS in universe X can be also denoted by:

A* = f⟨x, μ*AðxÞ, v*AðxÞ⟩jx∈Xg. ð5Þ
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μ*AðxÞ= λðμ−
A ðxÞ+ λ1π

+
A ðxÞÞ+ ð1− λÞðμ+

A ðxÞ+ λ2π
−
A ðxÞÞ,

v*AðxÞ= λ½v−A ðxÞ+ ð1− λ1Þπ +
A ðxÞ�+ ð1− λÞ½v+A ðxÞ+ ð1− λ2Þπ −

A ðxÞ�,
λ∈ ½0, 1�, λ1 ∈ ½0, 1�, λ2 ∈ ½0, 1�.

where λ and 1 − λ denote the weight of μ*A1ðxÞ and μ*A2ðxÞ, and μ*AðxÞ and v*AðxÞ are
membership function and non-membership function of x to A, respectively.

For example, if λi ∈ ½0, 1�, λ=0.5, then we obtain:

μ*AðxÞ=
μ−
A ðxÞ+ μ+

A ðxÞ
2

+
λ1π +

A ðxÞ+ λ2π −
A ðxÞ

2
,

v*AðxÞ=
v−A ðxÞ+ v+A ðxÞ

2
+

ð1− λ1Þπ +
A ðxÞ+ ð1− λ2Þπ −

A ðxÞ
2

.

3 Distance Measures

According to the membership function and the non-membership function of DFS, a
weighted standardized Minkowski distance can be defined as follows:

dDFSðA*,B*Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
x∈X

wABðxÞðC1jμ*AðxÞ− μ*BðxÞjk +C2jv*AðxÞ− v*BðxÞjkÞk

r
. ð6Þ

where the weight of membership function is C1 and that of non-membership
function is C2, and wABðxÞ denotes the weight of element x, and we have
C1 ≥ 0,C2 ≥ 0,C1 +C2 = 1. wABðxÞ≥ 0, ∑

x∈X
wABðxÞ=1.

According to Theorem 1, we have μ*AðxÞ+ ν*AðxÞ=1, and then we have:

dDFSðA*,B*Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
x∈X

wABðxÞðC1jμ*AðxÞ− μ*BðxÞjk + ð1−C1Þju*AðxÞ− u*BðxÞjkÞk

r

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
x∈X

wABðxÞjμ*AðxÞ− μ*BðxÞjkk

r
.

ð7Þ

From Definition 2, if k = 2, λ ∈[0, 1], we obtain:

dDFSðA*,B*Þ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
x∈X

wABðxÞfλ2½ðμ−
A ðxÞ− μ−

B ðxÞÞ2 + λ21ðπ +
A ðxÞ− π +

B ðxÞÞ2

+ 2λ1ðμ−
A ðxÞ− μ−

B ðxÞÞðπ +
A ðxÞ− π +

B ðxÞÞ�
+ ð1− λÞ2½ðμ+

A ðxÞ− μ+
B ðxÞÞ2 + λ22ðπ −

A ðxÞ− π −
B ðxÞÞ2

+ 2λ2ðμ+
A ðxÞ− μ+

B ðxÞÞðπ −
A ðxÞ− π −

B ðxÞÞ�g

vuuuuuut . ð8Þ
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From (8), we define a simple weighted standardized distance measure of DFS as
follows:

dðA*,B*Þ= ∑
x∈X

wABðxÞfλ2½ðμ−
A ðxÞ− μ−

B ðxÞÞ2 + λ21ðπ +
A ðxÞ− π +

B ðxÞÞ2

+ 2λ1ðμ−
A ðxÞ− μ−

B ðxÞÞðπ +
A ðxÞ− π +

B ðxÞÞ�+ ð1− λÞ2½ðμ+
A ðxÞ− μ+

B ðxÞÞ2

+ λ22ðπ −
A ðxÞ− π −

B ðxÞÞ2 + 2λ2ðμ+
A ðxÞ− μ+

B ðxÞÞðπ −
A ðxÞ− π −

B ðxÞÞ�g.
ð9Þ

where λ ∈ [0, 1], wABðxÞ≥ 0, ∑
x∈X

wABðxÞ=1.

4 Application to Classification of Outsourced Software
Risk

In the following, a pattern recognition problem about the classification of out-
sourced software project risk [5–7] is used to illustrate DFS derived from IVIFS and
its distance measure above.

Example 1 Assume that there are four classes of outsourced software project risk,
which are represented by the IVIFS Ai = f⟨x,MAiðxÞ,NAiðxÞ⟩jx∈Xg in the feature
space X = {x1, x2,…, x12} whose weight vector is w = {0.1, 0.05, 0.08, 0.06, 0.03,
0.07, 0.09, 0.12, 0.15, 0.07, 0.13, 0.05}T, and there is an unknown outsourced
software project B. We aim to justify which class the unknown pattern B belongs to.
The following Table 1 show all the attributes we use, which have been proved to be
most important attributes between customers and contractors when they develop a
outsourced software [19–22].

Table 1 Framework of outsourced software project risk analysis

Customer risks (Support and
collaboration risks)

References Contractor Risks References

1 Client team collaboration (x6) [25–27] 1 Project manager
(x1)

[26]

2 Top management support (x7) [25–27] 2 Development team
(x2)

[25, 26,
28]

3 Client department support (x8) [25–27] 3 Plan and control
(x3)

[26, 28]

4 Client development experiment (x9) [25, 27] 4 Development and
test (x4)

[29]

5 Business environment (x10) [25] 5 Engineering support
(x5)

[26, 30]

6 Level of IT application (x11) [26]
7 Business process (x12) [25]
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A1 = f⟨x1, 0.1, 0.2½ �, 0.5, 0.6½ �⟩, ⟨x2, 0.1, 0.2½ �, 0.7, 0.8½ �, ⟨x3, 0.5, 0.6½ �, 0.3, 0.4½ �⟩,
⟨x4, 0.8, 0.9½ �, 0, 0.1½ �⟩, ⟨x5, 0.4, 0.5½ �, 0.3, 0.4½ �⟩, ⟨x6, 0, 0.1½ �, 0.8, 0.9½ �⟩,
⟨x7, 0.3, 0.4½ �, 0.5, 0.6½ �⟩, ⟨x8, 1.0, 1.0½ �, 0, 0½ �⟩, ⟨x9, 0.2, 0.3½ �, 0.6, 0.7½ �⟩,
⟨x10, 0.4, 0.5½ �, 0.4, 0.5½ �⟩, ⟨x11, 0.7, 0.8½ �, 0.1, 0.2½ �⟩, ⟨x12, 0.4, 0.5½ �, 0.4, 0.5½ �⟩g.

A2 = f⟨x1, 0.5, 0.6½ �, 0.3, 0.4½ �⟩, ⟨x2, 0.6, 0.7½ �, 0.1, 0.2½ �⟩, ⟨x3, 1.0, 1.0½ �, 0, 0½ �⟩
⟨x4, 0.1, 0.2½ �, 0.6, 0.7½ �⟩, ⟨x5, 0, 0.1½ �, 0.8, 0.9½ �⟩, ⟨x6, 0.7, 0.8½ �, 0.1, 0.2½ �⟩,
⟨x7, 0.5, 0.6½ �, 0.3, 0.4½ �⟩, ⟨x8, 0.6, 0.7½ �, 0.2, 0.3½ �⟩, ⟨x9, 1.0, 1.0½ �, 0, 0½ �⟩,
⟨x10, 0.1, 0.2½ �, 0.7, 0.8½ �⟩, ⟨x11, 0, 0.1½ �, 0.8, 0.9½ �⟩, ⟨x12, 0.7, 0.8½ �, 0.1, 0.2½ �⟩g.

A3 = f⟨x1, 0.4, 0.5½ �, 0.3, 0.4½ �⟩, ⟨x2, 0.6, 0.7½ �, 0.2, 0.3½ �⟩, ⟨x3, 0.9, 1.0½ �, 0, 0½ �⟩,
⟨x4, 0, 0.1½ �, 0.8, 0.9½ �⟩, ⟨x5, 0, 0.1½ �, 0.8, 0.9½ �⟩, ⟨x6, 0.6, 0.7½ �, 0.2, 0.3½ �⟩,
⟨x7, 0.1, 0.2½ �, 0.7, 0.8½ �⟩, ⟨x8, 0.2, 0.3½ �, 0.6, 0.7½ �⟩, ⟨x9, 0.5, 0.6½ �, 0.2, 0.4½ �⟩,
⟨x10, 1.0, 1.0½ �, 0, 0½ �⟩, ⟨x11, 0.3, 0.4½ �, 0.4, 0.5½ �⟩, ⟨x12, 0, 0.1½ �, 0.8, 0.9½ �⟩g.

A4 = f⟨x1, 1.0, 1.0½ �, 0, 0½ �⟩, ⟨x2, 1.0, 1.0½ �, 0, 0½ �⟩, ⟨x3, 0.8, 0.9½ �, 0, 0.1½ �⟩,
⟨x4, 0.7, 0.8½ �, 0.1, 0.2½ �⟩, ⟨x5, 0, 0.1½ �, 0.7, 0.9½ �⟩, ⟨x6, 0, 0.1½ �, 0.8, 0.9½ �⟩,
⟨x7, 0.1, 0.2½ �, 0.7, 0.8½ �⟩, ⟨x8, 0.1, 0.2½ �, 0.7, 0.8½ �⟩, ⟨x9, 0.4, 0.5½ �, 0.3, 0.4½ �⟩,
⟨x10, 1.0, 1.0½ �, 0, 0½ �⟩, ⟨x11, 0.3, 0.4½ �, 0.4, 0.5½ �⟩, ⟨x12, 0, 0.1½ �, 0.8, 0.9½ �⟩g.

B= f⟨x1, 0.9, 1.0½ �, 0, 0½ �⟩, ⟨x2, 0.9, 1.0½ �, 0, 0½ �⟩, ⟨x3, 0.7, 0.8½ �, 0.1, 0.2½ �⟩,
⟨x4, 0.6, 0.7½ �, 0.1, 0.2½ �⟩, ⟨x5, 0, 0.1½ �, 0.8, 0.9½ �⟩, ⟨x6, 0.1, 0.2½ �, 0.7, 0.8½ �⟩,
⟨x7, 0.1, 0.2½ �, 0.7, 0.8½ �⟩, ⟨x8, 0.1, 0.2½ �, 0.7, 0.8½ �⟩, ⟨x9, 0.4, 0.5½ �, 0.3, 0.4½ �⟩,
⟨x10, 1.0, 1.0½ �, 0, 0½ �⟩, ⟨x11, 0.3, 0.4½ �, 0.4, 0.5½ �⟩, ⟨x12, 0, 0.1½ �, 0.7, 0.9½ �⟩g.

Xu presented four similarity measures in [6], and obtained the following values on
similarity measure and got Fig. 1.

s1 A1,Bð Þ =0.597, s1 A2,Bð Þ=0.561, s1 A3,Bð Þ=0.833, s1 A4,Bð Þ=0.976;

s2 A1,Bð Þ =0.530, s2 A2,Bð Þ=0.529, s2 A3,Bð Þ=0.734, s2 A4,Bð Þ=0.951;

s3 A1,Bð Þ =0.545, s3 A2,Bð Þ=0.503, s3 A3,Bð Þ=0.810, s3 A4,Bð Þ=0.956;

s4 A1,Bð Þ=0.473, s4 A2,Bð Þ=0.473, s4 A3,Bð Þ=0.712, s4 A4,Bð Þ=0.934.

Fig. 1 Similarity measure
between Ai and B
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In [6], Xu concluded that the degree of similarity between A4 and B is the largest
one, as is shown in Fig. 2. Therefore, the unknown pattern B should belong to the
pattern A4. In 2011, Wei et al. also demonstrated that B should be A4 using another
similarity measure in [7].

We calculate the DFS distance measure between Ai and B by formula (9), if
λ = 1 then we obtain:

dðA*
1,B

*Þ=0.2679− 0.1244λ+0.0213λ2, dðA*
2,B

*Þ=0.2592− 0.102λ+0.0243λ2,

dðA*
3,B

*Þ=0.0745− 0.019λ+0.0064λ2, dðA*
4,B

*Þ=0.0036− 0.0042λ+0.0029λ2.

From the distance measures above, we have Fig. 2. Obviously, the distance
between A4 and B is the smallest for each λ ∈ [0, 1], thus, B belongs to the pattern
A4.

If λ = 0 then we obtain the following distance measures and Fig. 3.

dðA*
1,B

*Þ=0.2398− 0.0364λ+0.0077λ2, dðA*
2,B

*Þ=0.2268− 0.0102λ+0.0033λ2,

dðA*
3,B

*Þ=0.0745− 0.0058λ+0.0031λ2, dðA*
4,B

*Þ=0.0021− 0.0012λ+0.0006λ2.

If λ = 0.5 then we obtain the following distance measures and Fig. 4.

Fig. 2 DFS distance measure for Definition 2
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Fig. 3 DFS distance measure for Definition 3

Fig. 4 DFS distance measure for Definition 4
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4× dðA*
1,B

*Þ=0.25385− 0.1244λ1 + 0.0213λ21 − 0.0364λ2 + 0.0077λ22,

4 × dðA*
2,B

*Þ=0.243− 0.102λ1 + 0.0243λ21 − 0.0102λ2 + 0.0033λ22,

4 × dðA*
3,B

*Þ=0.0745− 0.019λ1 + 0.0064λ21 − 0.0058λ2 + 0.0031λ22,

4 × dðA*
4,B

*Þ=0.00285− 0.0042λ1 + 0.0029λ21 − 0.0012λ2 + 0.0006λ22.

For the convenience of the comparison among these models, we take the
equations above as the distance measures of DFS from Definition 4.

Compare Fig. 2 with Fig. 3, we conclude that DFS from Definition 3 is more
stable than DFS from Definition 2. In theory, we have 0≤ π −

A ðxÞ≤ π +
A ðxÞ, which

means that the hesitancy degree of DFS from Definition 2 is more than that from
Definition 3. Thus, the variation of DFS from Definition 2 is quicker than that from
Definition 3, which is also demonstrated in Fig. 4.

According to Figs. 2, 3 and 4, we have

dðA*
4,BÞ⟨dðA*

3,BÞ⟨min imumðdðA*
1,BÞ, dðA*

2,BÞÞ

for each λ ∈ [0, 1] and for each λi ∈ [0, 1], i = 1, 2. Thus, the unknown pattern
B should belong to the pattern A4, which is the same as the results in [6, 7].

Though the results in this paper are the same as the results in [6, 7], Xu’s
similarity measures and Wei’s similarity measures are suitable for static model and
unsuitable for dynamic model. If the results are different from the practical results,
the similarity measures above will not work. However, for DFS method, we can
adjust the parameter to appropriate value to deal with this difference. For example,
for Xu’s method sk (k = 1, 2, 3), we have sk(A4, B) > sk(A3, B) > sk(A1, B) > sk(A2,
B), which are the same as the results of DFS from Definition 2 for λ > 0.37. For
Xu’s method s4, we have s4(A4, B) > s4(A3, B) > s4(A1, B) = s4(A2, B), which are the
same as the results of DFS from Definition 2 for λ = 0.37. Moreover, if the practical
results is s(A1, B) > s(A2, B), then Xu’s method will not work. However, if λ < 0.37,
the DFS method from Definition 2 is suitable for this case. Similarly, we can
analyze the same case from Definitions 3 and 4. Thus, we draw a conclusion that
these DFS methods are more comprehensive than some conventional similarity
methods of IVIFS.

5 Algorithm Steps for Outsourced Software Risk
Classification

We collect 293 sample data, 260 of them are complete data and 33 incomplete data.
In all 260 complete data, 191 of them are success projects and 69 failure projects.
The decision attribute is Target attribute, including 8 output attributes: Function,
Performance, Information Quality, Maintainability, Satisfaction of Customer and
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User, Company Profits, Completion Degree in Time, Completion Degree in Budget
[23, 24]. All the answers are Yes or No. If and only if 8 output attribute values are
all Yes then the software project is successful.

We adopt the following algorithm step:

Step 1 Fuzzification.

We use five scales to measure the difference of attribute value. Therefore, for “Bad”
set A, we define:

μ+
A ðxÞ=1.2− 0.2x, μ−

A ðxÞ=1− 0.2x, ν+
A ðxÞ=0.2x, μ−

A ðxÞ=0.2x− 0.2;

For “Common” set A, if x ≤ 3, we define:

MAðxÞ= ½μ−
A ðxÞ, μ+

A ðxÞ�= ½maxfj0.5x− 0.5j, j0.5x− 0.7jg, minfj0.5x− 0.5j, j0.5x− 0.7jg,
NAðxÞ= ½ν−

A ðxÞ, ν+
A ðxÞ�= ½maxf1.5− 0.5x, 0.5x− 0.2g, minf1.5− 0.5x, 0.5x− 0.2g.

If x > 3, we define:

MAðxÞ= ½μ−
A ðxÞ, μ+

A ðxÞ�= ½maxfj2.5− 0.5xj, j2.3− 0.5xjg, minfj2.5− 0.5xj, j2.3− 0.5xjg,
NAðxÞ= ½ν−

A ðxÞ, ν+
A ðxÞ�= ½maxf0.5x− 1.5, 0.5x− 1.3g, minf0.5x− 1.5, 0.5x− 1.3g.

For “Good” set A, we define:

μ+
A ðxÞ=0.2x, μ−

A ðxÞ=0.2x− 0.2, ν+
A ðxÞ=1.2− 0.2x, μ−

A ðxÞ=1− 0.2x.

Step 2 Weighted fuzzification according to interval value intuitionistic fuzzy
sets.

Applying the probability of successful project and failure project to construct
fuzzy membership interval and non-membership interval.

Step 3 Based on the result of K-means algorithm to set up 8 category center and
then we fuzzify them using interval intuitionistic fuzzy formula above.
And we obtain the following category center:
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A1 = f⟨x1, 0.9, 1½ �, 0, 0.1½ �⟩, ⟨x2, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x3, 0.7, 0.9½ �, 0.1, 0.3½ �⟩,
⟨x4, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x5, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x6, 0.9, 1½ �, 0, 0.1½ �⟩,
⟨x7, 0.9, 1½ �, 0, 0.1½ �⟩, ⟨x8, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x9, 0.7, 0.9½ �, 0.1, 0.3½ �⟩,
⟨x10, 0.9, 1½ �, 0, 0.1½ �⟩, ⟨x11, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x12, 0.7, 0.9½ �, 0.1, 0.3½ �⟩g.

A2 = f⟨x1, 0, 0.2½ �, 0.8, 1½ �⟩, ⟨x2, 0.4, 0.6½ �, 0.4, 0.6½ �⟩, ⟨x3, 0.9, 1½ �, 0, 0.1½ �⟩,
⟨x4, 0.9, 1½ �, 0, 0.1½ �⟩, ⟨x5, 0.9, 1½ �, 0, 0.1½ �⟩, ⟨x6, 0.4, 0.6½ �, 0.4, 0.6½ �⟩,
⟨x7, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x8, 0.4, 0.6½ �, 0.4, 0.6½ �⟩, ⟨x9, 0.7, 0.9½ �, 0.1, 0.3½ �⟩,
⟨x10, 0.4, 0.6½ �, 0.4, 0.6½ �⟩, ⟨x11, 0, 0.2½ �, 0.8, 1½ �⟩, ⟨x12, 0.9, 1½ �, 0, 0.1½ �⟩g.

A3 = f⟨x1, 0.3, 0.5½ �, 0.5, 0.7½ �⟩, ⟨x2, 0.3, 0.5½ �, 0.5, 0.7½ �⟩, ⟨x3, 0.3, 0.5½ �, 0.5, 0.7½ �⟩
⟨x4, 0.3, 0.5½ �, 0.5, 0.7½ �⟩, ⟨x5, 0.3, 0.5½ �, 0.5, 0.7½ �⟩, ⟨x6, 0.2, 0.4½ �, 0.4, 0.6½ �⟩,
⟨x7, 0.4, 0.6½ �, 0.4, 0.6½ �⟩, ⟨x8, 0.2, 0.4½ �, 0.4, 0.6½ �⟩, ⟨x9, 0.4, 0.6½ �, 0.4, 0.6½ �⟩,
⟨x10, 0.2, 0.4½ �, 0.4, 0.6½ �⟩, ⟨x11, 0.2, 0.4½ �, 0.4, 0.6½ �⟩, ⟨x12, 0.2, 0.4½ �, 0.4, 0.6½ �⟩g.

A4 = f⟨x1, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x2, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x3, 0.4, 0.6½ �, 0.4, 0.6½ �⟩,
⟨x4, 0.4, 0.6½ �, 0.4, 0.6½ �⟩, ⟨x5, 0.2, 0.4½ �, 0.4, 0.6½ �⟩, ⟨x6, 0.7, 0.9½ �, 0.1, 0.3½ �⟩,
⟨x7, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x8, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x9, 0.7, 0.9½ �, 0.1, 0.3½ �⟩,
⟨x10, 0.9, 1.0½ �, 0, 0.1½ �⟩, ⟨x11, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x12, 0.4, 0.6½ �, 0.4, 0.6½ �⟩g.

A4 = f⟨x1, 1.0, 1.0½ �, 0, 0½ �⟩, ⟨x2, 1.0, 1.0½ �, 0, 0½ �⟩, ⟨x3, 0.8, 0.9½ �, 0, 0.1½ �⟩,
⟨x4, 0.7, 0.8½ �, 0.1, 0.2½ �⟩, ⟨x5, 0, 0.1½ �, 0.7, 0.9½ �⟩, ⟨x6, 0, 0.1½ �, 0.8, 0.9½ �⟩,
⟨x7, 0.1, 0.2½ �, 0.7, 0.8½ �⟩, ⟨x8, 0.1, 0.2½ �, 0.7, 0.8½ �⟩, ⟨x9, 0.4, 0.5½ �, 0.3, 0.4½ �⟩,
⟨x10, 1.0, 1.0½ �, 0, 0½ �⟩, ⟨x11, 0.3, 0.4½ �, 0.4, 0.5½ �⟩, ⟨x12, 0, 0.1½ �, 0.8, 0.9½ �⟩g.

A5 = f⟨x1, 0.9, 1½ �, 0, 0.1½ �⟩, ⟨x2, 0.9, 1½ �, 0, 0.1½ �⟩, ⟨x3, 0.7, 0.9½ �, 0.1, 0.3½ �⟩,
⟨x4, 0.9, 1½ �, 0, 0.1½ �⟩, ⟨x5, 0.9, 1½ �, 0, 0.1½ �⟩, ⟨x6, 0.7, 0.9½ �, 0.1, 0.3½ �⟩,
⟨x7, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x8, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x9, 0.7, 0.9½ �, 0.1, 0.3½ �⟩,
⟨x10, 0, 0.1½ �, 0.9, 1½ �⟩, ⟨x11, 0.4, 0.6½ �, 0.4, 0.6½ �⟩, ⟨x12, 0.1, 0.3½ �, 0.7, 0.9½ �⟩g.

A6 = f⟨x1, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x2, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x3, 0.5, 0.7½ �, 0.3, 0.5½ �⟩,
⟨x4, 0.5, 0.7½ �, 0.3, 0.5½ �⟩, ⟨x5, 0.4, 0.6½ �, 0.4, 0.6½ �⟩, ⟨x6, 0.7, 0.9½ �, 0.1, 0.3½ �⟩,
⟨x7, 0.4, 0.6½ �, 0.4, 0.6½ �⟩, ⟨x8, 0.4, 0.6½ �, 0.4, 0.6½ �⟩, ⟨x9, 0.4, 0.6½ �, 0.4, 0.6½ �⟩,
⟨x10, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x11, 0.9, 1½ �, 0, 0.1½ �⟩, ⟨x12, 0.4, 0.6½ �, 0.4, 0.6½ �⟩g.

A7 = f⟨x1, 0.4, 0.6½ �, 0.4, 0.6½ �⟩, ⟨x2, 0.4, 0.6½ �, 0.4, 0.6½ �⟩, ⟨x3, 0.3, 0.5½ �, 0.5, 0.7½ �⟩
⟨x4, 0.1, 0.3½ �, 0.7, 0.9½ �⟩, ⟨x5, 0.1, 0.3½ �, 0.7, 0.9½ �⟩, ⟨x6, 0.4, 0.6½ �, 0.4, 0.6½ �⟩,
⟨x7, 0.4, 0.6½ �, 0.4, 0.6½ �⟩, ⟨x8, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x9, 0.4, 0.6½ �, 0.4, 0.6½ �⟩,
⟨x10, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x11, 0.4, 0.6½ �, 0.4, 0.6½ �⟩, ⟨x12, 0.4, 0.6½ �, 0.4, 0.6½ �⟩g.

A8 = f⟨x1, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x2, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x3, 0.7, 0.9½ �, 0.1, 0.3½ �⟩,
⟨x4, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x5, 0.4, 0.6½ �, 0.4, 0.6½ �⟩, ⟨x6, 0.7, 0.9½ �, 0.1, 0.3½ �⟩,
⟨x7, 0.4, 0.6½ �, 0.4, 0.6½ �⟩, ⟨x8, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x9, 0.4, 0.6½ �, 0.4, 0.6½ �⟩,
⟨x10, 0.7, 0.9½ �, 0.1, 0.3½ �⟩, ⟨x11, 0.1, 0.3½ �, 0.7, 0.9½ �⟩, ⟨x12, 0.4, 0.6½ �, 0.4, 0.6½ �⟩g

Step 4 Assume that step length change from 0.01 to 0.1, calculate the distance
between all the training sample and testing sample, and then we deter-
mine the classification.
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6 Experiment Results and Conclusion

From Table 2, we conclude that the pattern classification of IVIFS and DFS are
more effective than traditional clustering method.

In this paper, we propose some novel dynamic fuzzy sets models derived from
IVIFS, which not only involve membership function and non-membership function,
but also involve the detachment of hesitancy function. Therefore, they are more
comprehensive and flexible than the IVIFS model.
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Weighted Min-Max Programming Subject
to Max-Product Fuzzy Relation Equations

Xiao-Peng Yang, Ying-Han Hong, Xue-Gang Zhou
and Bing-Yuan Cao

Abstract Weighted min-max programming subject to max-product fuzzy relation

equations is investigated in this paper. For solving the proposed problem, we intro-

duce concepts of discrimination matrix and solution matrix and study some of their

properties. Based on these matrices, solution method is developed to find the opti-

mal solution of the fuzzy relation weighted min-max programming problem. The

solution method is illustrated by a numerical example.

Keywords Weighted min-max programming ⋅ Fuzzy relation equation ⋅ Max-

product composition

1 Introduction

Fuzzy relation equation (FRE) with max-min composition was firstly introduced by

Sanchez [1]. The solution set of a consistent system of FREs is determined by one

maximum solution and a finite number of minimal solutions. Thus it is usually a

non-convex set. Computing the maximum solution is easy, while solving all the

minimal solutions is not trivial. Many methods were developed for obtaining the

minimal solution set of FREs [2–4]. In some cases, the max-product composition

was be superior to the max-min composition [5]. In [6] the authors presented some

theoretical results on max-product FRE. Efficient procedure was proposed in [7] for

obtaining the minimal solution set to system of max-product FREs. Wu and Guu [8]
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improved the solution method by applying some rules to reduce the problem. Matrix-

pattern-based algorithm, for solving all the minimal solutions to FREs with either

max-min or max-product, was investigated and implemented in a computer program

by Luoh and Wang [9]. It was shown in [10] computing the minimal solution set of

max-product FREs was equivalent to the covering problem.

Minimizing a linear function with max-product FREs constraint was considered

by Loetamonphong and Fang [11] for the first time. The main problem was divided

into tow subproblems. One of them was handled by the branch-and-bound method

and the other one could be easily solved by the maximum solution of the con-

straint. Qu and Wang [12] studied the same issue by improving the solution method.

Besides, optimization problem with nonlinear objective function and max-product

FREs or fuzzy relation inequalities (FRIs) was also investigated, e.g. fuzzy relation

quadratic programming [13] and geometric programming problems [14]. Recently,

Yang et al. [15] introduced the single-variable term semi-latticized geometric pro-

gramming subject to max-product FREs with application in peer-to-peer network

system. Matrix approach was developed for obtaining the optimal solution of the

proposed problem. Considering the limitation of total download speed of each user,

the peer-to-peer file sharing system could be reduced into a system of fuzzy relation

inequalities with addition-min composition [16]. Relevant optimization problems

were investigated for the purpose of reducing network congestion in such system

[17–19].

In this paper an optimal management model in WiFi terminal system will be con-

sidered. Suppose there are n terminals, i.e. A1,A2,… ,An in such system. Aj sends

out information to other terminals with signal intensity xj, j = 1, 2,… , n. When the

signal reaches Ai, the intensity becomes aijxj, where aij ∈ [0, 1]. In general, Ai will

receive the signal with strongest intensity. On the other hand, if the requirement of

signal intensity of Ai is bi, i = 1, 2,… ,m, m ≤ n, then by normalizing the parameters

and variables, the WiFi terminal system can be reduced into the following system of

max-product fuzzy relation equations:

⎧
⎪
⎪
⎨
⎪
⎪
⎩

a11x1 ∨ a12x2 ∨⋯ ∨ a1nxn = b1,
a21x1 ∨ a22x2 ∨⋯ ∨ a2nxn = b2,
⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯
am1x1 ∨ am2x2 ∨⋯ ∨ amnxn = bm.

(1)

or

A◦xT = bT ,

where A = (aij)m×n, x = (x1, x2,… , xn), b = (b1, b2,… , bm), and aij, xj ∈ [0, 1], bi ∈
(0, 1], i ∈ I, j ∈ J. I = {1, 2,… ,m} and J = {1, 2,… , n} are two index sets. cj ∈
(0, 1], j ∈ J. Furthermore, one of the optimal management objective is to minimize

the biggest weighted signal intensities, i.e. c1x1 ∨ c2x2 ∨⋯ ∨ cnxn.
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We establish the following weighted min-max programming subject to max-

product fuzzy relation equations,

min z(x) = c1x1 ∨ c2x2 ∨⋯ ∨ cnxn
s.t. A◦xT = bT .

(2)

where A◦xT = bT is as system (1).

The rest of the paper is organized as follows. Section 2 provides some neces-

sary concepts and results on max-product fuzzy relation equations. Solution method

for the proposed problem is developed in Sect. 3. In Sect. 4 we present a numerical

example to illustrate our solution method. Simple conclusion lies in Sect. 5.

2 Preliminaries

In this section, we review some relevant concepts and results on max-product fuzzy

relation equations.

Definition 1 For x, y ∈ Rn
, we write x ≤ y (y ≥ x), if xj ≤ yj (yj ≥ xj) holds for all

j ∈ {1, 2,… , n}, and x < y (y > x), if xj < yj (yj > xj) holds for all j ∈ {1, 2,⋯ , n}.

It is easy to verify that ⩽ is a partial order relation between Rn
. We denote the

solution set of (5) by X(A, b) = {x ∈ [0, 1]n|A◦x = b}.

Definition 2 [20] A◦x = b is said to be consistent (or inconsistent) if and only if

X(A, b) ≠ ∅ (or X(A, b) = ∅).

Define

aij ⊛−1 bi =

{ bi
aij
, aij > bi,

1, aij ≤ bi,
(3)

where ⊛

−1
is an operator defined on [0,1], i = 1, 2,… ,m, j = 1, 2,… , n. Let x̂ =

(x̂1, x̂2,… , x̂n)T , where

x̂j =
m⋀

i=1
(aij ⊛−1 bi), (4)

j = 1, 2,… , n. Then the consistency of A◦x = b can be verified by the following

Proposition 1.

Proposition 1 [20] A◦x = b is consistent if and only if A◦x̂ = b.

Remark 1 Considering the practical background, we always assume b>(0, 0,… , 0)T .

As a result, it follows that x̂ > (0, 0,… , 0)T , i.e. x̂j > 0, ∀j ∈ J, according to (3)

and (4).
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Definition 3 A solution x̂ of A◦x = b is said to be a maximum solution if and only

if x ⩽ x̂ for all x ∈ X(A, b). A solution x̌ of A◦x = b is said to be a minimal solution

if and only if x ⩽ x̌ implies x = x̌ for any x ∈ X(A, b).

It is well known that x̂ is the unique maximum solution of A◦x = b if A◦x̂ = b.

The maximum solution x̂ may be easily obtained following (6) and (7). If A◦x = b
has a minimal solution, the minimal solutions are usually not unique. If we denote

the set of all the minimal solutions of A◦x = b by ̌X(A, b), then we have

X(A, b) =
⋃

x̌∈ ̌X(A,b)

{x|x̌ ≤ x ≤ x̂}. (5)

Proposition 2 [11, 20] If x ∈ X(A, b), then for each i ∈ I, there exists j0 ∈ J such
that aij0xj0 = bi and aijxj ≤ bi ∀j ∈ J.

Based on Propositions 1 and 2, we can define the index sets as follows:

Ji = {j ∈ J|aijx̂j = bi}, ∀i ∈ I, (6)

and

𝛬 = J1 × J2 ×⋯ × Jm. (7)

The consistence of system (2) can be easily checked by the following Corollaries 1

and 2.

Corollary 1 [11] If X(A, b) ≠ ∅, then Ji ≠ ∅,∀i ∈ I.

Corollary 2 [11] If X(A, b) ≠ ∅, then 𝛬 ≠ ∅.

3 Solution Method to Problem (2)

Obviously, when system (1) is inconsistent, problem (2) has no optimal solution.

In this section, we develop a novel solution method for solving an optimal solution

of problem (2) with the constraint being consistent system of max-product fuzzy

relation equations.

Let x̂ be the maximum solution of consistent system (1) and Ji be the index set

obtained by (6), i ∈ I.

Definition 4 (Discrimination Matrix) A matrix D = (dij)m×n is said to be the dis-

crimination matrix of system (1), if

dij =

{
x̂j, if j ∈ Ji,
0, if j ∉ Ji,

∀i ∈ I, j ∈ J. (8)
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Remark 2 In the discrimination matrix D, it follows from Remark 1 that dij > 0 if

and only if j ∈ Ji.

Theorem 1 [20] System (2) is consistent if and only if each row in the discrimination
matrix D has at least one nonzero element.

Definition 5 (Solution Matrix) Let D be the discrimination matrix of system (1) and

S = (sij)m×n, where sij ∈ {0, dij}. S is said to be a solution matrix with respect to D,

if for any i ∈ I, there exists an unique ji ∈ J such that siji ≠ 0.

Following Definition 5 it is obvious that each row in the solution matrix S has an

unique nonzero element, i.e. siji = diji > 0, ∀i ∈ I. For the discrimination matrix D
of system (1), we denote the set of all solution matrices with respect to D by 𝕊D. Let

S = (sij) be an arbitrary solution matrix in 𝕊D. We define xS = (xS1, x
S
2,… , xSn), where

xSj =
⋁

i∈I
sij, ∀j ∈ J. (9)

It is shown in the following Theorem 2 that xS is exactly a solution of system (1).

Due to this reason, xS is said to be the solution corresponding to S.

Theorem 2 Let S ∈ 𝕊D be a solution matrix and xS be obtained by (9). Then xS is
a solution of system (1).

Proof Obviously xS ∈ X. We just need to verify that xS satisfies the constraint in

problem (2). For arbitrary k ∈ I, according to Definition 5, there exists an unique

jk ∈ J, such that

skjk ≠ 0.

By Definitions 4 and 5, it follows that

skjk = dkjk = x̂jk > 0, (10)

and

jk ∈ Jk. (11)

Again by Definitions 4 and 5, we get

sij ≤ dij ≤ x̂j, ∀j ∈ J.

Thus

xSj =
⋁

i∈I
sij ≤

⋁

i∈I
x̂j = x̂j, ∀j ∈ J. (12)

Notice that 0 ≤ akj ≤ 1, for any j ∈ J. Applying (12) we have

ak1xS1 ∨ ak2xS2 ∨⋯ ∨ aknxSn ≤ ak1x̂1 ∨ ak2x̂2 ∨⋯ ∨ aknx̂n. (13)
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Since x̂ is the maximum solution of system (1), it holds that

ak1x̂1 ∨ ak2x̂2 ∨⋯ ∨ aknx̂n = bk. (14)

Combining (13) and (14), it is immediate that

ak1xS1 ∨ ak2xS2 ∨⋯ ∨ aknxSn ≤ bk,

i.e.

akjxSj ≤ bk, ∀j ∈ J. (15)

On the other hand, it follows from (10) that

xSjk =
⋁

i∈I
sijk ≥ skjk = x̂jk . (16)

Inequalities (12) and (16) contribute to

xSjk = x̂jk .

Considering (6) and (11), we get

akjk x
S
jk
= akjk x̂jk = bk. (17)

Consequently, according to Proposition 2, it follows from (15) and (17) that xS is

a solution of system (1). □

Theorem 3 If system (1) is consistent, then its solution set is

X(A, b) =
⋃

S∈𝕊D

{x|xS ≤ x ≤ x̂},

where D is the discrimination matrix and x̂ is the maximum solution of system (1).

Proof It is clear that
⋃

S∈𝕊D

{x|xS ≤ x ≤ x̂} ⊆ X(A, b). In order to complete the proof,

we need to prove X(A, b) ⊆
⋃

S∈𝕊D

{x|xS ≤ x ≤ x̂}.

Let y ∈ X(A, b) be an arbitrary solution of system (1). Following Proposition 2,

for any i ∈ I, there exists ji ∈ J such that

aiji yji = bi. (18)

Since x̂ is the maximum solution of system (1), we have

ai1x̂1 ∨ ai2x̂2 ∨⋯ ∨ ainx̂n = bi, ∀i ∈ I, (19)
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and

x̂j ≥ yj, ∀j ∈ J. (20)

Equation (19) indicates

aiji x̂ji ≤ bi, ∀i ∈ I,

while Equality (18) and Inequality (20) imply that

aiji x̂ji ≥ aiji yji = bi, ∀i ∈ I.

Hence

aiji x̂ji = bi, ∀i ∈ I. (21)

Here, it should be pointed out that ji ∈ Ji, according to (6). Besides, observing Equal-

ities (18) and (21), it is easy to check that

x̂ji = yji , ∀i ∈ I, (22)

since bi > 0.

Next, based on j1, j2,… , jm, we construct matrix Sy = (syij)m×n as follows:

syij =

{
dij, if j = ji,
0, if j ≠ ji,

(23)

for any i ∈ I. Obviously ji ∈ Ji indicates

syiji = diji = x̂ji > 0, ∀i ∈ I. (24)

On the other hand, for arbitrary i ∈ I, it holds that

syij = 0, for any j ≠ ji. (25)

Thus Sy is a solution matrix of system (1), i.e. Sy ∈ 𝕊D.

Let xSy be the solution corresponding to Sy. Then we have

(i) when j ∈ {j1, j2,… , jm}, there exists some k ∈ I such that jk = j. Furthermore,

it follows from (22) that x̂j = yj. According to (24),

xSyj = xSyjk =
⋁

i∈I
syijk ≥ sykjk = x̂jk = x̂j. (26)

On the other hand, it is obvious that xSyj ≤ x̂j for any j ∈ J, since x̂ is the maximum

solution. Hence

xSyj = x̂j = yj.
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(ii) when j ∉ {j1, j2,… , jm}, by (25) we get

xSyj =
⋁

i∈I
syij =

⋁

i∈I
0 = 0 ≤ yj. (27)

Cases (i) and (ii) imply that xSyj ≤ yj for arbitrary j ∈ J. Consequently,

xSy ≤ y ≤ x̂,

i.e. y ∈
⋃

S∈𝕊D

{x|xS ≤ x ≤ x̂}, which indicates X(A, b) ⊆
⋃

S∈𝕊D

{x|xS ≤ x ≤ x̂}. □

Since J1, J2,… , Jm are finite sets, there exists at least one j∗i ∈ Ji such that

cj∗i dij∗i =
⋀

j∈Ji

{cjdij}, (28)

for any i ∈ I. According to Remark 2, j∗i ∈ Ji indicates dij∗i > 0, ∀i ∈ I. Based on

j∗1, j
∗
2,… , j∗m, we construct the matrix S∗ = (s∗ij)m×n as follows,

s∗ij =

{
dij, if j = j∗i ,
0, if j ≠ j∗i ,

(29)

for any i ∈ I. It is easy to verify that S∗ is a solution matrix of system (1), i.e. S∗ ∈ 𝕊D.

In the following S∗ is said to be an optimal solution matrix.

Theorem 4 Let S∗ be an optimal solution matrix defined by (29) and x∗ be the solu-
tion corresponding to S∗. Then x∗ is an optimal solution of problem (2).

Proof (Feasibility) As S∗ is a solution matrix of system (1), it follows from

Theorem 2 that x∗ ∈ X(A, b) is a feasibility solution of problem (2).

(Optimality) For any l ∈ I, we have both

x∗j∗l ≤ x̂j∗l

and

x∗j∗l =
⋁

i∈I
s∗ij∗l ≥ s∗lj∗l = dlj∗l = x̂j∗l .

Thus

x∗j∗l = x̂j∗l , ∀l ∈ I. (30)

Let y ∈ X(A, b) be an arbitrary feasible solution of problem (2). Now we verify

that cjx∗j ≤ c1y1 ∨ c2y2 ∨⋯ ∨ cnyn = z(y) for any j ∈ J in two cases.
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Case 1. If j ∉ {j∗1, j
∗
2,… , j∗m}, then according to (29) we have

cjx∗j = cj
⋁

i∈I
s∗ij = cj

⋁

i∈I
0 = 0 ≤ z(y). (31)

Case 2. If j ∈ {j∗1, j
∗
2,… , j∗m}, there exists k ∈ {1, 2,… ,m} such that j∗k = j. If follows

from (30) that

x∗j∗k = x̂j∗k . (32)

Moreover, since j∗k ∈ Jk, following Definition 4 we have

dkj∗k = x̂j∗k . (33)

Combining Equalities (28), (32) and (33), it is obvious that

cjx∗j = cj∗k x
∗
j∗k
= cj∗k x̂j∗k = cj∗k dkj∗k =

⋀

j∈Jk

{cjdkj}. (34)

Since y ∈ X(A, b) is a solution of system (1), according to Theorem 3, there exists

a solution matrix Sy = (syij)m×n, such that xSy ≤ y ≤ x̂, where xSy is the solution corre-

sponding to Sy. Following Definition 5, for i = k, there exists an unique jk such that

sykjk ≠ 0, which indicates

jk ∈ Jk and sykjk = dkjk = x̂jk .

Hence ⋀

j∈Jk

{cjdkj} ≤ cjkdkjk = cjk x̂jk ≤ cjk yjk ≤
⋁

j∈J
cjyj = z(y). (35)

Combining (34) and (35) we get cjx∗j =
⋀

j∈Jk
{cjdkj} ≤ z(y).

Cases 1 and 2 show that cjx∗j ≤ z(y) for any j ∈ J. Consequently,

z(x∗) =
⋁

j∈J
cjx∗j ≤

⋁

j∈J
z(y) = z(y).

This contributes to the optimality of x∗ and the proof is completed. □

4 Illustrative Example

Example 1 Consider the following weighted min-max programming subject to max-

product fuzzy relation equations:
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min z(x) = 0.8x1 ∨ 0.9x2 ∨ 0.5x3 ∨ 0.3x4 ∨ 0.7x5 ∨ 0.6x6 ∨ 0.7x7 ∨ 0.7x8
s.t. A◦xT = bT ,

(36)

where x = (x1, x2,… , x8), b = (bi) = (0.72, 0.64, 0.56, 0.42, 0.42, 0.4), and

A = (aij) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0.9 0.9 0.8 0.2 0.8 0.6 0.1 0.4
0.5 0.8 0.7 0.4 0.7 0.8 0.3 0.8
0.8 0.6 0.2 0.4 0.2 0.7 0.7 0.5
0.6 0.3 0.7 0.6 0.1 0.3 0.5 0.3
0.6 0.2 0.5 0.5 0.1 0.4 0.7 0.2
0.2 0.4 0.5 0.1 0.3 0.5 0.8 0.4

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

Solution
By (3) and (4) we get x̂ = (0.7, 0.8, 0.6, 0.7, 0.9, 0.8, 0.5, 0.8). It is easy to check that

A◦x̂ = bT . Hence system (36) is consistent according to Proposition 1. By (6), the

index sets are J1 = {1, 6}, J2 = {1, 3, 4}, J3 = {2, 6, 8}, J4 = {6, 7}, J5 = {1}, J6 =
{2, 5}. Based on the maximum solution x̂ and J1, J2,… , J6, the discrimination matrix

can be written as

D =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0.7 0 0 0 0 0.8 0 0
0.7 0 0.6 0.7 0 0 0 0
0 0.8 0 0 0 0.8 0 0.8
0 0 0 0 0 0.8 0.5 0
0.7 0 0 0 0 0 0 0
0 0.8 0 0 0.9 0 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

Now we compute j∗i (i = 1, 2,… , 6) by (28) as follows.

⋀

j∈J1

cjd1j = 0.8 ⋅ 0.7 ∧ 0.6 ⋅ 0.8 = 0.48 = c6d16,

⋀

j∈J2

cjd2j = 0.8 ⋅ 0.7 ∧ 0.5 ⋅ 0.6 ∧ 0.3 ⋅ 0.7 = 0.21 = c4d24,

⋀

j∈J3

cjd3j = 0.9 ⋅ 0.8 ∧ 0.6 ⋅ 0.8 ∧ 0.7 ⋅ 0.8 = 0.48 = c6d36,

⋀

j∈J4

cjd4j = 0.6 ⋅ 0.5 ∧ 0.7 ⋅ 0.8 = 0.30 = c6d46,

⋀

j∈J5

cjd5j = 0.8 ⋅ 0.7 = 0.56 = c1d51,

⋀

j∈J6

cjd6j = 0.9 ⋅ 0.8 ∧ 0.7 ⋅ 0.9 = 0.63 = c5d65.

(37)

That is, j∗1 = 6, j∗2 = 4, j∗3 = 6, j∗4 = 6, j∗5 = 1, j∗6 = 5.Based on j∗1, j
∗
2,… , j∗6 and the dis-

crimination matrix D, the optimal solution matrix may be established as follows
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S∗ =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 0 0 0.8 0 0
0 0 0 0.7 0 0 0 0
0 0 0 0 0 0.8 0 0
0 0 0 0 0 0.8 0 0
0.7 0 0 0 0 0 0 0
0 0 0 0 0.9 0 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

The solution corresponding to S∗ is x∗ = (0.7, 0, 0, 0.7, 0.9, 0.8, 0, 0). The vector x∗ is

exactly an optimal solution of problem (36). That is, the normalized signal intensities

are 0.7, 0, 0, 0.7, 0.9, 0.8, 0, 0 respectively.

5 Conclusion

Based on the discrimination matrix and solution of a system of max-product fuzzy

relation equations, we develop a solution method to the corresponding weighted min-

max programming problem. As shown in Sect. 3, for each solution matrix S, there

exists a solution (of system (1)) corresponding to S. Moreover, the solution corre-

sponding to the optimal solution matrix S∗ is exactly an optimal solution of prob-

lem (2).
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A Forecasting Approach of Fuzzy Time
Series Model Based on a New Data
Fuzzification

Gang Chen, Li-hong Yang and Xue Yang

Abstract In view of the research about fuzzy time series models, the existing
models are lack of objective data fuzzification and sensitivity. In this paper, firstly, a
new method of defining fuzzy sets present is set up and six new fuzzy sets are
given. Secondly, the rules of data fuzzification are defined. Finally, the model is
used to forecast the enrollments of the University of Alabama. It is shown that the
proposed model gets a higher forecasting accuracy than those which use traditional
methods to forecast.

Keywords Fuzzy time series ⋅ Fuzzy sets definition ⋅ Data fuzzification ⋅
Efficiency

1 Introduction

Traditional forecasting methods can deal with many forecasting cases, but they
cannot solve forecasting problems in which the historical data are linguistic values.
Song and Chrisom [1–3], they first presented the concepts of fuzzy time series
based on the fuzzy set theory [4]. Song and Chrisom explored forecasting of fuzzy
time series with enrollment data of the University of Alabama and proposed a
forecasting framework. Since the work of Song and Chrisom, numerous studies
have been conducted to improve forecasting accuracy or reduce computational
overhead.

Huarng [5], Huarng and Yu [6], Cheng, Chang, and Yeh [7], Chen and Hsu [8],
Chen and Chung [9, 10], Li, Cheng, and Lin [11] focused on the partition of
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discourse and the interval length to improve forecasting accuracy. Huarng and Yu
presented ratio-based lengths of intervals instead of equal lengths of intervals to
improve fuzzy time series forecasting [10], Cheng, Chang and Yeh proposed
Minimize Entropy Principle Approach (MEPA) and Trapezoid Fuzzification
Approach (TFA) to partition the universe of discourse and build membership
functions [7]. Chen and Hsu used a two phase partitioning method based on the
statistical distributions of the historical data. It usually resulted in numerous
intervals and complicated the task of defuzzification [8]. Chen and Chung used
genetic algorithms to adjust the length of each interval for first-order and high-order
forecasting models, respectively [9, 10]. Li, Cheng and Lin applied fuzzy c-means
clustering to deal with interval partitioning [11].

From the above studies, we can see that there has been no change in fuzzy sets
definition and data fuzzification, the method of subjective definition of fuzzy sets
has some inevitable questions: In process of data fuzzification, different data will be
fuzzified into the same fuzzy set, resulting in the data passivation. This is not well
when reflect the sensitivity of the data. Therefore, it is especially important to define
the fuzzy sets and fuzzify the data. In this paper, we set up a general rule of fuzzy
sets in fuzzy time series and give six new fuzzy sets. Further, we come into being a
new method of data fuzzification. The new method can make fuzzy sets change
with the data change, resulting in enhance sensitivity and interpretability of the
data.

2 Related Literatures

In this section, we briefly review some concepts of fuzzy time series from Song and
Chrisom [1].

Definition 1 YðtÞðt= . . . , 0, 1, 2, . . .Þ, a subset of R. Let Y(t) be the universe of
discourse defined by the fuzzy set fiðtÞ. If F(t) consists of fiðtÞði=1, 2, . . .Þ, F(t) is
defined as a fuzzy time series on YðtÞðt= . . . , 0, 1, 2, . . .Þ.
Definition 2 If there exists a fuzzy relationship Rðt− 1, tÞ, such that
FðtÞ=Fðt− 1Þ×Rðt− 1, tÞ where × is an operator, then F(t) is said to be caused by
Fðt− 1Þ. The relationship between F(t) and Fðt− 1Þ can be denoted by
Fðt− 1Þ→FðtÞ.
Definition 3 Suppose Fðt− 1Þ=Ai and FðtÞ=Aj a fuzzy logical relationship is
defined as Ai →Aj, where Ai is named as left-hand side of the fuzzy logical rela-
tionship and Aj is the right-hand side. Note the repeated fuzzy logical relationships
are removed.
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3 A New Method of Data Fuzzification

The study of fuzzy time series has increasingly attracted much attention due to its
salient capabilities of tackling uncertainty and vagueness inherent in the data col-
lected. However, when using fuzzy time series to forecast, it is necessary to do the
data fuzzification.

The fuzzy sets definition and data fuzzification in many articles are given by
Song [2]. However, if little difference among the sample data, it will make some of
the data fall on the same interval. As the result, the different data is fuzzified into the
same fuzzy set. But the sample points in the universe of discourse of distribution are
uneven, they have complex internal structure, obviously, this will not be able to
better reflect the sensitivity and accuracy of the data. To solve the problem, we set
up a general rule of fuzzy sets in fuzzy time series and give six new fuzzy sets.

Definition 4 Let U be the universe of discourse, where U = fu1, u2, . . . , ukg ukðxÞ
is the membership function, ∀x1, x2 ∈ ui, 1≤ i≤ k where i, k∈N + if x1 > x2, then

ukðx2Þ< ukðx1Þ<1 k< i
ukðx1Þ= ukðx2Þ=1 k= i
ukðx1Þ< ukðx2Þ<1 k> i

8
<

: ð1Þ

A fuzzy set Ak of U is defined by

Ak = ðu1ðxkÞ, u2ðxkÞ, . . . , uiðxkÞÞ ð2Þ

where xk one of the sample data points is, uiðxkÞ is the degree of belongingness of xk
to ui.

Here, we give six different fuzzy sets which satisfy the Definition 4.

Definition 5 Let U be the universe of discourse, where U = fu1, u2, . . . , ukg ukðxÞ
is the membership function, ∀x1, x2 ∈ ui, 1≤ i≤ k, fuzzy sets which satisfy the
Definition 4:

(1) Trapezoidal distribution:

uiðxÞ=
di+ 1 − di
di+1 − x x< di
1 di ≤ x≤

di+ 1 − di
x− di

x> di+1

8
<

: di+1 ð3Þ

(2) K times parabolic type distribution:

uiðxÞ=
ðdi+ 1 − di
di+ 1 − xÞk x< di

1 di ≤ x≤
ðdi+ 1 − di

x− di
Þk x> di+1

8
<

: di+1 ð4Þ
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(3) Hyperbolic distribution:

uiðxÞ= di+1 − di
x− dij j+ di+1 − xj j ð5Þ

(4) Cauchy distribution:

uiðxÞ=
1

1+ αðdi − xÞβ x< di
1 di ≤ x≤ di+1
1

1+ αðx− di+ 1Þβ x> di+1

8
><

>:
ð6Þ

(5) Gaussian distribution:

uiðxÞ=
e− ðdi − x

σ Þ2 x< di
1 di ≤ x≤ di+1

e− ðx− di+1
σ Þ2 x> di+1

8
><

>:
ð7Þ

(6) Ridge Type distribution:

uiðxÞ=
1
2 sin

πðdi+1 − diÞ
2ðdi+1 − xÞ x< di

1 di ≤ x≤ di+1
1
2 sin

πðdi+1 − diÞ
2ðx− diÞ x> di+1

8
><

>:
ð8Þ

where k>0, α>0, β>0 di and di+1ði∈N + Þ are the boundary points of
intervals.

The data fuzzifying rules are as follows: if there is a data point xk , and xk belongs
to interval ui, the membership values of the data point to interval ui will be 1, and to
other intervals are less than 1, namely, uiðxkÞ=1, ujðxkÞ<1, i, j=1, 2 . . . , c, i≠ j,
so the data point is fuzzified into Ak ,Ak = ðu1ðxkÞ, u2ðxkÞ, . . . , ucðxkÞÞ. Finally,
according to above rules to fuzzify all the sample data points, we get the corre-
sponding fuzzy time series as follows:

A1 = ðu1ðx1Þ, u2ðx1Þ, . . . ucðx1ÞÞ
A2 = ðu1ðx2Þ, u2ðx2Þ, . . . ucðx2ÞÞ

⋯
An = ðu1ðxnÞ, u2ðxnÞ, . . . ucðxnÞÞ,

8
>><

>>:
ð9Þ

where x1, x2, . . . xn are the sample data points.
By new fuzzy sets and data fuzzification method with distance, we can see that

the fuzzy sets are different and sensitive to the data’s variation. As results, this
method can objectively better reflect the real data structure distribution; what’s
more, enhance the sensitivity and interpretability of the data.
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4 The New Method of Fuzzy Time Series Model

The proposed algorithm includes the following four steps to handle forecasting
problem:

Step 1 Define the universe of discourse and partition the universe of discourse
into several equal length intervals. We define the universe of discourse
U = Dmin −D1,Dmax −D2½ �, where Dmin and Dmax are the minimum
value and the maximum value of the historical training data, respec-
tively, and D1 and D2 are proper positive real numbers to divide the
universe of discourse U into n equal length intervals u1, u2, . . . uc, and
the centers of these intervals are c1, c2, . . . cn, respectively.

Step 2 Define the fuzzy sets and fuzzify the data. According to the above new
fuzzy sets definition and the data fuzzification rules, we define fuzzy sets
Ak = ðu1ðxkÞ, u2ðxkÞ, . . . , ucðxkÞÞ, and get the corresponding fuzzy time
series.

Step 3 Build fuzzy logical relationships. Suppose we get a window basis to
w years to forecast, then the variation of last year is used to be a criterion
and the other variations of w past years are used to form a matrix which
is called the operation matrix.
The criterion matrix CðtÞ and the operation matrix OwðtÞ at year t are
expressed as follows:

CðtÞ= f ðt− 1Þ= ½C1 C2 . . . Cc � ð10Þ

OwðtÞ=

f ðt− 2Þ
f ðt− 3Þ
. . . . . .

f ðt−w− 1Þ

2
6664

3
7775=

O11 O12 . . . O1c

O21 O22 . . . O2c

. . . . . . . . . . . .
Oðw− 1Þ1 Oðw− 1Þ2 . . . Oðw− 1Þc

2
664

3
775 ð11Þ

where 0≤Cj ≤ 1, and we can get a relation matrix RðtÞ by performing
RðtÞ=OwðtÞ⊗CðtÞ, where

RðtÞ=CðtÞ⊗OwðtÞ=
R11 R12 . . . R1c

R21 R22 . . . R2c

. . . . . . . . . . . .
Rðw− 1Þ1 Rðw− 1Þ2 . . . Rðw− 1Þc

2

664

3

775 ð12Þ

where 0≤Oij ≤ 1, 1≤ i≤w− 1, 1≤ j≤ c, 1≤Cc ≤ 1, Rij =Oij ×Cj, and
“×” is the multiplication operation. From the relation matrix RðtÞ, we can
know the degree of relationships between last year and the other past
years in data variations, then, we can get the forecasting variation of the
enrollment of year t, where
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f ðtÞ= ½MaxðR11,R21, . . . ,Rðw− 1Þ1Þ, MaxðR12,R22,Rðw− 1Þ2Þ, . . . ,MaxðR1c,R2c, . . . ,Rðw− 1ÞcÞ�
= ½ft1, ft2, . . . , ftc�

ð13Þ

Step 4 Forecast and defuzzify the forecasting outputs. We utilize a more advanced
formula, weighted average method to calculate the defuzzified variation Ft:

Ft = ∑
c

i=1
cifti ̸∑

c

i=1
fti ð14Þ

The forecasted value XðtÞ at time t is computed as follows:

XðtÞ=Xðt− 1Þ+Ft ð15Þ

where ci is the center of the interval ui, fti, is the membership value, Ft is
forecasting value of the variation, c is the number of the intervals, the
actual enrollment of t year is FðtÞ and the actual enrollment of t− 1 year
is Fðt− 1Þ.

5 Validation of New Method

The data of historical enrollment of the University of from 1976 year to 1992 year are
adopted to illustrate the forecasting process of the new method. We can obtain the
variations of the enrollments between any two continuous years as shown in Table 1.

Table 1 Actual enrollments
and variations of historical
data

Year Actual enrollments Variations

1976 15311 +292
1977 15603 +258
1978 15861 +946
1979 16807 +112
1980 16919 −531
1981 16388 −955
1982 15433 +64
1983 15497 −352
1984 15145 +18
1985 15163 +821
1986 15984 +875
1987 16859 +1291

1988 18150 +820
1989 18970 +358
1990 19328 +9
1991 19337 −461
1992 18876
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In order to compare new method with previous other methods, we partition the
universe of discourse U into six intervals, and define the fuzzy sets with hyperbolic
distribution.

The results of the forecasted enrollments of the University of Alabama are
shown in Table 2.

The curve of the actual enrollments and the forecasted enrollments are shown in
Fig. 1. The results demonstrate that proposedmethod generally outperforms the others.

To illustrate the effectiveness of the fuzzy sets defined in this paper. Table 3
shows the forecasted results of our method and Chen et al. [12]. As can be seen
from Table 3, the forecasted results of the fuzzy sets defined with Cauchy

Table 2 Actual and forecasted enrollments and errors

Years Actual enrollments Forecasted enrollments Errors (%)

1977 15603 15484 0.77
1978 15861 15893 0.20
1979 16807 16226 3.46
1980 16919 17447 3.12
1981 16388 16311 0.47
1982 15433 16267 5.41
1983 15497 15466 0.20
1984 15145 15655 3.37
1985 15163 15265 0.68
1986 15984 15297 4.30
1987 16859 16635 1.33
1988 18150 17460 3.80
1989 18970 18932 0.20
1990 19328 19545 1.12
1991 19337 19747 2.12
1992 18876 19466 3.12

1976 1978 1980 1982 1984 1986 1988 1990 1992
1.4

1.5

1.6

1.7

1.8

1.9

2
x 10

• • •
Chen• • 1998• • • •
• • • • • •

4Fig. 1 The curve of the
actual and forecasted
enrollments
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Table 3 Forecast results with different fuzzy sets

Year Actual
enrollments

Chen (1998)
[13]

Cauchy distribution:
α = 0.5
β = 2

Hyperbolic
distribution

1977 15603 15511 15357 15484
1978 15861 16003 16003 15893
1979 16807 16261 16261 16226
1980 16919 17607 17607 17447
1981 16388 16919 16263 16311
1982 15433 16188 16003 16267
1983 15497 14833 15287 15466
1984 15145 15497 15497 15655
1985 15163 14745 15220 15265
1986 15984 15163 15163 15297
1987 16859 16384 16784 16635
1988 18150 17659 17659 17460
1989 18970 19150 19217 18932
1990 19328 19770 19770 19545
1991 19337 19928 19728 19747
1992 18876 19537 19337 19466
MSE 284140 181680 198100
K times parabolic type
distribution k = 10

Gaussian
distribution

Trapezoidal
distribution

Ridge type
distribution

15318 15448 15494 15746
15959 15867 15880 15921
16252 16180 16208 16224
17609 17377 17368 17368
16252 16273 16307 16285
15991 16257 16330 16419
14965 15227 15483 15461
15517 15646 15671 15678
15135 15192 15274 15254
15171 15289 15316 15339
16779 16536 16567 16575
17658 17399 17388 17406
19297 18874 18833 18831
19765 19486 19476 19505
19730 19691 19721 19717
19343 19459 19486 19513
200540 205910 209040 218300
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distribution are more efficient than other methods, the forecasted results of the fuzzy
sets defined with the Gaussian, trapezoidal, Ridge distribution are also superior to
the Chen method [12].

Facing different sample data, there are different characters of distribution. We
can find a more suitable fuzzy set to reflect the characteristics of the distribution of
the sample data. And then, we can obtain a higher forecasting accuracy rate.

6 Conclusion

In this paper, we propose a new method of data fuzzification about fuzzy time
series. we set up a general rule of fuzzy sets in fuzzy time series and give six new
fuzzy sets. Further, we come into being a new method of data fuzzification. The
new method can make fuzzy sets change with the data change, resulting in
enhancing sensitivity and interpretability of the data. Thus, we can solve the phe-
nomenon of data passivation generated by the objective definition fuzzy sets. By
comparing with Chen’s method, the results indicate that our method is more effi-
cient than Chen’s method.
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Intelligent Control Strategy
of Incineration Process Pollution
in Municipal Solid Waste

Qian Wu and Hu Xu

Abstract The waste incineration can realize the harmlessness, reduction and
resourcfulization of municipal solid waste, and it is not only conducive to the
protection of the ecological environment, but also it can obtain better social and
economic benefits. Aimed at the pollution resulted in waste incineration, the paper
explored the intelligent control strategy in actualizing optimization incineration. In
the paper, it discussed the control condition of realizing stable combustion and the
evaluation index of incinerating effect, and researched on control strategy, control
model and control algorithm. Taking waste incineration process as an example, the
simulation experiment demonstrated better control quality of intelligent control
strategy. The engineering application and the simulation results show that the
presented control strategy is feasible and effective for actualizing optimization
control of incineration process in municipal solid waste.

Keywords Municipal solid waste ⋅ Stable incineration ⋅ Intelligent control
strategy

1 Introduction

With the rapid development of economy and city urbanization, it has produced a
sharp increase in the amount of the municipal solid waste. The per capita annual
yield of municipal solid waste is about 450–500 kg, and its growth rate is more than
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8–10 %. Therefore, how to dispose of municipal solid waste is facing an important
research topic. Generally, there are four sorts of disposal methods such as general
compost, incineration, landfill and comprehensive utilization, and in which, the
power generation of municipal solid waste incineration undoubtedly is more con-
venient to achieve the target of harmlessness, reduction and resourcfulization. But it
must make the strict control for the atmospheric pollution from incineration process
so as to facilitate the protection of the ecological environment [1, 2]. In the paper, it
presented the intelligent control strategy that it can reduce atmospheric pollution
from dealing with municipal solid waste incineration, and explored the related
control puzzles.

2 Incinerating Puzzle and Its Evaluation Indexes

2.1 Existent Control Puzzles of the Incineration Process

When the municipal solid waste will be as the power combustion raw material, the
heat value is very unstable. The incinerator will also change in thermodynamic
characteristics because of equipment overhaul, reformation and long-term opera-
tion, and it appears probably the puzzles such as difficult ignition, incomplete
combustion, firepot scorification, corrosion and secondary pollution aggravation
etc. It will lead to be poor in effect of waste incineration, and difficult to control for
the pollutants generated by combustion. The fundamental reason is that the
cybernetics characteristic of waste incineration process is difficult to accurately
grasp, and conventional PID control can not achieve the better control quality.
The PID control needs to accurately describe the process characteristics, and
establish accurate mathematical model of the process and perfect control
loop. Because the combustion process is a very complex physical and chemical
process, and also a multi-input multi- output nonlinear process with strong cou-
pling, and it is difficult to establish an accurate model for PID combustion process
control. In addition, the stability of incinerator safe operation and combustion
process are closely related, if the combustion stability decreased then there will be
the combustion efficiency decrease, incineration pollutant emissions increase, sec-
ondary pollution and high temperature corrosion aggravating, and even it probably
results in serious impact on the safety and economy [3, 4]. Therefore the relevant
environmental protection laws and regulations make a series of strict index rules for
the waste incineration temperature, content of pollutants in flue gas emissions and
thermal burning decay rate of the slag in waste incinerator operation. Focused on
achieving the stable combustion, the study on control strategy and control method
of effective incineration is of great practical significance for improving the safety
and economy.
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2.2 Incineration Evaluating Index

In order to evaluate the incineration effect, a series of quantitative evaluation index
must be developed so as to examine whether up to the standard after incineration of
municipal solid waste in harmlessness, reduction and resourcfulization, and by
means of quantitative index, it makes the measure and analysis on incineration
treatment effect. The main technical limited-indexes of direct evaluation include the
reduction ratio, thermal ignition loss, incineration efficiency, destruction removal
efficiency and flue gas emission concentration.

① Reduction ratio
Reduction ratio is defined by expression (1) that the reduced quality after incin-
eration of combustible waste takes the percentage of the total quality in combustible
material waste of added waste. This standard is used to measure the reduction effect
of incineration waste.

MRC=
mb −ma

mb −mc
×100% ð1Þ

In which, MRC is a reduction ratio (%), ma is the quality of incineration residue
(kg), mb is the added waste quality (kg), mc is the quality of combustible materials
in residue (kg).

② Thermal ignition loss
The thermal ignition loss means that the reduced quality of the incineration residue
through 3 h after burning at 600 ± 25 °C takes the percentage of the original quality
of incineration residue, and it is computed by expression (2).

QR =
ma −md

ma
×100% ð2Þ

In which, QR is the thermal ignition loss (%), ma is the incineration residue quality
at room temperature (kg), md is the incineration residue quality through 3 h after
burning at 600 ± 25 °C and cooled to room temperature (kg). It shows that under
the condition of high temperature and excess air, when the waste incineration slag is
fully oxidized, the incineration slag of unit mass is the amount of being reduced.
The greater the thermal ignition loss is, the more incomplete the combustion
reaction is, and the poor the incineration effect is. And vice versa, the incineration
effect would be better.

③ Incineration efficiency and destruction removal efficiency
In municipal solid waste incineration, it takes the combustion efficiency (CE) as
evaluation index that can judge whether to achieve the desired treatment require-
ments, and it can be shown by expression (3).
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CE=
½CO2�

½CO2�+ ½CO� ×100% ð3Þ

In which, [CO] and [CO2] are respectively the corresponding value of the gas
concentration in the flue gas outtake.

④ Limited index of flue gas emission concentration
In the incineration process of municipal solid waste, it will produce a series of new
pollutants, and probably it causes the secondary pollution. For control project of
atmosphere pollutant emissions in incineration facilities, it roughly consists of the
following four aspects. Smoke dust, it always takes the particles, density, and total
carbon content as the control index. Noxious gas, it includes SO2, HCL, HF, CO
and NOX. Heavy metal element or its compounds, it includes Hg, Cd, Pb, Ni, Cr,
As and so on. Organic pollutant, it includes Dioxin and so on.

3 Research of Incineration Stability Control

Through the research of above evaluation indexes, it can be seen that the stable
combustion is very important. Stable combustion means that under the condition of
being low in waste calorific value and changeable in waste component, it can
maintain the necessary combustion temperature so as to ensure that the waste can be
fully burnt up. It makes that the heat energy can be utilized effectively and bring
secondary pollution minimum, and at the same time, it can reduce the cost of
processing equipment operation. The main factors affecting the stable combustion
includes the waste characteristic, residence time, turbulence, excess air coefficient
etc., in which, the residence time, temperature and turbulence are the main index to
reflect the combustion performance, and at the same time, it is also an important
index of incinerator control. From analysis of the combustion process character-
istics, it can be seen that the incinerator temperature is the most important factor.
The high incinerator temperature is conducive to be fully quick dry in waste so as to
ensure sufficient pyrolysis process, and promotes the residual carbon burnout to
improve waste combustion rate so as to meet the requirement of thermal ignition
loss. And high incinerator temperature is also conducive to reduce the harmful
pollutants such as dioxin emissions. For example, the temperature range from 300
to 750 °C is extremely easy to generate dioxins, and when the temperature reached
850 °C, after exhaust gas staying 2S, the dioxin about 99.9 % will be decomposed,
and therefore, the emissions will be drastically reduced. In addition, the higher
stable temperature is conducive to the improvement of parameter, quality and yield
of steam, and realizing the waste recycling utilization. But the higher the temper-
ature is, the shorter the residence time is, and it will increase the burden to the
incinerator body and refractory materials. When the incinerator temperature is high
enough, it should make the limitation for combustion speed. When the combustion
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temperature is too high, it will lead to high temperature slagging and corrosion, and
increasing the incinerator body burden.

In summary, the temperature directly affects the combustion stability, burn-off
rate, secondary pollutant emission, low temperature corrosion, high temperature
slagging and production operation and so on, the incinerator temperature fluctuation
will cause the change of burn-off rate, and it would lead slag combustion reduction
rate exceed the standard and effects the steam production. The experience has shown
that the incinerator operating at 850–950 °C range is rather less in flue gas pollutant
emissions, and the slag combustion reduction rate is also minimal and stable.

4 Intelligent Control Strategy: Model and Algorithm

4.1 Intelligent Control Strategy

Control strategy selection should follow the principle that must be matched with
cybernetics characteristic of controlled process. Aimed at the special cybernetics
characteristics of combustion process such as uncertainty, nonlinearity and
time-varying and so on, it is clear that the conventional PID control strategy is not
desirable. Whether the classical control or the modern control of multi-input
multi-output theory, all of them are the control strictly based on the mathematical
model, and limited to the analysis and control of the linear process, they almost do
not deal with the uncertainty, nonlinearity and time-varying process. Intelligent
control is a cross discipline of control theory, artificial intelligence and computer
science, the intelligent control strategy can solve the control puzzle that The con-
ventional control strategy is difficult to control, and it provides more option space
for control strategy. Aimed at the specific characteristics of the controlled process, it
can adopt the control strategy that matches the cybernetics characteristics of con-
trolled process, such as fuzzy logic control, expert control system, artificial neural
network control and human simulated intelligent control (HSIC) [5] strategy and so
on, and achieved a better control effect. In particular, it is noteworthy that the basic
idea of human simulated intelligent control is the imitation of human and artificial
intelligence, simulates the control structure and control behavior of human beings
from macroscopical hierarchy, and therefore, the studied objective is the control
mechanism of human beings itself. With the help of machines (controller), it
realized the imitation of human control behavior, and had undergone from the
qualitative reasoning process of “cognition to judgment” to quantitative control
process of “judgment to operation”. Therefore, the aim of the study is not the object
(process), but it is the controller itself that is how to simulate the control structure
and behavior. In essence, the intelligent control system is a sort of isomorphic
transformation in body control system, and its basis is low layer control. This
strategy has the following characteristics, feature recognition and feature memory
on line, multimode control of combined open loop with closed loop and combined
quantitative control with qualitative decision, application of direct viewing-type and
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heuristic reasoning logic. By means of production rule-based artificial intelligence,
it can describe the intuitionistic reasoning logic. It can make full use of control
theory, based on the classical control theory it can realize the control combined
open loop with closed loop, based on combination of qualitative decision and
quantitative control it can actualize the multimode control. Compared with other
intelligent control strategy, the human simulated intelligent control strategy has
outstanding advantages, and therefore it has been successfully applied more and
more widely. The above is the reason using the control strategy for municipal solid
waste incineration process.

4.2 Control Model

Any of a control system is composed by two parts of controlled process and
controller, and the generalized control model is shown as in Fig. 1. In which, the
process deviation e(t) = r(t) – y(t), r(t) is the process input, u(t) is the controller
output, y(t) is the process output. The process deviation e, deviation change rate e ̇
and time t constitute a information space of solving the control problem. Obviously,
whether it is constant value control and servo control, the control target is to make
the fact that when time t goes to infinite the following must hold, and namely
eðtÞ= e ̇ðtÞ=0.

In the information space, the trajectory of process state movement not only
reflects all dynamic information of the process, but also reflects the effect of the
control on the process. In the human being controller, the experienced operator is
not based on mathematical model control, according to the inference of accumu-
lated experience and knowledge (such as appearing the feature information in the
process of dynamic response) sets or changes the control strategy online. In the
information space, all the information feature sets reflect the dynamic characteristics
of the process, and constitute the generalized mathematical model (feature model)
of human simulated intelligent control. The feature model is the basis of feature
identification, and it is the priori knowledge that the controller should own. For
example, when e ⋅ e ̇>0 or e=0 and e ̇≠ 0, then the absolute value e of process
deviation demonstrates an increasing trend, and when e ⋅ e ̇<0 or e ̇=0, then the
absolute value e of process deviation demonstrates an decreasing trend, and With
the change of time,the process deviation would automatically tend to return to zero.
Thus, when e=0 and e ̇≠ 0 or e ⋅ e ̇>0, selecting the proportion control mode is
desirable, when e ̇=0 or e ⋅ e ̇<0, selecting hold control mode is desirable, and both
of them can make the process deviation automatically tend to return to zero.

IC controller Controlled
process

U(t)e(t)r(t) y(t)

Fig. 1 Generalized control process model
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u=
Kpe+ kKp ∑

n− 1

i=1
em, i ðe ⋅ e ̇>0∪ e=0∩ e ̇≠ 0Þ

kKp ∑
n

i=1
em, i ðe ⋅ e ̇>0∪ e ̇=0Þ

8
>><

>>:
ð4Þ

In which, KP is a proportional coefficient, k is an Inhibition coefficient, em, j is the
jth peak value of deviation, and the meaning of other symbol is the same as the
previous. The expression (4) is an operation control algorithm. In the algorithm,
based on the feature recognition relation between e ̇ and e, it can judge the dynamic
process characteristics to be which motion state in two different modes, and then it
can determine the control mode. Here, it not only owns the qualitative decision
process (identification of motion state and selection of corresponding control
mode), but also it owns the quantitative control (output of a specific control mode).

Combined with incineration process analysis, the temperature control is main-
tained in a given range from 850 to 950 °C, and the given value is set to 900 °C.
When the temperature change rate significantly becomes higher, it explains that the
waste calorific value is larger or unburned waste amount is larger, and vice versa. In
order to ensure the stability of waste incineration, here it adopts two-dimensional
intelligent controller, namely the double input and double output controller. The
input variables are the temperature deviation and its change rate, and the output
control quantities are the feeding time and stop feeding time. It can adopt the
production rules of ‘If… Then…’describes the control algorithm, and aimed at the
specific process, the control algorithm can be summarized as shown in Table 1.

In Table 1, e is process deviation, KP is proportional gain, K1 is the gain
amplification coefficient and K1 > 1, K2 is the inhibition coefficient and 0 < K2 < 1,
PO(n) is the nth needed keeping value of control output P, and PO(n−1) is the (n−1)th
needed keeping value of control output P. M1, M2 is respectively the deviation
threshold and M1 > M2, and em,n is the nth extremum of deviation.

Table 1 The table of HSIC algorithm

No. If condition hold Tlien output is Mode

1 |en| > Ml FFH or 00H Switch
2 If en·Δen > 0

or
Δen = 0, en ≠ 0

and |en| ≥ M2 P0ðn− 1Þ +K1KPen Proportion

|en| < M2 P0ðn− 1Þ +KPen

3 en·Δen < 0, Δen·Δen-1 > 0, en = 0 P0ðnÞ =P0ðn− 1Þ Hold1
4 If en·Δen < 0

Δen·Δen-1 < 0
and |en| ≥ M2 P0ðn− 1Þ +K1K2KPem− n Hold2

|en| < M2 P0ðn− 1Þ +K2KPem− n
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5 Simulation Experiment and Its Analysis

In order to validate the effectiveness of control strategy and algorithm, under the
model of BMCR boiler load conditions it makes the simulation experiment. It
adopts the step disturbance to obtain the dynamic response characteristics of pro-
cess output y(t). Taken PID control for reference, it studied robustness of HSIC
control strategy and algorithm. After determining the physical structure model of
data in the experiment site, the simulation of the waste incineration load is made
using Table 1 algorithm, and the Fig. 2 is the simulation test results of the process in
step input amplitude at 50. In order to ensure the stability of the initial steady state
value in simulation, and the pulse disturbance is joined at 15th second. In Fig. 2, the
disturbance pulse width of both Fig. 2a, b is 5 s.

The above content of simulation experiment includes that ① the main steam
pressure and air volume keeps the constant, and the fuel volume makes the
increasing disturbance. ② the main steam pressure and air volume keeps the
constant, and the fuel volume makes the decreasing disturbance. ③ the fuel volume
keeps the constant, the air volume makes the increasing disturbance. ④ the fuel
volume keeps the constant, the air volume makes the decreasing disturbance. ⑤ the
main steam pressure keeps the constant, and the fuel moisture makes the increasing
disturbance. ⑥ the main steam pressure keeps the constant, and the fuel moisture
makes the decreasing disturbance.

From comparative analysis of the simulation results, it can be seen that the HSIC
has good control effect and anti jamming ability. In the case of large disturbances, it
can quickly eliminate interference, the output deviation is controlled in the mini-
mum range, and the output control of y(t) can quickly tend to smooth, therefore, it is
propitious to improve the service life of actuating mechanism and the process
stability. Compared with the conventional PID control, the HSIC shows a lot of
advantages such as the fast response speed, short transition time, stable and smooth
response curve, steady-state minimum deviation, strong anti-interference ability,
good control effect and strong robustness and so on.

Fig. 2 Step response curve under different disturbance amplitude. a Response in amplitude at 50.
b Response in amplitude at 10
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6 Conclusions

Aimed at the existent problem in operation process of municipal waste power plant,
the above explored the intelligent control strategy of incinerator combustion pro-
cess. In the actual operation, it does not always rely on theoretical model to make
the control, but with the help of the experience summed up the human being control
system, it makes the human simulated intelligent control. The simulation results of
pulse disturbance have verified the strong robustness of human simulated intelligent
control. Although it only makes a qualitative analysis, the superiority of the HSIC
strategy has shown that it is the available and effective to be applied in municipal
waste incineration process.
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Intelligent Control of Forming Process
in Complex Work-Pieces of Plastic Cement

Hong-jian Tao and Hu Xu

Abstract Plastic materials own complex chemical composition, aimed at the
puzzle of being difficult to actualize precisely control in temperature holding time,
injection pressure and process temperature of the plastics work-piece forming
process, the paper explored the strong robustness strategy based on multi-modal
control. This paper made the anatomy in control puzzle of existent process, sum-
marized up the process characteristics in cybernetics, based on the comparative
research for control strategy, explored the control strategy of strong robustness
based on human simulated intelligence, and constructed the multi-modal control
algorithm of the plastics work-piece forming process. Taking the control of process
temperature as an example, the experimental simulation validated the good dynamic
and static control quality of strong robustness control strategy proposed in this
paper. The experimental result shows that it is reasonable and feasible to strong
robustness control strategy explored in the paper.

Keywords Pieces of plastic processing ⋅ Forming process ⋅ Robust control
strategy ⋅ Multi-modal control

1 Introduction

The plastic work-piece is widely used in the engineering field, but the physical and
chemical properties of product is affected by many factors constrained such as
compound formulation, structure size, molding technology and processing envi-
ronment and so on. In the production process, currently it mainly depends on the
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operator’s experience and skill to conduct the control of production process because
of the complexity production technology, and therefore, the stability of product
quality is subject to the subjective initiative of operator to a great degree. In view of
the production process control being difficult to guarantee the stability of product
quality, and in order to avoid being affected by artificial factors, the key to improve
the stability of the product quality is to adopt the correct control strategy [1, 2]. So,
this paper makes some discussions on the control strategy of plastic work-piece
forming process.

2 Control Puzzle of Forming Process

Under the specified conditions, the forming control is a physicochemical process
that the plastic material and various additive arises the chemical cross-linking
reaction. Except the control process is affected by the factors such as product
formula, material properties, product structure, technology conditions and so on,
and the key factors, those have a decisive influence on the product properties, are
forming temperature, temperature-retaining time and molding injection pressure in
the forming control process. For example, a certain pressure can promote the plastic
material flow in the pressed film and remove the air bubbles, and ensures the
density of products. The pressure depends on the product structure, the nature of
compound and technology process conditions, and if the mobility of plastic material
is poor, then the pressure should be greater for thick products on the structure and
complex shapes. So, it can make the plastic material be able quickly to fill the
whole cavity, removes the air bubbles, and improves the adhesion and flexibility
etc. between the product layer and the metal layer or among the cloth layers.
Because the plastic material has no chemical molecule of fixed type, it belongs to
the high polymer material. Even if it is the same kind of raw materials, the
molecular weight also has significant difference, it may be different a hundred times
or even thousands of times, and full of uncertainty. In the forming process, the heat
transfer is achieved by thermal radiation and convection. The distribution of tem-
perature field is not uniform, and it describes the heat transfer relationship only by
differential equations or partial differential equation. There is obviously the heat
transfer lag, it belongs to the non-steady state system, and there is a strong nonlinear
obviously. As the heat transfer of plastic material and heat capacity is changeable,
its heat property is changed with chemical reaction, and so the heat transfer lag is
unknown and time-variant. The plastic material is a poor conductor of heat, the heat
conduction is related to the temperature etc., and therefore, the heat parameters are
randomness, unknown, diversity and time-variant. In the forming technology of
molded plastic products, the key technology affecting the quality stability of
forming product is to actualize the optimal control of the forming time, injection
pressure and process temperature, and this is currently the control puzzle of forming
process control faced [3]. As to what control strategy should be taken, it deals with
the research on cybernetics characteristic of product forming process.
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3 Process Characteristic and Control Strategy

3.1 Process Characteristic

Based on the analysis of control puzzle mentioned above forming process of
work-piece, it can be summarized up the cybernetics characteristics of forming
process [4].① Uncertainty of process parameter. Because the plastic materials have
no chemical molecule formula fixed type, it belongs to the high polymer material.
The forming technology has no obvious regularity, and the process is closely
related to the factors such as plastic material formulation, technology conditions,
product structure and properties etc. The uncertainty results in randomness, dis-
tribution, time-varying and unknown, and it is to say that the process parameters are
just an estimate of the value. ② Large inertia and pure time-lag of process. The
plastic cement is not a good conductor of heat transfer, the temperature field dis-
tribution is not uniform, and there is obviously large inertia and large pure time lag
in the heat transfer of controlled process. ③ Process presents strong nonlinear. The
heat conduction equation itself of describing the process characteristics is nonlinear
differential equation or partial differential equation, and therefore, the whole
forming process shows a strong nonlinearity. ④ Time-varying and time lag
unknown of process. In the process of chemical reaction, the properties of the
material are continuously changing, and the factors of many uncertainties result in
time-varying and time lag unknown of the controlled process with time lag in
plastic material forming. ⑤ The environmental disturbance of forming process has
unpredictability and diversity. Facing the process characteristics in cybernetics, it is
not possible to obtain the expected control effect by using the conventional control
strategy, and therefore, it is necessary to find a new control strategy.

3.2 Control Strategy

It is not desirable to the normalized control based on classical and modern control
theory because of its mathematical modeling difficulty being too big, and the
engineering practice has proved that it is impossible to achieve optimal control by
means of the conventional control strategy. The control strategy can be generally
adopted as intelligence control strategy. Such as fuzzy control strategy, it can use
the fuzzy set theory to make the fuzzification by linguistic variables, and after the
fuzzy reasoning, the process can be controlled according to the fuzzy control rules.
Although there are many successful application cases, and in the face of uncertainty
in process control, it is incapable of action, and also the control effect is not ideal.
The expert control system based on knowledge can be able to handle a variety of
accurate, fuzzy, qualitative and quantitative information, but for the uncertainty of
the process, it is not easy to the acquisition of relevant transcendental knowledge,
and therefore, it is very difficult to provide the control pattern to be suitable for
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process control. What it is worth to pay the particular concern is the human sim-
ulated intelligent control strategy. It is to study on control mechanism and control
structure of the human being controller itself, and simulates the control behavior of
human. Essentially it is the “homomorphism” transformation of human control
system. Adopting generalized characteristics model based on knowledge to actu-
alize the control, it not only considers dynamical characteristic of process, but also
researches on static characteristic of process, and it studies on control strategy,
control pattern and control algorithm from system hierarchy, and therefore, the
control represents the characteristics attracted people’s attention that it is high in
control precision, short in transient process time, fast in response time, none in
overshoot, strong in robustness, easy to fuse into the actual experience, skill and
wisdom of operator etc. HSIC (Human Simulated Intelligent Controller) owns the
following advantages. The strategy can make the online characteristic recognition
and has the characteristic memory function, adopt the principle of combining both
qualitative and quantitative control using the integration of open and closed loop
control, simulate the control behavior of control expert by means of heuristic and
intuitive reasoning method, and actualize the multi-modal control based on human
simulated intelligence. Because the control strategy takes fully the account of more
things in requirements of dynamic and static quality index, it integrates various
performance demands such as response speed, smoothness, robustness and accu-
racy, and as a whole it is closer to the actual project application. The successful
engineering practice has proved the superiority of the control strategy. Therefore
the paper selects the control strategy based on human simulated intelligence.

4 Control Model and Control Algorithm

4.1 Control Model

Generalized control model based on human simulating intelligence is an intelligent
system in essence [5]. First of all, it makes the integration to user index and the of
knowledge base and fuses a generalized knowledge set, then it takes the knowledge
set, reasoning mechanism and control rule to be fused into a human simulated
intelligent controller. The structure of generalized control model is shown as in
Fig. 1, and in which, r(t), e(t), u(t), y(t) is respectively represents the process input,
process error, output of controller and output of controlled process.

Controller process
u(t)e(t)r(t) y(t)Fig. 1 Generalized control

process model
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4.2 Control Algorithm

Taken the original algorithm of HSIC as an example, its control algorithm is as the
following.

u=
Kpe+ kKp ∑

n− 1

i=1
em, i ðe ⋅ e ̇>0∪ e=0∩ e ̇≠ 0Þ

kKp ∑
n

i=1
em, i ðe ⋅ e ̇>0∪ e ̇=0Þ

8
>><

>>:

In which, u is the output of controller, Kp is a proportional coefficient, k is an
inhibition coefficient, e is the system error, e ̇ is the error change rate, em,j is the ith
peak value of the error. Based on the above original control algorithm, and aimed at
the characteristic of the special forming process in complex work-pieces of plastic
cement, it can further summarize the human control experience, and establish a set
of control rules matched with the cybernetics characteristic of forming process. The
specific rules are as the following.

If e> βR, Then un = um.
If e< − βR, Then un = − um.
If jej< δ1 and je ̇j< δ2, Then un = un− 1.
IF jej>m ⋅R and e ⋅ e ̇>0, Then un = up.
If e ⋅ e ̇<0 and je e̸ ̇j> a, Then un = αp1.
If e ⋅ e ̇<0 and je e̸ ̇j> b, Then un = p1 +Kde ̇.
If e ⋅ e ̇<0 and b≤ je e̸ ̇j≤ a, Then un = p1.
If e ⋅ e ̇≥ 0 and jej∈ ðδ1, θ1Þ, je ̇j∈ ðδ2, θ2Þ,
Then un =P1 +Kp2e+Ki2 ∑ ej.
If e ⋅ e ̇<0 and jej∈ ðδ1, θ1Þ, je ̇j∈ ðδ2, θ2Þ,
Then un =P1 +Kp2e.
If e ⋅ e ̇ ≥ 0 and jej> θ2,
Then un =P1 +Kp1e+Ki1 ∑ ej −Kdy ̇.

In the above rules, un is the nth output of controller, um, is a output keeping value
related to the input change amount ΔR, up is a Forced retention value. e, e ̇ is
respectively the system error and its change rate, y ̇ is the change rate of system
output. em,j is the jth extremum of the error, r is a weighted factor of extremum
value, and it can be online correction. Kp1, Kp2, Ki1, Ki2, Kd is respectively the
proportional, integral and differential gain. β is a switching factor. α, a, b is
respectively different constant, and it is determined by empirical rule in knowledge
set. R is the setting value. δ1, δ2, θ1, θ2 is respectively the allowed error and error

rate range. ∑
j
ej is the cumulative error during period of e ⋅ e ̇ ≥ 0. p1 = r ∑

l

i=1
em, i is a

recent retention value of controller.
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5 Process Simulation and Experimental Verification

5.1 Process Simulation

In order to verify the control performance, it can inspect the performance in the
aspect of process parameter change in process simulation, and taking the conven-
tional PID control strategy for reference, it makes the comparison of process
response by above specific algorithm in this paper, and observes the change of
performance index in rise time, adjusting time, whether overshoot and steady-state
control accuracy etc.

A two-order process model with time lag is as the following.

GðsÞ= 4.134× e− 10s

ðs + 1Þð2s + 1Þ

The change of cybernetics characteristic in plastics work-piece forming process
can be equivalent to the effect of process parameter change, and make the process
simulation. Transforming the original model G(s) = 4.134e−10s/(s + 1)(2 s + 1) as
the G’(s) = 12e−2s/(1.2 s + 1)(5 s + 1), and obviously, all the parameters of the
process model are changed. Under this situation, the unit step response of process G
(s) and process G’(s) is respectively shown as in Fig. 2 and Fig. 3. From the analysis
of Figs. 2 and 3, it can be seen that in the aspects of performance index such as
process overshoot, control precision, response smoothness, adjusting time and rise
time etc., the control strategy of HSIC represents the better control quality and strong
robustness, and the control of HSIC obviously excels PID control strategy.

1   PID control

2 HSIC control

t/s

Fig. 2 Unit step response of
original model
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5.2 Experimental Verification

Taking the forming control of plastic bearing work-piece as an example, the
forming control process is adopted respectively by using the PID and HSIC control,
before and after the system reformed, the desired pressure is set to 16 MPa. The
change range of original system pressure is from 16.50 to 15.12 MPa, and the
change range of existent system pressure is from 16.14 to 15.84 MPa. Taking 100
mS as the sampling period, it makes the sampling and recording for two pressure
system, the sampling time takes 10 min, and the mean value, variance and range are
shown as in Table 1. Data in the Table 1 show that the HSIC control is obviously
better than PID control.

Before and after the system reformed, the desired temperature is set to 165 °C.
The change range of original system temperature is from 152 to 173 °C, and the
change range of existent system temperature is from 163 to 166.5 °C. Taking 100
mS as the sampling period, it makes the sampling and recording for two pressure
system, the sampling time takes 10 min, and the mean value, variance and range are
shown as in Table 2. Data in the Table 2 show that the HSIC control is obviously
better than PID control.

t/s

1   PID control

2 HSIC control

Fig. 3 Unit step response of
parameter change

Table 1 Contrast between
pressures

System Stat.
Average Variance Range

Original 15.82 0.62 1.38
Existent 15.97 0.12 0.30

Table 2 Contrast between
temperatures

System Stat.
Average Variance Range

Original 163.2 8.0 21.0
Existent 164.7 1.1 3.5
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5.3 Result Analysis

The simulation in Figs. 2 and 3 shows that when the process parameters change, the
control algorithm of HSIC still has good control quality, and compared with PID
control algorithm, it has very obvious advantage. Since the algorithm can make the
adjustment in real time according to the error signal of process, it improves the
control action for process, and therefore, the control HSIC of strong robustness has
the absolute advantage for the forming process control of complex plastic
work-pieces. In addition, the engineering experiment data in Tables 1 and 2 shows
that the control algorithm of HSIC is more ideal, and it has stronger engineering
applicability in the aspects of control quality such as control precision, average
value, variance and range.

6 Conclusions

The key of forming process control is that the parameters of process temperature,
injection pressure and keeping time should be better to be controlled. In view of the
specialty in cybernetics characteristics, and due to the effects of many uncertainty
factors, it is very difficult to control. The proposed control strategy based on HSIC
has very strong robustness, the simulation experiment and engineering practice
show that it is feasible and effective to the control of plastic forming process.
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A Study on Risk Factors Impact
on the Efficiency of Commercial Banks
in China—Based on Fuzzy DEA Model

Xin Liu Bao-zhu Shi and Xiang Zou

Abstract Based on the study of risk factors impact on the efficiency of commercial
Banks in China, is mainly to make use of the non-performing loan ratio, capital
adequacy and overdue loans to risk adjustment of input and output, and then uses
the fuzzy SBM and Super-SBM model to estimate the efficiency. Results show that:
the influence of risk factors on the 13 commercial banks in 2011 has varying
degrees. The less risk faced by banks, the smaller influence on the efficiency
affected by the risk factors. Compared with the state-owned commercial banks, the
risk factors have a higher influence on the joint-stock commercial banks.

Keywords Commercial banks ⋅ Efficiency ⋅ Fuzzy DEA ⋅ Risk adjustment

1 Introduction

Banking industries in China have changed intensively after reform and opening-up.
Many commercial banks transformed into joint-stock enterprises and appear on the
market. The factors of external sources of finance and economic crisis all have
influence on the development of banks. With the rapid development of the banking
industries, the problem of poor efficiency is serious and it also brings about many
questions—such as poor operation management level, lack of innovation about
financial products, less competition, high bad loan ratio, nonstandard capital risk
management and so on.All of thesewill influence the development of bank industries.

Indian commercial banks have been classified into two ownership groups (pub-
licly owned and privately owned) by Sathye [1]. Then the measurement of efficiency
is done using data envelopment analysis. The study shows that the efficiency of
private sector commercial banks is lower than that of public sector banks. Hsiao et al.
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[2] used a fuzzy super-efficiency slack-based measure DEA to analyze the efficiency
of 24 Taiwan’s commercial banks with vague characteristics. The study shows that
the fuzzy super-efficiency slack-based measure of efficiency can not only charac-
terize uncertain input variables and output variables, but also have a higher capa-
bility to evaluate bank efficiency than the conventional Fuzzy DEA approach.
Eslami et al. [3] put fuzzy probabilistic constraints into classic DEA, and analyzed
the data sources consist of monthly reports of 20 Iranian bank branches over a period
of May 2008–February 2009. The study shows that the fuzzy super-efficiency
slack-based measure of efficiency can not only characterize uncertain input variables
and output variables, but also have a higher capability to evaluate bank efficiency
than the conventional Fuzzy DEA approach. Compared with bank efficiency studies
abroad, domestic studies started off not so early, which, moreover, lag behind in
research methods together with philosophy to some degree. For example, Huang
Xian et al. [8] gave an study on the technical efficiency of 13 commercial banks in
China during the period 1998∼2005 by applying the three-stage DEA model. When
Tang Zhuangzhi [9] measured the efficiency of Chinese banks by applying DEA
model, he used Factor Analysis Method to screen out suitable input-output variable,
moreover put risk factor into it. Hu Han and Song Yuanliang [10] used SFAmodel to
study Chinese commercial bank’s efficiency and risk factor’s influence on it. From
the efficiency value, we will find that Chinese bank’s total efficiency level is low
during sample period. From that, state-owned commercial banks’ efficiency is higher
than joint-stock commercial banks’ efficiency. The study of risk factors shows that
loan-deposit ratio and capital adequacy ratio have positive correlation relationship
with bank’s efficiency, in addition, bad loan ratio has negative correlation rela-
tionship with bank’s efficiency.

Above-mentioned available literature about commercial bank’s efficiency all
hypothesized that risk is neuter or that risk factors have so little influence on bank’s
efficiency that we can ignore it. So the measurement of bank’s efficiency deviated
from the true value. However, the risk itself is an uncertain message, and it also
brings about capital’s fluctuation and income’s instability. It is suitable to show this
uncertainty by applying vague number which is flexible structure. So we try to
study risk factors influence on Chinese commercial banks’ efficiency by using fuzzy
DEA model.

2 Fuzzy DEA Model

From the econometrics view, conventional DEA method is a pure linear pro-
gramming process, moreover, compared with classical DEA, fuzzy DEA obviously
increase calculate amount because fuzzy DEA fuzzify the index which is quan-
tification by using L-R vague number and triangle vague number. In addition, the
efficiency from conventional DEA is simple maximum value, but the efficiency
from fuzzy DEA is a minimum one among the maximum value, and it is a precise
maximum value.
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2.1 Basic Definition of Fuzzy Number

Definition 1 Assuming X is an Universe of Discourse, Ã a fuzzy set in X, is shown
by a real-valued function which is subject to X, μA ̃:X→ ½0, 1�, x→ μA ̃ðxÞ, for x∈X,
the function μÃ is a subjection function of A ̃. The function value of μA ̃ðxÞ is called
the membership of x for A ̃, denoted as: Ã= ðx, μÃðxÞÞjx∈X

� �
.

Definition 2 AssumingR is real numbers set, and Ã is fuzzy set, if for any real number

< y< z, there are μÃ ≥min μA ̃ðxÞ, μA ̃ðzÞ
h i

, so we call A ̃ as convex fuzzy set on R.

Definition 3 Assuming the domain of discourse of X = R is real number set, if

(1) Ã is a convex fuzzy set on X;
(2) ∃ a1, a2 ∈X and a1 ≤ a2, subject to ∀x∈ ½a1, a2�,A ̃ðxÞ=1, limx→ +∞ ÃðxÞ=0,

then A ̃ is a fuzzy number on X.

Definition 4 If Ã= ½a1, aM , a2�, 0≤ a1 ≤ aM ≤ a2, then call Ã= ½a1, aM , a2� the tri-
angular fuzzy number. The membership function of A ̃ can be represented (Van
Laarhoven and Pedrycz [11]):

α= μA ̃ðxÞ=
x− a1
aM − a1

, a1 ≤ x≤ aM
x− a2
aM − a2

, aM ≤ x≤ a2
0, others

8<
: ð1Þ

This article mainly use input-output variable to construct triangular fuzzy
number, transforming triangular fuzzy number to interval number by applying
α–cuts, then getting the result by using interval DEA model.

2.2 Constructing Fuzzy Number

By applying classical BCC model, we not only can measure the efficiency of every
decision unite, but also can get the input differential value of every DMU. We use
SFA model to separate the influence of risk factor and stochastic interference factor
on input differential value, then have a risk-adjustment on input variable, at last, do
a fuzzy DEA analysis on input variables’ fuzzy number.

If there are n decision unites, every decision unite have m input methods, and
there are p risk variables having influence on input differential value. The input
differential regression function is:
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Sij = f i zj; βi
� �

+ vij + uij, i=1, 2, . . .m; j=1, 2, . . . , n ð2Þ

In function (2), Sij represent i th input’s difference of j th decision making unit;
zj = ðz1j, z2j, . . . , zpjÞ represent p exogenous risk variable, β j is unestimated
parameter of risk explanatory variable; f iðzj; βiÞ shows the function relationship
between risk variable and input difference. vij is ith input’s random term of jth
DMU, uij is risk inefficiency’s nonnegative random variable of ith input of jth
DMU. We assume vij complying with normal distribution ð0, σ2viÞ, while uij obeying
truncated normal distribution N + μ j, σ2ui

� �
, in addition vij and uij are mutual

independence.
By using Frontier Version software, we estimate the unknown parameter of

function (2) by applying Maximum likelihood estimate. Meanwhile, we can esti-
mate E ̂½uij v̸ij + uij� by using the method of Jondrow et al. [4]. Based on this, the
value estimator of vij is:

E ̂
vij

vij + uij

� �
= Sij − zjβi −E ̂½uij ð̸vij + uijÞ� ð3Þ

This paper uses estimated parameter to have a risk-adjustment on every DMU, the
principle is to adjust all of the DMU into a same risk condition, at the same time,
consider of the influence of stochastic disturbance term, so we can get the efficiency
which reflect decision unite in risk condition. The adjustment expression is:

xUij = xij + maxj zjβi
� 	

− zjβi
� �

+ maxj½v ̂ij�− vîj
� � ð4Þ

xLij = xij − zjβi −minj½zjβi�
� �

− fvîj −minj½vîj�g ð5Þ

Among it, xij is section i’s real value of section j of DMU, βi is the estimator of
risk explanatory variable, vîj is the estimator of stochastic disturbance term.

In Eq. (4), the first bracket represent an adjustment of risk variable, and it makes
all sample banks face the same great risk condition. Among Eq. (5), the first
bracket also represent an adjustment of risk variable, but it makes all sample banks
face the same low risk. The second bracket of the two equations depicts the
adjustment of stochastic disturbance term, and all the sample banks are confronted
with a same random error because of it. xUij represents input which has been adjust
by enlarging risk, xLij represents input which has been adjust by decreasing risk, then

we can build up triangular fuzzy number as xLij, xij, x
U
ij

h i
for every input variable.
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2.3 SBM Model and It’s Solution in Fuzzy Condition

Fuzzy DEA model expands based on classical DEA models, so different classical
DEA model has different fuzzy DEA model. This article chooses non-radial SBM
model to study, so conventional CCR model and BCC model have incomplete
measurement. Their model either is input-oriented or output-oriented, so we can
only get input efficiency or output efficiency of DMUs while can not get the
measurement of input and output efficiency at the same time, and their efficiency
index miss the slack quantity of nonzero input-output, therefore, they can’t get the
inefficiency of all DMUs. While non-radial SBM model directly put the slack
quantity input and output into objective function and constraint function, so on the
one hand, it solves the measurement problem of slack quantity of input and output,
on the other hand, it gives the efficiency based on input and output, so the estimate
of efficiency about fuzzy DMUs is more perfect and more reasonable.

2.3.1 Non-radial SBM Model

SBM model, which is proposed by Tone [5], is used to measure non-radial effi-
ciency of decision making unite. We assume there are n DMUs, each DMU with m
inputs, and s outputs. Based on this description, the efficiency evaluation model
could be expressed:

Min ρk =
1− 1

m∑
m
i= 1

s−
i
xik

1+ 1
s∑

s
r=1

s+r
yrk

Subject to xik = ∑n
j=1 xijλj + s−i , i=1, 2, . . . ,m

yrk = ∑n
j=1 yrjλj − s+r , r=1, 2, . . . , s

ð6Þ

∑n
j=1 λj =1

λj ≥ 0, j=1, 2, . . . , n
s−i ≥ 0, s+r ≥ 0

where ðxik, yrkÞ represents the kth DMU, the ith input, and rth outputs. The λj is
represented by the kth DMU weighting for evaluating efficiency. The s−i is rep-
resented by input slack variable, while s+r is represented by output slack variable.
Model (6) is difficult to calculate, sowe canmultiply non-negative scalar variable q to the
denominator a numerator, and assume that the objective function denominator is equal to
1. As such, Model (6) forms a simple linear programming similar to Model (7):
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Min ρk̃ = q− 1
m∑

m
i=1

S−
i
xik

Subject to
q+ 1

S∑
S
r=1

S+
r
yrk

=1

qxik = ∑n
j=1 xijλ

′

j + S−
i , i=1, 2, . . . ,m

qyrk = ∑n
j=1 yrjλ

′

j − S+
r , r=1, 2, . . . , s

ð7Þ

∑n
j=1 λ

′

j = q, q>0
λ′j = qλj ≥ 0, j=1, 2, . . . , n
S−
i ≥ 0, S−

i = qs−i
S+
r ≥ 0, S+

r = qs+r

When the optimum solution of Model (7) ρ ̃*k =1, S− *
i = S+*

r =0, the efficiency
of decision making unite is 1, and there aren’t input excess and output shortfall,
DMUk is SBM’s efficiency.

2.3.2 Fuzzy Expand and Solution of SBM Model

Among a DMUs set, in order to represent fuzzy input and output variables, we used
μxĩj , μyĩj as their membership functions, such that x ̃ij, yr̃j are the fuzzy number of
input and output, respectively. Usually, we assume all variables as fuzzy number,
while if some variables are crisp data, then we can use degenerated member
functions to describe them, such that this range will only have one value.
Fuzzy SBM model is as follows:

Min ρk̃ = q− 1
m∑

m
i=1

S−
i
xĩk

Subject to q+ 1
S∑

S
r=1

S+
r
yr̃k

=1

qxĩk = ∑n
j=1 xĩjλ

′

j + S−
i , i=1, 2, . . . ,m

ð8Þ

qyr̃k = ∑n
j=1 yr̃jλ

′

j − S+
r , r=1, 2, . . . , s

∑n
j=1 λ

′

j = q, q>0
λ′j = qλj ≥ 0, j=1, 2, . . . , n
S−
i ≥ 0, S−

i = qs−i
S+
r ≥ 0, S+

r = qs+r

We assume ðx ̃ijÞ, Sðyr̃jÞ are x ̃ij, yr̃j’s support sets, the xĩj and y ̃rj y α–cut is
therefore defined as:

ðXijÞα = xij ∈ S xĩj
� �jμxĩjðxijÞ≥ α

n o
,∀j, i ð9Þ

ðYrjÞα = yrj ∈ S y ̃rj
� �jμy ̃rjðyrjÞ≥ α

n o
,∀r, j ð10Þ
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Thus, fuzzy inputs and outputs can be represented in intervals at different α–cut
levels ðxĩjÞαj0< α≤ 1

� �
and y ̃rj

� �
α
j0< α≤ 1

n o
. Based on the above, we can

express (Eqs. (9) and (10) as Model (11) and Model (12)):

ðXijÞα = xij ∈ S x ̃ij
� �jμxĩjðxijÞ≥ α

n o
= ðXijÞLα, ðXijÞUα
� 	

= minxij xij ∈ SðxĩjÞjμxĩjðxijÞ≥ α
n o

,maxxij xij ∈ SðxĩjÞjμxĩjðxijÞ≥ α
n oh i ð11Þ

ðYrjÞα = yrj ∈ Sðyr̃jÞjμyr̃jðyrjÞ≥ α
n o

= ½ YrjÞLα, ðYrjÞUα
� 	

= minyrj yrj ∈ Sðyr̃jÞjμy ̃rjðyrjÞ≥ α
n o

,maxyrj yrj ∈ Sðyr̃jÞjμyr̃jðyrjÞ≥ α
n oh i ð12Þ

This article assume input as triangular fuzzy number Xij = xLij, x
M
ij , x

U
ij


 �
, output

as Yrj = yLrj, y
M
rj , y

U
rj


 �
, its corresponding α–cut sets based on given α–level are:

ðXijÞα = xLij + α xMij − xLij

 �

, xUij − α xUij − xMij

 �h i

ð13Þ

ðYrjÞα = yLrj + α yMrj − yLrj

 �

, yUrj − α yUrj − yMrj

 �h i

ð14Þ

Moreover, we can define the DMUk membership functions using Zadeh’s (1978)
extension principle, as seen in Model (15):

μE ̃kðzÞ= supx, y min μxĩjðxijÞ, μyr̃jðyrjÞ,∀j, r, ijz=Ekðx, yÞ
n o

ð15Þ

where Ekðx, yÞ is represented by the kth DMU efficiency score at a set of ðx, yÞ by
conventional SBM model and the μE ̃k is the minimum of μxĩjðxijÞ, μyr̃jðyrjÞ


 �
. From

Model (15), we need μxĩjðxijÞ≥ α, μyr̃jðyrjÞ≥ α and at least one μxĩjðxijÞ or μyr̃jðyrjÞ
equal to α, such that Ek x, yð Þ satisfies μE ̃k zð Þ= α. Based on given α level, all α–cut
sets form a nested structure, when 0< α2 < α1 < 1, there are:

Xij
� �L

α1
, Xij
� �U

α1

h i
⊆ Xij

� �L
α2
, Xij
� �U

α2

h i
, Yrj
� �L

α1
, Yrj
� �U

α1

h i
⊆ Yrj

� �L
α2
, Yrj
� �U

α2

h i
, so

μxij xij
� �

≥ α and μx ̃ij xij
� �

≥ α have a same domain and the same with μyr̃j yrj
� �

≥ α and

μyr̃j yrj
� �

≥ α.
Based on the above formulas, we can find that μE ̃k has a lower and upper bound

by α–cut, as seen in Model (16) and Model (17):
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ρkð ÞUα =max
Xij
� �L

α
≤ xij ≤ Xij

� �U
α

Yrj
� �L

α
≤ yrj ≤ Yrj

� �U
α

∀j, i, r

min q− 1
m∑

m
i=1

S−
i
xik

subject to q+ 1
S∑

S
r=1

S+
r
yrk

=1

qxik = ∑n
j=1 xijλ

′

j + S−
i , i=1, 2, . . . ,m

qyrk = ∑n
j=1 yrjλ

′

j − S+
r , r=1, 2, . . . , s

∑n
j=1 λ

′

j = q, q>0
λ′j = qλj ≥ 0, j=1, 2, . . . , n
S−
i ≥ 0, S+

r ≥ 0

8>>>>>>>>>><
>>>>>>>>>>:

ð16Þ

ρkð ÞLα =min
Xij
� �L

α
≤ xij ≤ Xij

� �U
α

Yrj
� �L

α
≤ yrj ≤ Yrj

� �U
α

∀j, i, r

min q− 1
m∑

m
i=1

S−
i
xik

subject to q+ 1
S∑

S
r=1

S+
r
yrk

=1
qxik = ∑n

j=1 xijλ
′

j + S−
i , i=1, 2, . . . ,m

qyrk = ∑n
j=1 yrjλ

′

j − S+
r , r=1, 2, . . . , s

∑n
j=1 λ

′

j = q, q>0
λ′j = qλj ≥ 0, j=1, 2, . . . , n
S−
i ≥ 0, S+

r ≥ 0

8>>>>>>>>>><
>>>>>>>>>>:

ð17Þ

Models (16) and (17) are two-stage mathematical programming model, so we
should apply the formula of Model (16) and (17) to a classical one-stage mathe-
matical programming model. If we attempt to ascertain the “minimum” efficiency of
specific DMU, we should use specific DMU lower bound outputs and other DMUs
with lower bound inputs, and specific DMU upper bound inputs and other DMUs
with upper bound outputs. Alternatively, we can find the specific decision making
units to have the “maximum” efficiency, we should take the specific decision
making unit’s upper bound outputs and others’ DMUs upper bound inputs, and the
specific DMU lower bound inputs and others’ DMU lower bound outputs. Then,
the Model (16) and Model (17) can be transformed as follows:

Min ρkð ÞUα = q− 1
m∑

m
i=1

S−
ið ÞL

ðxikÞLα

Subject to q+ 1
S∑

S
r=1

S+
rð ÞU
yrkð ÞLα

=1

qðxikÞLα = ∑n
j=1
j≠ k

ðxijÞUα λ′j + ðxikÞLαλ′k + S−
i

� �L, i=1, 2, . . . ,m

q yrkð ÞLα = ∑n
j=1
j≠ k

yrj
� �L

α
λ′j + yrkð ÞUα λ′k − S+

r

� �U , r=1, 2, . . . , s

ð18Þ

∑n
j=1 λ

′

j = q, q>0
λ′j ≥ 0, j=1, 2, . . . , n

S−
i

� �L ≥ 0, S+
r

� �U ≥ 0
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Min ρkð ÞLα = q− 1
m∑

m
i=1

S−
ið ÞU
xikð ÞUα

Subject to q+ 1
S∑

S
r=1

S+
rð ÞL
yrkð ÞLα

=1

q xikð ÞUα = ∑n
j=1
j≠ k

ðxijÞLαλ′j + ðxikÞUα λ′k + S−
i

� �U , i=1, 2, . . . ,m

q yrkð ÞLα = ∑n
j=1
j≠ k

yrj
� �U

α
λ′j + yrkð ÞLαλ′k − S+

r

� �L, r=1, 2, . . . , s

ð19Þ

∑n
j=1 λ

′

j = q, q>0
λ′j ≥ 0, j=1, 2, . . . , n

S−
i

� �U ≥ 0, S+
r

� �L ≥ 0

The optimal value ρkð ÞLα and ρkð ÞUα of Model (18) and Model (19) formulate
DMUk’s interval efficiency ρkð Þα = ρkð ÞLα, ρkð ÞUα

� 	
on given α–cut level.

According to the interval efficiency on given α–cut level, we can classify all the
fuzzy decision making units DMUk k=1, 2, . . . , nð Þ into three classes:

(1) E +
α = DMUkj ρkð ÞLα =1, k=1, 2, . . . , n

� �
, if DMUk ∈E +

α , we say that it is fuzzy
DEA efficiency on α–cut level;

(2) Eα = DMUkj ρkð ÞLα <1, ρkð ÞUα =1, k=1, 2, . . . , n
� �

, if DMUk ∈Eα, we call that
DMUk is fuzzy DEA efficiency on α–cut level;

(3) E −
α = DMUkj ρkð ÞUα =1, k=1, 2, . . . , n

� �
, if DMUk ∈E −

α , we say that it is
fuzzy DEA inefficiency on α–cut level.

2.4 Super-SBM Model and Its Solution in Fuzzy Condition

Data Envelopment Analysis (DEA) mainly use various input and output of decision
making units to construct efficient productive frontier, so we can measure the same
kind decision making units’ relative efficiency, and this is a nonparametric method.
When using classical DEA models, we may find that many decision making units’
efficiency are 1, thus, we can’t have an efficiency order on them. In order to solve
this problem, Andersen and Ptersen proposed Super-efficiency DEA in [12]. The
difference between this model and conventional DEA model (CCR Model and BCC
Model) is: classical DEA model, which put the linear combination of all decision
making units as reference set of model evaluation, while Super-efficiency DEA
model’s reference set removes unvalued decision making units, consisting by the
linear combination of other decision making units. So, when there are two or more
than two decision making units (the efficiency value is 1), the measurement of
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inefficient units’ efficiency is consistent between Super-efficiency DEA model and
classical DEA model. While for the efficient decision making units, their efficiency
can exceed 1, so the efficiency is different, thus we can have a complete order for all
the decision making units.

2.4.1 Super-SBM Model

Assuming a production possibility set P x0, y0ð Þ which covers X,Yð Þ but excluding
x0, y0ð Þ and n DMUs, each with m inputs and s outputs, for the kth decision unit, its
efficiency rating model is:

Min τk =
1
m∑

m
i=1

x̄i
xik

1
s∑

s
r=1

y ̄r
yrk

Subject to xī ≥ ∑n
j=1
j≠ k

xijλj, i=1, 2, . . .m

yr̄ ≤ ∑n
j=1
j≠ k

yrjλj, r=1, 2, . . . , s

ð20Þ

∑n
j=1
j≠ k

λj =1, j=1, 2, . . . , n

xī > xij, 0≤ yr̄ ≤ yrk, λj ≥ 0

where x ̄, y ̄ð Þ∈P\ xk, ykð Þ∩ x ̄≥ xk , y ̄≤ ykf g. Since Model (20) offers fractional linear
programming, it may produce an infinite number of solutions. Tone [6] solved the
above problem through multiplying non-negative scalar variable q for the
denominator and numerator, assuming that the objective function of the denomi-
nator is equal to 1, so Model (20) transforms a simple linear programming similar to
Model (21):

Min τ ̃k = 1
m∑

m
i=1

x ̄′i
x̃ik

Subject to 1
s∑

s
r=1

y ̄′r
yr̃k

=1

x ̄′i ≥ ∑n
j=1
j≠ k

xĩjλ′j, i=1, 2, . . . ,m

y ̄′r ≤ ∑n
j=1
j≠ k

yr̃jλ
0
j, r=1, 2, . . . , s

ð21Þ

∑n
j=1
j≠ k

λ′j = q, j=1, 2, . . . , n

x ̄′i > xĩj, 0≤ y ̄′r ≤ yr̃j, λ′j ≥ 0
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2.4.2 Super-SBM Model’s Fuzzy Expand and Solution

In a DMUs set, we assume input x ̃ij and output yr̃j are approximate available, also,
xĩj, yr̃j of the membership functions are defined as μx̃ij , μyr̃j . According to the process
of fuzzy expanding and solution of SBM model, we can get the optimal efficiency
interval of DMUk based on α–cut level:

τkð ÞUα =min
1
m
∑m

i=1
x ̄′i
� �L
xikð ÞLα

Subject to
1
s
∑s

r=1
y ̄′r
� �U
yrkð ÞUα

=1

x ̄′i
� �L ≥ ∑n

j=1

j≠ k

xikð ÞLαλ′j, i=1, 2, . . . ,m

y ̄′r
� �U ≤ ∑n

j=1

j≠ k

yrkð ÞUα λ′j, r=1, 2, . . . , s

∑n
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2.5 Ranking of Decision Making Units in Fuzzy Condition

It is difficult to determine the ranking, because every decision making units’ interval
efficiency with α–cut level are measured in fuzzy condition. So we use the area
measurement method proposed by Chen and Klien [7] to rank the fuzzy number at
unknown membership functions:

I Ek̃,R ̃
� �

= limm→∞

∑m
i=0 Ekð ÞUαi − c

h i
∑m

i=0 Ekð ÞUαi − c
h i

− ∑m
i=0 Ekð ÞLαi − d

h i
0
@

1
A ð24Þ

where c=mini, k Ekð Þαi
n o

, and =maxi, k Ekð Þαi
n o

, i=0, 1, . . . ,m. If I E ̃k, R̃
� �

is

higher than the represented the kth DMU ranking is higher.

3 Sample Data Introduction

3.1 The Source of Banks’ Input-Output Data

As a financing institution which provide various services, banking industry’s
input-output is far different from general industry. According to existing literatures,
[13] indicated that there are many methods to define banks’ input-output, such as
“Intermediary Approach”, “Asset Approach”, “Value Added Approach”, “Pro-
duction Approach”, and “User Cost Approach”, and the first three methods are
usually been applied.

This article chooses the input-output index by applying Intermediary Approach
and Asset Approach. And from abroad literatures about index selecting, we define
input variable as deposit, net value of fixed assets and operating expenses; and
define output variable as net credit and pretax profit.

In order to maintain consistency of statistical caliber and availability of data, this
paper selects 13 listed commercial banks as sample. Including 5 state-owned banks:
Agricultural Bank of China, Industrial and Commercial Bank of China, China
Construction Bank, Bank of China and Bank of Communications; and 8 joint-stock
commercial banks: China Citic Bank, China Minsheng Bank, Hua Xia Bank, China
Everbright Bank, China Merchants Bank, Soci é t é G é n é rale, Shanghai Pudong
Development Bank, and Ping An Bank. Ping An Bank came out after Shenzhen
Development Bank Co., Ltd. Merged with Ping An Bank Co, SZPA at 2012. This
paper uses the name of Ping An Bank to replace Shenzhen Development Bank
during 2008–2011. The sample period is from the year 2008–2012, and sample data
come mainly from every bank’s annual report during the year 2008–2012.
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3.2 How to Select Risk Factor Variable

Credit risks are the main risk during banks’ operating activities. Commercial banks
always use the bad loan ratio as one of the most important index measuring the credit
risk. And it reflects the risk safety degree of banks’ credit capital. The non-performing
loan of commercial banks mainly includes substandard loan, doubtful loan and loss
loan. The non-performing loan ratio = year-end non-performing loan of commercial
bank/total loan of commercial bank. The higher bad loan ratio, the bigger risk of
credit capital comes to commercial banks, and the less chance that banks can call in
this loan, relatively, the greater loss may bring to the bank, and the bank’s operating
cost become bigger, so it will influence profitability and efficiency of operation.

Capital adequacy ratio = the capitalization of the bank/the weighted total assets.
Capital adequacy ratio reflects how much loss the bank can undertake only
depending on its own assets and shows the bank’s ability to resist the risk when the
depositors’ and creditors’ assets are impaired.

Past due loans are used to depict that repayment of bank loans are not on time,
and reflect the service condition about this loans. Though past due loans can’t
transform to bad loan, we couldn’t make sure if it will be get back, so it will cause
uncertain loss to banks. And that continuous increase of past due loans would make
the market have a negative attitude to the quality of banks’ credit assets. Therefore,
managing the past due loans not only can solve banks’ past due loans quickly and
reduce the uncertain loss, but also can promote the market’s confidence to banks’
credit security.

So, non-performing loan ratio, capital adequacy ratio and past due loans ratio are
chosen as risk factor index to adjust Chinese commercial banks’ input-output
variables, then we get the efficiency by applying fuzzy DEA model.

This paper selects the research of the efficiency which has been adjusted by risk
at 2011, so, we add the data of commercial banks’ non-performing loan ratio,
capital adequacy ratio and past due loans ratio which collected in 2011 to it based
on former sample data base.

3.3 Adjust the Risk of Input-Output Variable

This article can not only measure 13 commercial banks’ various efficiency in 2011
by applying BCC model and DEAP software, but also can get the difference about
the input data. At the same time, we substitute the data which gained from every
bank’s non-performing loan ratio and capital adequacy ratio in 2011 into SFA
model. Then, we can get the conclude by using frontier software. The results list in
Table 1.

From Table 1, we can know that the non-performing loan ratio has a positive
influence on the three input difference, and they are all significant at 0.01 level. It
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indicates that the rising of non-performing loan ratio will aggravate the input dif-
ference, and the increase of the difference means the expansion of banks’ input
redundancy. Because of that, banks will be at a disadvantage operating condition
and its efficiency will turn down. Nevertheless, capital adequacy ratio has a neg-
ative influence on the three input difference, and they are all significant at 0.01
level. The rising of capital adequacy ratio will decrease the input difference and
banks’ input redundancy. Because of that, banks’ operating condition has improved
and its efficiency also enhances. All of these are in line with theory and reality.
Then, we can use Model (3), Model (4) and Model (5) to calculate triangle vague
number based on risk adjustment. Moreover, the method to adjust output risk is to
fuzzify net credit, and the vague number expression is L̃= L−L0,L+L0½ �, among
it, L is net credit, while L0 is past due loan.

4 Empirical Analysis

4.1 Empirical Result Analysis After Risk Adjustment

First, put the variable without risk adjustment into SBM model and Super-SBM
model to calculate the efficiency of 13 commercial banks. Then, put the input-output
variable which has been adjust by risk into SBM model and Super-SBM model, after

Table 1 Parameter estimation of commercial banks’ various efficiency in 2011

Dependent variable The difference between the deposit The difference between net value of
fixed assets

Coefficient Standard
deviation

T value Coefficient Standard
deviation

T value

Constant term 1333.300 1.892 704.749 33.794 1.904 17.747

The non-performing
loan ratio

1007.002 9.567 105.262 22.970 1.176 19.526

Capital adequacy
ratio

−189.592 2.023 −93.726 −4.427 0.197 −22.452

δ2 185486.850 41.255

Dependent variable The difference between operating
expenses

Coefficient Standard
deviation

T value

Constant term 83.866 16.892 4.965

The non-performing
loan ratio

59.256 12.612 4.698

Capital adequacy
ratio

−11.510 2.128 −5.410

δ2 342.568
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that, we can get the 13 commercial banks’ technical efficiency based on different
α–cut set level within risk adjustment by applying DEA-Solver. On Table 2.

The second row in Table 2 gives out the 13 commercial banks’ technical effi-
ciency by applying SBM model in 2011. There are 5 commercial banks’ efficiency
less than 1, including Agricultural Bank of China, China Minsheng Bank, Hua Xia
Bank, China Everbright Bank and China Merchants Bank, and they all are ineffi-
ciency unite of SBM. The other 8 commercial banks are efficiency unites of SBM,
and they are all at efficiency frontier, meanwhile, there are neither input redundancy
nor output deficiency. In order to rank them better, the third row lists out the 8
commercial banks’ super efficiency by using Super-SBM model. From fifth row to
ninth row, it depicts 5 commercial banks’ technical efficiency by using Fuzzy SBM

Table 2 13 commercial banks’ technical efficiency within risk adjustment in 2011

Bank Model
SBM Super

SBM
Fuzzy SBM

α=0 α=0.3 α=0.5 α=0.7 α=1

Agricultural Bank of
China

0.6234 0.6234 L 0.4772 0.5208 0.5512 0.5793 0.6234
U 1.0000 1.0000 0.8736 0.7366 0.6234

Industrial and
commercial Bank of
China

1.0000 1.2213 L 1.2181 1.2191 1.2197 1.2204 1.2213
U 1.2245 1.2236 1.2229 1.2223 1.2213

China Construction
Bank

1.0000 1.0000 L 0.9236 0.9283 0.9338 0.9361 1.0000
U 1.0008 1.0006 1.0004 1.0003 1.0000

Bank of China 1.0000 1.0409 L 1.0392 1.0396 1.0400 1.0403 1.0409
U 1.0415 1.0413 1.0412 1.0411 1.0409

Bank of
Communications

1.0000 1.0445 L 1.0343 1.0399 1.0410 1.0422 1.0445
U 1.2031 1.1176 1.0824 1.0554 1.0554

China Citic Bank 1.0000 1.0113 L 1.0069 1.0079 1.0088 1.0100 1.0113
U 1.0516 1.0396 1.0291 1.0169 1.0113

China Minsheng Bank 0.8418 0.8418 L 0.1950 0.2879 0.3747 0.4967 0.8418
U 1.0000 1.0000 1.0000 1.0000 0.8418

Hua Xia Bank 0.6641 0.6641 L 0.0748 0.1381 0.1903 0.2706 0.6641
U 1.0000 1.0000 1.0000 1.0000 0.6641

China Everbright Bank 0.8139 0.8139 L 0.1266 0.2053 0.2789 0.3886 0.8139
U 1.0000 1.0000 1.0000 1.0000 0.8139

China Merchants Bank 0.8909 0.8909 L 0.2676 0.3709 0.4619 0.5815 0.8909
U 1.0000 1.0000 1.0000 1.0000 0.8909

Soci é t é G é n é rale 1.0000 1.2032 L 1.0533 1.0847 1.1181 1.1496 1.2032
U 1.2036 1.2035 1.2034 1.2034 1.2032

Shanghai Pudong
Development Bank

1.0000 1.0270 L 1.0110 1.0140 1.0172 1.0226 1.0270
U 1.0278 1.0277 1.0275 1.0273 1.0270

Ping An Bank 1.0000 1.4837 L 1.0147 1.0408 1.0711 1.1267 1.4837
U 1.4931 1.4890 1.4865 1.4851 1.4837
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model and 8 commercial banks’ technical efficiency by using Fuzzy Super-SBM
model based on different α–cut set level. There are 5 levels about α–cut set, and it’s
a = 0 α=0, 0.3, 0.5, 0.7, 1. We can use α–cut set level as different degree of the risk
adjustment about input-output, and the lower α–cut set level, the greater the degree
of risk adjustment is. We also can get that the efficiency change interval is wider
from the table. This means that the risk bank faced is bigger, and the variation of its
efficiency is more intensive. For example, when α=0, it means that all of the banks
need get their input-output risk changed in a greatest degree, and the degree of the
corresponding efficiency is maximum. On the contrary, when α=1, it means that
we don’t do any risk adjustment to input-output, while the variables stay the same,
at the same time, the upper limit value and lower limiting value of efficiency are
equal to the efficiency calculated by SBM model and Super-SBM model.

From interval efficiency score in Table 2, we can get that risk factor has different
influence on 13 commercial banks, and as the α–cut set level increasing, from α=0
to α=1, the amount of variation of commercial banks’ efficiency is smaller. It
means that the degree of banks’ operating efficiency affected by the risk is lower as
the risk which banks encounter become smaller, and the change is stable.

Among the state owned commercial banks, only Agricultural Bank of China is
relative inefficiency, and the efficiency value is 0.6234. Meanwhile, the degree of its
efficiency affected by the risk is greatest, because the efficiency interval is [0.4772,
1.000] when α=0. Amplitude of variation is bigger than other four state owned
commercial banks at the same α–cut set level. When α=0.5, The upper limit
efficiency value of Agricultural Bank of China has declined to 0.8736, so it is the
weakest ability to resist risks among the state-owned commercial banks, and its
risk-adjusted efficiency is lowest. From the Super-SBM model in Table 2, we can
see that the efficiency of Industrial and Commercial Bank of China is highest, then
it’s Bank of Communications, following is Bank of China and China Construction
Bank. From the degree affected by risk, Bank of China is minimally affected by
risk, and the fluctuation range of efficiency is 0.023(=1.0415−1.0392) when α=0.
The amount efficiency of variation of Industrial and Commercial Bank of China,
China Construction Bank and Bank of Communications respectively are 0.064,
0.0772 and 0.1688. Above all, we know that 5 state-owned commercial banks’
efficiency affected by risk ranking from weakest to greatest is Bank of China,
Industrial and Commercial Bank of China, China Construction Bank, Bank of
Communications and Agricultural Bank of China, while it also it risk adjustment
order from highest to lowest of the 5 state-owned commercial banks.

Among joint-stock owned commercial banks, there are 4 banks which are SBM
inefficiency, according to the efficiency order from highest to lowest, they orderly are
China Merchants Bank, China Minsheng Bank, China Everbright Bank and Hua Xia
Bank. There are 4 banks having efficiency, fromSuper-SBMmodel in Table 2,we can
get that the efficiency of Ping An bank is highest, following is Soci é t é G é n é rale,
Shanghai Pudong Development Bank and China Citic Bank. From the degree of risk
impact, because joint-stock owned commercial banks start late, their riskmanagement
system is incomplete, and themanagement system is imperfect, themanagement level
is not high, so the risk factor has a bigger influence on joint-stock owned commercial
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banks than state-owned commercial banks. Besides, the inefficient joint-stock owned
commercial banks are greater affected by risk factor than state-owned commercial
banks from Table 2. In the 4 inefficient commercial banks, Hua Xia Bank’s efficiency
amplitude fluctuation reach to 0.9252(=1.0000−0.0748) at α=0, and it is greatest
affected by risk factor, following is China Everbright Bank, China Minsheng Bank
and China Merchants Bank, the efficiency amplitude fluctuation respectively are
0.8734, 0.8150 and 0.7342. Among the 4 efficient banks, Shanghai Pudong Devel-
opment Bank’s efficiency amplitude fluctuation reach to 0.0168(1.0278−1.0110) at
α=0, and it is weakest affected by risk factor, while Ping An Bank’s fluctuation range
of efficiency reach to 0.4784, and it is greatest affected by risk factor, the rest are Soci é
t é G é n é rale (0.1503) and China Citic Bank (0.0447). Above all, we can rank the risk
degree affecting joint-stock owned commercial banks’ efficiency, from small to large,
successively are Shanghai Pudong Development Bank, China Citic Bank, Soci é t é G
é n é rale, Ping An Bank, China Merchants Bank, China Minsheng Bank, China
Everbright Bank and Hua Xia Bank, so, Shanghai Pudong Development Bank’s risk
management level is highest, while Hua Xia Bank’s risk management level is lowest.

4.2 Commercial Banks’ Efficiency Ordering After Risk
Adjustment

From Table 2, we can see that every commercial banks’ efficiency based on α–cut set
in the fuzzy condition. It is difficult to have a total ordering of all banks’ efficiency
affected by risk factor, so, using the interval evaluation method proposed by Chen and
Klien [7] to rank the 13 commercial banks’ fuzzy index, the result showing in Table 3.

Table 3 Commercial banks’ efficiency ordering with risk adjustment in 2011

Bank Order
SBM
efficiency

Order Fuzzy index I
(k)

Order

Agricultural Bank of China 0.6234 13 0.3853 11
Industrial and Commercial Bank of
China

1.2213 2 0.7825 2

China Construction Bank 1.0000 8 0.5770 8
Bank of China 1.0409 5 0.6360 5
Bank of Communications 1.0445 4 0.6535 4
China Citic Bank 1.0113 7 0.6168 7
China Minsheng Bank 0.8418 10 0.4034 10
Hua Xia Bank 0.6641 12 0.3557 13
China Everbright Bank 0.8139 11 0.3847 12
China Merchants Bank 0.8909 9 0.4249 9
Soci é t é G é n é rale 1.2032 3 0.7208 3
Shanghai Pudong Development Bank 1.0270 6 0.6208 6
Ping An Bank 1.4837 1 0.7831 1
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Table 3 list the 13 commercial banks ordering according SBM efficiency and
Fuzzy SBM interval efficiency, among that, interval efficiency is ordered by fuzzy
index (k). According to the result, Ping An Bank’s efficiency is the greatest among
the 13 commercial banks, while the efficiency of Industrial and Commercial Bank
of China is the highest among state-owned commercial banks, the gap between
them is small. The efficiency of Agricultural Bank of China, Hua Xia Bank and
China Everbright Bank have a different order after risk adjustment, because that
SBM efficiency ranking doesn’t count on risk factor, while interval efficiency
ranking count in the risk factor. Agricultural Bank of China, as the state-owned
bank, its risk management, risk system and risk control is better than Hua Xia Bank
and China Everbright Bank, so we get this order.

5 Conclusion

This paper firstly uses input-output to have risk adjustment, then using Fuzzy SBM
model and Super-SBM model to get Chinese 13 commercial banks’ efficiency
under risk condition based α–cut set interval efficiency in the year 2011. The results
are as follows, first, the influence of risk factors on the 13 commercial banks in
2011 has varying degrees, and the less risk faced by banks, the smaller influence on
the efficiency affected by the risk factors. Second, by comparing 13 commercial
banks’ efficiency fluctuation range of risk factors and find that among the
state-owned commercial banks, Bank of China is the strongest ability to resist risks,
Agricultural Bank of China is the weakest one; rather than the joint-stock com-
mercial banks generally affected by a high degree of risk, among the joint-stock
owned commercial banks, the risk management level of Shanghai Pudong Devel-
opment Bank is highest, and Hua Xia Bank is the weakest one. Third, on 13
commercial banks sorting of risk-adjustment efficiency, we find that Soci é t é G é n
é rale is the highest efficiency, Hua Xia Bank is the least efficiency, and the average
ranking of the state-owned commercial bank is higher than the joint-stock com-
mercial banks.
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A Novel Modeling and Analysis Approach
to Efficiency Requirements for System
of Systems

Qing-long Wang, Zhi-xue Wang, Yi-zhou Liu and Wei-xing Zhu

Abstract To solve the problem that the classical UML is lack of capability to model

the fuzzy information for the C4ISR system, the paper proposes a novel modeling

and analysis method based on fuzzy cloud model. It suggests a requirements analy-

sis framework, which can define integrated requirements of both system functions

and non-function, and extends the classic UML to improve the domain applicability.

Then, it designs backward transformation algorithm of efficiency property and sug-

gests a constructible method for efficiency evaluation function. Finally, the feasibility

of the proposed approach is illustrated by using a military example.

Keywords Fuzzy UML ⋅Efficiency requirements ⋅Efficiency evaluation function ⋅
Cloud model

1 Introduction

Due to the rapid development of the society and industry, the system is the result of

many, autonomous, heterogeneous, Constituent Systems (CSs), having complex con-

stitution and interactions that generate large-scale complex System of Systems(SoS)

[1]. The SoS development process contains the transform from capability require-

ments to high-level SoS requirements, and the satisfaction evaluating which the SoS

performance meet the capability requirements. Among them, the key issues are mod-

eling and automate verification process of SoS requirements [2].

The function requirements of SoS can be modeled by UML [3] or SysML as usual,

but it is lacks of modeling method for efficiency requirements. The engineers usually

need to translate the concept model of UML or SysML into an executable model,
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such as xUML [3], Petri Net [4]. However, it poses problems of model transformation

between system model and executable model and their semantic equivalence. And

there is a lot of fuzzy concept in the early stages of development [5].

Nowadays, for modeling C4ISR system (Command, Control, Communication,

Computing, Intelligence, Surveillance and Resonance) which is typical SoS [6], it

makes use of the architectural analysis method based on capability requirements.

But it is hard to model the fuzzy information about the efficiency requirements of

the C4ISR by the classic UML language. The fuzzy UML [7] as a UML profile can

distinctly define the fuzzy information in the requirements.

In order to solve the modeling and analysis problems of C4ISR, we propose a

method for fuzzy information of efficiency requirements, the aim of which is to

help developers to build models for both function and fuzzy efficiency requirements.

Therefore, it proposes the analysis framework of capability to acquire domain knowl-

edge. Then, the fuzzy UML can be integrated in modeling SoS functional require-

ments and non-functional requirements. The efficiency evaluation of SoS can be

evaluated quantitatively by using cloud model and its related algorithm. Finally, it

realizes the synthetic modeling and analysis of SoS functional requirements and non-

functional requirements by domain knowledge reuse technology.

2 Efficiency Requirements Modeling

2.1 Three-Layer Requirements Analysis Framework

Dong et al. propose three-layer requirements analysis framework [5], i.e. meta layer,

domain layer and application layer. Requirements engineers acquire the domain

knowledge from abstract concept at high level and domain specific concept, and build

the requirements model with rich semantics. The requirements models are aimed to

meet the needs of domain users. Based on the framework, this paper proposes a

requirements analysis framework for SoS of C4ISR systems.

The analysis framework classifies the C4ISR requirements models into three lay-

ers: meta layer, domain layer and application layer. Specifically, the meta layer model

is corresponding to the UML M2 layer model shown in Fig. 1. The meta model builds

on the Capability Meta Model (CMM) which contains meta concepts and relations

suggested by the Meta-Model Data Groups of Department of Defense Architecture

Framework (DoDAF 2.0) [8]. This paper adds and fines some concepts, such as mis-

sion goal, capability, efficiency to build the meta model for the C4ISR system. The

domain layer model, corresponding to UML M1 layer model, is the instantiation of

the meta layer model. It is composed of domain concepts and relationship, such as the

Warning capability or effectively intercept efficiency. Finally, the application layer is

corresponding to UML M0 layer. The application model is at the bottom layer. They

are the instantiations of domain concept and relationship model.
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Fig. 1 The meta model of SoS requirements of C4ISR systems

2.2 Three-Layer Requirements Analysis Framework

In SoS, the efficiency requirements usually describe the implementation effect of

system or capability. However, there are many vague and uncertain concepts that

the classic UML is unable to model. In the domain knowledge of the capability

requirements, the concepts become vague when add efficiency characteristics, for

example, the early warning capability is a clear concept. But there is lack of clear

and precise boundary for early warning, the early warning requirements, requiring

as early as possible, become a vague concept that reflects the effect of capability.

In order to solve the modeling problems of vague domain knowledge, it intro-

duces the fuzzy UML [7] in database modeling of complex objects. And it also

facilitates modeling efficiency concepts of capability requirements by extended. The

fuzzy class is defined of three kinds of fuzziness (𝜇 ∶ X → [0, 1] is the membership

function):

(1) A class is fuzzy, an object indeterminately belongs to a class. In the class prop-

erties, the membership attribution (𝜇 ∈ [0, 1]) is inserted to express the object

membership;

(2) A property of class is fuzzy, namely, the range of property is a fuzzy class.

And the fuzzy attribute is characterized as a keyword FUZZY to represent its

vagueness;

(3) A class is fuzzy if its superclass or subclass is fuzzy class. It constructs the

inheritance relationships between the fuzzy classes to describe this kind of fuzzy.
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Fig. 2 The domain knowledge model of city air defense for C4ISR systems

This paper introduces the first kind of fuzziness to model the efficiency. A fuzzy

concept can be modeled as a fuzzy class that has a membership function 𝜇 ∶ X →
[0, 1]. And it realizes the frame transform as a dashed box to express the fuzzy class,

as shown in Fig. 2. The efficiency evaluation function is discussed distinctly to deter-

mine the objects membership degrees in Sect. 3.

In the domain of city air defense, the city air defense tasks require an early warn-

ing capability. Besides, the desired effect of early warning capability hopes for the

earliest possible detection of air targets to provide the best warning effect. However,

the early warning is a fuzzy and uncertain concept that can be modeled as a fuzzy

class. The other fuzzy concepts, i.e. rapid operational readiness and effective target

damaged, etc., also can be modeled as fuzzy class.

3 Efficiency Requirements Modeling

3.1 Efficiency Evaluation Based on Cloud Model

In the above, the efficiency values can be modeled as a fuzzy value 𝜇 of the first layer

fuzzy. In order to realize the evaluation of efficiency value of the system, this section

proposes the efficiency evaluation function to evaluate the efficiency value.
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Dong et al. [5] defines the efficiency in the viewpoint of probability that the system

can meet the desired effect in prescriptive operating conditions and time. The Effi-

ciency Evaluation Function (EEF) is a calculation that converts the system efficiency

characteristics to probability value of realized the desired effect.

Furthermore, it is quite important for modeling capability requirements to deter-

mine the form of the EEF. In analysis of efficiency requirements of C4ISR system,

some attributes of performance or efficiency can be provided a quantitative descrip-

tion. The EEFs calculate those quantitative attributes to obtain the corresponding

probability of achieving the desired effect. It is makes it great difficult to analyze

system efficiency. But the cloud model proposed a means to solve the above problem.

3.1.1 Cloud Model

Cloud model is an uncertainty conversion model of qualitative and quantitative based

on the traditional fuzzy sets and probability and statistics.

Definition 1 Let U be a universal set of discourse described by precise numbers,

and C be the qualitative concept associated with U. If there is a number x ∈ U,

which randomly realizes the concept C and the certainty degree of x for C, i.e.

𝜇(x) ∈ [0, 1], is a random value with stable tendency 𝜇 ∶ U → [0, 1], ∀x ∈ U, x →
𝜇(x). Then the distribution of x on U is defined as cloud. Every x becomes a cloud

drop [9]. A cloud model can be described with three numerical characteristics, i.e.

Ex(Expected value), En(Entropy) and He(Hyper—Entropy), shown in Fig. 3. The

numerical characteristics of merging fuzziness and randomness provide mathemat-

ical basis for mixed problem of qualitative and quantitative.

Fig. 3 The cloud model and its numerical characteristics
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3.1.2 The Normal Cloud Model

Definition 2 Let U be a universal set of discourse described by precise numbers,

and C(Ex, En, He) be the qualitative concept associated with U. If there is a number

x ∈ U, which randomly realizes the concept C, and x submit to Gaussian distribution

x ∼ (Ex, (En′)2). Among them, En′2 is a random value with Gaussian distribution

En′ ∼ N(En, He2), and the certainty degree of x for C, i.e. 𝜇(x) = e
− (x−Ex)2

2(En′)2
. Then the

distribution of x on U is defined as normal cloud [9].

For the efficiency evaluation of C4ISR SoS, it is convenient for normal cloud

model to construct EEF to translate fuzzy qualitative information into accurate quan-

titative information, which can achieve a better efficiency evaluation of the system.

3.2 The Efficiency Evaluation Function Based
on Cloud Model

3.2.1 The Outline of EEF Construction

Due to the practical situation C4ISR system for effectiveness evaluation, this section

uses the cloud model theory to evaluate the efficiency of the system by testing data

or expert experience. The EEF construct process is as follows:

(1) According to efficiency evaluation requirements for C4ISR system, the effi-

ciency data is collected, and the collected data is preprocessed for the coming

calculation.

(2) The system efficiency data are translated into several cloud models of EEF by

the Backward Cloud Transformation of EEF.

(3) The cloud models of EEF are combined into one cloud model synthesis of EEF

for C4ISR system.

(4) According to the cloud model synthesis of EEF, it is easy for us to solve the

expectation function, that is, the EEF. The EEF can compute the synthesis effi-

ciency value of C4ISR systems.

3.2.2 Design for Backward Cloud Transformation of EEF

The system gains many items of data and the data are corresponding to m set of data.

If every unit of date is considered as a cloud droplet, m units of cloud will be gained

by the reverse builder, namely the backward cloud transformation of EEF.

In the procedure of efficiency evaluation, the system has multiple cloud models

of efficiency attribute which need to be combined into a synthesis efficiency cloud

model. Since the importance of each cloud model is different, every models weight
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must be considered before the combination. In this section, it introduces the concept

of a weighted percentage to reflect the importance of each cloud model.

The weighted percentage of cloud models is equal to the fraction that the cor-

responding number of data points has divided by the total number of data points,

namely weighted percentage 𝜔, i.e.,

𝜔 = λi

N
(1)

wherein, N is the total number of data points, and λi is the number of date point for

each attribute owned by the cloud models. The construct process of backward cloud

transformation is displayed in Algorithm 1

Algorithm 1 Backward cloud transformation algorithm of EEF

Output: The m units of attribute cloud (EC1,EC2,… ,ECm) and the numerical

characteristics (Ex1,… ,Exm,En1,… ,Enm,He1,… ,Hem)

Step 1 Calculate data sample mean of each group for Xi(xi1, xi2,… , xiMi
), i =

1, 2,… ,m.

Xi =
1
Mi

Mi∑

j=1
xij. (2)

Step 2 Calculate the expected value of each cloud model, i.e., (Ex1,Ex2,… ,Exm) =
(X1,X2,… ,Xm)

Step 3 Calculate the entropy of each cloud model, i.e.,

Eni =

√
√
√
√ 1

Mi − 1

Mi∑

j=1
(xij − Exi)

2
. (3)

Step 4 For each cloud droplet (xij, 𝜇i), j = 1, 2,… ,Mi, it can be calculated as follows,

En′ij =

√
−(xij − Ex)2

2 ln𝜇i
. (4)

Step 5 Calculate the Hyper Entropy Hei from the Standard Deviation of each

En′i , i.e.,

Hei =

√
√
√
√ 1

Mi − 1

Mi∑

j=1
(En′ij − Eni

′
)
2
. (5)

Therefore, the algorithm can calculate the numerical characteristics ECi (Ex,En,He)
of each cloud of efficiency attributes.
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3.2.3 The Synthetic Efficiency Evaluation Function

In order to evaluate the efficiency of system, the synthetic EEF can be calculated by

the each weight of cloud of efficiency attribute, which is based on the each related

efficiency attribute cloud generated from the sample data.

According to the numerical characteristics of each efficiency attribute cloud and

corresponding weights, it calculates the new synthetic cloud for efficiency evalua-

tion, i.e.,

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

Ex =
m∑

i=1
(Exi × 𝜔i)

En =

√
m∑

i=1
(En2

i
× 𝜔i)

He =
m∑

i=1
(Hei × 𝜔i)

(6)

wherein, m is the sum of the efficiency attribute clouds, and 𝜔i(
m∑

i=1
𝜔i = 1) is the

corresponding weights of each cloud of efficiency attribute. In the light of aforemen-

tioned formulas, it is convenient to obtain the mathematic characteristics of synthetic

cloud of efficiency evaluation ECS(Ex,En,He). Then, its expectation function can be

achieved by mathematic characteristics, i.e.,

𝜇(x) = e−
(x−Ex)2

2En2 (7)

In the function curve shown in Fig. 5, each point [xi, 𝜇(xi)] is corresponding to the

expectation Exi of each cloud droplets. In the efficiency evaluation of C4ISR system,

the expectation curves are the qualitative descriptions of some fuzzy concepts. Con-

sequently, the curve equation is the EEF. The certainty degree of the cloud droplet is

unrelated with mathematic characteristic of the concept and the connotation of the

concept, which is the characteristic of cloud model. This goes to show that different

experts with different acknowledge have the same cognitive rules on the same effi-

ciency concept of the same C4ISR system. This also eliminates the biases of experts

acknowledge and improve the scientificity and reliability of the efficiency evaluation

result.

4 A Case Study

A hypothetical case is presented to illustrate the feasibility of the proposed modeling

and analysis method for efficiency requirements of C4ISR system, which is based on

a city defense system.
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There is a hypothetical major city demand for protection of the urban area center

and a certain radius of protected area. A missile battalion carries out the duty to

provide the city protection, deploys into short-range and medium-range air defense

missiles to counter the difference range for city protection. According to aforesaid

three-layer requirements analysis framework, the application task concept of pro-

tection the X City task is a fuzzy and uncertain concept in application model, with

evaluation of EEF (Importance(distance)) for urban important degree (the assump-

tion is that if the city scale is larger, its importance is higher). According to the

characteristics of city air defense mission, the domain experts firstly define a reason-

able rule: if a city possesses an important degree of n (0 < n < 1), then the destroyed

effect for deployed target interception capability must be greater than n to complete

the mission. In addition, there is an extra assumption that if Importance(10) = 0.9

and Importance(35) = 0.7. According to the supposed scenario, it builds a C4ISR

system model for city air defense, as shown in Fig. 4.

After modeling the system of city air defense, it demands to evaluate the sys-

temic efficiency for further analysis whether the system can successfully complete

the city air defense mission. Firstly, through the aforementioned cloud model-based

constructing method of EEF, an EEF can be constructed from the sample data given

by domain experts. Subsequently, the EEFs evaluate systemic efficiency for differ-

ent missions and different operational environment. Finally, the results of evaluation

provide the foundations for optimizing the system requirements and architecture.

In order to accomplish the mission of city air defense, the target destroy effi-

ciency of air defense missile must be greater than the efficiency value of Importance

attribute. The target destroy capability contain efficiency property of effective target

destroy, which is evaluated by efficiency evaluation function, namely Destroy(scope)

Fig. 4 The application model of C4ISR system for city air defense
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(scope is variable of destroy range), as shown in Fig. 2. Moreover, the air defense

missions are divided into medium-range and short-range air defense missions for

responding different invading targets.

Therefore, it is feasible to make use of the proposed method for EEF construc-

tion based on cloud model. Firstly, it starts off with four groups of sample points

provided by experts. Then four cloud model of efficiency attribute can be gotten by

the proposed formula, i.e. EC1(10, 6, 0.5), EC2(12, 7, 0.5), EC3(14, 8, 0.5), EC4
(16, 9, 0.5). The four cloud models of efficiency attribute combine into on syn-

thetic cloud model and the EEF of the efficiency obtains in expectations curve

of the synthetic cloud model. The mathematic characteristics of synthetic cloud

model is ECS(Ex = 20.1, En = 4.85, He = 0.5) in this 𝜔1 = 0.15, 𝜔2 = 0.2, 𝜔3 =
0.25, 𝜔4 = 0.25. The synthetic cloud model is shown in the Fig. 5. The membership

function is 𝜇(x) = e−
(x−20.1)2

2×4.852
.

The membership function is the EEF Destroy(scope). With observing the curve

of cloud model, the widest destroy range is almost 25 km for short-range air defense

missiles (the membership value is greater than 0.5), and the optimal destroy effi-

ciency is nearly in the range of 20 km.

Since changes of the mission task cause changes in the sample data, the EEF

should also change in order to accurately reflect the sample point. There is an

assumption that the air defense missions transform from short-range missions to

medium-range mission. Moreover, the domain experts provide the sample data

points based on empirical data for medium-range mission, a total of four sets of

sample data points. The four cloud models are obtained by the backward cloud trans-

formation, i.e. EC1(30, 8, 0.5), EC2(35, 9, 0.5), EC3(40, 10, 0.5), EC4(45, 11, 0.5).
And the synthetic cloud model is ECL(Ex = 37.5, En = 9.56, He = 0.5), in this

𝜔1 = 0.2, 𝜔2 = 0.3, 𝜔3 = 0.3, 𝜔4 = 0.2. Its evaluation function is 𝜇(x) = e−
(x−37.5)2

2×9.562
.

In Fig. 6, it compares the changes in EEF Destroy(scope) after the radius of air

defense mission changes. It is distinct to observe the alteration of EEF Destroy(scope)

in different missions corresponding change of sample data.

Fig. 5 Synthetic cloud model and EEF for short-range air defense missile
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Fig. 6 The compare curve of the EEF Destroy(scope) for different missions

The missile intercepting range is arranged to 10 km in stipulated city protection

scope of application model, and shown in Fig. 6. At this point, the destroy efficiency

of X short-range missile is 0.9, the destroy efficiency of X medium-range missiles

is 0.5, therefore the destroy efficiency of X medium-range missiles do not meet the

requirements of the mission. Since the city protection scope and missile attack range

is expanded to 35 km, the destroy efficiency is 0.05 for X short-range missile and

is 0.8 for X medium-range missiles. The destroy efficiency of short-range missiles

no longer meet the new task request. And it must use the medium-range missile to

complete the new mission.

The model verification results of two kinds of mission embody the advantages

of the method. On the one hand, the method may check out defective non-function

requirements that cannot meet the mission needs in RE process. On the other hand,

the method provides reference materials for technology and military staffs selecting

the weapon equipments of different mission context.

5 Conclusion

This work proposes a fuzzy extension-based modeling and analysis method for effi-

ciency requirements to solve the modeling and analysis problems of non-function

requirements in capability requirements analysis for C4ISR system. A three-layer

requirements analysis framework is built for the comprehensively function and non-

function requirements model. Moreover, a fuzzy UML extension facilitates the

description of fuzzy and uncertain concepts in the analysis of efficiency requirements

and extends domain applicable scope. And the EEF constructing approach based on

cloud model address quantitative description problems in systemic efficiency eval-

uation, which performs the EEF to achieve the systemic efficiency evaluation by



360 Q. Wang et al.

quantitative description. The results of systemic efficiency evaluation facilitate opti-

mizing system architecture.
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Exploring High Dimension Large Data
Correlation Analysis with Mutual
Information and Application

Yu-shan Jiang, Dong-Kai Zhang, Xiao-min Wang and Wen-yan Zhu

Abstract Applying for information entropy theory, we present a measure of depen-

dence for multi-variables relationships: the high dimensional maximal mutual infor-

mation coefficient (HMIC). It is a kind of maximal information-based nonparametric

exploration (MINE) statistics for identifying and classifying relationships in large

data sets which generalizes the maximum information coefficient (MIC) measure-

ment in mutual variables. To decreasing the complexity of the HMIC computing,

the improved uniform grid is proposed by data grid idea. At the same time, some

optimal single axis partition algorithm (SAR) is built to ensure the feasible of the

HMIC measurement. Finally we apply the HMIC to analysis the data sets of physi-

cal measurement among college students.

Keywords Entropy ⋅Maximal mutual information coefficient ⋅ Single axis partition

1 Introduction

People from different fields analyze a variety of datasets to understand human behav-

iors, find new trends in society, and possibly formulate adequate policies in response.

Typically, we address the problem of finding interesting and unknown patterns

via data mining methodology. Data mining enables people to extract information

from a data set and convert it into a comprehensible structure for further use. The
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nonparametric methods, such as the 𝜒

2
tests, the Fisher exact probability test, and

the Spearman rank correlation, have long been among the standard tools of the statis-

ticians. Recently, some new nonparametric or ‘distribution-free’ statistical methods

[1–12], have gained prominent in statisticians. In [13] The kernel estimators was

used for control engineering dynamical systems as an objective function of auto-

matic control. [7] discusses some multiple comparisons nonparametric approaches

with the computation of adjusted p-value which improve the results offered by the

Friedman test in some circumstances. Using Maximum Likelihood [9] analysis the

molecular sequence data which improves the computational efficiency and the accu-

racy of the estimates. [11] performed a systematic analysis of interaction dynamics

across different technologies and show the high-throughput yeast two-hybrid is the

only available technology for detecting transient interactions on a large scale.

Recently Reshef [1] detected a novel associations in large data sets which called

the maximal information coefficient (MIC) measure of dependence for two-variable

relationships. They have proved that the MIC of a noiseless functional relationship

converges to 1 as sample size grows. And if the sample distribution (X,Y) are statisti-

cally independent the MIC converges to zero. Some applications on MIC to data sets

in global health, gene expression and major-league baseball are also studied by them.

Intuitively, MIC is based on the idea that if a relationship exists between two vari-

ables, then a grid can be drawn on the scatter plot of the two variables that partitions

the data to encapsulate that relationship. In [2] the generalized 3MIC algorithm has

been built with quite low algorithm complexity O(n2). However, the control parame-

ter B(n) is inevitably determined with experience. Therefore some uniform grid G
is proposed to improve this defect in this study. The uniform grid G is independent

with the data size. Furthermore we establish SAR recurrence algorithm. By proof

we show its feasible. Finally we demonstrate the application of 3MIC to students

physical measurement.

The organization of the study is as follows. In Sect. 2 we present some high

dimensional mutual information which generalized the common mutual information

and establish the definition of HMIC in high statistical distributions (X1,… ,Xm). In

Sect. 3 we present the single axis partition algorithm (SAR) to approach the HMIC
in three dimension variables distributions (X,Y ,Z) based on the group theory and

the separability of the entropy. Finally, in Sect. 4 the simulation application example

shows that the recurrence algorithm is efficiency in practice.

2 Main Definitions on High Dimensional Mutual
Information Coefficient

Given a finite set D = {(x1,… , xm)|x ∈ 𝕏1,… ,𝕏m} of m dimensions, To simplify

the computational complexity we partitionD into 𝛼1 ×⋯ × 𝛼m uniform gridGwhich

we call G(𝛼1 … 𝛼m). There are some definitions and lemmas that we will use in the

following section.
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Definition 1 For given grid G(𝛼1 … 𝛼m), let D|G be the distribution induced by the

data points in D on the grid G(𝛼1 … 𝛼m). That is

D|G(𝛼1…𝛼m) =
{

p(𝜉1,… , 𝜉m)|p(𝜉1,… , 𝜉m) =
N(𝜉1,… , 𝜉m)

|D|

}

where 1 ≤ 𝜉i ≤ 𝛼i(1 ≤ i ≤ m), N(𝜉1,… , 𝜉m) is the number falling in the box

g(𝜉1,… , 𝜉m) of G, |D| is the size of data set D. For given data set D and grids G
one can obtain the distributions D|G. Instead of original data we focused on the dis-

tributions D|G. For fixed D|G make grid family as the follows

FG = {D|G′ ∶ D|G′ ⊂ D|G}

where if the grid G1
can be further split into the grid G2

then the relation between

DG1 and DG2 is defined as DG1 ⊂ DG2 . We make the following definition of HMIC.

Definition 2 For a finite set D ⊂ ℝm
with data size |D| = L and positive integers

𝛼1,… , 𝛼m, the high dimensional maximal mutual information coefficient (HMIC) of

a set D under the grid G(𝛼1,… , 𝛼m) is given by

HMIC(D, 𝛼1,… , 𝛼m) = max
D|G′ ∈FG

{C(D|G′ )} (1)

where C(D|G′ ) denotes the characteristic matrix.

C(D|G) =
I(D|G′ )

min{log(𝛼1),… , log(𝛼m)}
(2)

I(D|G′ ) is the m-variables mutual information deduced by distribution grid D|G′ .

I(X1;… ;Xm) =
m∑

i=1
H(Xi) −

∑

1≤i,j≤m
i≠j

H(Xi,Xj) +⋯ + (−1)m−1H(X1,… ,Xm) (3)

H(X) is the entropy of X which is defined by

H(X) = −E[log p(x)] = −
∑

x∈𝕏
p(x) log p(x)

H(Xi1 ,… ,Xir ) is the corresponding joint entropy of Xi1 ,… ,Xir . Since for any given

grid G′(𝛼1,… , 𝛼m)

−min{log 𝛼1,… , log 𝛼m} ≤ I(D|′G) ≤ min{log 𝛼1,… , log 𝛼m}
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therefore all the characteristic matrix fall between −1 and 1. The symmetry of HMIC
implies that the characteristic matrix C(D|G) remains the same when the axis of D
are interchanged. In particular, we use fixed uniform grid G instead of B(𝜀) in [1] for

control parameters practicality.

3 SAR Algorithm for Generating the 𝟑MIC

In this section we describe our algorithm for generating the HMIC of a set of three

variables data(3MIC). By Definition 2 the core of generating 3MIC is finding an

optimal sub grid distributionD∗
G in FG which return the highest three variable mutual

information where the three variable mutual information is defined by

I(X1;X2;X3) =
3∑

i=1
H(Xi) −

∑

1≤i,j≤3
i≠j

H(Xi,Xj) + H(X1,X2,X3).

To this end we propose some axis sort method on the elements of FG with group

theory firstly.

Definition 3 (Partial order relation of FG) The order ‘≺’ corresponding to set fam-

ily FG is defined as

DG1 ≺ DG2 ⇔ G1
⊂ G2

,DG1 ,DG2 ∈ FG.

Above definition will be used in our following algorithm.

3.1 FG Representation and Description of the Optimal
Function

For some given uniform grid G(m, n, h) in three dimension space (X,Y ,Z) we rewrite

it as

G(m, n, h) = (P,Q,R)

where P = P[x0, x1,… , xm] be the x-axis partition and xi(i = 1,… ,m) is the grid

nodes, x0 = inf x∈X{x}, xm = supx∈X{x}. Q[y0, y1,… , yn] and R[z0, z1,… , zh] are the

y-axis and the z-axis partitions respectively. Correspondingly the order ‘≺’ with axis

partition is defined as

P1[x0,… , xl] ≺ P2[x0,… , xh] ⇔ {x0,… , xl} ⊂ {x0,… , xh}.

Now we give the definition of grid family FG.
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Definition 4 The grid family of G(m, n, h) is defined as

FG = {G′ = (P′
,Q′

,R′)|P′
≺ P,Q′

≺ Q,R′
≺ R}.

For example, if the uniform grid G = G(1, 2, 3) with axis partitions P = [0, 1], Q =
[0, 1, 2] and R = [0, 1, 2, 3] then the grid family of FG can be represented by

FG =
⎧
⎪
⎨
⎪
⎩

{[0, 1], [0, 2], [0, 3]}, {[0, 1], [0, 1, 2], [0, 3]},
{[0, 1], [0, 2], [0, 1, 3]}, {[0, 1], [0, 1, 2], [0, 1, 3]},
{[0, 1], [0, 2], [0, 2, 3]}, {[0, 1], [0, 1, 2], [0, 2, 3]},
{[0, 1], [0, 2], [0, 1, 2, 3]}, {[0, 1], [0, 1, 2], [0, 1, 2, 3]}

⎫
⎪
⎬
⎪
⎭

.

The 3MIC is the maximum C(D|G) of the given data set D induced from above grid

family. We begin by outlining an idealized algorithm for generating the characteristic

matrix. Algorithm 1 represents what we would use if efficiency were not a problem.

Algorithm 1 The Outline of 3MIC(D,G)
Require: D is a set data with three variables

1:for G′(m, n, h) such that G′ ∈ FG do
2: G′(m, n, h) grid on D
3: C(D|′G) ←

I(D|′G)
min{log(m),log(n),log(h)}

4:3MICG ← max{C(D|′G)}
5:end for
6:return 3MICG

However the rank of FG grows exponentially with the size (m × n × h) of the uniform

gridG. Thus, considering the symmetry property of 3MIC, we build some single axis

recurrence algorithm (SAR) in the next subsection.

3.2 Single Axis Recurrence Algorithm Approach

Assume that our set {(x, y, z)|(x, y, z) ∈ D} is uniform grided by G(m, n, h). We

denote the uniform partitions of the axis by specifying the nodes of the exist interval

of the data. For the case of x-axis the interval is [inf (x,y,z)∈D{x}, sup(x,y,z)∈D{x}] and

the uniform partition is

Bx = [bx0(inf{x}), b
x
1,… , bxm(sup{x})].

All subgrid G′
⊂ G are P = [px0,… , pxs] with px0 < px1 < ⋯ < pxs and P ≺ Bx

. The

corresponding probability distribution is

DP = {pi|pi =
sum of {pxi−1 ≤ x < pxi }

|D|
}.
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Similarly

DQ = {qi|qi =
sum of {pyi−1 ≤ y < pyi }

|D|
},

and

DR = {ri|ri =
sum of {pzi−1 ≤ z < pzi}

|D|
}.

are the y, z axis distributions respectively. Now fixed y, z-axis partitions Q,R, using

our definition on mutual information in three variables, we have I(X;Y;Z) = H(X) −
H(X|Z) + H(Z|X,Y) − H(Z|Y)whereH(.) denotes Shannon entropy. However, since

Y ,Z are fixed, the SAR algorithm need only maximize H(X) − H(X|Z) + H(Z|X,Y)
over all partitions P on x-axis of D in order to maximize I(P;Q;R). Thus, we show

Proposition 1 to approach the SAR.

Proposition 1 For given uniform grid G(m, n, h) with y, z-axis partitions Q,R. And
a data set D of size N. For every 1 < m′ ≤ m, define

I∗(m′
,Q,R) = max

|P′|≤m′
{H(P′) − H(P′|R) + H(R|P,Q)} (4)

where P′ is all partitions of size up to m′ under the y, z resolution of n′ × h′. Define
Ni is the number of points in the i-th layer of G and Ni,j to be the number of points
in the (i, j) column of G and Ni,j,k to be the number of points in the (i, j, k) box of G.
we have the following recurrence for m′

> 1.

I∗(m′
,Q,R) = max

1≤i<m

{
I∗(m′ − 1,Q,R) + H([̂x−i , x̂i, x̂

+
i ]|P

′)

− H([̂x−i , x̂i, x̂
+
i ]|R) − H([̂x−i , x̂i, x̂

+
i ]|Q) +H([̂x−i , x̂i, x̂

+
i ]|Q,R)

}

where ̂Ni is the number of points in the layer the new node x̂i added in. x̂−i , x̂
+
i are the

adjacent left and right nodes of x̂i.

Proof For given x axis partition P′
m′ of size m′

let P′
m′−1 be the m′ − 1 partition such

thatP′
m′−1 ≺ P′

m′ . Considering I′(P′
m′ ;Q;R) = H(P′

m′ ) − H(P′
m′ |R) + H(R|P′

m′ ,Q)we

have

I′(P′
m′ ;Q;R)

=
m′
∑

i=1

Ni

N
log N

Ni
−

h′∑

k=1

Nk

N

m′
∑

i=1

Ni,k

Nk
log

Nk

Ni,k
+

m∑

i=1

n′∑

j=1

Ni,j

N

h′∑

k=1

Ni,j,k

Ni,j
log

Ni,j

Ni,j,k
(5)

= I′(P′
m′−1,Q,R) +

̂N+
i

N
log

̂Ni

̂N+
i

+
̂N−
i

N
log

̂Ni

̂N−
i

−
h′∑

k=1

Nk

N

(
̂N+
i,k

Nk
log

̂Ni,k

̂N+
i,k

+
̂N−
i,k

Nk
log

̂Ni,k

̂N−
i,k

)

+
n′∑

j=1

̂N+
i,j

N

h′∑

k=1

̂N+
i,j,k

̂N+
i,j

log
̂N+
i,j

̂N+
i,j,k

+
n′∑

j=1

̂N−
i,j

N

h′∑

k=1

̂N−
i,j,k

̂N−
i,j

log
̂N−
i,j

̂N−
i,j,k

−
n′∑

j=1

̂Ni,j

N

h′∑

k=1

̂Ni,j,k

̂Ni,j

log
̂Ni,j

̂Ni,j,k
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where ̂Ni is divided into ̂N+
i ,

̂N−
i , i.e. ̂Ni = ̂N+

i + ̂N−
i . Noticing that Ni,j =

∑h′
k=1 Ni,j,k

and Ni =
∑n′

j=1 Ni,j. By the the additivity property of information entropy [14] it fol-

lows from (5) that

I′(P′
m′ ;Q;R) = I′(P′

m′−1;Q;R)
+ H([̂x−i , x̂i, x̂

+
i ]|P

′) − H([̂x−i , x̂i, x̂
+
i ]|R)

+
n′∑

j=1

̂N+
i,j

N

h′∑

k=1

̂N+
i,j,k

̂N+
i,j

log
̂N+
i,j

̂N+
i,j,k

+
n′∑

j=1

̂N−
i,j

N

h′∑

k=1

̂N−
i,j,k

̂N−
i,j

log
̂N−
i,j

̂N−
i,j,k

−
n′∑

j=1

̂Ni,j

N

h′∑

k=1

̂Ni,j,k

̂Ni,j

log
̂Ni,j

̂Ni,j,k

= I′(P′
m′−1;Q;R) + H([̂x−i , x̂i, x̂

+
i ]|P

′) − H([̂x−i , x̂i, x̂
+
i ]|R)

+
n′∑

j=1

h′∑

k=1

̂N+
i,j,k

N
log

̂N+
i,j

̂N+
i,j,k

+
n′∑

j=1

h′∑

k=1

̂N−
i,j,k

N
log

̂N−
i,j

̂N−
i,j,k

−
n′∑

j=1

h′∑

k=1

̂N+
i,j,k

N
log

̂Ni,j

̂Ni,j,k

−
n′∑

j=1

h′∑

k=1

̂N−
i,j,k

N
log

̂Ni,j

̂Ni,j,k

= I′(P′
m′−1;Q;R) + H([̂x−i , x̂i, x̂

+
i ]|P

′) − H([̂x−i , x̂i, x̂
+
i ]|R)

+ T1 + T2 − T3 − T4.

For the last four term of the above equation T1 + T2 − T3 − T4, we have

T1 + T2 − T3 − T4 = (T1 − T3) + (T2 − T4)

=
n′∑

j=1

h′∑

k=1

̂N+
i,j,k

N
log

̂N+
i,j

̂N+
i,j,k

̂Ni,j,k

̂Ni,j

+
n′∑

j=1

h′∑

k=1

̂N−
i,j,k

N
log

̂N−
i,j

̂N−
i,j,k

̂Ni,j,k

̂Ni,j

=
n′∑

j=1

h′∑

k=1

̂N+
i,j,k

N
log

̂N+
i,j

̂Ni,j

̂Ni,j,k

̂N+
i,j,k

+
n′∑

j=1

h′∑

k=1

̂N−
i,j,k

N
log

̂N−
i,j

̂Ni,j

̂Ni,j,k

̂N−
i,j,k

=
n′∑

j=1

̂N+
i,j

N
log

̂N+
i,j

̂Ni,j

+
n′∑

j=1

h′∑

k=1

̂N+
i,j,k

N
log

̂Ni,j,k

̂N+
i,j,k

+
n′∑

j=1

̂N−
i,j

N
log

̂N−
i,j

̂Ni,j

+
n′∑

j=1

h′∑

k=1

̂N−
i,j,k

N
log

̂Ni,j,k

̂N−
i,j,k

= −H([̂x−i , x̂i, x̂
+
i ]|Q) + H([̂x−i , x̂i, x̂

+
i ]|Q,R).

Taking the maximum of both sides of the equation we have the desired result.
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If given some number x of partitions and some number y, z of partitions, we could

run the SAR algorithm function on every possible y, z size partitions, we would find

an optimal grid. But the number of possible y, z partitions makes this infeasible. A

natural approach to this problem is to consider only grids for which at least one axis

is partitioned ahead. To this end, the SAR algorithm fixes an partition of y, z axis

with Q,R and then runs to the result. Later, the SAR is called again but with the axes

switched. The maximum of the three scores obtained is used.

4 Analysis of Physical Measurement in College Students

Among thousands of college student’s data with dozens of body index consider-

ing the efficiency one need to find several most important relations to represent the

student’s physical condition. To solve the problem we obtained the colleges data

sets about the students’ physical measurement of different grade in recent five years

which are listed in Table 1. For each college in each grade the data sets properties

include gender (G), height (H), weight (W), boss mass index (BMI), lung capacity

(LC), lung capacity weight index (LWI), endurance scores (ES), flexibility scores

(FS) and smart scores (SS).We removed all students who’s BMI were not in the

normal range ([60, 100]). Figure 1 shows the visual relationship among lung capac-

ity, flexibility scores and smart scores data. The data sets was analyzed using the

3MIC algorithm. Table 2 shows the highest and the lowest relationships computing

by 3MIC. In Figs. 2 and 3 the upper part three surfaces with contour are derived from

the characteristic matrices of the data sets D. The uniform grid is G = G(40, 40, 40).
In each surface x-axis represents the fixed y, z uniform grid number used to parti-

tion the last two variables of D, y-axis represents the grid number being to partition

the first variable. The z-axis represents the characteristic value under those grids

Fig. 1 Visualizations of

three variables Spatially. The

relationship among LC, FS

and SS is not evident from

the figure
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Table 1 Pretreatment on physical measurement variables

G H (cm) W (kg) LC (ml) ES FS SS

M 181.8 62.7 4980 78 44.8 2.27

M 176.9 65.4 3980 81 38.1 2.68

M 181.5 74.1 4321 81 38.7 2.3

FM 167.2 64.9 3500 94 27.9 1.74

⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯

Table 2 3MIC scores on physical measurement variables

Physical variables 3MIC scores

ES FS SS 0.0046

⋯ ⋯ ⋯ ⋯

H W LC 0.28

Fig. 2 Visualizations of the characteristic matrices and the 3MIC with the data set D =
{(ES,FS, SS)}
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Fig. 3 Visualizations of the characteristic matrices and the 3MIC with the data set D =
{(H,W,LC)}

G′(m′
, 40, 40)(1 < m′ ≤ 40). The sample size is 2514. On bottom figure is the 3MIC

curve in different grids. It is consistent with the experience.

5 Conclusion

This study describes the improved HMIC algorithm that finds coefficients in multi-

variables (X1,… ,Xm). We have showed that the HMIC Algorithm is different from

the original one in complexity and properties. The application domain of the pro-

posed algorithm is not limited to physical data. In contrast with the maximum grid

numbers the proposed uniform grid D|G and F|G can automatically determined. As

we known the order ofF|G is the important factor affected program running speed. To

avoid the dimensional disaster induced by F|G, the SAR recurrence process was pro-

posed for three variables maximal mutual information coefficient. This SAR process

is a dynamic optimization process. And the local optimal result I∗ is also the global

optimal. On the other hand we need give a complete proof of the convergence of the

algorithm theoretically. This is our after time work.
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Strong Robustness Control of Multi-modal
Based on Human-Simulated Intelligence
for Uncertainty System

Bo Bi and Hu Xu

Abstract Uncertainty process is the puzzle in the actual control engineering, and
aimed at being difficult to actualize the effective control by conventional PID
controller, the paper explored a sort of control strategy of strong robustness based
on multi-modal control algorithm. In the paper, it made the anatomy of cybernetics
characteristic for uncertainty system, pointed out the limitation of application in
PID controller, researched on dynamic and static characteristics human simulated
intelligent controller, and based on the multi-modal control, constructed the control
algorithm of a uncertainty system. Under the strong pulse interference, it took a
two-order with time lag process control as an example, made the contrastive
experimental simulation respectively by PID and multi-modal control algorithm
based on HSIC, and the process response demonstrated that the HSIC control
algorithm owned very strong robustness control performance. The result of
experimental research shows that it is feasible and reasonable to uncertainty process
by proposed multi-modal control algorithm based on HSIC.

Keywords Uncertainty process ⋅ Multi-modal control algorithm ⋅ Robustness
performance ⋅ Human simulated intelligent control

1 Introduction

The PID and its improved controller have a very wide range of applications in the
industrial automation control system, and so far, it still dominates in the application
in the automation control field. The advantage is that it is easy to use and adjust, and
clear in physical concept, but there are limitations in their application, and generally
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it is limited to the control of deterministic process. If the controlled object is not a
deterministic process, when the process state deviates from a range of adjustment,
then it is very difficult to make the correction of state departure by retuning
parameters. Because the PID control is a kind of quantitative control paradigm, the
control is based on strict mathematical model. For the uncertainty process, the PID
controller is incapable of action because of its difficult to mathematical modeling.
The control method that can avoid the mathematical modeling is that the intelligent
controller would be adopted, for example, fuzzy logic control, artificial neural
network control, expert control system and the human simulated intelligent control
etc. The significant feature adopting intelligent controller is that as long as the
controlled process deviates from the expected process state, the controller will
adopt various means to actualize the control over the process, and makes it return to
the expected goal state. Among them, the most typical is the human simulated
intelligent controller (HSIC), it can adopt the control model combined the quali-
tative control with quantitative decision without strict mathematical modeling, and
it is suitable for many kinds of complex process control with uncertainty. The
control of correlating the complex process uncertainty is currently facing the control
puzzle [1], and the following are some necessary exploration on relevant issues.

2 Facing Challenges of Uncertainty System Control

2.1 Characteristics of Process Cybernetics

The cybernetics characteristic has determined that it is difficult to build the math-
ematics model for uncertainty process, and it reflects in many aspects [2]. ① the
controlled complex object is not high in structured degree, it demonstrates the
characteristic of semi-structure and non-structure, and therefore, it is difficult to
make an accurate mathematical description. ② There is the correlated coupling
between variables that reflect the process state in the system, and the relation among
them sometimes is uncertain, and thus, it is difficult to achieve the decoupling
among the variables so as to realize the simple control of single variable. ③ there is
serious nonlinear characteristics in the controlled object, and therefore, it is difficult
to make the quantization processing because of uncertainty effect. ④ there is the
characteristic of dispersity, time-varying, unknown and random in system param-
eters, and it owns the uncertainty in system parameter and time-varying delay. ⑤
Due to system environment being complex, the interference of the external envi-
ronment is often unknown, diversity and random, and therefore it has a striking
feature of uncertainty. In view of being difficult to make the mathematical mod-
eling, in general it can only be described by generalized knowledge model, and so it
is very difficult to control for complex correlation system with uncertainty.
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2.2 Facing Challenges of Process Control

The conventional control is based on the certainty description of mathematical
model, and the uncertainty results in being difficult to build the mathematical
model. The model parameter and the structure changes in a large range, some
industrial interference is difficult to predict, its control process is the morbid
structure, and it leads to be difficult to achieve the expected control by conventional
control. The input and output of the conventional control is difficult to make the
information interaction with the outside world, it does not accept the information
data of non-quantity form, and only the intelligent control can be as the input and
output by the information data of non-quantitative form. The task of conventional
control is single, and the output is either constant (constant value control), or
following the expected trajectory (track control). But the task of complex control
system is always complex, it often requires the ability of automatic planning and
decision-making etc., and the conventional control can not meet the control
requirements. For the linear control problem, the conventional control theory and
mature technology can be used for reference, but for the control problem with
uncertainty, so far, it is still lack of effective means of settlement. The conventional
control does not own the ability to fuse relevant knowledge such as the controlled
object, environment and human being control strategy etc., and its application scope
is limited to simple control system. The conventional control is difficult to show the
characteristics of hybrid control process and generalized knowledge model by
mathematical description form. The modal of the conventional control mode is
difficult to embed other control strategies, and its control modal is relatively simple.
For example, it can not adopt the control modal combined qualitative decision with
quantitative control as well as the multi-modal control modal combined open-loop
with closed-loop control mode. The conventional control structure is fixed, and it
has not the ability of variable structure and self-organization etc. Of course, but it
does not own the ability of self-compensation, self-repair and decision-making etc.

Facing the above challenges, by using the intelligent control strategy it can
obtain more satisfactory solutions. Because it can be convenient to introduce the
human control experience, control expert knowledge, wisdom and skills of the site
operator and so on. The controller is designed based on the generalized control
model, and combined mathematical model with knowledge system it uses the
integrated control strategy fused the human intelligence. Obviously the conven-
tional control is incapable of action.
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3 Control Strategy of Human Simulated Intelligence

3.1 Control Model

Human intelligence can be reflected from the ability aspects of observation,
learning, understanding and cognition about things. In fact, the human intelligence
is the ability to understand and adapt to all kinds of behavior (including the ability
to control behavior). Intelligent control is a kind of automatic control technique, and
it is emphasized on the prerequisite that it can autonomously drive the intelligent
controller to achieve the expected control goal without manual intervention in the
actualizing control process. The control strategy of HSIC is reflected in the aspects
of simulation for human intelligence, the control method is intuitive, and it finds the
answer to solve the problem directly from the human being itself. When simulating
the control behavior of human being, it can commence from two aspects of control
function and control structure. Based on artificial intelligence and automatic control
theory, it can summarize up the knowledge and control experience of the actual
operators and control experts about controlled object, and describe the inspiration
and intuition reasoning as well as control behavior by using the production rule in
artificial intelligence. Based on features memory and online characteristics identi-
fication, it can abstract out the dynamic characteristics model of system, and
actualize the multimodal control based on HSIC by means of combination among
qualitative decision, quantitative control and open-closed loop control. In the
aspects of functional structure, it is different in information processing and decision
making mechanism of HSIC at different hierarchy. In view of system error and its
change rate being measurable, on these grounds it can carry out on-line feature
recognition and feature memory for control system, and consequently, it can be
used to construct the control model and control algorithm based on HSIC. The
generalized control model of HSIC is shown as in Fig. 1, in which, r(t) represents
the input of control system, e(t) is the system error, u(t) shows the output of HSIC
controller and y(t) is called as the output of control system.

3.2 Static Characteristics of HSIC

In the HSIC control, the sketch map of static characteristics is shown as in Fig. 2.
In Fig. 2, the motion trajectory of OA-AB-BC-CD-DE-EF-FH-HG-GI shows the

transfer process of the system state in the motion space, and at the same time, it also
displays and explains that which kind of control mode should be taken in the
process of adjusting control. For example, in OA section, the proportional control

HSIC
Controller

Controlled 
object

u(t)e(t)r(t) y(t)Fig. 1 Generalized control
model of HSIC
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mode should be taken, and the output u = Kp e. In which, Kp is a proportional
coefficient. The feature is e e ̇>0, after error e reached the first peak value en1, it
enters the inhibition control mode of AB, and so, the operating range is over
interval [0, en1]. The feature of AB segment is to make the original proportional
coefficient KP be changed as KP k, in which, k ≯ 1, namely AB is the inhibition
control section, and when the motion trajectory reaches to point B, the output would
be reduced down to u01 = k Kp en1, and then it enters the BC mode. The feature of
BC section is that the controller output keeps unchanged, but the e value is
decreased from extremum to the origin of the 0. The analysis of subsequent motion
trajectory of CD-DE-EF is similar to the motion trajectory of OA-AB-BC, but the
action direction of the control cycle is opposite with previous control cycle because
of the error e being negative. Similarly, it can analyze the motion trajectory change
of FH-HG-GI in third control cycle. After multiple cycles of control, the system can
automatically achieve the expected steady state.

3.3 Dynamic Characteristics of HSIC

The dynamic characteristics of general system can be represented by output
response, and a typical dynamic response characteristic of HSIC is shown as in
Fig. 3.

From the analysis of response curve of 0A-AB-BC-CD-DE-EF-FG-GH in
Fig. 3, it can be seen that there is the relation between system error e and its change
rate e ̇ in different output time piece. Through analyzing relation among e, e ̇ and y, it
can find to deal with the control strategy, and according to the different feature
mode of system error, it can adopt different control strategy. For example, in section
of OA, AB, BC, CD, DE, the feature of each section respectively is ðe>0, e ̇<0Þ,
ðe<0, e ̇<0Þ, ðe<0, e ̇>0Þ, ðe>0, e ̇>0Þ, ðe>0, e ̇<0Þ, and so on., and aimed at
different situation, it can adopt different control mode. If e ⋅ e ̇>0∪ e=0∩ e ̇≠ 0,
then it can takes the proportional control, and the control amount u changes with the
error according to the proportion. If e ⋅ e ̇<0∪ e ̇=0 ,then it takes keeping control
mode, and the control amount u keeps the cumulative sum of error e maximum. If
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e ⋅ e ̇>0∪ e=0∩ e ̇≠ 0, then it can takes the proportional control, and the control
amount u changes with the error according to the proportion. If e ⋅ e ̇<0∪ e ̇=0, it
takes the keeping control mode, and the previous keeping value should be greater
than the cumulative sum of error e maximum. If e ⋅ e ̇>0∪ e=0∩ e ̇≠ 0 ,it still takes
proportional control, and so on. After through repeated proportion-keeping control
mode, the final control u converges to a constant value, while the system error e
converges to zero.

From above analysis in static and dynamic characteristics of HSIC, it can be seen
that the basic control algorithm of HSIC is to simulate the thinking process of
human being, and its control essence is that aimed at different characteristics of the
system error, it selects different control mode and control algorithm [3, 4].

4 Control Algorithms: Basic Algorithm and Fusion
Algorithm

4.1 Basic Control Algorithm

Based on the analysis of static and dynamic characteristics of HSIC [5], according
to the basic feature of combining open-loop control with closed-loop control, the
strategy of HSIC can be induced as two kinds of system dynamic error basic modes.
① If e ⋅ e ̇≤ 0 or e= e ̇=0, then it takes the semi-open-loop keeping control node.②
If e ⋅ e ̇≥ 0 and e+ e ̇≠ 0, then it takes the proportional control mode. The basic
control algorithm of HSIC is as the following.

U =
Kp ⋅ e+ k ⋅Kp ⋅ ∑

n− 1

i=1
em, i ðe ⋅ e ̇>0∪ e=0 e ̇≠ 0Þ

k ⋅Kp ⋅ ∑
n

i=1
em, i ðe ⋅ e ̇<0∪ e ̇=0Þ
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In the algorithm, em,j is the jth peak value of error maximum, U is the controller
output, and the meaning of other mathematical symbol is the same as previous
mentioned above. The feature of basic control algorithm is to realize the double
modal control, namely for different control mode it takes different control strategy,
and taken the form of open-loop control and closed-loop control alternately, it
realizes the control for controlled object.

4.2 Control Algorithm of Intelligence Fusion

In order to improve the control quality of controller and simplify the structure of
control system, it can fuse the control expert knowledge, control experience of
human being, wisdom and skills of the site operator, specific control rules, inference
engine and knowledge base etc. as a body, and form a fusion intelligent controller
based on human simulated intelligence. The outstanding advantage of fusion con-
trol model is that it can be convenient to adopt the production rules “If <condition>
Then <action>” so as to establish the knowledge set and control rule base. Because
there is no direct link between the rules, it is good in modularity and naturality.
According to different conditions, each piece of control rule can be independently
made the addition and modification, and therefore, it owns very good ability to
adapt the change of environment. If e ⋅ e ̇>0∪ e=0 e ̇≠ 0 then it takes proportional
control mode, and if e ⋅ e ̇<0∪ e ̇≠ 0 then it takes keeping control mode. In addition,
by means of the two-order derivative characteristic of system error, the controller
performance can be further improved. After fused the adjusting skill of human
being, practice experience, expert knowledge, operating skill and wisdom and so
on, the special control algorithm can be induced by structured English description
method. For example, aimed at the uncertainty system of complex correlation, one
of the methods can be constructed as the following.

If e ⋅ e ̇≥ 0 and≠ 0 Then

If e ̇ ⋅ e ̈≥ 0 Then

PðtÞ=Pn̄− 1 +Kpe+PHDðNote,PHD =Pl̃− 1 + kKpe ̇Þ
If e ̇ ⋅ e ̈<0Then

P tð Þ=Pñ− 1 +Kpe+PHDðNote,PHD = kKp ∑
l

i=1
eṁ, iÞ

If ðe ⋅ e ̇<0OR ej j+ e ̇j j≤ δÞThen
If ej j≥ 1

2
em, nj j> δThen

P tð Þ=Pn̄ + kKpðe− 1
2
em, nÞ

ElseP tð Þ=Pn̄
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In which, P ̄n = kKP ∑
n

i=1
em, i, P is the output of HSIC controller, defines P0̄ = 0

(memory of error extremum), PHD is the semi-derivative component of propor-
tional control mode, and P̄n is the needed keeping value of the n th output. Defines
P̃0 = 0 (derivative extremum memory), e ̈ is the two-order derivative with time of
error, eṁ, i is the i th extremum of e ̇ in the proportional control mode, P̃l , is the l th
needed keeping constant value of semi-derivative output component PHD in pro-
portional control mode. i, l, n is respectively the natural number, δ is the sensitivity
threshold of controller input, namely the minimum threshold of controller input,
and the meaning of other symbol is the as the previous mentioned above.

The above control algorithm is to be fused the wisdom of human being, and it
simulates the control thinking process of the human. Its outstanding advantage is
that the designer is without more prior knowledge for controlled complex object,
and it is strong in robustness of control system, fast in response speed, sensitive in
error change, smooth in operating response and high in control precision.

5 Simulation Experiment and Its Analysis

The uncertainty of system has various types, the complexity grade is also not the
same, the type and grade of uncertainty is difficult to make the measure, there is not
a determined standard, and therefore, it is very difficult to make the simulation in
practical control system. Generally, it takes a more representative mathematical
model, through changing the order number and parameters of system model, and
then it can judge the control quality of controller by means of validating the strong
robustness of control algorithm. If it is the strong robust, then the control strategy or
algorithm is advisable. Without loss of generality, it takes the two-order model with
time lag as an example and the PID control algorithm as reference in the simulation,
it adopt strong pulse signal interference to replace the response influence of model
order, parameter and external disturbance, and then it examines the system response
characteristic for control strategy or control algorithm. If it is much better than PID
control algorithm in the respects of robustness performance, adjusting time,
response rise time, overshoot performance and steady-state control accuracy, then
the control strategy or algorithm is desirable. Assuming that the controlled object is
a two-order system with time delay, the system parameter and time delay is
changeable or uncertain, and the model is as the following.

GðsÞ= K0 × e− τs

ðT1s+1ÞðT2s+1Þ

For convenience of the simulation, it takes τ = 10 s, K0 = 4.134, T1 = 1.0 s,
T2 = 2.0 s in the model. In order to compare the control effect, it respectively adopts
the PID and fusion HSIC control algorithm to make the control for a same control
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object of two-order system with time lag. Under the condition of strong pulse signal
interference, the pulse amplitude is respectively 0.5 and 1, and the pulse width is
0.2 s. The system joins the above strong pulse interference signal at t = 15 s, and the
Fig. 4 and Fig. 5 is the contrast response curve respectively by PID and fusion
HSIC control algorithm under different strong pulse interference signal, and com-
pared with the response curve of PID control algorithm, the fusion control strategy
(HSIC) shows very strong robustness. Under the strong pulse interference, the
response of fusion HSIC almost does not change, and it is quick in rise time, short
in transient time, relatively stable and smooth in response curve and high in
steady-state control accuracy. According to the error size, error change direction
and its change trend, the control algorithm of fusion HSIC makes adjust for con-
trolled process at each control period, it forces the system error toward to zero, and
therefore, it improves the response speed, shortens the transition time, suppresses
the large amplitude overshoot of the system and avoids to induce the oscillation
from over adjust. The simulation demonstrates its strong robustness of multi-modal
based on human-simulated intelligence for uncertainty system.

6 Conclusions

The simulation results show that the HSIC fusion control strategy owns very good
adaptability and strong robustness. The control strategy based on HSIC does not
need to establish a strict mathematical model for controlled object, the demand is
not high in prior knowledge for the system designer, and therefore, it is a more
appropriate choice to uncertainty system control. The above experiment result
under the strong pulse signal interference has demonstrated its adaptability, feasi-
bility and effectiveness.
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Combined Interpolation Method
for Single-Well Monitoring Data

Xiang-jun Xie, Meng-chuan Zhao and Liu-li Lu

Abstract Obtain accurate, reliable and complete single-well monitoring data is
important task of oilfield dynamic monitoring. At present, oilfield dynamic moni-
toring technology has become more and more mature, but it is impossible to cover
every single-wells or every horizons. Thus, the single-well monitoring data is not
continuous, and the missing phenomenon is widespread. To solve this problem, this
paper proposes a new combined interpolation algorithm based on SPSS which
presents five missing data processing methods and cubic spline interpolation, and
applied to a single-well monitored missing data processed. The numerical experi-
ment shows that the new algorithm has the highest precision, and it as an effective
approach for interpolating the missing data of single-well monitoring.

Keywords Single-well monitoring data ⋅ Missing data ⋅ SPSS ⋅ Cubic spline
interpolation ⋅ Combined interpolation

1 Introduction

There are a lot of missing data phenomenon in real life. Bowley first proposed issue
of missing data in 1915 [1]. After that, scholars have done a lot of problems with
missing data research, and put forward many methods to fill the missing data.
Missing data processing method is roughly divided into four categories: the first
category is weighted method; second category is the case deletion method; third
category is based on the interpolation method; The fourth category is model-based
approach. On the interpolation method, can also be divided into single interpolation
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method [2] and multiple interpolation method [3, 4]. Single interpolation method
only construct an alternative value to each missing data, it based on the estimated.
After the substitution of missing data, the corresponding statistical analysis was
carried out on the new data. Rubin [5] first proposed multiple interpolation on the
basis of a single interpolation in 1976. It was constructed to more than one alter-
native values for each missing value. Thus, a number of complete data sets will
appear. Respectively, using the same method to give a number of processing results
for each complete data set. Finally, the combination of these processing results can
be obtained an estimated value of the target variable. Moreover, with the devel-
opment of computer technology, there has been a lot of handling missing data
statistical software such as R software, SPSS and SAS, which are simple to operate,
easy to apply. Meanwhile, a large number of modern statistical methods applied to
the problem of missing data also led to the development of this field and make
handling missing data methods continue to improve.

Dynamic monitoring is an important basic work in the process of oilfield
development, it always throughout the whole oilfield. Dynamic monitoring plays a
crucial role, especially to improve the recovery of oilfield development goals.
However, it is impossible for each oil well or each horizons are monitored due to
the complexity of the monitoring work, it makes a lot of monitoring data are
incomplete, missing data caused a lot of inconvenience to follow-up study work of
the oilfield. Therefore, we need to find effective ways to fill in missing data to
reflect the monitoring indicators information of oilfield, and lay a foundation for
accurately predict oilfield development.

At present, using a single interpolation method for missing data of single-well,
such as: mean interpolation, random interpolation, hot deck interpolation, cold deck
interpolation and deductive interpolation, Lagrange interpolation and the cubic
spline interpolation [6–9]. Single interpolation method can not be corrected inap-
propriate results and impact to subsequent research when appear inappropriate
interpolation results. To overcome this deficiency of single interpolation algorithm,
this paper proposes a new combined interpolation algorithm based on five kinds of
missing data processing methods of SPSS software and cubic spline interpolation
for single-well monitoring missing data. Numerical experiments show that the
proposed method of interpolation of data with high accuracy and it as an efficient
method for processing a missing data of single-well monitoring.

2 SPSS and Cubic Spline Interpolation Principle

2.1 SPSS Missing Data Processing Method

The SPSS statistical analysis software is recognized as three major data analysis
software (SAS, SPSS and SYSTAT), it is powerful, user-friendly and widely used
in various fields, the basic module provides five kinds of interpolation method about
missing data.
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(1) Series mean: with a mean of the entire column to impute missing data.
(2) Mean of nearby points: with missing values are close to the average number of

points to impute missing values, specifically by the span of a few points near
the point set.

(3) Median of nearby points: with missing values at several points near the
median to impute missing values, specifically by the span of a few points near
the point set.

(4) Linear interpolation: establish linear interpolation function by before and after
data of missing value, and to calculate the interpolation of missing values by
function approximation.

(5) Linear trend at point: set up linear regression equation, then calculated
approximation of missing values using the equation.

2.2 Cubic Spline Interpolation

The cubic spline interpolation is a method for fitting a smooth curve of each main
point, it is to form a smooth curve with connecting all the main points by con-
structing a polynomial. It has high convergence, high stability and interpolation
function with good smoothness. And it has been widely used in engineering. The
definition of cubic spline interpolation function is given below [10].

If the function SðxÞ∈C2½a, b�, and it is a cubic polynomial in the interval
½xj, xj+1�, where a= x0 < x1 <⋯< xn = b are given nodes, claimed SðxÞ is a cubic
spline function on node x0, x1, . . . , xn. If given function value yjðj=0, 1, . . . , nÞ on
the node xj, and set up

SðxjÞ= yj ðj=0, 1, . . . , nÞ ð1Þ

We claimed SðxÞ is a cubic spline function and obtained the formula cubic spline
interpolation function by natural boundary conditions and three-corner method.
Calculated as follows:

2 λ0 0 ⋯ 0 0 0
μ1 2 λ1 ⋯ 0 0 0
0 μ2 2 ⋯ 0 0 0
⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯
0 0 0 ⋯ μn− 1 2 λn− 1

0 0 0 ⋯ 0 μn 2

2
6666664

3
7777775

M0

M1

M2

⋮
Mn− 1

Mn

2
6666664

3
7777775
=

d0
d1
d2
⋮

dn− 1

dn

2
6666664

3
7777775

ð2Þ

where, hj = xj − xj− 1, λ0 = μ0 = d0 = dn =0, μj =
hj− 1

hj− 1 + hj
, λj =

hj
hj− 1 + hj

, dj =

6 f ½xj , xj+ 1�− f ½xj− 1, xj�
hj+ 1 + hj

=6f ½xj− 1, xj, xj+1�, f ½xj, xj+1� is an order difference quotient,

f ½xj− 1, xj, xj+1� is the second-order difference quotient. Linear equations can be
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solved by catching method [10], Solved M0,M1, . . . ,Mn into formula (3), we can
obtain cubic spline function.

SðxÞ=Mj
ðxj+1 − xÞ3

6hj
+Mj+1

ðx− xjÞ3
6hj

+ ðyj −
Mjh2j
6

Þ xj+1 − x
hj

+ ðyj+1 −
Mj+1h2j

6
Þ x− xj

hj
ðj=0, 1, . . . , n− 1Þ

ð3Þ

3 Combined Interpolation Algorithm Model

Combined interpolation algorithm is an effective method of handling missing data,
it can compensate for the lack of a single interpolation algorithm. In this paper, we
propose a new combined interpolation algorithm based on SPSS and cubic spline
interpolation, and use it to fill in the missing data of a single-well. The following
principles are given a combination of interpolation algorithm.

First, the historical data is divided into two categories: the train and test sets.
Secondly, we use five kinds of methods to provide missing data of SPSS and cubic
spline interpolation based on the train set data and fill data of test set. Then,
according to the mean absolute percentage error based on the interpolated value and
the true value of test set, we can obtain the weights of each algorithm in combined
interpolation algorithm. Finally, we get the final interpolated value by the six kinds
of missing data interpolation algorithm and their weights.

Specific steps are as follows:
Let xðtiÞði=1, 2, . . . , nÞ represent monitor value of the single-well monitoring
indicator x at time ti. The lack of monitoring indicators data xðtjÞ at time
tj, ðj=1, 2, . . . ,mÞ.
Step 1 Divide the train set and test set

According to a certain proportion of the existing monitoring data for x
randomly divided into a train set xðtpÞ, ðp=1, 2, . . . , kÞ and a test set
xðtqÞ, ðq=1, 2, . . . , hÞ.

Step 2 SPSS interpolation
We impute missing data xðtjÞ, ðj=1, 2, . . . ,mÞ and test data
xðtqÞðq=1, 2, . . . , hÞ using five major functional modules of SPSS soft-
ware and according to the train set data xðtpÞðp=1, 2, . . . , kÞ, interpolated
values were recorded as:

x1ðtjÞ, x2ðtjÞ, x3ðtjÞ, x4ðtjÞ, x5ðtjÞ, ðj=1, 2, . . . ,mÞ
x1ðtqÞ, x2ðtqÞ, x3ðtqÞ, x4ðtqÞ, x5ðtqÞ, ðq=1, 2, . . . , hÞ
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Step 3 Cubic spline interpolation
We establish cubic spline interpolation function S(x) according to the train
set data xðtpÞ and use function values of the missing data and test set data
to fill in missing data and test set data.
Interpolated values were recorded as follows:

x6ðtjÞ = SðtjÞðj =1, 2, . . . ,mÞ, x6ðtqÞ = SðtqÞðq = 1, 2, . . . , hÞ ð4Þ

Step 4 Error calculation
Calculate the mean absolute percentage error (MAPE) between the real
value and the interpolation value of test set according to formula (5), and
then evaluate the accuracy of six kinds of interpolation methods:

MAPEi =
1
h
∑
h

q=1

xðtqÞ− xiðtqÞ
xðtqÞ

����
����, i=1, 2, . . . , 6 ð5Þ

Step 5 Determine the weights of combined interpolation algorithm
Determining the weights of combined interpolation algorithm by MAPE
for each method. The larger the MAPE, the smaller share of the weight.
Weight is calculated as follows:

wi =
1 M̸APEi

∑
6

i=1
1 M̸APEi

, i=1, 2, . . . , 6 ð6Þ

Step 6 Imputation of missing values
According to formula (7) and using the weighted average value of inter-
polation value by six methods described as the final value of the missing
data.

xðtjÞ= ∑
6

i=1
wixiðtjÞ, j=1, 2, . . . ,m ð7Þ

The proposed combination of interpolation algorithm to achieve a single-well
monitoring data imputation of missing data. The proportion of the train and test sets
can be set according to the actual situation, when the number of data is large, we
can increase the proportion of the test set; When the number of data is small, we can
reduce the proportion of the test set. The purpose of the test set is designed to
calculate the MAPE of the algorithms to determine its weights in the combined
interpolation algorithm, and realize the real meaning of the combination
interpolation.
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4 Application

We select 30 flow pressure values from January 2011 to September 2014 of Shengli
Oilfield’s YX4 well in this paper. Let 25 monitoring data as a train set, and the
remaining five monitoring data as a test set, shown in Fig. 1.

Next, we impute missing the 15 monitoring data in Fig. 1. First, Using the five
kinds of missing data processing methods provided by SPSS and cubic spline
interpolation to fill the test set data and missing data, the data after interpolation
shown in Fig. 2. Where, YX4_1 represents the interpolation value by series mean
method; YX4_2 represents the interpolation value by mean of nearby points
method; YX4_3 represents data by median of nearby points method; YX4_4 obtain
by linear interpolation method; YX4_5 represents linear trend at point; YX4_6
represents data interpolation by way of cubic spline interpolation.

Table 1 shows the interpolated values of test set by six kinds of interpolation
algorithm. The MAPE by the formula (5), we calculated the weights of six kinds of
interpolation algorithms in the combined interpolation algorithm by the formula (6),
the results shown in Table 2. Then, using Eq. (7) can be get the interpolated values
of test set by combined interpolation algorithm and we can also get the MAPE by
the formula (5). The results shown in Table 3.

Six interpolation method shown in Table 2, the MAPE of median of nearby
points method (YX4_3) is the smallest value (0.07 %), it is the largest share of the
weight (0.2551). The MAPE of series mean method (YX4_1) is the largest value
(0.92 %), it is the smallest share of the weight (0.0182). In general, the smaller the
MAPE, which is the larger share of the weight in combined interpolation algorithm.

Observed in Tables 2 and 3, we can see that the MAPE of combined interpo-
lation algorithm is smaller than aforementioned six kinds of interpolation method’s.
Therefore, the combined interpolation algorithm is better than each single inter-
polation algorithm, it can be more accurate interpolation of missing data.
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5 Conclusion

Oilfield monitoring data is incomplete due to various reasons, the researchers
should use the appropriate method based on existing monitoring data to fill the
missing data and it can bring convenience to follow-up research of oilfield. We
present a combined interpolation algorithm to fill missing data in paper, which
overcomes the shortcomings of single interpolation algorithm, and it makes full use
of the advantages of different interpolation methods to enhance the interpolation
results. Finally, numerical experiments show that the proposed method of inter-
polation of data with high accuracy. Additionally, SPSS software widely used and it

20.75
20.85
20.95
21.05
21.15
21.25
21.35
21.45
21.55
21.65
21.75

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46

Month

YX4_1 YX4_2 YX4_3

YX4_4 YX4_5 YX4_6
Fl

ow
 P

re
ss

ur
e 

V
al

ue

Fig. 2 Flow pressure values after interpolation of YX4 well by six methods

Table 1 Real value and six interpolation method’s interpolated values of the test set

Real value YX4_1 YX4_2 YX4_3 YX4_4 YX4_5 YX4_6

21.56 21.23 21.58 21.58 21.59 21.57 21.59
21.36 21.23 21.39 21.38 21.38 21.39 21.37
21.16 21.23 21.17 21.17 21.15 21.18 21.15
21.10 21.23 21.07 21.09 21.08 21.09 21.08
20.91 21.23 20.92 20.90 20.87 20.90 20.87

Table 2 MAPE and weights of six interpolation method

YX4_1 YX4_2 YX4_3 YX4_4 YX4_5 YX4_6

MAPE (%) 0.92 0.08 0.07 0.11 0.08 0.11
w 0.0182 0.1981 0.2551 0.1525 0.2202 0.1559

Table 3 Combination interpolated values and MAPE

Real value 21.56 21.36 21.16 21.10 20.91 MAPE

Interpolated values 21.57 21.38 21.17 21.08 20.90 0.06 %
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has five kinds of missing data processing method with easy operation, simple and
feasible. Cubic spline interpolation method is also easy to program implementation
at the same time. In this paper, the combined interpolation algorithm has stronger
practicability and as missing data processing method which can be widely applied
to other areas.
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Probability Distribution of T-System Based
on B-P and L-S Implication

Yu-Bin Zhong , Yuan-zhi Deng , Zeng-liang Liu and Xue-hai Yuan

Abstract Fuzzy methods are widely used in the study of trustworthiness. Based

on this fact, the paper researches the trustworthiness system (T-System) and proba-

bility distribution theory based on bounded product (B-P) implication and Larsen

square (L-S) implication. Firstly, we convert a group of single-input and single-

output data into fuzzy inference rules and generate fuzzy relation by selecting the

appropriate fuzzy implication operator, then calculate joint probability density func-

tion of two-dimensional random variables by using of this fuzzy relation. Two spe-

cific probability density functions can be obtained by selecting the fuzzy implication

as bounded product implication or Larsen square implication. Secondly, we study of

the center-of-gravity trustworthiness system based on these two probability distri-

butions. Finally, we gave the sufficient conditions of universal approximations for

those trustworthiness systems.
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1 Introduction

Fuzzy methods have wide application backgrounds in the study of trustworthiness,

for example, (1) a software is unique, and trustworthiness behaviors of software are

fuzzy in nature; (2) in control systems, we may have fuzzy control, design trustwor-

thiness and intelligent control, etc.; (3) in expert system research, it is necessary to

take into consideration of the consistency, completeness, independence and redun-

dancy of knowledge bases, but it is also important to consider fuzzy expert systems

and the spread of non-trustworthiness factors. Therefore, it is significant to study the

trustworthiness system and its probability distribution theory, and this will benefit a

lot to production and life practices.

Construction of trustworthiness systems and the universal approximation of them

are hot topics in the research of trustworthiness system and trustworthiness control

theory. In the construction of trustworthiness systems, the single fuzzifier of the input

variable has been mentioned in most literatures until now. And fuzzy inference is

CRI reasoning method [1, 2] or triple I method [3]. We must determine the fuzzy

implication operator before constructing fuzzy inference relationship and fuzzy rea-

soning. The choice of fuzzy implication operator will have a huge impact on the

trustworthiness system. References [4–7] point out that, CRI reasoning method and

triple I method have impact on the trustworthiness system when only using the con-

junction type fuzzy implication operators, such as Mamdani implication and Larsen

implication. Because of involved some complex integral, researchers have not yet

given the specific expression of the trustworthiness system when constructing them

by using center-of-gravity method until now. How to obtain the specific expression

of this trustworthiness system is one motivation in our paper.

As we know, the trustworthiness system constructed by center-of-gravity method

can be approximately reduced to some forms of interpolation [8] and this trustwor-

thiness system has meaning of probability theory. It is the best approximation of

system under the sense of least-squares [9]. But how to determine the corresponding

probability density function of fuzzy implication operator has not been resolved, and

this is the another motivation in our paper.

This article is organized as follows: Sect. 2 is preliminary; Sect. 3 is the probability

distributions and marginal probability distribution of bounded product implication

and Larsen square implication; Sect. 4 gives the center-of-gravity method trustwor-

thiness systems of these two probability distributions and the sufficient condition

with universal approximation for these systems; Sect. 5 is a overlook of application

analysis of trustworthiness systems and we have our conclusion in Sect. 6.

2 Preliminary

Suppose {(xi, yi)}(1≤i≤n) is a group of input-output data, then

a = x1 < x2 < ⋯ < xn = b, c = y1 < y2 < ⋯ < yn = d,
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or

a = x1 < x2 < ⋯ < xn = b, c = yn < yn−1 < ⋯ < y1 = d.

we construct a two-phase triangular wave by using these data, namely

A1(x) =

{ x2−x
x2−x1

, x ∈ [x1, x2]
0, other

, An(x) =

{ xn−x
xn−xn−1

, x ∈ [x1, x2]
0, other

,

for i = 2, 3,… , n − 1,

Ai(x) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

x−xi−1
xi−xi−1

, x ∈ [xi−1, xi]
xi+1−x
xi+1−xi

, x ∈ [xi, xi+1]

0, other

, Bi(y) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

y−yi−1
yi−yi−1

, y ∈ [yi−1, yi]
yi+1−y
yi+1−yi

, y ∈ [yi, yi+1]

0, other

,

B1(y) =
⎧
⎪
⎨
⎪
⎩

y2 − y
y2 − y1

, y ∈ [y1, y2]

0, other
, Bn(y) =

⎧
⎪
⎨
⎪
⎩

yn − y
yn − yn−1

, y ∈ [yn−1, yn]

0, other
,

then xi, yi is the peak point ofAi and yi, namelyAi(xi) = 1,Bi(yi) = 1, (i = 1, 2,… , n),
and when x∈ [xi, xi+1],Ai(x) + Ai+1(x) = 1,Aj(x) = 0(j ≠ i, i + 1),when y ∈ [yi, yi+1],
Bi(y) + Bi+1(y) = 1,Bj(y) = 0(j ≠ i, i + 1).
Then we have fuzzy inference rule

if x is Ai, then y is Bi(i = 1, 2,… , n). (1)

Let 𝜃 be the fuzzy implication operator, then from (1) can get the fuzz relationship

R(x, y) =
n
∨
i=1

𝜃(Ai(x),Bi(y)).

Let q(x, y) =

{
R(x, y), (x, y) ∈ X × Y
0, other

, and H(2, n, 𝜃,∨) ≜ ∫
+∞
−∞ ∫

+∞
−∞ q(x, y)dxdy,

when X = [a, b],Y = [c, d], we have

H(2, n, 𝜃,∨) =
∫

b

a ∫

d

c
R(x, y)dxdy. (2)

we call H(2, n, 𝜃,∨) H function which has parameter 2, n, 𝜃,∨, and “2” indicates

q(x, y) is binary function; n means the amount of inference rules; 𝜃 is fuzzy implica-

tion operator, and ∨ = “max”.
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If H(2, n, 𝜃,∨) > 0, let

f (x, y) ≜
q(x, y)

H(2, n, 𝜃,∨)
, (3)

clearly, (a) f (x, y) ≥ 0; (b) ∫
+∞
−∞ ∫

+∞
−∞ f (x, y)dxdy = 1. So, f (x, y) can be regarded as a

random vector of the joint probability density function (𝜉, 𝜂) [9].

Suppose R(x, y) is fuzzy relationship determined by inference rules (1), and A∗(x)

is a fuzzy single point of input variables, namely A∗(x′ ) =

{
1, x′ = x
0, x′

≠ x
. Let B∗ =

A◦R, namely B∗(y) = ∨
x′ ∈X

(A∗(x′ ) ∧ R(x′
, y)) = R(x, y). Then

̄S(x) =
∫

d
c yB∗(y)dy

∫
d
c B∗(y)dy

(4)

is a center-of-gravity method trustworthiness system [8].

3 The Probability Distribution of Several Single-Input
and Single-Output Trustworthiness System

If {(xi, yi)}1≤i≤n satisfies:

a = x1 < x2 < ⋯ < xn = b, c = y1 < y2 < ⋯ < yn = d.

Establishing fuzzy relations according to the fuzzy inference rule (1) is one of

the four processes of constructing a trustworthiness system. If using the traditional

method, then the fuzzy relation is R(x, y) =
n
∨
i=1

𝜃(Ai(x),Bi(y)). Since the fuzzy impli-

cation is conjunction implication, we have the following result:

if x ∈ [xi, xi+1], then R(x, y) = 𝜃(Ai(x),Bi(y)) ∨ 𝜃(Ai+1(x),Bi+1(y)).
Because the data is monotonic, we make some adjustments to the fuzzy reasoning

relationship: when x ∈ [xi, xi+1], let

R(x, y) =

{
𝜃(Ai(x),Bi(y)) ∨ 𝜃(Ai+1(x),Bi+1(y)), y ∈ [yi, yi+1]
0, other.

(5)

We discuss the reasoning relationship determine by (5), then we have the following

probability results:

Theorem 1 If 𝜃(a, b) = Tm(a, b) = (a + b − 1) ∨ 0, let H = 1
3

n−1∑

i=1
(xi+1 − xi)(yi+1 −

yi). Di = {(x, y) ∈ Ii × Ji|y ≤ Ai+1(x)yi + Ai(x)yi+1},Ei = Ii × Ji − Di, then
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(1) Probability density function f (x, y) (called Bounded plot distribution) deter-
mined by formula (3) is

f (x, y) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

1
H
(Ai(x) + Bi(y) − 1), (x, y) ∈ Di

1
H
(Ai+1(x) + Bi+1(y) − 1), (x, y) ∈ Ei

0, other

(6)

(2) Marginal distribution functions of f (x, y) are

f
𝜉

(x) = 1
2T

(yi+1 − yi)(1 − 2Ai(x)Ai+1(x)), x ∈ [xi, xi+1](i = 1, 2,… n). (7)

f
𝜂

(x) = 1
2T

(xi+1 − xi)(1 − 2Bi(y)Bi+1(y)), y ∈ [yi, yi+1](i = 1, 2,… n). (8)

Theorem 2 If 𝜃(a, b) = a2b, then

(1) Probability density function f (x, y) (called Larsen square distribution) deter-
mined by formula (3) is

f (x, y) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

1
C
A2
i (x)Bi(y),∃i, (x, y) ∈ Fi

1
C
A2
i+1(x)Bi+1(y),∃i, (x, y) ∈ Gi

0, other

(9)

(2) Marginal density function of f (x, y) is: for x ∈ [xi, xi+1](i = 1, 2,… , n)

f
𝜉

(x) = 1
2C

(yi+1 − yi)
(1 − Ai(x)Ai+1(x))(1 − 3Ai(x)Ai+1(x))

1 − Ai(x)Ai+1(x)
, (10)

f
𝜂

(y) = 1
3C

(xi+1 − xi)(1 −
Bi(y)Bi+1(y)

1 + 2
√
Bi(y)Bi+1(y)

)(y ∈ [yi, yi+1]), (11)

where Fi = {(x, y) ∈ Ii × Ji|y ≤
A2
i+1(x)

A2
i (x) + A2

i+1(x)
yi +

A2
i (x)

A2
i (x) + A2

i+1(x)
yi+1},Gi =

(Ii × Ji) − Fi,K = 1
2
− 1

16
𝜋, and C = K

n−1∑

i=1
(xi+1 − xi)(yi+1 − yi).

Note 1: In fact, Theorems 1 and 2 establish a method to construct probability

distribution from the known data structures.
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4 Center-of-Gravity Trustworthiness System

Let f (x, y) be the probability density function obtained in our study, we can know

that from the discussion above,

S(x) =
∫

d
c yB∗(y)dy

∫
d
c B∗(y)dy

=
∫

d
c yR(x, y)dy

∫
d
c R(x, y)dy

=
∫

+∞
−∞ yf (x, y)dy

∫
+∞
−∞ f (x, y)dy

, (12)

so we have the following theorem.

Theorem 3 If 𝜃 = Bounded Product implication, where ST (x) = A∗
i (x)yi + A∗

i+1
(x)yi+1, where

A∗
i (x) =

2
3
A3
i+1(x) − Ai+1(x) +

2
3

1 − 2Ai(x)Ai+1(x)
(13)

A∗
i+1(x) = 1 − A∗

i (x) =

2
3
A3
i (x) − Ai(x) +

2
3

1 − 2Ai(x)Ai+1(x)
(14)

and ST (xi) =
2
3
yi +

1
3
yi+1, SL(xi+1) =

1
3
yi +

2
3
yi+1.

Proof From the theorem above we can know that:

∫

+∞

−∞
f (x, y)dy = f

𝜉

(x) =
yi+1 − yi

T
[1
2
− Ai(x)Ai+1(x)]

and

∫

+∞

−∞
yf (x, y)dy = 1

T
[
∫

y∗i

yi
y(Ai(x) + Bi(x) − 1)dy +

∫

yi+1

y∗i

y(Ai+1(x) + Bi+1(x) − 1)dy]

= yi+1−yi
T

[(A2
i (x) −

1
3
A3
i (x) −

1
2
Ai(x) +

1
6
)yi + (1

3
A3
i (x) −

1
2
Ai(x) +

1
3
)yi+1]

so

ST (x) =
∫

+∞

−∞
yf (x, y)dy

∫

+∞

−∞
f (x, y)dy

=
(A2

i (x) −
1
3
A3
i (x) −

1
2
Ai(x) +

1
6
)yi

1
2
− Ai(x)Ai+1(x)

+
(1
3
A3
i (x) −

1
2
Ai(x) +

1
3
)yi+1

1
2
− Ai(x)Ai+1(x)

= A∗
i (x)yi + A∗

i+1(x)yi+1,
and

A∗
i (x) + A∗

i+1(x) =
1

1
2
− Ai(x)Ai+1(x)

[A2
i (x) −

1
3
A3
i (x) −

1
2
Ai(x) +

1
6
+ 1

3
A3
i (x) −

1
2
Ai(x)

+ 1
3
] =

1
2
− Ai(x)(1 − Ai(x))

1
2
− Ai(x)Ai+1(x)

= 1.
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And because

A2
i (x) −

1
3
A3
i (x) −

1
2
Ai(x) +

1
6
= (1 − Ai+1(x))2 −

1
3
(1 − Ai+1(x))3 −

1
2
(1 − Ai+1(x))+

1
6
= 1

3
A3
i+1(x) −

1
2
Ai+1(x) +

1
3

we have

A∗
i (x) =

2
3
A3
i+1(x) − Ai+1(x) +

2
3

1 − 2Ai(x)Ai+1(x)
,A∗

i+1(x) =
2
3
A3
i (x) − Ai(x) +

2
3

1 − 2Ai(x)Ai+1(x)
.

We study the trustworthiness system exported by Larsen square distribution below.

Theorem 4 SL2 (x) =
∫

+∞
−∞ yf (x, y)dy

∫
+∞
−∞ f (x, y)dy

= C∗
i (x)yi + C∗

i+1(x)yi+1, where

C∗
i+1(x) =

A6
i (x) + 2A2

i+1(x)(A
2
i (x) + A2

i+1(x))
2

3(A4
i (x) + A2

i (x)A
2
i+1(x) + A2

i+1(x))(A
2
i (x) + A2

i+1(x))
, (15)

C∗
i (x)yi + C∗

i+1(x)yi+1 ≡ 1 and SL2 (xi) =
2
3
yi +

1
3
yi+1, SL2 (xi+1) =

1
3
yi +

2
3
yi+1.

Proof

∫

+∞

−∞
f (x, y)dy =

∫

yi+1

yi
f (x, y)dy=

yi+1 − yi
2C

(1 − Ai(x)Ai+1(x))(1 − 3Ai(x)Ai+1(x))
1 − 2Ai(x)Ai+1(x)

,

∫

+∞

−∞
yf (x, y)dy = 1

C
[
∫

ŷi

yi
yA2

i (x)Bi(y)dy +
∫

yi+1

ŷi
yA2

i+1(x)Bi+1(y)dy]

=
yi+1 − yi

C
[[A2

i (x)(A
∗
i (x) − (A∗

i (x))
2 + 1

3
(A∗

i (x))
3)

+A2
i+1(x)(

1
2
(1 − A∗

i (x))
2) − 1

3
(1 − (A∗

i (x))
3))]yi

+ [A2
i (x)(

1
2
(A∗

i (x))
2 − 1

3
(A∗

i (x))
3) + 1

3
A2
i+1(x)(1 − (A∗

i (x))
3)]yi+1]

=
yi+1 − yi

C
[Di(x)yi + Di+1(x)yi+1].

Then

Di(x) + Di+1(x) = A2
i (x)[A

∗
i (x) −

1
2
(A∗

i (x))
2] + 1

2
A2
i+1(x)[1 − (A∗

i (x))
2]

= A2
i (x)A

∗
i (x) +

1
2
A2
i+1(x) −

1
2
(A∗

i (x))
2(A2

i (x) + A2
i+1(x))

=
2A4

i (x) + A2
i+1(x)(A

2
i (x) + A2

i+1(x)) − A4
i (x)

2(A2
i (x) + A2

i+1(x))

=
(1 − Ai(x)Ai+1(x))(1 − 3Ai(x)Ai+1(x))

2(1 − 2Ai(x)Ai+1(x))
.
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So, C∗
i (x) + C∗

i+1(x) = 1. And

Di+1(x) = A2
i (x)[

1
2
(A∗

i (x))
2 − 1

3
(A∗

i (x))
3] + 1

3
A2
i+1(x)(1 − (A∗

i (x))
3)

=
3A2

i (x)A
4
i (x)(A

2
i (x) + A2

i+1(x)) − 2A8
i (x) + 2A2

i+1(x)((A
2
i (x) + A2

i+1(x))
3 − A6

i (x))

6(A2
i (x) + A2

i+1(x))3

=
A8
i (x) + 3A6

i (x)A
2
i+1(x) + 2A8

i+1(x) + 6A4
i (x)A

4
i+1(x) + 6A2

i (x)A
2
i+1(x)

6(A2
i (x) + A2

i+1(x))3

=
A6
i (x) + 2A2

i+1(x)(A
2
i (x) + A2

i+1(x))
2

6(A2
i (x) + A2

i+1(x))2
,

thus

C∗
i+1(x) =

2Di+1(x)
A4
i (x) + A2

i (x)A
2
i+1(x) + A4

i+1(x)

(A2
i+1(x) + A2

i (x))

=
A6
i (x) + 2A2

i+1(x)(A
2
i (x) + A2

i+1(x))
2

3(A4
i (x) + A2

i (x)A
2
i+1(x) + A4

i+1(x))(A
2
i (x) + A2

i+1(x))

=
A6
i (x) + 2A2

i+1(x)(A
2
i (x) + A2

i+1(x))
2

3(1 − Ai(x)Ai+1(x))(1 − 2Ai(x)Ai+1(x))(1 − 3Ai(x)Ai+1(x))
.

So S(x) = C∗
i (x)yi + C∗

i+1(x)yi+1,

C∗
i+1(xi+1) =

2
3
;C∗

i (xi+1) = 1 − 2
3
= 1

3
;C∗

i+1(xi) =
1
3
;C∗

i (xi+1) = 1 − 1
3
= 2

3
,

so S(xi) =
2
3
yi +

1
3
yi+1, S(xi+1) =

1
3
yi +

2
3
yi+1.

We study the universal approximations of trustworthiness systems ST (x) and

SL2 (x). Suppose s(x) is a known system and s(xi) = yi. Let h = max
1≤i≤n−1

Δxi, ‖s‖∞ =
max
x∈[a,b]

|s(x)|. Suppose F1(x) = Ai(x)yi + Ai+1(x)yi+1, (x ∈ [xi, xi+1]). From Ref. [10],

we can know that: ‖s − F1‖ ≤
1
8
‖s′′‖∞h2. So we have

Theorem 5 When S(x) ∈ {ST (x), SL2 (x)},

‖S(x) − F1(x)‖ ≤
1
3
‖s′‖∞h. (16)

Proof (1) When S(x) = ST (x),

A∗
i (x) =

1
3
A3
i+1(x) − Ai+1(x) +

2
3

1 − 2Ai(x)Ai+1(x)
.
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Then

A∗
i (x) − Ai(x) =

1
3
A3
i+1(x) − Ai+1(x) +

2
3
− Ai(x) + 2A2

i (x)Ai+1(x)

1 − 2Ai(x)Ai+1(x)

=
2A2

i+1(x) − 1 + 6A2
i (x)Ai+1(x)

3[1 − 2Ai(x)Ai+1(x)]

=
[1 − 2Ai(x)]3

3[1 − 2Ai(x)Ai+1(x)]
.

Then

A∗
i+1(x) − Ai+1(x) = −

[1 − 2Ai(x)]3

3[1 − 2Ai(x)Ai+1(x)]
,

ST (x) − F1(x) =
[1 − 2Ai(x)]3

3[1 − 2Ai(x)Ai+1(x)]
(yi − yi+1).

Then

|ST (x) − F1(x)| =
|[1 − 2Ai(x)]3|

3[1 − 2Ai(x)Ai+1(x)]
|yi+1 − yi| ≤

1
3
|yi+1 − yi| ≤

1
3
‖s′‖∞h.

(2)

C∗
i+1(x) =

A6
i (x) + 2A2

i+1(x)(A
2
i (x) + A2

i+1(x))
2

3(A4
i (x) + A2

i (x)A
2
i+1(x) + A4

i+1(x))(A
2
i (x) + A2

i+1(x))
,

A∗
i+1(x) =

A2
i+1(x)

A2
i (x) + A2

i+1(x)

then

C∗
i+1(x) − A∗

i+1(x) =
A6
i (x) + 2A2

i+1(x)(A
2
i (x) + A2

i+1(x))
2

3(A4
i (x) + A2

i (x)A
2
i+1(x) + A4

i+1(x))(A
2
i (x) + A2

i+1(x))
−

A2
i+1(x)

A2
i (x) + A2

i+1(x)
=

(A2
i (x) − A2

i+1(x)(A
4
i (x) + A4

i+1(x))

3(A4
i (x) + A2

i (x)A
2
i+1(x) + A4

i+1(x))(A
2
i (x) + A2

i+1(x))
.

C∗
i (x) − A∗

i (x) = −(C∗
i+1(x) − A∗

i+1(x)).
Then SL2 (x) − F1(x) = (C∗

i+1(x) − A∗
i+1(x))(yi+1 − yi). So

|SL2 (x) − F1(x)| = |C∗
i+1(x) − A∗

i+1(x)||yi+1 − yi|

=
|A2

i (x) − A2
i+1(x)|(A

4
i (x) + A4

i+1(x))
3(A4

i (x) + A2
i (x)A

2
i+1(x) + A4

i+1(x))(A
2
i (x) + A2

i+1(x))
|yi+1 − yi| ≤

1
3
|yi+1 − yi| ≤

1
3
‖s′‖∞h.
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And

C∗
i+1(x) − Ai+1(x) = C∗

i+1(x) − A∗
i+1(x) + A∗

i+1(x) − Ai+1(x)

=
(A2

i (x) − A2
i+1(x))(A

4
i (x) + A4

i+1(x))

3(A4
i (x) + A2

i (x)A
2
i+1(x) + A4

i+1(x))(A
2
i (x) + A2

i+1(x))
+

Ai(x)Ai+1(x)[Ai+1(x) − Ai(x)]
A2
i (x) + A2

i+1(x)

=
[A2

i (x) − A2
i+1(x)]

3[A2
i (x) + A2

i+1(x)]
[

A4
i (x) + A4

i+1(x)

A4
i (x) + A2

i (x)A
2
i+1(x) + A4

i+1(x)
− 3Ai(x)Ai+1(x)]

=
[A2

i (x) − A2
i+1(x)]

3[A2
i (x) + A2

i+1(x)]
[1 −

A2
i (x)A

2
i+1(x)

A4
i (x) + A2

i (x)A
2
i+1(x) + A4

i+1(x)
− 3Ai(x)Ai+1(x)]

Because of |
[A2

i (x) − A2
i+1(x)]

3[A2
i (x) + A2

i+1(x)]
| ≤ 1,

1 ≥ 1 −
A2
i (x)A

2
i+1(x)

A4
i (x) + A2

i (x)A
2
i+1(x) + A4

i+1(x)
− 3Ai(x)Ai+1(x) ≥ 1 − 1

3
− 3

4
= 5

12
> 0.

Thus |C∗
i+1(x) − Ai+1(x)| ≤

1
3
. So

|SL2 (x) − F1(x)| = |C∗
i+1(x) − Ai+1(x)||yi+1 − yi| ≤

1
3
‖s′‖∞h

Then ‖SL2 (x) − F1(x)‖∞ ≤
1
3
‖s′‖∞h.

Theorem 6 When S(x) ∈ {ST (x), SL2 (x)},

‖s − S‖∞ ≤
1
8
‖s′′‖∞h2 +

1
3
‖s′‖∞h. (17)

Proof ‖s − S‖∞ ≤ ‖s − F1‖∞ + ‖S − F1‖∞ ≤
1
8
‖s′′‖∞h2 +

1
3
‖s′‖∞h.

Note 2 (1) We get ST (x) and SL2 (x) are assumed s(x) to be monotonic function.

For non-monotonic function, we can divide X into several intervals, and let s(x) are

monotonic in each interval. Because ST (x) and SL2 (x) can approximate s(x) in each

monotonic interval, ST (x) and SL2 (x) can approximate s(x) in entire X. For exam-

ple, let s(x) = sin x,X = [−𝜋, 𝜋],X1 = [−𝜋,−𝜋

2
],X2 = (−𝜋

2
,−𝜋

2
),X3 = [−𝜋

2
,−𝜋].

Then s(x) is monotonic function in X1,X2,X3. If 𝜀 = 0.1, then from Theorem 6 we

can know that: n = 17 in X1 and X3, n = 24 in X2. So we let n = 17 × 2 + 33 = 67,

then SL2 (x) can approximate s(x) with error not more than 0.1.

(2) From Theorem 6 we can know that: ST (x) and SL2 (x) have first-order approxima-

tion accuracy to s and they have the same error estimates upper bound.

Example 1 Let s(x) = sin x, x ∈ [−3, 3]. Then ‖S′′‖∞ = ‖S′‖∞ = 1.

If 𝜀 = 0.1, from
1
8
‖S′′‖h2 + 1

3
‖S′‖∞h < 0.1 we can know that n = 24.
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Fig. 1 The simulation result

of ST (x)

Fig. 2 The simulation result

of SL2 (x)

For 𝜀 = 0.1, Figs. 1 and 2 show the simulation figure and the error estimates curves

of ST (x) and SL2 (x) to s.

5 Application Analysis

The trustworthiness theory and systems in this paper have wide application fields.

It provides a completely new thought in theory and application study on such fields

as fuzzy logic and neural networks, factor neural networks, and fuzzy expert sys-

tems. Trustworthiness system, together with its theories, can be used in quantifiable

description and measurement of trustworthy software [10–14], and this would be a
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new direction of expand research on software trustworthiness metrics models. From

the view of trustworthiness theory and fuzzy system, network attack and defence,

engineering system automatic design process and the design of fuzzy controller, etc.,

can also be explored, providing a new research method and direction [15] for these

fields.

6 Conclusion

This paper has researched bounded product implication and Larsen square implica-

tion and obtained two specific probability density functions. And we got the center-

of-gravity trustworthiness systems of these two probability distributions, then we

gave sufficient condition of the universal approximations for those trustworthiness

systems. As for application researches, trustworthiness system can be applied in

software trustworthiness metrics, network attack and defence, engineering system

automatic design process and the design of fuzzy controller, etc.
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A New Design Technology for Digital
Image Magnifying Based on Hidden
Markov Model

Xingyi Zhong, Zhaojun Li and Xinyu Chen

Abstract In this paper we propose a new design technology for digital image
magnifying based on Hidden Markov Model (HMM). First, we focus on the corre-
sponding rules between state sequence and the matrix of observations, and establish
the topological model for digital images in the basis of pseudo-two-dimensional
structure. By introducing the estimation of related possibilities, we propose a
parameter learning algorithm combined with data smoothing method, which is spe-
cially designed for classified digital image processing. To verify the algorithm’s
applicability and its actual result of image magnifying, we use Viterbi algorithm to
Implement our newly proposed algorithm, and evaluate its performance in comparison
with traditional interpolation methods. Compared to previous research, we expand the
application category of HMM and provide new approaches for further research on
image magnifying.

Keywords Image magnifying ⋅ HiddenMarkov model ⋅ Pseudo-two-dimensional
structure ⋅ Data smoothing processing ⋅ Viterbi algorithm

1 Introduction

After the proposition of image enlargement technology in 1984 by Tsai and
Huang, image magnifying algorithms have been developed deeply, which can be
divided into four categories. The first category is the interpolation algorithm,
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which requires the low resolution image align its position with the high resolution
image, and then use the non-uniform interpolation technique to calculate the value
of new pixel in high resolution images. Deconvolution calculation may be
involved to improve the clarity of images. The second category is the algorithm
based on frequency domain analysis. It estimates the frequency spectrum of high
resolution image according to the relationship between spatial shift and phase
shift, and then reconstruct the high resolution image with Frontier transform. The
third type is reconstruction algorithm. The reconstruction algorithm constructs
linear equations based on the influence of different resolution image pixel gray
value, and obtains high resolution image by solving the linear equations. The
fourth category is algorithm based on machine learning, which has obvious dif-
ference with the above three algorithms for image signal processing. This kind of
algorithm pay more attention to the understanding of images’ pixels content and
data structure, therefore may usually obtained better performance than traditional
method.

The Hidden Markov Model (HMM) has been successfully applied to acoustic
signal modeling [1]. Nowadays, HMM has expanded its application range to the
areas of image processing, speech synthesis, seismic exploration and bio-signal
processing [1]. HMM is a random process composed by internal finite state Markov
chain and a series of random functions [2], and one of the two stochastic processes
is unpredictable, which can only be predicted by analyzing the observation
sequence of another random process [1]. The below three basic problems need to be
solved before applying HMM to image magnifying process [3]:

(1) Recognition
For a given observation sequence O= O1,O2, . . . ,OTð Þ representing the pixel
value of images and a set of HMM parameters λ= π,A,Bf g, The probability
of model λ generating O can be denoted as P Ojλð Þ, which can be calculated by
using Forward Backward Procedure [3] with a time Complexity of N2T .

(2) The selection of best state chain
The Viterbi algorithm is usually used to determine the best state chain
Q= q1q2 . . . qT .

(3) The optimization of model parameters
Iterative method or gradient descend is usually used when adjusting the model
parameters λ= π,A,Bf g, aiming to get maximum value of P Ojλð Þ.

In the following sections, we establish a Hidden Markov model-based image
magnifying algorithms, and analyze the application of HMM in image processing.
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2 HMM-Based Image Magnifying Algorithm

2.1 Topological Structure of HMM

Define the main parameters of HMM involved in the magnifying algorithm of
images as below:

(1) The state set of original image: S= S1, S2, . . . , SNf g, N denotes the number of
state.

(2) The set of observing symbols: V = v1, v2, . . . , vMf g, M denotes the number of
observing symbols.

(3) The model state qt at time: qt ∈ S, 1≤ t≤T , T is the length of observation
sequence, The experienced state sequence is Q= q1, q2, . . . , qtð Þ.

(4) The probability distribution of State transition A= aij
� �

N ×N , the elements of A
can be defined as aij =P qt+ 1 = Sjjqt = Si

� �
, 1≤ i, j≤N.

(5) The initial state probability of model π= π1,π2, . . . , πNð Þ, πi =
P q1 = Sið Þ, 1≤ i≤N.

(6) The Observation set of model output O= O1,O2, . . . ,OMf g, and observation
value at time t is Ot,Ot ∈ O1,O2, . . . ,OMf g.

(7) Observation probability matrix B= bjk
� �

N ×M , where bjk =P Ot = vkjqt = Sið Þ,
1≤ k≤M, 1≤ i≤N.

After selecting the main parameters of HMM, the model can be represented by
parameters set λ= π,A,Bf g containing N states S1, S2, . . . , SNð Þ. In this paper, we
proposed pseudo-two-dimensional structure for digital image model. Its status
sequence is a first-order Markov chain. The elements of images’ state set S is the
gray value 0, 1, 2, . . . , 255f g, its topological structure is shown in Fig. 1.

Fig. 1 Topological structure
of digital image

A New Design Technology for Digital Image Magnifying … 407



According to Fig. 1, the gray value of each pixel is related with adjacent pixels,
and a line of pixels are associated with the pixel line below, so that the link in
digital image topological structure can be formed:
When x≠ 1,M and y is even number, we have

P qx, yjqx− 1, y, qx, y− 1, qx− 1, y− 1, . . . , qr, s, . . . , q1, 1
� �

=P qx, yjqx− 1, y
� � ð1Þ

When x≠ 1,M and y is odd number, we have

P qx, yjqx− 1, y, qx, y− 1, qx− 1, y− 1, . . . , qr, s, . . . , q1, 1
� �

=P qx, yjqx+1, y
� � ð2Þ

When x= 1,M, we have

P qx, yjqx− 1, y, qx, y− 1, qx− 1, y− 1, . . . , qr, s, . . . , q1, 1
� �

=P qx, yjqx, y− 1
� � ð3Þ

where x= 1 denotes the first row, x=M represents the Mth row.
The transmission rule of digital image pixels from state sequence to observation

sequence is shown in Fig. 2.
As shown in Fig. 2, The emission rule indicates that the grayscale value of every

pixel (observation sequence) is relevant with corresponding pixel in state sequence.

P Ox, yjqx, y, . . . , q1, 1,Ox− 1, y,Ox, y− 1, . . . ,O1, 1
� �

=P Ox, yjqx, y
� � ð4Þ

This hypothesis we may greatly simplify the Hidden Markov Model for digital
images.

state sequence of digital image observation sequence of digital image

Fig. 2 Relation between state sequence and observation matrix
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2.2 Parameter Learning Algorithm

The hidden Markov model used in speech recognition technology commonly use
unsupervised learning algorithm, which may prone to get local minima. In this paper,
we choose to use supervised learning algorithm with labeled data set, which can
effectively avoid the problem of local minima. Suppose the given training data con-
tains S observations sequences and corresponding state sequence
O1, I1ð Þ, O2, I2ð Þ,L, Os, Isð Þf g, According to Law of Large Numbers [4], we have

limn→∞P Sn
n − p
�� ��< ε
� �

= 1, where Sn denotes the transmission frequency. When the
training sample set is large enough, you can use frequency to estimate the probability.

(1) Parameter estimation
Suppose the sample position t is now at state i, and the frequency of position
t+ 1 transfer to state j is Aij, then the estimation of state transition probability
aij is

aij =
Aij

∑N
i=1 Aij

, i=1, 2, . . . ,N; j=1, 2, . . . ,N ð5Þ
Suppose the sample state is j, and the frequency of observation k is Bjk, then
the probability estimation bj kð Þ of observation k at state j is

bj kð Þ= Bjk

∑M
j=1 Bjk

, j=1, 2, . . . ,M; k=1, 2, . . . ,M ð6Þ

Suppose the frequency of initial state of sample is qi equals Ci, then the initial
state probability estimation πi is

πi =
Ci

∑255
i=0 Ci

, i=0, 1, . . . , 255 ð7Þ
(2) Data smoothing

In this paper, Laplace smoothing method [5] is adopted:

pLap w1, . . . ,wnð Þ= C w1, . . . ,wnð Þ+1
N +T

ð8Þ
where N represents the total number of training samples, T indicates the
number of types of training samples.

(3) Classification for images
Since various types of unprocessed images have different features and different
styles. There exist significant differences between various image types. As for
portrait images, for example, the concentrated color blocks in the images are
generally common and obvious, adjacent pixel values are almost the same,
while the images of posters are usually created with messy color distribution
and rich details. If we process the images with a single model without clas-
sification, the magnified effect will be poor. To improve the performance of
the model training process and treatment effect on all kinds of images, we
divide the images into several categories based on the content, such as
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scenery, cartoon, characters, posters and other categories. Then we train an
HMM model for each category separately. After the training process of HMM
model, appropriate type of model parameter for different types of images will
be used, so that better effect can be reached [6].

2.3 Viterbi Algorithm

We choose Viterbi algorithm as the decoding approaches for HMM. The Viterbi
algorithm is a dynamic deformation algorithm [3]. First define auxiliary variables
ψ t ið Þ and δt ið Þ. They satisfy the following relationship:

δt ið Þ=maxqt− 1P qt = Si,O1O2⋯Otjθð Þ ð9Þ

The main steps of Viterbi algorithm can be represented as follows:

(1) Initialization:

δ1 ið Þ= πibi O1ð Þ,ψ1 ið Þ=0, 1≤ i≤N ð10Þ

(2) Iteration:

δt jð Þ=max1≤ i≤N δt− 1 ið Þaij
� �

bj Otð Þ, 2≤ t≤T , 1≤ j≤N ð11Þ

ψ t jð Þ=argmax1≤ i≤N δt− 1 ið Þaij
� �

, 2≤ t≤T , 1≤ j≤N ð12Þ

(3) Finish:

q′ =max1≤ i≤N δT ið Þ½ �, q′T =argmax1≤ i≤N δT ið Þ½ � ð13Þ

(4) Decoding (Solving the best state chain):

q
0
t =ψ t+1 q

0
t+1

� �
, 1≤ t≤ T − 1 ð14Þ

P0 O λ̸ð Þ and the best state chain q
0
1, q

0
2, . . . , q

0
T

	 

can be solved by the Viterbi

algorithm.

3 Simulation Test

We select a large number of digital images as the test samples to analyze the
performance of the proposed algorithm. We write program with MATLAB
according to the theory mentioned above, and design HMM algorithm to estimate
model parameters. Parts of the result are shown in Fig. 3.
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By analyzing the processing result of the proposed algorithm, the magnified
image has sharp edges and intact details, without any obvious fuzzy blocks or
pseudo data points. Hence the images still maintain excellent visual effect after the
magnifying process [7].

In order to evaluate the actual performance of the proposed algorithm objec-
tively, we use the PSNR (peak signal to noise ratio) and NMSE (mean square error
value after normalization) as the evaluation approaches for algorithm performance.
The PSNR can be calculated as follow

PSNR=10× lg
2552

MSE

� �
ð15Þ

MSE=
∑X

i=1 ∑
Y
j=1 P i, jð Þ−P′ i, jð Þ� �2

X × Y
ð16Þ

NMSE=
∑X − 1

i=1 ∑Y − 1
j=1 P i, jð Þ−P0 i, jð Þ½ �2

∑X − 1
i=1 ∑Y − 1

j=1 P i, jð Þ2 ð17Þ

where MSE is Mean square error, X, Y is the horizontal and vertical length of the
image, P i, jð Þ, P′ i, jð Þ is the grayscale value of the pixel in the original image and
magnified image respectively.

To verify the effectiveness of the algorithm, we make a comparison experiment
between the traditional bicubic interpolation algorithm, image amplification algo-
rithms based on artificial neural network (ANN) and our newly proposed algorithm.
Bicubic interpolation algorithm is a relatively simple image magnifying algorithm
based on the traditional interpolation process, which is one of the most popular
mainstream two-dimensional interpolation algorithms. Neural network and the new
algorithm proposed in this paper are both learning algorithm based on the principle

Fig. 3 Images magnifying result, a original image, b magnified image
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of image content understanding and summarizing [8]. Therefore they both have
stronger capacity of details reconstruction and better treatment effect in comparison
with other types of algorithm.

The original images in test sample set were selected from landscapes, figures,
posters, building four categories, the performance test result are shown in Tables 1
and 2.

Apparently, the process effect of our newly proposed algorithm is obviously
better than the neural network [9], which is an algorithm based on learning as the
former one. When compared with traditional interpolation [10–12], a higher quality
of reduction and smaller processing error can be seen in the proposed algorithm.
The new algorithm’s performance indicators are higher than bicubic interpolation
algorithm in a variety of test environment. So the new algorithm based on hidden
Markov model for image magnifying has satisfying performance and high
practicality.

4 Conclusion

This article extends the application of Hidden Markov Models, establish the pseudo
two dimensional topological structure and the state transition emission rules for
digital images, and design a parameter learning algorithm and the Viterbi algorithm,
which provides a new approach and technical support for image magnifying pro-
cessing. By using MATLAB as a test environment, performance analysis has been
done with actual digital images. The test data indicate that the image processing
method based on hidden Markov model is more scientific, more reliable than other
approaches. The new approaches can provide a new scientific method for image
magnifying as an extensive application of Hidden Markov model.

Table 1 PSNR of three algorithms

Image 1 Image 2 Image 3 Image 4

Proposed algorithm 45.136748 62.715503 50.598135 51.428452
Neutral network 45.024790 62.429747 50.490968 51.128536
Bicubic interpolation 45.136642 62.715433 50.598125 51.428446

Table 2 NMSE of three algorithms

Unit:1× 103

Image 1 Image 2 Image 3 Image 4

Proposed algorithm 42.49134 6.02327 36.10733 22.99872
Neutral network 42.96973 6.19788 36.49637 23.69894
Bicubic interpolation 42.49179 6.02332 36.10737 22.99874
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An Evaluation Model in P2P File
Sharing System

Pei-Hua Wang, Hai-Tao Lin and Xiao-Peng Yang

Abstract A peer-to-peer (P2P) file sharing system can be reduced into a system

of addition-min fuzzy relation inequalities. For evaluating the satisfaction degree of

the potential solutions in such system, we define a ranking function and establish the

corresponding evaluation model. Numerical examples are provided to illustrate the

feasibility and efficiency of the proposed evaluation model.

Keywords Evaluation model ⋅ P2P file sharing system ⋅ Fuzzy relation inequality ⋅
Satisfaction degree

1 Introduction

Fuzzy relation equation was introduced by Sanchez [1] for the first time. Since then

theoretical method and practical application of fuzzy relation equation or inequal-

ity were investigated, with various compositions, e.g. max-min, max-product and

addition-min. Associated with the research of fuzzy relation equation and inequal-

ity, the corresponding fuzzy relation mathematical programming problems were also

studied. Scholars were interested in both linear [2–6] and nonlinear [7–10] fuzzy

relation optimization problems.
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Recently, J.-X. Li et al. pointed out that a P2P file sharing system could be reduced

into a system of addition-min fuzzy relation inequalities [11]. The authors introduced

some basic definitions on the addition-min fuzzy relation inequalities and proposed

a novel method to find one of the minimal solutions. In order to avoid network con-

gestion in the P2P file sharing system, S.-J. Yang [12] established a linear program-

ming subject to addition-min fuzzy relation inequalities. Solution method based on

pseudo-minimal index was employed to deal with the proposed problem. To improve

the optimal management objective adopted in [12], X.-P. Yang proposed the max-

min programming problem with addition-min fuzzy relation inequalities and devel-

oped a sub-problem method for obtaining the optimal solution.

In the paper, we aim to establish an evaluation model for evaluating the satis-

faction degree of a potential solution in the P2P file sharing system. The remaining

content is organized as follows. In Sect. 2 we present some necessary concepts and

results about the P2P file sharing system. Evaluation model and method based on

addition-min fuzzy relation inequalities are provided in Sect. 3. Section 4 gives some

illustrative examples while Sect. 5 is simple conclusion.

2 Preliminaries

In this section we recall some relevant concepts and existing results about the P2P

file sharing system. The readers can refer to [11–14] for more detail.

It has been expressed in [11] than the P2P file sharing system can be reduced into

a system of addition-min fuzzy relation inequalities. There are n terminals (or users)

in the P2P file sharing system, denoted by A1,A2,… ,An. All the terminals in such

system is connected. Each terminal is able to connect with and shares its local file

to any other terminal. The j the terminal, i.e. Aj, sends file data to other terminals

with quality level xk, j = 1, 2,… , n. Suppose the quality requirement of download

traffic of the ith terminal, i.e. Ai, is at least bi, and the bandwidth between Ai and Aj
is aij, j = 1, 2,… , n, i = 1, 2,… ,m, m ≤ n. Then the P2P file sharing system can be

described as

⎧
⎪
⎪
⎨
⎪
⎪
⎩

a11 ∧ x1 + a12 ∧ x2 +⋯ + a1n ∧ xn ≥ b1,
a21 ∧ x1 + a22 ∧ x2 +⋯ + a2n ∧ xn ≥ b2,
⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯
am1 ∧ x1 + am2 ∧ x2 +⋯ + amn ∧ xn ≥ bm.

(1)

After normalization, it is reasonable to assume that aij ∈ [0, 1], xj ∈ [0, 1], bi ∈ (0, 1].
We call X = [0, 1]n the potential solution of the P2P file sharing system (or system

(1)).

Let I = {1, 2,… ,m} and J = {1, 2,… , n} be two index sets, then system (1) can

be written as ∑

j∈J
aij ∧ xj ≥ bi, ∀i ∈ I, (2)
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or

A⊙ xT ≥ bT , (3)

where A = (aij)m×n, x = (x1, x2,… , xn), b = (b1, b2,… , bm), and

(ai1, ai2,… , ain)⊙ (x1, x2,… , xn)T

= ai1 ∧ x1 + ai2 ∧ x2 +⋯ + ain ∧ x1n.

Definition 1 (See [11]) Let x1 = (x11, x
1
2,… , x1n), x

2 = (x21, x
2
2,… , x2n) ∈ X, we define:

(i) x1 ≤ x2 if x1j ≤ x2j , ∀j ∈ J;

(ii) x1 < x2 if x1 ≤ x2 and there are some j ∈ J such that x1j < x2j .

In what follows we shall denote the dual of order relation ‘<’ and ‘≤’ by the symbol

‘>’ and ‘≥’, respectively. Obviously, the operator ‘≤’ forms a partial order relation

on X and (X,≤) becomes a lattice.

We denote the solution set of system (1) by X(A, b) = {x ∈ X|A⊙ xT ≥ bT}.

Definition 2 (See [14]) A solution x̂ ∈ X(A, b) is said to be the maximum (or great-

est) solution of system (1) if and only if x ≤ x̂ for all x ∈ X(A, b). A solution x̌ ∈
X(A, b) is said to be a lower (or minimal) solution of system (1) if and only if x ≤ x̌
implies x = x̌ for any x ∈ X(A, b). A solution ̇x̌ ∈ X(A, b) is said to be the minimum

solution of system (1) if and only if x ≥ ̇x̌ for all x ∈ X(A, b).

Definition 3 (See [14]) System (1) is said to be consistent if X(A, b) ≠ ∅. Otherwise,

it is said to be inconsistent.

Obviously, when system (1) is consistent, x̂ = (1, 1,… , 1) is the maximum solu-

tion. As shown in [12], if X(A, b) ≠ ∅, then X(A, b) =
⋃

x̌∈ ̌X(A,b)
{x|x̌ ≤ x ≤ x̂}, where

̌X(A, b) is the set of all lower solutions of system (1). Now we introduce some prop-

erties and existing results on system (1).

Theorem 1 (See [12, 14]) For system (1), we have:

(i) Equation (1) is consistent if and only if
∑

j∈J aij ≥ bi for arbitrary i ∈ I;
(ii) Let x∗ ∈ X(A, b), x ∈ X. x∗ ≤ x implies x ∈ X(A, b);
(iii) Let x′, x ∈ X and x ≤ x′. x′ ∉ X(A, b) implies x ∉ X(A, b);
(iv) Let x ∈ X(A, b), if

∑
j∈J aij = bi for some i ∈ I, then (ai1, ai2,… , ain) ≤ x.

Theorem 2 (See [12, 13]) Let x ∈ X(A, b) be a solution of system (1), then we have:

(i) x > 0;
(ii) For arbitrary i ∈ I, j ∈ J,

xj ≥ bi −
∑

k∈J−{j}
aik ∧ xk ≥ bi −

∑

k∈J−{j}
aik;
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(iii) For arbitrary i ∈ I, j ∈ J,

aij ≥ bi −
∑

k∈J−{j}
aik ∧ xk ≥ bi −

∑

k∈J−{j}
aik.

Let ̇x̌ = ( ̇x̌1, ̇x̌2,… ,
̇x̌n), where

̇x̌j = max
i∈I

{0, bi −
∑

k∈J−{j}
aik}, (4)

j = 1, 2,… , n. Then the uniqueness of the lower solution of system (1) can be

checked by the following theorem.

Theorem 3 (See [12]) System (1) has the unique lower solution if and only if ̇x̌ is a
solution of (1), i.e. ̇x̌ ∈ X(A, b). In particular, when (1) has the unique lower solution,
̇x̌ is the unique lower solution of system (1).

Corollary 1 (See [14]) ̇x̌ is the minimum solution if and only if ̇x̌ is a solution of
system (1).

From Theorem 3 and Corollary 1, we know that ̇x̌ is the potential minimum solution

of system (1). The minimum solution doesn’t always exist, but if it does so, it must

be ̇x̌.

3 Evaluation Model Based on Addition-Min Fuzzy
Relation Inequalities

For any x ∈ X, we can define its feasible index set in system (1) as follows:

Ix = {i ∈ I|ai1 ∧ x1 + ai2 ∧ x2 +⋯ + ain ∧ xn ≥ bi}. (5)

In the P2P file sharing system, i ∈ Ix indicates the download requirement of the

ith terminal is satisfied. Based on the consideration of the requirements of terminals,

for arbitrary potential solution x, y ∈ X, x is considered to be better than y if x satisfies

more terminals with regard to the download requirement.

Definition 4 Let x ∈ X be an arbitrary potential solution of the P2P file sharing

system. Then

(i) x is said to be a completely satisfactory solution of the P2P file sharing system,

if x satisfies all of the constraint inequalities in system (1), i.e. Ix = I;
(ii) x is said to be a dissatisfactory solution of the P2P file sharing system, if x

satisfies non of the constraint inequalities in system (1), i.e. Ix = ∅;
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(iii) x is said to be a partly satisfactory solution of the P2P file sharing system, if x is

neither a completely satisfactory solution, nor a dissatisfactory solution, i.e. x
satisfies some, but not all, of the constraint inequalities in system (1), i.e. Ix ≠ ∅
and Ix ≠ I.

Definition 5 Let x, y ∈ X be two potential solutions of the P2P file sharing system.

x is said to be superior to (more satisfactory than) y, if |Ix| > |Iy|. x is said to be

equivalent to y, if |Ix| = |Iy|.

Theorem 4 Let x ∈ X. Then x is an completely satisfactory solution of the P2P file
sharing system if and only if x ∈ X(A, b)

Proof Since x ∈ X, we have

x is an completely satisfactory solution of the P2P file sharing system

⇔ Ix = I
⇔ For anyi ∈ I, ai1 ∧ x1 + ai2 ∧ x2 +⋯ + ain ∧ xn ≥ bi
⇔ x ∈ X(A, b).

(6)

The proof is complete. □

Corollary 2 Let x ∈ X and system (1) be consistent with minimum solution ̇x̌, i.e.
A⊙

̇x̌T ≥ bT . Then x is an completely satisfactory solution of the P2P file sharing
system if and only if x ≥ ̇x̌.

Proof Notice that ̇x̌ is the minimum solution of system (1), while x̂ = (1, 1,… , 1) is

the maximum solution. On the other hand, x ∈ X = [0, 1]n. Hence x ∈ X(A, b) if and

only if x ≥ ̇x̌. The rest of the proof is due to Theorem 4. □

Definition 6 Let p, q be two real number. Define the signal function as follows:

Sign(p, q) =

{
1, if p ≥ q;
0, if p < q.

(7)

Let x ∈ X. A = (aij), Ai = (ai1, ai2,… , ain), i = 1, 2,… , n. We define the follow-

ing ranking function for evaluating the satisfaction degree of a potential solution of

the P2P file sharing system.

f (x) =
m∑

i=1

Sign(Ai ⊙ xT , bi)
m

(8)

Theorem 5 For any any potential solution x ∈ X in the P2P file system, it holds that
0 ≤ f (x) ≤ 1. Furthermore,
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(i) x is a completely satisfactory solution if and only if f (x) = 1;
(ii) x is a partly satisfactory solution if and only if 0 < f (x) < 1;
(iii) x is a dissatisfactory solution if and only if f (x) = 0.

Proof According to (7), for arbitrary i ∈ I, Sign(Ai ⊙ xT , bi) ∈ {0, 1}. This indicates

0 ≤

m∑

i=1
Sign(Ai ⊙ xT , bi) ≤ m.

Notice that

f (x) =
m∑

i=1

Sign(Ai ⊙ xT , bi)
m

=

m∑

i=1
Sign(Ai ⊙ xT , bi)

m
.

Hence

0 ≤ f (x) ≤ 1.

(i) Considering Sign(Ai ⊙ xT , bi) ∈ {0, 1}, ∀i ∈ I, it is easy to check that

f (x) = 1 ⇔

m∑

i=1
Sign(Ai ⊙ xT , bi)

m
= 1

⇔
m∑

i=1
Sign(Ai ⊙ xT , bi) = m

⇔ Sign(Ai ⊙ xT , bi) = 1, ∀i ∈ I
⇔ Ai ⊙ xT ≥ bi, ∀i ∈ I
⇔ A⊙ xT ≥ bT

⇔ x ∈ X(A, b), i.e. x is a completely satisfactory solution.

(9)

(ii) Similar to (i), we get

0 < f (x) < 1 ⇔ 0 <

m∑

i=1
Sign(Ai ⊙ xT , bi)

m
< 1

⇔ 0 <

m∑

i=1
Sign(Ai ⊙ xT , bi) < m

⇔ Sign(Ai′ ⊙ xT , bi′ ) = 1 for some i′ ∈ I,
and Sign(Ai′′ ⊙ xT , bi′′ ) = 0 for some i′′ ∈ I (10)

⇔ Ai ⊙ xT ≥ bi for some i′ ∈ I,
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and Ai ⊙ xT < bi for some i′′ ∈ I
⇔ Ix ≠ ∅ and Ix ≠ I
⇔ x is a partly satisfactory solution.

(iii) Similarly,

f (x) = 0 ⇔

m∑

i=1
Sign(Ai ⊙ xT , bi)

m
= 0

⇔ Sign(Ai ⊙ xT , bi) = 0, ∀i ∈ I
⇔ Ai ⊙ xT < bi, ∀i ∈ I
⇔ Ix = ∅
⇔ x is a dissatisfactory solution.

(11)

□

Theorem 6 For any x, y ∈ X, x is superior to y if and only if and only if f (x) > f (y),
while x is equivalent to y if and only if and only if f (x) = f (y). In particular, x is
superior or equivalent to y if and only if and only if f (x) ≥ f (y).

Proof According to (5),

i ∈ Ix ⇔ Ai ⊙ xT ≥ bi ⇔ Sign(Ai ⊙ xT , bi) = 1,

and conversely,

i ∉ Ix ⇔ Ai ⊙ xT < bi ⇔ Sign(Ai ⊙ xT , bi) = 0.

Furthermore we have

|Ix| = |Ix| + 0

=
∑

i∈Ix

1 +
∑

i∉Ix

0

=
∑

i∈Ix

Sign(Ai ⊙ xT , bi) +
∑

i∉Ix

Sign(Ai ⊙ xT , bi)

=
∑

i∈I
Sign(Ai ⊙ xT , bi)

= m ⋅ f (x).

(12)

In the same way we can verify that |Iy| = m ⋅ f (y). Hence it is obvious that |Ix| > |Iy|
(or |Ix| = |Iy|, |Ix| ≥ |Iy|) if and only if f (x) > f (y) (or f (x) = f (y), f (x) ≥ f (y)), and

the rest of the proof can be easily obtained following Definition 5. □
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Corollary 3 Suppose x, y, z are arbitrary completely satisfactory solution, partly
satisfactory solution and dissatisfactory solution, respectively. Then it is clear that
x is superior to y and y is superior to z.

4 Numerical Examples

Example 1 A six-users BitTorrent-like Peer-to-Peer file sharing system is reduced

into the following addition-min fuzzy relation inequalities:

A⊙ xT ≥ bT , (13)

where

A = (aij) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0.6 0.8 0.5 0.6 0.9
0.5 0 0.7 0.9 0.8 0.5
0.8 0.7 0 0.4 0.7 0.8
0.7 0.5 0.6 0 0.8 0.6
0.8 0.6 0.9 0.7 0 0.7
0.6 0.7 0.7 0.9 0.5 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

b = (b1, b2,… , b6) = (2.8, 3.0, 2.9, 2.5, 3.2, 3.0),
x = (x1, x2,… , x6) ∈ [0, 1]6,

and ⊙ is the addition-min composition. Here, aij represents the bandwidth between

ith user and jth user, xj is the quality level on which the file data are sent from

jth user, bi is the quality requirement of download traffic of ith user. Take three

potential solution of system (13) as follows: x1 = (0.3, 0.3, 0.4, 0.5, 0.4, 0.3), x2 =
(0.8, 0.6, 0.7, 0.7, 0.9, 0.7) and x3 = (0.6, 0.6, 0.6, 0.6, 0.6, 0.6). We aim to determine

whether xj, j = 1, 2, 3, is a completely satisfactory solution, a partly satisfactory solu-

tion, or a dissatisfactory solution of the corresponding P2P file sharing system.

Solution
Since there are 6 constraint inequalities in system (13), let the index set

I = {1, 2,… , 6}. Denote Ai = (ai1, ai2,… , ai6), i = 1, 2,… , 6. For making the deci-

sion to evaluation of xk, we compute Ixk by (5) in the following, k = 1, 2, 3.

For x1 = (0.3, 0.3, 0.4, 0.5, 0.4, 0.3),

A1 ⊙ x1T = 0 ∧ 0.3 + 0.6 ∧ 0.3 + 0.8 ∧ 0.4 + 0.5 ∧ 0.5 + 0.6 ∧ 0.4 + 0.9 ∧ 0.3 = 1.9 < 2.8 = b1.
(14)

Similarly we get

A2 ⊙ x1T = 0.5 ∧ 0.3 + 0 ∧ 0.3 + 0.7 ∧ 0.4 + 0.9 ∧ 0.5 + 0.8 ∧ 0.4 + 0.5 ∧ 0.3
= 1.9 < 3.0 = b2,

A3 ⊙ x1T = 0.8 ∧ 0.3 + 0.7 ∧ 0.3 + 0 ∧ 0.4 + 0.4 ∧ 0.5 + 0.7 ∧ 0.4 + 0.8 ∧ 0.3
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= 1.7 < 2.9 = b3,

A4 ⊙ x1T = 0.7 ∧ 0.3 + 0.5 ∧ 0.3 + 0.6 ∧ 0.4 + 0 ∧ 0.5 + 0.8 ∧ 0.4 + 0.6 ∧ 0.3
= 1.7 < 2.5 = b4, (15)

A5 ⊙ x1T = 0.8 ∧ 0.3 + 0.6 ∧ 0.3 + 0.9 ∧ 0.4 + 0.7 ∧ 0.5 + 0 ∧ 0.4 + 0.7 ∧ 0.3
= 1.8 < 3.2 = b5,

A6 ⊙ x1T = 0.6 ∧ 0.3 + 0.7 ∧ 0.3 + 0.7 ∧ 0.4 + 0.9 ∧ 0.5 + 0.5 ∧ 0.4 + 0 ∧ 0.3
= 1.9 < 3.0 = b6,

Hence Ix1 = ∅ and x1 is a dissatisfactory solution.

In the same say, for x2 = (0.8, 0.6, 0.7, 0.7, 0.9, 0.7), we can compute

A1 ⊙ x2T = 3.1 ≥ 2.8 = b1,

A2 ⊙ x2T = 3.2 ≥ 3.0 = b2,

A3 ⊙ x2T = 3.2 ≥ 2.9 = b3,

A4 ⊙ x2T = 3.2 ≥ 2.5 = b4,

A5 ⊙ x2T = 3.5 ≥ 3.2 = b5,

A6 ⊙ x2T = 3.1 ≥ 3.0 = b6,

(16)

Hence Ix2 = I and x2 is a completely satisfactory solution.

For x3 = (0.8, 0.6, 0.7, 0.7, 0.9, 0.7), we compute

A1 ⊙ x3T = 2.9 ≥ 2.8 = b1,

A2 ⊙ x3T = 2.8 < 3.0 = b2,

A3 ⊙ x3T = 2.8 < 2.9 = b3,

A4 ⊙ x3T = 2.9 ≥ 2.5 = b4,

A5 ⊙ x3T = 3.0 < 3.2 = b5,

A6 ⊙ x3T = 2.9 < 3.0 = b6,

(17)

It is clear that Ix3 = {1, 4}. Hence Ix3 ≠ ∅ and Ix3 ≠ I, x3 is a partly satisfactory solu-

tion.

Example 2 A BitTorrent-like Peer-to-Peer file sharing system is reduced into the

following system of addition-min fuzzy relation inequalities:
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⎛
⎜
⎜
⎜
⎜
⎝

0.8 0.3 0.5 0.2 0.1 0.3
0.5 0.2 0.3 0.4 0.7 0.2
0.3 0.4 0.2 0.7 0.3 0.4
0.3 0.9 0.8 0.5 0.8 0.1
0.9 0.5 0.1 0.7 0.8 0.2

⎞
⎟
⎟
⎟
⎟
⎠

⊙

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

x1
x2
x3
x4
x5
x6

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

≥

⎛
⎜
⎜
⎜
⎜
⎝

1.5
2.0
1.8
2.9
2.6

⎞
⎟
⎟
⎟
⎟
⎠

. (18)

Compare the satisfaction degree of the potential solutions below: x1 = (0.8, 0.8, 0.6,
0.5, 0.4, 0.2), x2 = (0.6, 0.3, 0.1, 0.2, 0.4, 0.3), x3 = (0.7, 0.9, 0.6, 0.5, 0.6, 0), x4 =
(0.7, 0.9, 0.6, 0.5, 0.6, 0.1).

Solution
Suppose the matrix form of system (18) is A⊙ xT ≥ bT and the row vectors of A is

A1,A2,… ,A5.

For x1, A1 ⊙ x1 = 0.8 ∧ 0.8 + 0.3 ∧ 0.8 + 0.5 ∧ 0.6 + 0.2 ∧ 0.5 + 0.1 ∧ 0.4 + 0.3
∧ 0.2 = 2.1. Similarly, A2 ⊙ x1 = 2.0, A3 ⊙ x1 = 1.9, A4 ⊙ x1 = 2.7, A5 ⊙ x1 = 2.5.

Thus

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

Sign(A1 ⊙ x1, b1) = Sign(2.1, 1.5) = 1,
Sign(A2 ⊙ x1, b2) = Sign(2.0, 2.0) = 1,
Sign(A3 ⊙ x1, b3) = Sign(1.9, 1.8) = 1,
Sign(A4 ⊙ x1, b4) = Sign(2.7, 2.9) = 0,
Sign(A5 ⊙ x1, b5) = Sign(2.5, 2.6) = 0.

(19)

Furthermore we have f (x1) =

5∑

i=1
Sign(Ai⊙x1,bi)

5
= 0.6. In the same way we can compute

f (x2) = 0.2 and f (x3) = 0.6, f (x4) = 0.8. It is obvious that

0 < f (x2) ≤ f (x1) = f (x3) ≤ f (x4) < 1. (20)

According to Theorems 5 and 6, all these four potential solutions are partly satis-

factory solution. In addition, it follows from (20) that x4 is superior to x1, x2 and x3,

both x1 and x3 are superior to x2, x1 is equivalent to x3.

5 Conclusion

Addition-min fuzzy relation inequality was applied to characterize the P2P file shar-

ing system [11]. For evaluating the satisfaction degree of potential solution of the

P2P file sharing system, some relevant properties of addition-min fuzzy relation

inequality are studied and the ranking function is defined. Based on the ranking

function, we establish an evaluation model to the P2P file sharing system with two

illustrative examples.
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Factor Space and Normal Context
on Concept Description

Kai-qi Zou and Li-na Shi

Abstract Normal concept analysis is an important mathematical branch on knowl-

edge representation, but there are some defect points blocking the development of

the theory. The authors of the paper suggests that the involution principle is put on

basic concepts only and we does not need to emphasize the bi-directional involution.

The single-directional involution is enough.

Keywords Factor space ⋅ Context concept analysis ⋅ Concept lattice ⋅ Basic con-
cept semi-lattice ⋅ Involution

1 Introduction

Normal concept analysis is an important mathematical branch on knowledge repre-

sentation initialed on 1982 by Wille [1].

Definition 1 [2] A formal context is a triple K = (G,M, I), where G is a group of

objects, M a set of attributes and I ⊆ G ×M a relation, (u, a) ∈ I means that the

object u has the attribute a.

For any A ⊆ G, denote

f (A) = a ∈ M ∣ ∀u ∈ A; (u, a) ∈ I,

which is the set of common attributes of objects in A; For any B ⊆ G, denote

g(B) = u ∈ G ∣ ∀a ∈ B; (u, a) ∈ I,

which is the set of objects having attributes in B.
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Definition 2 [2] Given a formal contextK = (G,M, I), 𝛼 = (A,B) is called a concept
with respect to K if

f (A) = B and g(B) = A. (1)

where A and B are called the extension and intension of 𝛼 respectively. The condition

(1) can be called the involution.
The most important contribution of sets theory is that it opens the door of math-

ematics towards to knowledge representation: Any extension of a concept is a set.

But, is any set an extension of a concept? While answers No! A set may not be an

extension of a concept except the condition of involution is satisfied. This is the most

important contribution of Wille in his formal concept analysis.

Given a formal context, there are a lot of concepts forming a lattice, called a

concept lattice by Wille. The main topics in book [2] are focused on how to generate

several kinds of concept lattices.

Apart from the successful works of formal concept analysis, we have to ask some

questions on Definition 2 in Sect. 2: Is a concept really satisfy the involution con-

dition? Is there exist a concept lattice according to (AND, OR) intension operation

pair? The answers given in the Sect. 2 will be: Only basic concepts satisfy involu-

tion condition. Basic concepts with respect to a formal context K form a semi-lattice

with respect to the operation AND. The authors of the paper does not belittle Wille’s

creation, but attributes a little suggestion to his theory. Comparing formal concept

analysis with factor space on the point, we have a brief commentary left in Sect. 3.

Conclusion is left in Sect. 4.

2 Vulnerabilities in Formal Concept Analysis

Concept is the unite of thinking, and can be, in common sense, described from

two sides, intension and extension, simultaneously: Intension indicates attribute and

extension identifies object. Given two concepts 𝛼i with intension ai and extension

Ei(i = 1, 2), we call 𝛼1 is a sub-concept of 𝛼2 denoted as 𝛼1 ≤ 𝛼2 if a1 implies a2 (or
E1 ⊆ E2 equivalently). For a set of conceptsC, (C,≤) is a partially ordered set. There
are three logical operations can be defined on C: ‘AND, OR and NON-’. They can

be defined by ∧, ∨ and ∼ on intensions or by ∩, ∪ and
c
on extensions respectively.

For needs, we put a temporary definition as follows:

Definition 3 Given a partially ordered concept set C = (C,≤), (C,∧) is called a

concept semi-lattice. If C is closed for the operation ∧, while ∧ = inf, the greatest

lower bound with respect to ≤. If (C,∧) is a semi-lattice, then each concepts in C is

called a basic concept with respect to (C,∧).
Is a concept really satisfy the involution? Yes, if it is a basic concept with respect

to a concept semi-lattice. Unfortunately, it is not true for general concepts. For exam-

ple, the concept ‘Enlisted soldier ‘=’Male enlisted soldier ‘OR’ Female enlisted sol-

dier’. The two concepts in right side are basic concepts and receive involution both,
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but ‘Enlisted soldier’ is not a basic concept, it does not receive involution! General

speaking, if two basic concepts 𝛼1 and 𝛼2, neither 𝛼1 ≤ 𝛼2 nor 𝛼2 ≤ 𝛼1 are given,

then 𝛼 = 𝛼1 OR 𝛼2 does not obey involution.

Therefore, it is better that we should have a pre-modifier ‘Basic’ added to concept

in Definition 2. Since basic concepts are only closed under operation AND but not

OR, all basic concepts do not form a basic concept lattice but a semi-lattice.

3 Concept Description by Factor Space Theory

Factor space was initiated by Wang [3], the same time as that of Wille. Factor space

aims to provide a general framework of things and thinking process. It has published

a lot of articles and books before, we only cite a few of Refs. [4–10], and Wang

focuses on data science recently [11–13]. Factor space was defined as follows:

Definition 4 [4] A factor space defined on universe of discussion U is a family of

sets 𝜓 = ({X(f )}(f∈F);U) satisfying

(1) F = (F,∨,∧,c , 1, 0) is a complete Boolean algebra

(2) X(0) = 𝛷;

(3) For any T ⊆ F, if f ∣ f ∈ T are irreducible (i.e., s ≠ t ⇒ s ∧ t = 0(s, t ∈ T)), then

X({f ∣ f ∈ T}) =
∏

f∈T
X(f )(

∏
stands for Cartesianproduct);

(4) ∀f ∈ T , there is a mapping with same symbol f ∶ f → X(f ).

f ∈ F is called a factor on U. X(f ) is called the state space of factor f .
Factors f1,… , fn map each object to its state in X(f1) ×⋯ × X(fn). The Universe

of discussion U is mapped into G = a = (a1,… , an) ∣ ∃u ∈ U; a1 = f1(u),… , an =
fn(u), which is called the background relation. Any a = (a1,… , an) ∈ G is called

a (real) quality-atom, which is a sentence “a1 = f1(u) and… and an = fn(u)”, where
aj = fj(u) is reading as “the state is aj with respect to fj”. For any a = (a1,… , an) ∈
G, a = (a1,… , an) is called a real quality-atom, which is the unite of quality descrip-
tion. Denote P(G) = B ∣ B ∈ G, which corresponds to C, the set of all concepts

generated by those quality atoms. It is obvious that (C,∨,∧,∼) is isomorphism to

(P(B),∪,∩,c ) and called the Boolean concept algebra on 𝜓 .

Consider the inversed mapping of F on G

F−1 ∶ G → P(U)
a = (a1,… , an) ∣ [a] = {u ∈ U ∣ F(u) = a}.
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Extend the domain of mapping F−1
from G to its power P(G) again:

F−1 ∶ P(G) → P(U)
∨a, a′,… , a∧ ∣ [a], [a′],… , [a∧].

Proposition 1 The extended mapping F−1 is isomorphism between (P(G), ∨, ∧, ∼)
and (P(U), ∪, ∩, c).

Definition 5 [14] For any A ∈ G, denote E = F−1(A), we call 𝛼 = (E,A) a concept
with intension A and extension E. The set of all concepts ℑ = (ℑ,∨,∧,∼) is called
a concept Boolean algebra.

Now, we need to know how do describe basic concepts in factor space.

Definition 6 A concept 𝛼 = (E,A) is called a basic concept if the intension A
can be stated by a sentence with the disjunction formal form (FDCF):(f1(u) is

A1)AND. . .AND(fn(u) is An). Where Aj is a subset of X(fj)(j = 1,… , n).

It is obvious that the definition can be stated as follows equivalently:

Definition 3 ′
[14] A concept 𝛼 = (E,A) ∈ ℑ is called a basic concept if

1. A = A1 ×⋯ × An ⊆ G is a (super)rectangle in X(f1) ×⋯ × X(fn);
2. The rectangle can not be extended within G: There is no B = B1 ×⋯ × Bn ⊆ G

such that B ⊇ A and B ≠ A.

It is very easy to prove the following propositions:

Proposition 2 Given a factor space 𝜓 = ({X(f )}(f ∈ F);U), let B be the set of all
basic concepts. (B,∧) is a concept semi-lattice.

What is the objective of concept semi-lattice searching? Is it best that pick out all

sub semi-lattices from (B,∧) No, the number of sub semi-lattices is too big for use,

especially in big databases. Yes, what we want is dividing concepts as fine as possi-

ble, but the fewermiddle concepts the better. According to this objective, factor space

theory presents the principle of maximum discernibility for concept forming [11],

and the principle of maximum degree of determination for decision making [13].

So far, we can see that the concept semi-lattice has been described by factor space

clearly. Is the involution kept in concept definition in factor space? Yes, it is!

Now, we are going to discuss the involution of intension and extension in factor

space.

Definition 7 We call a concept 𝛼 = (E,A) ∈ ℑ satisfying involution if

F−1[F(E)] = E.
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Proposition 3 Any basic concept 𝛼 = (E,A) ∈ ℑ satisfies involution.

Proof Firstly, we need to get the general form of extension of basic concepts.

According to the Definition 5, 𝛼 = (E,A) = (F−1(A),A). Since it is a basic concept,
A = A1 ×⋯ × An ⊆ G. Suppose that Aj = aj1 +⋯ + ajn(j), ajk are quality-atoms in

X(fj) for j = 1,… , n and + stands for union operation on disjoint subsets: ajk ∩ ajl =
∅(k ≠ l). We have that

F−1(A) = F−1(A1 ×⋯ × An) = ∩f −1(Aj) ∣ j = 1,… , n
= ∩{∪{[ajk] ∣ k = 1,… , n(j)} ∣ j = 1,… , n}

This is the general form of extension of basic concepts. Given E = ∩{∪{[ajk] ∣ k =
1,… , n(j)} ∣ j = 1,… , n}, we have that

F(E) = ∧{∧{[ajk] ∣ k = 1,… , n(j)} ∣ j = 1,… , n} = a

F−1(F(E)) = F−1(a) = F−1(∧{∧{ajk ∣ k = 1,… , n(j)} ∣ j = 1,… , n})
= ∩{∪{[ajk] ∣ k = 1,… , n(j)} ∣ j = 1,… , n} = E

It means that 𝛼 = (E,A) satisfies involution.

The definition of involution has a little changing from the original definition

given by Wille. We just request that F−1[F(E)] = E here but do not require that

F[F−1(A)] = A. The reason is: From upper-seat concept to lower-seat concept, we

often omit to state those attributes inherited from the upper-seat but only new

attributes the lower-seat concept creates.

4 Conclusion

The context concept analysis has important applications in intelligent artificial. This

paper contributes some points to improve the theory under the theory of factor space.

Concept analysis can be done perfectly provided we put the problem into the frame-

works of factor space. The main topic in context analysis is the forming of concept

and the concept semi-lattice. The tableaus of formal background are too complex

since the tableaus’ design is attribute-oriented. Factor space uses simple tableau by

factor-oriented. The practical algorithms on context analysis are complex, some of

them are N-hard problem, while factor space has simple and fast algorithms to realize

concept-forming. (See papers [11, 12]).
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An Improved Genetic Algorithm
for Multiple Sequence Alignment

Man-zhi Li, Hai-xia Long and Cheng-yi Zhang

Abstract Multiple sequence alignment (MSA) is one of the most essential tools in
bioinformatics. Genetic algorithm is used to simulate biological multiple sequence
alignment problem, the initial population and crossover is the most critical part of
the genetic algorithm. In this paper, we construct three initial populations and a
simple horizontal crossover with respect to the vertical crossover. The experimental
results showed that the initial population adding an appropriate proportion MAFFT
excellent seed can optimize the population, horizontal crossover can reduce the
computing time and the computational complexity. Combination of those two
methods can improve the computational efficiency of multiple sequence alignment.

Keywords Multiple sequence alignment ⋅ Genetic algorithm ⋅ MAFFT
seeds ⋅ Horizontal crossover ⋅ Computational efficiency

1 Introduction

Multiple sequence alignment problem (MSA) is an unresolved problem in bioin-
formatics. It belongs to a NP-complete combinatorial optimization problem, since
finding the exact polynomial complexity algorithm is not possible [1]. Therefore,
finding approximate solution of the multiple sequence alignment problem have
practical significance. Genetic algorithm (GA) have been successfully applied to
solve MSA problem [2–6], it borrows the views biogenetics, and achieves to
improve the adaptability of each individual by selection, crossover, mutation and
other operators.

Genetic algorithm uses an initial population and tries to improve the population
using mutation and crossover operators. The initial population is a key part of GA.
It is usually created by randomly inserted gaps in the sequence. It has no more than
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biological significance and makes the algorithm computationally expensive. The
quality of initial population directly affects the convergence speed, the population
with high fitness value can quickly converge to the optimal solution [7, 8]. MSA
have many common online testing tools such as MAFFT, CLUSTALW, MUSCLE,
etc., their results, although not the same, still can be used as a excellent reference.
With different parameters input, MAFFT alignment results are different. If these
MAFFT results added to the initial population, the quality of the initial population
will be optimized.

Genetic operators is another key part of GA. Notredame et al. [3] set up
crossover, adding gap, mutation and other 22 genetic operators; Naznin et al. [6]
also applied single point crossover and multiple point crossover; Fan et al. [9]
proposed a smart operator in GA. Some genetic operator structure are more com-
plex, but Thomsen and Boomsma [10] verified a simple or complex crossover for
the alignment results were not significantly different. Goondro and Kinghorn [7]
considered that over complex operator is unnecessary designed, GA can achieve
MSA basic requirements, so single point crossover becomes the most popular
crossover. According to the crossover path, single point crossover belongs to the
overall vertical crossover, MSA require that residue must remain the same order
after crossover, so vertical crossover have difficulty of programming. If we consider
single point horizontal crossover, you can reduce the difficulty of programming.

In this paper, GA is applied for solving MSA. Initial population and operators
are important elements of GA, their effect on the performance of the algorithm and
quality of result are discussed. Online alignment tool MAFFT results are added in
the initial population, which can optimize the quality of the population, propose
single point horizontal crossover and compared with single point vertical crossover.
The experimental results showed that by adding an appropriate proportion MAFFT
excellent seed in the initial population, the population can be optimized, horizontal
crossover can reduce the computing time and the computational complexity.
Combination of this two methods can improve the computational efficiency of
multiple sequence alignment.

2 Multiple Sequence Alignment Problems
and Mathematical Description

Given a family S= ðs1, s2, . . . , skÞ of k sequences of various lengths n1 to nk and a
finite alphabet set ∑ . Each sequence element represents a character from a given
alphabet (for DNA sequences, the alphabet consists of four characters of nucleotide
{A, T, C, G}. For protein sequences, the alphabet consists of 20 characters of the
amino acids). An alignment of the sequence family S′ is a k ×N matrix. S′ = ðs′ijÞ,
where s′ij ∈ ∑ ∪ {‘−’}, and ‘−’ indicates a gap in the alignment as the result of an
insertion or deletion of an nucleotide base. A new sequence set S′ is called an
alignment of S if it satisfies the following properties:
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(i) The strings in S′ have the same length.
(ii) Omitting gaps, sequence S′i is identical to sequence Si.
(iii) S′ has no column which only contains gaps.

3 Design and Analysis of Algorithms

3.1 Coding Strategy

An alignment can be interpreted as an array with n rows and m columns, and each
row contains one sequence with extra gap. We use two-dimensional chromosome
coding. Table 1 gives an example with six sequences.

3.2 Population Initialization

3.2.1 Random Initialization

Several gaps are random inserted in the sequences, the sequences length which have
inserted gap is not more than 1.2 times of the longest sequences length without
gaps. Following these steps:

• Determining the length of the sequence inserted gap L= ½lenmax × 1.2�, where
lenmax is the maximum length of each sequence, that is the length of the longest
sequence.

• The number of gaps inserted in the ith sequence is L− leni. Create random
repeatable position, and insert the gap into the appropriate position.

• According to the original series, the characters are copied in the order of the
non-gap appropriate location.

• If there are all gaps in column, delete the gap column.

Table 1 Example of six sequences alignment

1 2 3 4 5 6 7 8 9 10 11 12 13 14

I Y Y D G G A V – E A L C A M
II Y D D – G A L V E A L C A M
III F D E G G – L V Q A – C F
IV F Y E G G I V V Q A V – – M
V Y D D G G I L V – – L C A M
VI Y Y E – G A – V Q A A C E M
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3.2.2 Add MAFFT Seeds in Initial Population

When we change different parameters which include gap open penalty (gop) and
gap extension penalty (gep) in the online alignment tool MAFFT, we can get
different results. Assume the size of the initial population is 50, we input 50 group
different parameters gop: gep, then get 50 MAFFT alignment results as the good
seeds.

If these 50 excellent seeds are all the individuals in original random initial
population, this population is called 50 MAFFT seeds.

If 20 excellent seeds are randomly selected from these 50 MAFFT seeds, and
randomly replaced 20 individuals in original random initial population, this pop-
ulation is called 20 MAFFT seeds.

If the original random initial population is not inserted in any excellent seeds, it
is called 0 MAFFT seeds.

3.3 Fitness Function

The Sum of Pairs (SP) is commonly used as a fitness measure for MSA, SP is as
follows [11]:

SP= ∑
L

h=1
∑
k− 1

i=1
∑
k

j= i+1
CostðSi, SjÞ

Here, SP is the cost of MSA. L is the length of the alignment, k is the number of
sequences, CostðSi, SjÞ is the alignment score between the two aligned sequences Si
and Sj. When Si ≠ ‘−’ and Sj ≠ ‘−’, CostðSi, SjÞ is determined by substitution matrix
which common PAM or BLOSUM series. When Si = ‘−’ and Sj = ‘−’,
CostðSi, SjÞ=0. When Si = ‘−’ and Sj ≠ ‘−’ or Si ≠ ‘−’ and Sj = ‘−’, we use a
model with affine gap penalties as shown in

penalty= gop+ n ⋅ gep

Here, penalty is the gap penalty, gop is the cost of opening a gap, gep is the cost of
extending the gap by one, n is the length of the gap.

3.4 Selection Operator

Algorithm uses two types of selection operators: elitist method and roulette wheel
method, individual’s fitness values are sorted, the top 10 % of the individuals are

438 M. Li et al.



retained until the next generation, and the remaining 90 % individuals are applied
by roulette wheel selection method to select the parent.

3.5 Crossover Operator

The pairs are randomly selected with crossover probability in the population,
according to the crossover path, it is divided into single point vertical crossover and
single point horizontal crossover.

Single point vertical crossover:
A crossing point is random set in the parent1 individual, and find the corresponding
crossing point in the parent2 individual, exchange front or later of the crossing point
parts, delete the gap column, generate two new child individuals. It is implemented
as shown in Fig. 1.

Single point horizontal crossover:
Create a random which is less than the individual rows number, exchange this row
in two parent individuals, delete the gap column, generate two new child individ-
uals. It is implemented as shown in Fig. 2.

3.6 Mutation Operator

Using one bit mutation method. The individual is randomly selected with mutation
probability in the population, and select a randomly location in a strip sequence, if
this position is a gap, then randomly choose a non-gap location, the gap is moved to

Fig. 1 Single point vertical crossover
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this position, the other characters to the left or right, delete the gap column, generate
new child individual.

4 Experimental Results and Analysis

4.1 Experimental Parameters

See (Table 2).

4.2 The Evaluation Criteria of Alignment Results

The BAliBASE 2.01 (Benchmark Alignment dataBASE) was used to perform
experiments. This database has a total of 141 benchmarks [12]. To assess the
performance of the programs in this study, we calculate scores which estimate the

Fig. 2 Single point horizontal crossover

Table 2 Experimental parameters table

Parameter Dataset10 Fitness function Sum-of-pairs

Population size 50 Score matrix BLOSUM45
Generations 3000 Crossover operator One point
Selection strategy Roulette wheel Crossover probability 0.6
Elitist rate 0.1 Mutation operator One bit
Programming language MATLAB Mutation probability 0.2
Coding Two-dimensional gop:gep 3:0.15
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quality of an alignment compared to the BAliBASE reference. The sum-of-pairs
score (SPS) is calculated such that the score increases with the number of sequences
correctly aligned. It is used to determine the extent to which the programs succeed
in aligning some, if not all, of the sequences in an alignment [13].

Suppose a test alignment of N sequences consisting of M columns. We can
designate the ith column in the alignment by ci1, ci2, . . . , ciN . For each pair of
residues cij and cik define Pijk:

Pijk =
0 cij = cik
1 cij ≠ cik

�

Si is defined as:

Si = ∑
N

j=1, j≠ k
∑
N

k=1
Pijk

The SPS for the alignment is:

SPS= ∑
M

i=1
Si ̸∑

Mref

i=1
Sref

whereMref is the number of columns in the reference alignment and Sref is the score
Si for the ith column in the reference alignment. The SPS indicates the ratio of pairs
correctly aligned.

4.3 Result and Analysis

10 datasets are randomly selected from BAliBASE2.01, the SPS is the quality
evaluation standards of alignment results. Due to the randomness of the genetic
algorithm, the same experiments parameters may give different results, so this
example uses the same method and runs 10 times. We calculate the SPS value, their
average value and the maximum value as the final result, 0M is 0 MAFFT seed, and
the same meaning as 20M, 50M (Figs. 3 and 4, Tables 3 and 4).

For all the tests, we can see that:

• The computing time of horizontal crossover is shorter than that of vertical
crossover, and the SPS of horizontal crossover is better than vertical crossover.
So the computational efficiency of horizontal crossover is better than vertical
crossover.

• When sequences length <120 bp, the SPS of 0 MAFFT seed is nearly with 20
MAFFT and 50 MAFFT, so the best choice is 0 MAFFT.
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• When sequences length >120 bp, the SPS of 0 MAFFT seed is greatly less than
20 MAFFT and 50 MAFFT, 20 MAFFT and 50 MAFFT are appropriate.
However, the SPS of 50 MAFFT is nearly with 20 MAFFT, but this higher
complexity is offset by better quality results, and it cause the algorithm to entrap
in local optima, so the best choice is 20 MAFFT.

• For random algorithm such as GA, although the average data may reflect the
performance of the algorithm, the final result is still subject to the maximum,
and the trend of average and maximum is similar. Thus, we only compute the
maximum in GA henceforth.

As a conclusion, we can state a good configuration for future tests, short
sequences alignment can choice 0 MAFFT and horizontal crossover, long
sequences alignment can choice 20 MAFFT and horizontal crossover.

Table 3 Average SPS of proposed method on BAliBASE2.01 dataset (black is max SPS in this
dataset)

Name of
dataset

Length
(bp)

SPS (horizontal crossover) SPS (vertical crossover)
0M 20M 50M 0M 20M 50M

451c_ref1 87 0.3005 0.3668 0.3851 0.3661 0.3616 0.3801
1aab_ref1 79 0.3436 0.4265 0.4246 0.2682 0.4246 0.4139
1aho_ref1 65 0.5549 0.5613 0.5212 0.4714 0.5632 0.5184
1pfc_ref1 116 0.4742 0.5076 0.4895 0.4316 0.5065 0.4956
2cba_ref1 259 0.1781 0.5325 0.5325 0.1549 0.5325 0.492
2pia_ref1 287 0.0785 0.2687 0.2683 0.0486 0.1939 0.2337
5ptp_ref1 245 0.4162 0.9066 0.9165 0.3897 0.9066 0.9165
kinase_ref1 276 0.1922 0.4755 0.4622 0.1959 0.4361 0.4823
Time (s) 7800 10000

Table 4 Best SPS of proposed method on BAliBASE2.01 dataset (black is max SPS in this
dataset)

Name of
dataset

Length
(bp)

SPS (horizontal crossover) SPS (vertical crossover)
0M 20M 50M 0M 20M 50M

451c_ref1 87 0.4096 0.3740 0.4041 0.4329 0.3753 0.4082
1aab_ref1 79 0.4623 0.4397 0.4246 0.3568 0.4246 0.4246
1aho_ref1 65 0.6957 0.6462 0.6479 0.5590 0.6205 0.5726
1pfc_ref1 116 0.5559 0.5745 0.4981 0.4926 0.5158 0.5084
2cba_ref1 259 0.2223 0.5325 0.5325 0.2015 0.5325 0.5216
2pia_ref1 287 0.1236 0.2875 0.2875 0.0614 0.2487 0.2436
5ptp_ref1 245 0.4495 0.9066 0.9165 0.4341 0.9066 0.9165
kinase_ref1 276 0.2386 0.4755 0.4892 0.2153 0.4755 0.5016
Time (s) 7800 10000
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5 Conclusion

In this paper, the adopted methodologies use genetic algorithm to analyze three
initial populations and two crossovers for evaluating MSA that improve traditional
alignment quality. The aim is to find the combination of these metrics that achieves
the best approximation to the biological quality of the MSA.

We proposed a new method for population initialization by randomly adding an
appropriate proportion MAFFT excellent seed to the initial population. The
advantage of this method is that it does not have the problem of getting entrapped in
the local optima of seed. This final answer is highly dependent on its initial pop-
ulation. In fact a good initial population leads to a good result. The new initial
population showed better efficiency on medium sequences. We proposed a new
single point horizontal crossover which has low computational complexity and
shorter computing time than traditional vertical crossover.

The experimental results showed that adding an appropriate proportion MAFFT
excellent seed to the initial population can optimize the population, and horizontal
crossover can reduce the computing time and the computational complexity.
Combination of those two methods can improve the computational efficiency of
multiple sequence alignment.

For future work we can use our new combination to solve the problem of large
scale sequences alignment.
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The Composition and Resolution of Fuzzy
Linguistics in Factors Space

Jing Zou and Zewen Jia

Abstract In order to apply Mr. Wang’s factor space theory to application easily,
the author puts forward the fuzziness of natural language based on the factor space
theory. I further elaborate the research on the composition and resolution of fuzzy
linguistics and point out that the ordinary composition chart has been replaced by
new generalized one. This is to convey the composition and resolution of fuzzy
linguistic more properly so that the research of fuzzy linguistics can be advanced.

Keywords Factor space ⋅ Fuzzy linguistics ⋅ Natural language

1 Introduction

The factors space theory has been developed greatly since its foundation by Mr.
Wang Peizhuang, whose latest paper described and discussed the concrete concept
of factors space and factors pool. The author is good at studying the problems in the
linguistics domain. In the past year, the research of linguistics was carried out under
this leading idea: Language should be fairly precise. But in many occasions, the
content expressed in nature language isn’t precise as people have expected. It is
difficult to deal with language in an accurate way in many circumstance. Theoretical
linguists often meet with such problem during their research: many things which
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can be precisely distinguished in theory are difficult to prove accurately once they
meet language example. In the long-term analysis of practical linguistics study,
such problems were encountered that can’t be solved by traditional method. In
1965, the expert in the cybernetics at the University of California, Berkeley, L.A.
Zadeh founded fuzzy mathematics in his pioneering work “Fuzzy Sets”. In recent
years, fuzzy mathematics has been developed quickly and applied in all kinds of
fields. It has also been paid great attention in interdisciplinary studies. There is no
doubt that Fuzzy Linguistics came into being under this background.

The fuzziness of natural language is common occurrence in English. It is
expressed in many parts of speech such as noun, verb, adj., adv., etc. This fuzzy
linguistics has some features: firstly, it is a multi-factor decision system; secondly,
the expression of elements is a threshold, namely the factor is a scope; thirdly, the
essential data derives from many linguists’ experience, making their evaluation base
different as a result of different linguistics context; fourthly, the essential data is the
personal description of a certain object, making it ambiguous; fifthly, how to
ascertain the confidence degree of these description and whether these descriptions
can proof mutually.

In order to solve the above problems, the author realized that sometimes dealing
with natural language in a fuzzy way is more effective than in a precise way after
the birth of factor space proposed in Mr. Wang’s literature [1]. Language presents
fuzziness in many aspects. This sort of fuzziness is not a kind of shortcoming of
language as people have thought, but a basic attribute in the complicated system of
language. Therefore it can not be avoided.

2 Prerequisite Knowledge

Factor is the element of analyzing object property and causal association. Factor
space is the coordinate space named by factors, which is the universal mathematical
frame of object description. It is the basic mathematical theory of artificial intelli-
gence, intelligent data science in particular.

Factors are defined mathematically as a kind of mapping. It maps one object into
a property value, and such mapping is called qualitative mapping; meanwhile,
mapped it into a condition, such mapping is called quantitative mapping. For
example, stature is a mapping, and it can map Zhang San into condition “very high”
as well as into a quantitative condition “1.8 m”, shown as Fig. 1. Everything has
two prescriptions of quality and quantity simultaneously. From quantitative change
to qualitative change, quantity determines quality.

Based on this philosophy, supposed these two mappings coexist. The quanti-
tative mapping of factor f forms a coordinate axis Xf, the attribute value obtained
from quantitative mapping of factor f is an ordinary subset or fuzzy subset of the
formation of fuzzy subset has been solved by fuzzy set theory.
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Factors are analysis, which is abstract. Back to specific is the analysis combined
process of cognition. As shown in the figure, join up these factor axes and get the
coordinate frame named by factor, which is factors space. Anything can be con-
sidered as a point in the factor space. The mathematical definition is that a family of
sets whose index set is factor F. Hereby F is a set of various factors and it is a
Boolean algebra as there exists Boolean calculation among factors. Therefore,
factors space can be defined as a family of sets whose index set is Boolean algebra.

As a kind of new database, factor base is the data implementation of factors
space theory and its data treatment adopts a series of tabular form.

Applying factors space on the study and treatment of factor base not only can
conduct the property division and concept lattice extraction from its conceptual
analysis sheet, but also has more advanced theory and application. The main
research phenotypes include: (a) factor analysis sheet; (b) multi-objective decision
table for the optimization of objective factors; (c) safety warning table for the
assessment of safety factors; (d) stability adjustment table for the adjustment of
governing factors; (e) the establishment of factors dictionary and factors header
base; (f) the fuzziness of natural language.

3 The Fuzziness of Natural Language

The fuzziness of natural language is common occurrence in English. It is expressed
in many parts of speech such as noun, verb, adj., adv., etc. Many scientists have
done experiments on the fuzziness of noun. Among these it’s the famous experi-
ment of [2, 183] on the English word of bird. He asked people who took part in his
experiment to classify the identical degree of the mentioned animals with the
meaning of “bird”. The result proved that, when judging whether an animal was a
bird, sometimes it is difficult to make a simple answer with a single “yes” or “no”.
The extension of “bird” has unity and coherence; Swallows are indisputable birds,
chickens and other poultries are secondary. While penguins and ostriches are more
non-affirmative. As for bats there lies much more doubtful points. To a rigid extent,

Fig. 1 A Quantitative
Condition

The Composition and Resolution of Fuzzy … 449



bats are not birds. But because they have some characters of birds, for example,
they have wings and they can hardly regarded as birds. From this, there is unity and
coherence in the meaning of birds. In fact, there are similar phenomena in many
other nouns. The limits of the range of the words meaning are not entirely different.
Like birds, diseases, children and toys, although the intension of their meaning can
be smoothly defined in abstract terms, their extension is difficult to be clearly
classified. This point produces the fuzziness of the language. In addition, as all we
know, baldhead paradox applies the fuzziness of the language, too. A person with
no hair is a baldhead. A person with a hair is also a baldhead, because he has one
more hair than the former. A person with two hairs should be a baldhead because he
also has one more hair than the former. And so on and so forth, we can conclude
that if a person with n hairs is a baldhead, a person with n + 1 hairs is also a
baldhead. Therefore all people are baldheads. This is an obvious paradox. The
reason lies in the fuzziness of the word “baldhead”, that is to say, there is no clear
limit between a baldhead and a non-baldhead, and we can not classify it using the
specific number of hairs.

4 The Composition and Resolution of the Fuzzy
Linguistics

In linguistics, to define some words with digits so as to make them fixed quanti-
tatively is a necessary job to make electronic computer understand natural language.

Word is the smallest unit in natural language. We call the basic indivisible word
atom word such as person, cat, horse, beautiful, ugly, quick, slow etc. The set of
words is considered as universe of discourse “U” Semantics is expressed through N,
the corresponding relation of T to U. Generally speaking, N is a fuzzy relation. As
for any fixed a, a ϵ T, it follows:

Nða, uÞ= μA(u)

It is a fuzzy subset of “U”, writing it down as A. Especially when A = A, that is,
it is an ordinary set, the word “a” is called “clear”, or it is called “fuzzy”.

Phrases are composed of words. From the angle of mathematical logic, phrases
are composed of words and logic operational symbols “∧”, “∨”, “乛”, “∧”, “∨”,
“乛” are corresponded with “∩”, “∪” in set theory and complementary operation
“乛”. Thus, words can be made up into phrases or phrases can be divided into
words. If we bracket words, it follows:

(1) Asia-Africa-Latin America = [Asia] ∪ [Africa] ∪ [Latin America]
(2) White bird = [White] ∪ [bird]
(3) Non-animal = 乛[animal]
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These words can be shown with Venn Diagram (Fig. 2).
Attention: Because we apply fuzzy linguistics, the above showing way of Venn

Diagram is not very accurate. For example, “white” has not accurate limits, while
“animal” has not a clear range. So we can not show them with entirely different
general sets. We must apply extended Venn Diagram of fuzzy limits. This is the
composition of fuzzy language. For example, in the Fig. 3, suppose “A” stands for
the fuzzy subset of “birds”, “B” stands for white fuzzy subset. It follows:

In the end, from the composition and resolution of linguistics variable, we
conclude the definition of fuzzy linguistics variable:

Language variable can be defined as the following quinary group (X, T(X).U,
G, M)

(1) X is the name of language variable, such as young or old of age and number
etc.

(2) T[X] is the set of language true value, for example:

TðXÞ=TðageÞ
= very young+ young+middle− age+ relatively old+ very old.

(3) U is universe of discourse, when “X” is “age”, we consider U as [0, 100], the
unit as “year of age.”

(4) G is the grammar rule, achieving the membership function of phrases
according to atom words.

(5) M is semantic rule, achieving the membership function of fuzzy subset X
according to semantic rules.

Taking age as an example, this quinary group can be seen as followed (Fig. 4):

Fig. 2 Venn Diagram

Fig. 3 Extended Venn Diagram
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5 The Conclusion

The author discussed the attribute expression method of factors space object that
proposed by Mr. Wang, which points out the fuzziness of natural language. I do
further research on the composition and resolution of fuzzy linguistics. Sometimes
dealing with natural language in a fuzzy way is more efficient than in a precise way.
The effective communicative effects can only be realized by appropriate uses of
linguistic hedges.

This sort of fuzziness isn’t a kind of defect of language as people have con-
sidered, but a basic attribute in the complicated system of language.
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Research on SCADA Security Defense
Model Based on Petri Nets

Fan Yang, Xie-dong Cao, Meng Zhao and Wei-wei Zhang

Abstract Through research and analysis of difference between the security risk of
SCADA system of oil and gas gathering and transportation and general information
system, combined with factors neural network theory, the project team proposed the
security and defense model of SCADA system based on FNN. This paper focuses
on formal description of model by Petri nets, using fuzzy Petri nets to complete the
description of internal reasoning of executive neurons.

Keywords SCADA ⋅ Petri nets ⋅ Factor neural network ⋅ Formal description

1 Introduction

Petri nets is a kind of system modeling method represented by mesh graphical,
which has a strict mathematical definition of graphical modeling tool, and has a
strong function distribution and the functional description ability, is a powerful tool
system modeling and performance analysis for dynamic system of asynchronous,
discrete and concurrent events. It has been widely used in many fields. Petri nets
modeling has two methods: direct modeling and indirect modeling, this paper adopt
the second method, model built by factor neural network theory is transformed into
Petri nets model, the Petri nets is used as a kind of formal modeling method. The
reason is that the original model is too abstract, the model can be described by
graphical description ability of Petri nets more clearly.
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2 FNN Model of SCADA Security Defense System

2.1 Model Requirement Analysis

The project this paper belongs to intends to establish the SCADA security and
defense model by using factor neural network as knowledge transfer, requiring to
record malicious programs and operation of each host in different space and dif-
ferent time, analyzing and deciding the shutdown of instrument and remote terminal
unit of the current host and the protective measures against the host, which includes
a storage and release of factors knowledge, management, security event statistics,
event tracking analysis, safety evaluation, and early warning systems and so on.

2.2 Behavioral Factors of Malicious Programs

Achievement of function of malicious programs always have to rely on a series of
program behavior sequence, the relationship between the behavior of the program
and the program is the relationship between the individual l and the general, the
realization of specific behavior relates to call various application programming
interfaces(API) provided by the operating system.

The program behavior can be monitored by HOOK API technology, and then
the program is decomposed indirectly [1]. The corresponding program is repre-
sented as a behavior set: Program = {Oper1, Oper2, … Operi}, ∀Operi ∈ Program
(i = 1, 2, …, n), Oper (Operation) represents specific behavior.

Because there is no a clear one to one relationship between the malicious pro-
grams and its behaviors, which resulted ambiguity between program behaviors and
the programs. Fuzzy reasoning is a kind of effective method of uncertain reasoning,
the API function of the key suspicious behavior is extracted as the factor to con-
struct the fuzzy inference factor neuron [2].

2.3 Factor Neural Network Model of SCADA System

According to model requirement analysis and SCADA system security architecture,
Factor Neural Network Based SCADA Security and Defense Model [3] (FSDM) is
constructed, as shown in Fig. 1.
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3 The Formal Method of Petri Nets

During The formal description for the SCADA model, macroscopically, establish
Petri nets between neurons for the factor neural network of FSDM and describe the
internal relationship; microscopically, describe the internal reasoning process of
neurons by Fuzzy Petri Nets (FPN) theory.

3.1 The Basic Concept of Petri Nets

The Petri nets is a graphical mathematical modeling tool, it uses Connection of
places, transitions and arc to express the system structure and function. Places
express condition, resources and information which can be statically expressed in
system. Transitions express the changes in system.

Definition 1 The Petri nets is a triple:

N= ðP, T, FÞ
Among them, N represents places set; T represents transitions set and does not

intersect with P; F represents relationship flow, F ⊆ (P × T) ∪ (T × P), namely arc
set.
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Fig. 1 Factor neural network based SCADA security and defense model
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Definition 2 Fuzzy Petri Nets (FPN) is a sextuple:

FPN= ðP, T, I, O, f, S0Þ
Among them, (1) P = {p1, p2, …, pn} is places nodes set, each element repre-

sents a fuzzy proposition;

(2) T = {t1, t2, …, tm} is transitions nodes set and represents rule implementation
conditions;

(3) I:P × T → [0, 1], represents fuzzy relation on P × T and weight coefficient of
connection from places nodes to transitions nodes, and satisfy 0 ≤ I(pi, tj) ≤ 1,
i = 1, 2, … n, j = 1, 2, … m;

(4) O:T × P → [0, 1], represents fuzzy relation on T × P and confidence of
connection from transitions nodes to places nodes, and satisfy 0 ≤ O(tj,
pi) ≤ 1, i = 1, 2, … n, j = 1, 2, … m;

(5) f is a real number of a value in [0, 1] defined in transitions nodes set T and
represents trigger threshold of transitions nodes;

(6) S0 is real number function of a value in [0, 1] on places nodes set P and
represents flag state of the beginning when places nodes reasoning, namely
initial confidence of proposition.

3.2 Internal Reasoning Description of Neurons of FSDM

3.2.1 Input Weight Coefficient of Fuzzy Petri Nets

Using the API HOOK technology to monitor malware API function calls, mali-
ciousness of malicious program behavior factors is divided into four levels: low,
medium, high and extremely high according to frequency of API function call when
program running.

Maliciousness membership degree of malicious behavior factors can be deter-
mined by the membership function, the size of the membership degree can reflect
essential characteristics of things correctly and intuitively. Different malicious
behavior frequency follow certain distribution, the membership function for fuzzy
set of malicious behavior factors can be constructed by normal fuzzy distribution
[4], combined with data analysis for honeypot system, malicious behavior factor
fuzzy set can be gained by fuzzy processing and quantifying maliciousness levels to
X = {1, 2, 3, 4} (Corresponding to the four level of maliciousness: high, medium
and low, extremely high).

As shown in Table 1.
According to membership table of Maliciousness level, malicious weight coef-

ficient of malicious behavior factors can be calculated by weighting average
decision method.
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3.2.2 Formal Reasoning of Fuzzy Petri Nets

Definition 3 The matrix in the fuzzy Petri nets model can be defined as follows [5, 6]:

(1) U = {μij} is the input matrix, μij ∈ [0,1] is the weights from the places nodes
Pi to the transitions Tj.. Among them, if the places nodes Pi is input nodes of
transitions Tj, then μij is equal to the weights of the directed arc I(pi, tj) from Pi
to Tj; Otherwise, then μij = 0, and i = 1, 2, 3, …, n; j = 1, 2, 3, …, m.

(2) V = {vij} is the output matrix, vij ∈ [0,1], it expresses that the confidence of
the output directed arc from transitions Tj to the places nodes Pi. Among them,
if the places nodes Pi is the output of transitions Tj, then vij is equal to the
result confidence from transitions Tj to places nodes Pi; Otherwise, then
vij = 0, and i = 1, 2, 3, …, n; j = 1, 2, 3, …, m。

(3) S = [s1, s2, …, sn]
T is the state vector of the places nodes P, and represents the

confidence of the corresponding propositions of places nodes, the initial
confidence algorithm is gained by fuzzy processing of the factor object type.

(4) F = [f1, f2, …fm]
T is the set of the transitions nodes threshold, fj is corre-

sponding triggering threshold of transitions Tj, and fj ∈ [0, 1], j = 1, 2, 3,…, m.

To accomplish the definition of the above matrixes, two relational operators are also
needed to define as following.

Definition 4 Set M、N、X、Y、Z are n × m matrix, then Comparative operator
⌒: X = M ⌒ N ⟺ xij = 1, mij ≥ nij; xij = 0, mij < nij.

Multiplication operator ⨁:Y = M ⨁ N ⟺ yij = mij × nij.
Max operator ∨: Z = M ∨ N⟺ zij = max(mij, nij) and: i = 1, 2, 3,…, n; j = 1, 2,

3,…, m.

Table 1 Maliciousness
membership of malicious
behavior factors

Behavior factor Membership for four level
1 2 3 4

TerminateProcess 0.1 0.8 0.1 0
SetWindowsHookEx 0.1 0.4 1.0 0.4
CreateService 0.2 0.5 0.2 0.1
StartService 0.1 0.8 0.1 0
DeleteService 0 0.2 0.6 0.2
ControlService 0.1 0.8 0.1 0
RegCreateKey 0.2 0.7 0.1 0
RegQueryValueEx 0.3 0.3 0.3 0.1
RegSetValueEx 0.1 0.3 0.4 0.2
SetFileTime 0.2 0.4 0.3 0.1
SetFileAttribute 0.3 0.3 0.4 0

CreateFile 0 0 0.9 0.1
FindNextFile 0.1 0.7 0.2 0

Research on SCADA Security Defense Model … 459



There are N propositions and M reasoning rules in malware reasoning process of
SCADA system host, which shows as N places nodes P and M transitions T in the
FPN model, whose input matrix Un×m, output matrix Vn×m, propositional confi-
dence S1xn, and the transitions threshold F1×m can be obtained respectively
according to the above definitions.

The reasoning algorithm can be described formally by matrix operation, which is
divided into the following several steps:

(1) Calculate equivalent confidence Q when multi places nodes input

Q=UT ⋅ S0

Q = [q1, q2, …, qm]
T represents an input vector of weight coefficient is 1

which is transformed equivalently from initial confidence and Input weight
coefficient of multi input places nodes of the same transitions.

(2) The comparison R between Equivalent input confidence and transitions
threshold

R=Q⌢F

R represents whether the corresponding equivalent input can trigger the
transitions threshold, R = [r1, r2, …, rm]

T, When the confidence qj is greater
than transitions threshold fj, rj = 1; Otherwise, rj = 0, j = 1, 2, 3, …, mo

(3) Eliminate the input when equivalent confidence is less than transitions
threshold

C=Q⊕R

C = [c1, c2,…, cm]
T, Due to the elements in the R are only 1 and 0, so only the

value which can trigger transition exist in the c, otherwise 0, the value indi-
cates confidence of equivalent input places which can trigger transitions.

(4) The confidence of conclusion places outputted by the first reasoning in FPN.

S1 =V ⋅C

S1 is n-dimensional column vector and represents the confidence of the places
after the first-round reasoning. The conclusion confidence is 0 when conclu-
sion proposition places can not be gained by reasoning directly.

(5) Calculate the current confidence of all places nodes.

S1 = S0 ∨ S1

Set Sk the conclusion after the K-round reasoning, confidence of all the places
nodes after the K-round iterative computation is Sk = Sk−1 ∨ Sk.

(6) After the first K-round reasoning, the confidence meets Sk = Sk−1, namely,
after iterative computation, when the confidence of every places nodes does
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not change, the reasoning process is completed. The output of the conclusion
is the places of the highest confidence.

All the above derivation can be summarized to a formula, as follows:

Sk = Sk− 1 ∨ ðV ⋅CÞ=Sk− 1 ∨ ðV ⋅ ðQ⊕RÞÞ=Sk− 1 ∨ ðV ⋅ ðQ⊕ðQ⌢FÞÞÞ
=Sk− 1 ∨V ⋅ ð UT ⋅Sk− 1ð Þ⊕ ð UT ⋅ Sk− 1ð Þ⌢FÞÞ

The conclusion confidence can be gained after iterative calculation when
introducing initial confidence S0.

Malicious program processing flow is shown in Fig. 2.
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Fig. 2 Malicious program processing flow by executive neurons
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3.2.3 Petri Nets Model of FSDM

SCADA security and defense factor neural network is a discrete event input-output
system, the use of Petri nets discrete event system modeling, performance of the
system needs to be mapped to the properties of Petri nets, Petri nets through
performance analysis to achieve the actual system performance analysis The pur-
pose of the establishment of Petri nets model FSDM structure, as shown in Fig. 3.

The places and transition of Petri nets expressed as shown in Table 2.
The SCADA security defense system running process:
Monitoring the behavior of the current running program by API monitoring

technology, when found suspicious behavior, calculate equivalent confidence of a
series behaviors of the program through the reasoning algorithm above. When the
equivalent confidence is less than the threshold, the program should be continued to
be released and monitored, and the malicious program wouldn’t be identified
through behavioral factors until the equivalent confidence is more than the
threshold. After the malicious program is stopped, the current knowledge of related
malicious behavior factors would be stored into the knowledge base, and after the
corresponding rules of current behavior’s factor knowledge is obtained, the rules
would be managed and checked for updates, When the malicious program is
blocked, the malicious behavior factors are being counted at the same time, and
after obtaining the path information of malicious code, the attack source of the
malicious program and related attack information would be tracking, then evalu-
ating the safety of system after detection of malicious programs. At the same time,
after the malicious behaviors’ distribution and API function callings’ distribution
being counted, the malicious behavior factors would be analyzed, and it would give
a warning prompt if there is a special malicious behavior.

Fig. 3 Petri nets model
SCADA security defense
system
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Table 2 Meaning of places and transitions

Places Meaning Transitions Meaning

p1 Program running t1 Monitor program behavior
p2 Suspicious t2 Equivalent confidence <

threshold
p3 The status of receiving knowledge t3 Equivalent confidence >

threshold
p4 Identification of malicious

programs
t4 External joining knowledge

p5 Computer configuration
information

t5 Stop malicious programs
running

p6 Knowledge base of malicious
behavior factor

t6 Computer for new join system

p7 Statistics of malicious behavior
factor

t7 Obtain knowledge reasoning
rules

p8 Management state t8 Obtain distribution of
malicious program behavior

p9 Tracing the source of malicious
programs

t9 Other host information in the
system is not updated

p10 Analyze the current malicious
program behavior factor

t10 Uncovered malicious program
source

p11 The publication of the rule of
reasoning and management

t11 Existence of special malicious
behavior

p12 System security assessment
p13 Safe state warning alert

M0=[1,0,0,0,0,0,0,0,0,0,0,0,0]

M1=[0,1,0,0,0,0,0,0,0,0,0,0,0] M2=[0,1,0,0,0,0,0,0,0,0,0,0,0]

M3=[0,0,1,0,0,0,0,0,0,0,0,0,0]

M5=[0,0,0,0,0,1,1,0,0,0,0,0,0]

M7=[0,0,0,0,0,0,0,1,0,0,0,0,0] M8=[0,0,0,0,0,0,0,0,1,1,0,0,0]

M9=[0,0,0,0,0,0,0,0,0,0,1,0,0] M10=[0,0,0,0,0,0,0,0
,0,0,0,1,1]

M11=[0,0,0,0,0,0,0,0
,0,0,0,1,1]

Fig. 4 Overlay tree of workflow
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According to the running processes of the system, the workflow of Petri nets
model in FSDM could be analyzed:

(1) There is a Token in the places p1 in the initial state, and the corresponding
transitions t1 is active at this time. Only after the Token in p1 is passed, then
the state of the corresponding places p1 and transitions t1 would be changed.
The state of token is M = [m(p1), m(p2), …, m(p13)], which means the Token
state of all places in one state. The Token state in the initial state is M0 = [1 0 0
0 0 0 0 0 0 0 0 0 0].

(2) After passing the transition t1, the state of places p2 will change to 1, and the
state of places will also change. At this point, the places in p2 will selective
trigger the transition t2 and t3, and only one of them two can be triggered.
When the t3 is triggered, the Token in p2 will be transferred to place p6 and p7,
the Token state in corresponding places at this point is M3 = [0 0 0 0 0 1 1 0 0
0 0 0 0]. According to the analysis above, the overlay tree of workflow can be
obtained, as shown in Fig. 4.

4 Conclusion

Petri nets is from the perspective of process, for the description and analysis of
complex systems and design a model of effective tools, suitable for describing
concurrent systems model, a formal steps and mathematical graph theory support
theoretical rigor and technical characteristics for easy programming, based on
FNN SCADA security defense system development laid the theory and technology.
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An Optimized Algorithm for Text
Clustering Based on F-Space

Yu-Bin Zhong, Zhao-jun Li, Mao-han Zhao and Wei-quan Yao

Abstract In this paper,firstly,we express the textfilter as a pretreatment of sequences
of syllabic words by using the theory of factor space (F-space) to determine the basic
factor set and then to do factor decomposition. Secondly, we structure text’s factor
matching vectors and their similarity degree, and then to achieve a deeper charac-
terization of concepts by factors’ similarity degree between texts, so as to realize the
mining of text clustering. Finally, we randomly selected 90 articles on sogou.com as
the experimental object, and verify the proposed algorithm by using plane division
method and hierarchical agglomerative clustering these two algorithms. The results
show that: (1) the clustering accuracies reaches 91 % and 94 % respectively; (2) the
classification result obtained from proposed algorithm in this paper has little differ-
ence from the results ofmanual annotationmethod; (3) the effect based on hierarchical
agglomerative clustering has better performance when compared with the plane
division method. This paper provides a new feasible method for text mining fields.

Keywords F-space ⋅ Text clustering ⋅ Factor matching vector ⋅ Factors’
similarity degree

1 Introduction

According to the Internet Development Statistics Report of China published by
CINIC (China Internet Network Information Center) in January 2007, 70.2 % of the
network information is presented in the form of plain text. For such semi-structured
or unstructured data, finding approach to deriving the specific content of the
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information and knowledge from the text has become a problem. In recent years,
text mining, data mining has become an important area of research [1]. Text mining
enables us to compare documents, evaluate the importance of documents, calculate
relevance between two documents, and identify writing patterns. However, since
each text in the text set is composed by a large number of characteristics, such high
dimension of text may significantly affect design and implementation of text mining
system. Therefore processing text set with high-dimensional feature is obviously
more sophisticated than traditional text mining system, the number of characteris-
tics of natural language text and possible features Record number of combinations
of values than we have found in relational databases or level database, the number
of a lot more, even for the most modest text collections, the features collections
used to represent the Chinese phrase level may still be extraordinarily complex, that
the use of optimization feature class, characteristics and application of the concept
of class-related fields reach the magnitude of thousands [1]. However, Wang Pei
Zhuang proposed by the factor space [2, 3] erected a generalized coordinate system
used to describe the actual object below the face of the text features of the “curse of
dimensionality”, this paper presents a viable, high-performance method.

2 Preliminary

2.1 Factor

Factor as a meta word of factor space theory, can be portrayed from the following
three aspects [4]:

(1) Attribution
When people get a good harvest, they want to consider the causes of the
harvest, as abundant rainfall, so he attributes the rain as the main reason for the
harvest. Factors state or its characteristics are different, the rainfall is a factor,
50, 100 ml and so are its characteristics. Factor is the public prompted various
states and features associated therewith, the state is special tips about a factor,
and the characteristic is about a factor of roughly prompt. Attribution has two
meanings: one is the result of looking for reasons, this time caused by a factor
understood as the result of something; the other is characterized by a state, this
time factor will be used as a kind of status symbol or a set of features.

(2) Rationality
The formation process of concept is to find the difference between different
things. For instance, the difference between “male” and “female” exists by
comparing its meaning, while these two words have common factors. They are
both used to represent the kind of sex. Factors can be understood as a way of
understanding and modeling the real world, which can describe the
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characteristic of the objective substance from different angles. The analysis
process of text is the process of finding factors.

(3) Description
Every single object of the real world can be viewed as a set of descriptive
factors. A person can be determined by his age, sex, height, weight and other
performance. This intersection means you can establish a generalized coor-
dinate frame; things are described as generalized coordinate system such a
point. Establish key to this generalized coordinate system is to grasp, like age,
sex and some other name, they are factors. Therefore, factor is generalized
Dimension Name coordinate system.

2.2 State Space

If Factors u is associated with factor f, it means there is a corresponding state f ðuÞ
compose a left pair with factor f, referred to as ðU,V �, and if U and V consist of a
number of factors and a set of objects, for any u∈U, all of the factors relevant to
u are in V, Given a left pair ðU,V �, you can define a relationship R between U and
V: Rðu, f Þ=1, if and only if u is relevant to f.

We define Dðf Þ, VðuÞ as fu∈UjRðu, f Þ=1g, ff ∈V jRðu, f Þ=1g. The factors
f ∈V can be regarded as a mapping, when acting on a certain object u∈U it will
return a certain state f ðuÞ:

f :Dðf Þ→Xðf Þ, u↦f ðuÞ

We define Xðf Þ mentioned above as ff ðuÞju∈Ug, and we call f the state space,
any element in Xðf Þ is called a state of f. From the angle of state space, factors can
be roughly divided into four types:

(1) Variable Factors: factors such as time, length, mass and other factors, the state
space are generally one-dimensional or multi-dimensional Euclidean space or
a space of its continuous or discrete subset.

(2) Symbolic Factors: such as occupation of this factor, the state space is com-
posed of workers, farmers, teachers, lawyers and other nouns. They are
symbols, representing the various things in the real world.

(3) Switching Factors: such as gender, the male and female composition of the
two states, this factor can also be expressed as “M”, the state space by the Yes
and No two states components.

(4) Degree Factors: such as the feasibility of such a class factor, creativity, sat-
isfaction, there is no ready means of measurement, but there is a certain degree
at all, its state space typically range [0, 1].
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2.3 Relationships and Operation of Factors

(1) Zero factors. We introduce a special symbol θ, representing the empty state, In
any state x, regardless of its composition and the composition of the set or
sequence even do not work, that is fx, θg= fxg, ðx, θÞ= x= ðθ, xÞ we call
symbol 0 zero factor, if Xð0Þ= fθg, that is, zero factor in only one state, and
the state or an empty state.

(2) Equal factors. We call factors f and factors g equal, if the mapping between
factors f and factors g equals, that is Dðf Þ=DðgÞ,Xðf Þ=XðgÞ, and for any
u∈Dðf Þ, f ðuÞ= gðuÞ.

(3) Sub-factors. In some cases, once factor A is confirmed, factor B state will be
determined by factor A. If factor f represents the coordinate of the point on the
plain. Factor g represents point of the horizontal factor, the state (position
points (x, y)) of f will determine the g ‘s state (location of the point x). In this
relationship, the state space B may represent a subspace A of the state space.
Factors g is called the factor f’s true subfactor, denoted by f > g, if there is a
collection Y has Y ≠∅ and Y ≠ θf g, so Xðf Þ=XðgÞ× Y , then we called g the
sub-factors of f, referred to as f ≥ g, if f > g or f = g.

(4) The combined factors. We call factors h the combined factors of factors f and
factors g, denoted by h= f ∧ g. If h is the largest common sub-factors, that is,
and for any one factor e, there must be f ≥ e, g≥ e⇒ h≥ e. Factors g is called
the combined factors of factor family ff gðt∈ TÞ, recorded as g= ∧

t∈ T
ft. If g is

the greatest common sub-factors of ff gðt ∈ TÞ, that is ∀t∈ T , ft ≥ g, and for any
factors h that must be ∀t∈T , ft ≥ h⇒ g≥ h.

(5) Factors disjunction. Factors h is called the disjunction factor of factors f and
factors g denoted by h= f ∨ g. If h= f ∨ g is a sub-factors of f, g, and it is the
smallest of such factors, that is h≥ f , h≥ g, and for any factors e that must be
e≥ f , e≥ g⇒ e≥ h. We call Factors g as disjunction factor of the factor family
ff gðt∈ TÞ, referred to as, g= ∨ t∈ T ft if that sub-factors, and is the smallest of

such factors, that is ∀t∈T , gt ≥ f , and for any factors h that must be
∀t∈T , h≥ ft ⇒ h≥ g.

(6) Independent factors. We call factor family fftgðt∈TÞ is pairwise independent, if
the condition ∀s, t∈T , fs ∧ ft =0 is satisfied.

(7) Difference: Define factors h as the difference between f and g, referred to as
h= f − g, if ðf ∧ gÞ∨ h= f , h∧ g=0 is satisfied.

(8) The remainder of factor: In a problem, we often consider only one class of
factors F relevant to the issue. We Call 1 the whole factor of factor F. If 1 ∈ F
and ∀f ∈F, 1≥ f to any one factor f, denoted 1 − f by f c. If f c ∈F, then called
f c the remainder of factor 1.

(9) Atomic factor. Factor f is called atomic factor, if in addition to the zero factor,
there is no real sub-factors for the above-mentioned factors for a class, the all
atomic factor referred to as π. F denotes the atomic factor family.
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3 Text Clustering Algorithm Based on Factors Space

Text mining algorithms text pre-processing operations will transform non-standard
text and implicit structure into defined structure. The aim of the process is to
identify a subset of simple textual features, which will be used to indicate the
specific text. Word, phrase, short sentence and concepts are the four most com-
monly used text feature. Although conceptual stage method depends on human
interaction, the representation of concept performs much better than other method
when dealing with synonyms, polysemy. By using the body and domain knowledge
repository provided representation based on the concept can be further used to
support highly complex conceptual level, and to provide the best representation.

Therefore by decomposing the concept based on the factor space theory we can
attain a deeper characterization of the concept, which is a fundamental step of text
clustering.

Text-based spatial clustering algorithm factors include the following stages,
which can be briefly described as follows.

3.1 Text Preprocessing

Text preprocessing stage includes Chinese word segmentation, old-fashion words
filtered.

Chinese word segmentation is cutting some Chinese character sequence into
word sequence of process Chinese word with some segmentation method or
algorithm. Segmentation algorithms can be broadly divided into three categories:
dictionary segmentation, statistical segmentation and rule segmentation [5]. By
comparing the three algorithms, we can easily find that dictionary segmentation do
not need the rule base as support; furthermore, dictionary word is the most mature
technology; moreover, dictionary segmentation algorithm has an advantage over
others from the angle of algorithm complexity and speed, but it’s performance
drops conspicuously when dealing with ambiguity recognition and new word
recognition. Because the experimental material herein Sogou corpus of news, and
news text are generally more standardized, and the identification of new words from
the dictionary make up the choice, so we chose the dictionary word segmentation.

After completing the segmentation of the text, we obtained words and punctu-
ation character sequence. In this sequence of characters, not only the existence of
various parts of speech of words, and various punctuation marks. But for some
vocabulary and punctuation, and their existence are not only the meaning of the
sentence did not have much impact, but will greatly increase the computing
capacity of the system. Therefore, the results need to be filtered word processing,
including removal of function words such as “是”, “的” and “和”, and the removal
of the short phases with low semantic contribution, such as “某种”, “各种”, “能
够”, “相当于, “还有一点”, “称之为”and so on.
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3.2 Determination of the Basic Factors Set

Determination process of the basic factors includes factors extraction, factors fac-
torization and the establishment of basic factors set.

After the text preprocessing, we attain a series of word sequence. Then we need
to further extract factors on the basis of these terms of a sequence. Firstly, we
should extract high-frequency words, word sequences for preliminary screening in
high-frequency word further according to artificial understanding, combined with
domain knowledge, to establish a set of initial factors such as extraction and
education-related factors texts extracted human factors, its state space for students,
teachers, and candidates.

For different topics of text, the state space is different. As a group talk extracting
text relating to these two types of education or sports, are able to extract factors
personnel, but its value of state space for students, teachers, candidates, players,
coaches, etc., of which the first three states are talking about education, and then the
two states are talking about sports, even if the factor of the same name, its state
space are not the same, so we need to decompose the human factors into education
—human factors and Sports—the human factor two factors.

After the above two steps, we obtain the initial factor set in the initial factor
concentrate, the ability to characterize the entire text of each of these factors on the
set is different for a factor, if multiple text are in the dimension of the value of this
factor 1 indicates that the capacity of the factors characterizing the entire text of the
collection is relatively strong, if only a few values of text projected on the
dimension of this factor is one of the factors that indicate the ability to characterize
the text set is relatively weak. In order to simplify the complexity of the subsequent
calculations, the removal of the initial factors focus on the overall text character-
izing weak factors, such factors resulting set is called set of fundamental factors
calculated similarity factor in the subsequent text are set to perform the basic
factors.

3.3 The Calculation of Text Factor Similarity

The structure of the vector is an essential element set of text. So we can turn the
problem of evaluating similarity between the unstructured text into evaluating the
similarity between the structure of the vector.

According to different values of the factors match vector circumstances, can be
divided into the following four cases were assigned factors match vector on one
factor dimension d:

(1) If two text values in the dimension d are nonzero and equal, then factor in the
match vector values in dimension d is 1;

(2) If two text values are zero in on dimension d, the value of factor in the match
vector in the dimension d is β;
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(3) If the two text values in the dimension d are not equal, but the intersection of
the two values is not an empty set, then the value of factor in the match vector
in the dimension d is α;

(4) If the two text values in the dimension d are not equal, but the intersection of
the two values is the empty set, the value of factor in the match vector in the
dimension d is 0.

The text between the degrees of similarity between the factors text mainly takes
nonzero vector in dimension matching factor. Factor matching vector value of
dimension 1, the value of b value of a dimension and a dimension Influencing
factors are not the same as the similarity of common values are calculated at the
time, should be given different weights of its common greatest impact on the value
of the dimension is 1, the maximum weight should be assigned; on common
minimal impact is the value of dimension β, its weight assignment should be
minimal; the impact value of dimension α of the factors in the similarity between
the first two, but also for its weight assigned value is set between the first two
dimension 1 half of the total weight of the dimensions, ranging from the right to
re-dimension β is 1, and the value of a weight is dimension α of the total value of
between half and one. Thus, the similarity factor equals to match vector elements
take non-zero values in all the dimensions and weights of the accumulation to
obtain the following formula [5]:

xðT1, T2Þ= c1*
D
2
+ cβ + cα*λ ð1Þ

xðT1,T2Þ represents the similarity between the factors text T1,T2; c1 represents
factor matching vector value of dimension number 1, cβ indicates factor matching
vector value β is the number of dimensions, cα shows the value of the factors match
vector dimension α the number of factors that match vector. D indicates the total
number of dimensions, that value λ is the weight corresponding to the weight factor,
its value between 1 and D 2̸. At the time of the similarity factor calculation, using
the calculated values obtained by the method described above is greater than 1
values for subsequent conversion to facilitate the processing of the distance, the
similarity factor should be between 0 and 1 values. Therefore, the use of normal-
ization formula factors similarity is normalized to ensure that its value at 0–1
between normalized formula is as follows:

cðT1,T2Þ= 2
1+ k − xðT1,T2Þ − 1 ð2Þ

cðT1,T2Þ represents factor normalized similarity; xðT1,T2Þ is the results of formula
(1). Formula (2) is the normalized formula, it can normalize values in the range of
[0, 1] into values between [0, 1], which is set to a number greater than 1 final, 1
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minus the similarity factor normalized to obtain factor between distance formula
text as follows:

dðT1,T2Þ=1− cðT1, T2Þ ð3Þ

wherein, dðT1,T2Þ represents the distance between the text element; cðT1,T2Þ is the
calculation results obtained by the formula (2).

After deduction available, some properties of factor similarity and distance
factors:

Property 1 For any text T, when T1 = T the similarity factor xðT ,T1Þ reach the
maximum value.

Proof According to the formula for calculating the similarity factor formula (1), for
different values of text T1 on a dimension, it certainly has the formula (1) is an
c1, cα, cβ different values, which have xðT ,T1Þ≤ xðT ,TÞ.

When xðT1, T2Þ get maximum value ðdðT1, T2Þ get minimum value), according
to Property 1, when T1 = T2 factor when taking the minimum distance dðT1,T2Þ, so
may wish to provide as T1 = T2, apparently arbitrary text dðT1, T2Þ=0, then have
the following..:

Property 1ʹ For any text T1,T2, are; there were dðT1,T2Þ≥ 0. When T1 =T2, we
have dðT1,T2Þ=0.

Property 2 For any text T1, T2, we have dðT1, T2Þ= dðT2,T1Þ.
Proof The factor of the similarity calculation Chinese position is symmetrical, so
we have xðT1,T2Þ= xðT2,T1Þ, thereby normalizing factor similarity
cðT1,T2Þ= cðT2,T1Þ, so dðT1,T2Þ=1− cðT1,T2Þ=1− cðT2,T1Þ= dðT2, T1Þ.
Property 3 For any text T1, T2, T3, there is dðT1,T2Þ≤ dðT1, T3Þ+ dðT3,T2Þ
Proof To prove dðT1,T2Þ≤ dðT1,T3Þ+ dðT3,T2Þ, we need to prove
1+ cðT1, T2Þ≥ cðT1, T3Þ+ cðT3, T2Þ, according to Eq. (2), expand and simplify this
formula, then we can get

2kxðT1, T2Þ +1+ kxðT3,T2Þ+ xðT1, T2Þ + kxðT1, T3Þ+ xðT1,T2Þ ≥ kxðT1, T3Þ+ xðT3,T2Þ

According to the basic inequality has

2kxðT1,T2Þ +1+ kxðT3, T2Þ+ xðT1,T2Þ + kxðT1,T3Þ+ xðT1,T2Þ ≥ 5k
4
5xðT1,T2Þ+ 1

5ðxðT1,T3Þ+ xðT3,T2ÞÞ

So just permit it as long as

xðT1,T2Þ− xðT1,T3Þ− xðT3,T2Þ≥ 5
4
logk

1
5

Since xðT1,T2Þ is bounded, it is possible to select the appropriate k to hold the
above formula for any text T1,T2,T3.
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The above Properties of 1–3 indicate that if we add factors distance dðT1, T2Þ
between the texts, the text set meets the definition of distance:

(1) Symmetry: For any text T1,T2, there is dðT1,T2Þ= dðT2,T1Þ
(2) Triangle inequality: For any text T1, T2, T3, there is

dðT1,T2Þ≤ dðT1, T3Þ+ dðT3,T2Þ.
This explains that the distance dðT1,T2Þ is a suitable value for the measurement

of the distance between the texts.

4 Experiment Verification

This article uses Sougou text classification corpus as experimental material. Sogou
corpus from Sohu news website to save a lot of classified information news corpus
and corresponding edited manually sorting and classification. Classification system
includes dozens of classified nodes, the size of about ten pages million articles in
document [6]. This paper select one of three categories: education, finance, sports.
We randomly selected 30 articles from each class, a total of 90 articles and use of
this algorithm for text clustering.

Text clustering algorithm based on the distance of the main plane division
method and the level of cohesion and French methods, this paper uses two text
clustering algorithm based on the distance of the experiment, the results shown in
Fig. 1 two dendrogram from Fig. 1 can be found, 90 texts in both approaches can be
broadly clustered into three broad categories. clustering results were examined
every one of the text under two algorithms, the findings text clustering algorithm
based on planar partition method for the 27 texts and two Financial Education
gathered into a large class of text, 28 text and 3 educational texts gathered into a
sports categories, 27 sports and three Financial text gathered into a category; and
based on the results of coagulation process hierarchical clustering algorithm for text
30 text and 2 Financial Education text gathered into one category, 27 educational
texts and two sports gathered into a large class of text, text with 28 sports an
educational text gathered into one category thus learn the results clustering algo-
rithms and manual classification results roughly the same.

Zhou [7] has proposed Class_F value on the basis of artificial label classes as a
method of evaluation for text clustering. For each artificially defined topic Pj among
the data, assuming that there is a group Ci in the hierarchy structure formed by the
clustering algorithm. In order to find Ci, traverses all clustering in the results set
C= fC1,C2, . . . ,Cmg, calculate its accuracy, denoted as Precision, recall ratio and
F value, select the optimal index value and the corresponding cluster [8], and regard
it as the best quality indicator to determine the quality of Pj.for any artificially
defined themes Pj and clustering cluster Ci:
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Fig. 1 Text clustering tree (left using planar partition method; right using hierarchical
agglomeration method)
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PrecisionðPj,CiÞ=
Pj ∩Ci
�� ��

Cij j ð4Þ

RecallðPj,CiÞ=
Pj ∩Ci
�� ��

Pj
�� �� ð5Þ

FðPj,CiÞ= 2PðPj,CiÞ*RðPj,CiÞ
PðPj,CiÞ+RðPj,CiÞ ð6Þ

For each artificial theme Pj:

FðPjÞ= max
i=1, 2,⋯,m

fFðPj,CiÞg ð7Þ

The value of Class_F:

F =

∑
s

j=1
Pj
�� ��*FðPjÞ

∑
s

j=1
Pj
�� �� ð8Þ

With the above evaluation methods, we calculated the values of Class_F of two
different text clustering algorithms.

Finally, by using text clustering algorithm based on the calculated plane division
method [9], we calculated the value of Class_F is 0.911095675, when using
algorithm based on hierarchical clustering, the result of Class_F is 0.94405, which
indicates both two clustering algorithms can perform with high accuracy (more than
90 %), The result of calculation demonstrate the effectiveness of the algorithm. In
addition, from Class_F values of the two algorithms, the effect of text-based
coagulation process hierarchical clustering algorithm works better than division
method based on plane [10, 11] (Table 1).

Table 1 F value of each class

Artificial label classes Plane division algorithm Hierarchical clustering algorithm

P1 0.915254237 0.967741935
P2 0.918032787 0.915254237
P3 0.90 0.949152542
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5 Conclusion

In this paper, we propose a feasible idea which applies the factor space theory to the
field of text mining [12]. In subsequent work, we will continue improving the
algorithm repeatedly in order to achieve better clustering and practical effect.
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Parallel Quantum-Behaved Particle
Swarm Optimization Algorithm
with Neighborhood Search

Hai-xia Long, Man-zhi Li and Hai-yan Fu

Abstract In order to escape from premature convergence and improve the effi-
ciency of the quantum-behaved particle swarm optimization (QPSO) algorithm, this
paper propose a new algorithm PNSQPSO, which employing neighborhood search
strategies (local search strategies and global search strategies) into QPSO to
increase the diversity of population and parallel technique to shorten the running
time of algorithm. A comprehensive experimental study is conducted on a set of
benchmark functions, Comparison results show that PNSQPSO obtains a promising
performance and less time cost on the majority of the test problems.

Keywords Quantum-behaved particle swarm optimization algorithm ⋅ Parallel ⋅
Local search strategies ⋅ Global search strategies ⋅ Premature convergence ⋅
Efficiency

1 Introduction

Particle swarm optimization (PSO) is a kind of stochastic optimization algorithms
proposed by Kennedy and Eberhart [1] that can be easily implemented and is
computationally inexpensive. The core of PSO is based on an analogy of the social
behavior of flocks of birds when they search for food. PSO has been proved to be an
efficient approach for many continuous global optimization problems. However, as
demonstrated by Van den Bergh [2], PSO is not a global convergence guaranteed
algorithm because the particle is restricted to a finite sampling space for each of the
iterations. This restriction weakens the global search ability of the algorithm and
may lead to premature convergence in many cases.

Recently, a new variant of PSO called quantum-behaved particle swarm opti-
mization (QPSO) [3], which is inspired by quantum mechanics and particle swarm
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optimization model. QPSO has only the position vector without velocity, so it is
simpler than standard particle swarm optimization algorithm. Furthermore, several
benchmark test functions show that QPSO performs better than standard particle
swarm optimization algorithm. Although the QPSO algorithm is a promising
algorithm for the optimization problems, like other evolutionary algorithm, QPSO
also confronts the problem of premature convergence, and decrease the diversity in
the latter period of the search. Therefore a lot of revised QPSO algorithms have
been proposed since the QPSO had emerged. Differential mutation operation was
adopted to enhance the global search ability in QPSO [4]. In Sun et al. [5], the
mechanism of Gaussian distribution was proposed to make the swarm more effi-
cient in global search. In Ref. [6], Niu combined QPSO with a selective probability
operator to solve the economic dispatch (ED) problems with valve-point effects and
multiple fuel options. Sun et al. [7] proposed a new scheme for clustering gene
expression datasets based on a modified version of Quantum-behaved Particle
Swarm Optimization (QPSO) algorithm, known as the Multi-Elitist QPSO
(MEQPSO) model.

Like many other evolutionary algorithms, the main problems of QPSO face is
how to enhance the search ability of particle, in order to prevent the particles fall
into local optimal solution resulted in search ability drop. In this paper, QPSO with
neighborhood search strategies including local search strategies and global search
strategies) are introduced. This strategy is to prevent the diversity of particle swarm
declining in the search of later stage. QPSO needs to solve another problem is to
shorten the time cost. Along with the increase of size of optimization problem, if the
algorithm has a good performance, then the population size must be increased, and
then making the algorithm of large quantities of computation. PNSQPSO algorithm
is proposed to solve the problem. In order to overcome this shortcoming, increasing
the practicability of QPSO, combined with the development of computer technol-
ogy, this paper introduce the parallel technology, so as to shorten the calculation
time and improve efficiency.

2 QPSO Algorithm

In the original PSO with M individuals, each individual is treated as an infinitesimal
particle in the D-dimensional space, with the position vector and velocity vector of
particle i, XiðtÞ= ðXi1ðtÞ,Xi2ðtÞ, . . . ,XiDðtÞÞ and ViðtÞ= ðVi1ðtÞ,Vi2ðtÞ, . . . ,ViDðtÞÞ.
The particle moves according to the following equations:

Vijðt+1Þ=VijðtÞ+ c1 ⋅ r1 ⋅ ðPijðtÞ−XijðtÞÞ + c2 ⋅ r2 ⋅ ðPgjðtÞ−XijðtÞÞ ð1Þ

Xijðt+1Þ=XijðtÞ+Vijðt+1Þ ð2Þ

for i=1, 2, . . .M; j=1, 2 . . . ,D. The parameters c1 and c2 are called the acceler-
ation coefficients. Vector Pi = ðPi1,Pi2, . . . ,PiDÞ known as the personal best
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position, is the best previous position (the position giving the best fitness value so
far) of particle i; vector Pg = ðPg1,Pg2, . . . ,PgDÞ is the position of the best particle
among all the particles and is known as the global best position. The parameters r1
and r2 are two random numbers distributed uniformly in (0, 1), that is
r1, r2 ∼Uð0, 1Þ. Generally, the value of Vij is restricted in the interval
½−Vmax,Vmax�.

The PSO algorithm may be achieved if each particle converges to its local
attractor pi = ðpi1, pi2, . . . piDÞ with coordinates

pijðtÞ= ðc1r1PijðtÞ+ c2r2PgjðtÞÞ ð̸c1r1 + c2r2Þ, or pijðtÞ=φ ⋅PijðtÞ+ ð1−φÞ ⋅PgjðtÞ
ð3Þ

where φ= c1r1 ð̸c1r1 + c2r2Þ. It can be seen that the local attractor is a stochastic
attractor of particle i that lies in a hyper-rectangle with Pi and Pg being two ends of
its diagonal.

In Sun et al. [3] a global point called Mainstream Thought or Mean Best Position
of the population is introduced into PSO. The mean best position, denoted as C, is
defined as the mean of the personal best positions among all particles. That is

CðtÞ= ðC1ðtÞ,C2ðtÞ, . . . ,CDðtÞÞ
= 1

M ∑
M

i=1
Pi1ðtÞ, 1

M ∑
M

i=1
Pi2ðtÞ, . . . , 1

M ∑
M

i=1
PiDðtÞ

� �

where M is the population size and Pi is the personal best position of particle i.
Then the value of L is evaluated by L=2α ⋅ CjðtÞ−XijðtÞ

�� �� and the position are
updated by

Xijðt+1Þ= pijðtÞ±α ⋅ CjðtÞ−XijðtÞ
�� �� ⋅ lnð1 u̸Þ ð5Þ

where parameter α is called Contraction-Expansion (CE) Coefficient, which can be
tuned to control the convergence speed of the algorithms. In most cases, α decrease
linearly can be controlled to α0 to α1 (α0 < α1) [3].

3 Parallel Quantum-Behaved Particle Swarm
Optimization Algorithm with Neighborhood Search
(PNSQPSO)

3.1 QPSO with Neighborhood Search (NSQPSO)

For each particle, its neighborhood may cover better solutions. To improve the
ability of exploitation, a local neighborhood search strategy is proposed. During
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searching the neighborhood of a particle Pi, a trial particle LXi is generated as
follows [8]:

LXi = r1 ⋅Xi + r2 ⋅ pbesti + r3 ⋅ ðXc −XdÞ ð6Þ

where Xi is the position vector of the ith particle, pbesti is the previous best particle
of Pi,Xc and Xd are the position vectors of two random particles in the
k-neighborhood radius of Pi, c, d∈ ½i− k, i+ k�∧ c≠ d≠ i, r1, r2 and r3 are three
uniform random numbers within (0, 1), and r1 + r2 + r3 = 1. The random numbers
r1, r2 and r3 are the same for all j=1, 2, . . . ,D, and they are generated a new in
each generation.

Besides the local neighborhood search, a global neighborhood search
(GNS) strategy is proposed to enhance the ability of exploration. When search the
neighborhood of a particle Pi, another trial particle Gi = ðGXi,GViÞGi is generated
as follows [8]:

GXi = r4 ⋅Xi + r5 ⋅ gbrst+ r6 ⋅ ðXe −Xf Þ ð7Þ

where gbest is the global best particle, Xe and Xf are the position vectors of two
random particles chosen for the entire swarm, e, f ∈ ½1,N�∧ e≠ f ≠ i, r4, r5, and r6
are three uniform random numbers within (0,1), and r4 + r5 + r6 = 1. The random
numbers r4, r5 and r6 are the same for all j=1, 2, . . . ,D, and they are generated a
new in each generation. The GNS strategy is helpful to solve multimodal problems.
Particles are located at different regions. Therefore, if the current particle falls into
local minima, particles in other regions may pull the trapped particle forward.

In every generation, if the particle’s current position is better than its parent then
replaced with current particle position; otherwise, we keep parent particle
unchanged. After this operation, the local search strategy is conducted with pns
probability. If the probability pns is satisfied, two particle LXi and GXi are gener-
ated. Then, the fittest particle among Xi, LXi and GXi is selected as the new Pi.

Procedure of NSQPSO:

Step 1 Initialize particles with random position; set the pbest position and gbest
position of each particle;

Step 2 For n = 1 to nmax (maximum number of iterations), execute the following
steps;

Step 3 Calculate the mean best position among the particles according to Eq. (4);
Step 4 For each particle, execute Step 5–7;
Step 5 Computer its objective function f(Xi,n). If f(Xi,n) < f(Pi,n) then Pi,n = Xi,n;
Step 6 Select the current gbest position;
Step 7 if rand (0, 1) ≤ pns then generate a trial particle LXi and GXi according to

Eqs. (6) and (7).
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Step 8 Calculate the objective function, f ðXi, nÞf ðLXi, nÞ and f ðGXi, nÞ.
Step 9 Select the fittest one among Xi, LXi and GXi;

Step 10 Update pbest position and gbest position;
Step 11 For each dimension of each particle, get the stochastic position P by

Eq. (3).
Step 12 Update each component of the current position by Eq. (5) and return to

Step 2.

3.2 NSQPSO with Parallel Technique (PNSQPSO)

With the development of the microprocessor technology and network technology,
reducing the computational cost becomes the possibility by the cluster, in order to
make use of these technologies, the communication layer such as MPI and PVM
has been used to optimize the design of parallel development, the QPSO algorithm
is a new model of particle swarm optimization based on quantum theory derived,
due to its inherent parallelism implied, so it can be easily parallelized, and there is
no need to adjust many parameters, but also for most problems, parameter setting
can complete the general optimization better. Introducing parallel mechanism of
QPSO algorithm, which not only optimal QPSO algorithm on the value has been
significantly improved, but also saves the running time of CPU, the node and the
algorithm is not limited to the number of computer. PDCQPSO is combined high
speed parallel with randomness of QPSO algorithm, greatly improving the speed
and quality of QPSO algorithm.

In this paper, parallelization of PDCQPSO algorithm is used peer-to-peer mode,
its core idea is: a group is divided into q sub group, q is the number of PPEs
(Physical Processing Elements), PPEs regularly exchange of gbest and are syn-
chronous communication, in order to all of the value of gbest broadcasting to all
PPEs. Sub population storage gbest value obtained from other correspond all sub
groups, and selected a gbest value to replace the current gbest from random, and in
accordance with the (5) adjusts its position.

Period of PPEs communications is set to N and N is an exponential decline
order. Its value is Ng ̸2

�� ��, Ng ̸4
�� ��, Ng ̸8

�� ��, . . ., and so on. Where Ng is a maximum
number of iterations in the main loop. The principle is: at the start of the search, the
diversity of the whole group is higher, local search is more important than global
search, so PPEs should be in the sub groups independently working long time.
When the search reaches the later stage, it is possible that every processor particle
convergence to a different gbest value, then the global search is more important
than local search. In the course of being optimized local gbest, this is necessary to
continue to search in the domain of promising position, and avoid unnecessary
work. The exchange the value of gbest is to increase the particle search diversity
and obtain better global search.

The basic starting point is developing parallelization of population evolution
from a global perspective. The population distribution in the local memory of each
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processor, then individual of each processor is independently optimized by QPSO,
so there is linear speedup. The technique can effectively improve the computing
speed of QPSO and maintain swarm local characteristics of the sub processor, so it
can effectively avoid premature convergence phenomenon.

The t generation sub swarm of the Pi processor is denoted by PiðtÞ. PDCQPSO
algorithm running on the Pi processor is described using pseudo code in the
following.

4 Test Environment and Test Function

In the simulation study, the PNSQPSO algorithm is implemented in a cluster
environment, because MPI provides a collection of operation in group communi-
cations, here we use of communication patterns of peer to peer to realize PNSQPSO
algorithm. Inter process call blocking for synchronization before collection calcu-
lation. Cluster environment configuration is as follows: a total of eight nodes, each
node is a single CPU structure, use the CPU Inter Core 2.5 GHz, 4 GB RAM.
Communication network is a LAN communication system of the 100 M and the star
topology structure. Operating system is Windows XP. The communication envi-
ronment is MPI. Version specific MPICH—2 is adopted. Using the VC bundled
with MPI function interface is to be programming.

To test the performance of the PNSQPSO, five widely known benchmark
functions listed in Table 1. PNSQPSO are tested for comparison with PPSO
(parallel PSO), PQPSO (parallel QPSO). These functions are all minimization
problems with minimum objective function values zeros. The fitness value is set as
function value and the neighborhood of a particle is the whole population.

In order to investigate whether the PNSQPSO algorithms are well or not, as in
[9], for functions f1 ∼ f4, three different dimension sizes are tested. They are
dimension sizes: 10, 20 and 30. The maximal number of generations is set as 1000,

Table 1 Expression of five tested benchmark functions

Test function Function expression Search Initial range

Sphere
f1ðXÞ= ∑

n

i=1
x2i

[−100, 100] [50, 100]

Rosenbrock
f2ðXÞ= ∑

n− 1

i=1
ð100 ⋅ ðxi+1 − x2i Þ2 + ðxi − 1Þ2Þ [−30, 30] [15, 30]

Rastrigin
f3ðXÞ= ∑

n

i=1
ðx2i − 10 ⋅ cosð2πxiÞ+10Þ [−5.12, 5.12] [2.56, 5.12]

Griewank
f4ðXÞ= 1

4000 ∑
n

i=1
x2i − ∏

n

i=1
cos xiffi

i
p

� �
+1

[−600, 600] [300, 600]

Schaffer’s
f5ðXÞ=0.5+ ðsinð

ffiffiffiffiffiffiffiffiffiffi
x2 + y2

p
Þ2

ð1.0+ 0.001ðx2 + y2ÞÞ2
[−100, 100] [30, 100]
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1500, and 2000 corresponding to the dimensions 10, 20, and 30 for five functions,
respectively. For the last function, the maximum generation is 2000 corresponding
to the dimensions is 2. The population size is 80.

In PQPSO and PNSQPSO algorithm, Contraction-Expansion (CE) Coefficient
decreases from 1.0 to 0.5 linearly.

4.1 Results

We had 50 trial runs for every instance and recorded mean best fitness and mean
running time (unit: second).

The mean best fitness values and mean running time for 50 runs of each function
are recorded in Tables 2, 3, 4, 5, and 6. From the comparison of PNSQPSO with
other algorithms, PNSQPSO achieved better results than other algorithms both
performance and efficiency. PNSQPSO has higher convergence precision and faster
operation efficiency. PQPSO has achieved better results than PPSO algorithms
averagely. In some case, PPSO has better performance and faster efficiency than
PQPSO.

Figure 1 shows the convergence process of the three algorithms on the bench-
mark Rosenbrock and Rastrigin functions with swam size 80 and dimension 30 and
CPU 8 averaged on 50 trail runs. It is shown that, although PNSQPSO converge
more slowly than the PPSO and PQPSO during the early stage of search, it may
catch up with PPSO and PQPSO at later stage and could be generated better
solutions at the end of search.

Figure 2 illustrates the mean running time of the three algorithms on the func-
tions f1 ∼ f4 with swarm size 80 and dimension 30 averaged on 50 trail run. It is

Table 2 Simulation results of Sphere function

CPU Dim Gmax PPSO PQPSO PNSQPSO
Fitness Time Fitness Time Fitness Time

1 10 1000 1.60e-028 0.58 2.56e-103 0.41 2.73e-105 0.32
20 1500 6.38e-018 2.09 1.41e-068 1.95 1.44e-069 1.42
30 2000 3.27e-013 3.17 6.57e-050 3.06 3.85e-051 2.73

2 10 1000 7.92e-043 0.24 0 0.21 0 0.16
20 1500 4.56e-034 1.96 3.14e-092 1.28 4.27e-134 1.05
30 2000 2.94e-029 2.59 6.27e-073 2.03 7.83e-098 1.22

4 10 1000 6.51e-088 0.17 0 0.18 0 0.14
20 1500 2.90e-052 1.07 3.24e-109 1.08 0 0.91
30 2000 5.27e-034 1.13 5.37e-086 1.20 0 1.04

8 10 1000 5.34e-102 0.05 0 0.09 0 0.02
20 1500 4.05e-082 0.76 0 0.83 0 0.03
30 2000 8.77e-067 0.94 0 1.01 0 0.07
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shown that PNSQPSO algorithm has the fastest operation efficiency. The speedup
ratio of PNSQPSO algorithm is much than PPSO and PQPSO algorithm. Parallel of
PNSQPSO algorithm has better performance and efficiency. Along with the
increase of the number of processors, the speedup ratio of PQPSO algorithm is less
than PPSO algorithm.

Figure 3 shows the mean running time of PNSQPSO algorithms on the functions
f1 and f5, f4 and f5 with swarm size 80 and dimension 30 and 2 averaged on 50 trail
run. From comparison the comparison of f1 with f5, f4 with f5, we can draw the

Table 3 Simulation results of Rosenbrock function

CPU Dim Gmax PPSO PQPSO PNSQPSO
Fitness Time Fitness Time Fitness Time

1 10 1000 19.0259 0.69 6.8312 0.54 3.2751 0.48
20 1500 40.2289 2.15 33.5287 1.60 18.4602 1.37
30 2000 56.8773 3.78 44.5946 3.33 30.4164 3.21

2 10 1000 10.7520 0.38 4.2516 0.27 2.9830 0.21
20 1500 35.8567 1.16 20.4309 0.95 12.5482 0.87
30 2000 42.5237 2.39 35.3771 2.16 25.7419 1.94

4 10 1000 8.4261 0.18 3.1067 0.21 2.1452 0.15
20 1500 26.7024 0.52 10.0578 0.60 5.8937 0.36
30 2000 33.5247 1.38 21.4814 1.47 12.3091 1.17

8 10 1000 4.3719 0.09 2.3061 0.15 1.1673 0.07
20 1500 14.8529 0.28 8.5427 0.49 3.2871 0.24
30 2000 21.5817 1.06 11.9046 1.17 8.0326 0.82

Table 4 Simulation results of Rastrigin function

CPU Dim Gmax PPSO PQPSO PNSQPSO
Fitness Time Fitness Time Fitness Time

1 10 1000 2.3890 0.52 2.2617 0.48 0.8630 0.33
20 1500 12.8594 1.85 8.4121 1.60 4.3269 1.39
30 2000 30.2140 2.82 14.8574 2.65 12.7531 2.14

2 10 1000 1.1132 0.20 1.0562 0.17 0.5436 0.13
20 1500 10.9572 0.75 6.4308 0.64 2.8642 0.47
30 2000 22.3041 1.85 10.4989 1.53 6.3719 1.26

4 10 1000 0.3857 0.11 0.1273 0.18 0.0821 0.11
20 1500 3.8472 0.35 2.6418 0.47 1.4329 0.29
30 2000 10.5618 0.96 8.2160 1.07 4.2160 0.85

8 10 1000 0.1506 0.08 0.0857 0.12 0.0011 0.07
20 1500 2.8146 0.27 1.2573 0.31 0.2795 0.21
30 2000 7.2381 0.50 5.2147 0.62 0.9846 0.38
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following conclusions; functions f1 and f4 decreased faster than function f5. When
the problem complexity increases, the speedup ratio can be better.

Table 5 Simulation results of Griewank function

CPU Dim Gmax PPSO PQPSO PNSQPSO
Fitness Time Fitness Time Fitness Time

1 10 1000 0.0658 0.50 0.0052 0.41 0.0032 0.35
20 1500 0.1034 1.19 0.0137 1.05 0.0086 0.92
30 2000 0.1950 2.73 0.0371 2.18 0.0194 1.91

2 10 1000 0.0124 0.25 0.0029 0.20 0.0012 0.15
20 1500 0.0852 0.48 0.0074 0.44 0.0057 0.36
30 2000 0.1027 1.59 0.0108 1.36 0.0135 1.19

4 10 1000 0.0086 0.16 0.0010 0.18 0.0004 0.12
20 1500 0.0248 0.40 0.0035 0.41 0.0012 0.23
30 2000 0.0961 1.01 0.0062 1.15 0.0023 0.86

8 10 1000 0.0014 0.11 0.0002 0.12 0.0001 0.07
20 1500 0.0082 0.29 0.0017 0.30 0.0003 0.18
30 2000 0.0104 0.93 0.0024 0.98 0.0015 0.46

Table 6 Simulation results of Schaffer’s function

CPU Dim Gmax PPSO PQPSO PDCQPSO
Mean
best

Time Mean
best

Time Mean
best

Time

1 2 2000 0 0.27 7.56e-009 0.21 7.82e-014 0.18
2 2 2000 0 0.18 4.35e-012 0.10 4.92e-031 0.06
4 2 2000 0 0.10 8.65e-025 0.08 0 0.04
8 2 2000 0 0.07 6.52e-056 0.04 0 0.01

Fig. 1 Convergence process of the three algorithms on the Rosenbrock and Rastrigin functions
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5 Conclusions

This paper presents parallel o QPSO algorithm to solve complex optimization
problems. The proposed approach explores diversity enhancing mechanism to
increase diversity of swarm and avoid premature convergence of QPSO. To verify
the performance of PNSQPSO, different types of benchmark functions are tested in
the experiments, which show that PNSQPSO has better performance and higher
efficiency than PPSO and PQPSO algorithm. Along with the increase of the number
of processors, the speedup is more close to liner.

Acknowledgements Thanks to the support by the National Natural Science Fund (No. 71361008,
No. 71461008), and Hainan Province key projects (No.ZDXM20130080), and the Hainan Pro-
vince Natural Science Fund (No. 20151003).

Fig. 2 The mean running time of the three algorithms on the functions f1 ∼ f4 with swarm size 80
and dimension 30 averaged on 50 trail run

Fig. 3 The mean running time of PNSQPSO algorithms on the functions f1 and f5, f4 and f5
averaged on 50 trail run
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Intelligent Vehicle Scheduling with Soft
Time Window and Non-full Load
Constraint

Hai-xia Long, Cheng-yi Zhang and Hai-yan Fu

Abstract Vehicle scheduling belongs to a typical TSP (Traveling salesman
problem) problem in the field of combinatorial optimization. We design a vehicle
scheduling model with soft time window and non-full load constraints. The model
belongs to single-objective optimization with multiple constrains. This article uses
binary particle swarm optimization algorithm (BPSO) to solve the vehicle
scheduling model, combining constraint deviation value method for solving
constraint. Cross experiments are designed based on the number of customers and
the number of delivery vehicles. The experiment results show that BPSO algorithm
in short running time can resolve vehicle scheduling problem, and get a more
satisfactory solution to objective function, the number of vehicles customers
required, the distribution distance and path of the delivery vehicle. Thus it lays a
technical foundation for intelligent vehicle scheduling.

Keywords Binary particle swarm optimization algorithm ⋅ Constraints deviation
value ⋅ Vehicle scheduling ⋅ Delivery distance ⋅ Delivery path

1 Introduction

Vehicle Scheduling belongs to a typical TSP (Traveling salesman problem) prob-
lem in the field of combinatorial optimization, which is also the traveling salesman
problem. This problem not only has too many constraints, but also is a NP problem
with higher computational complexity. In recent decades, with the development of
computer technology, some complex optimization problems that can not be solved
in the past have obtained approximate solutions by swarm intelligence optimization
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algorithm, so intelligent optimization algorithm for solving complex problems is
becoming more and more important [1]. The swarm intelligence optimization
algorithm including genetic algorithms (GA) and particle swarm optimization
(PSO), due to their high versatility and no requirements for objective function
properties, have become the main method to solve complex optimization problems.

Some scholars have conducted research for the public transport vehicle
scheduling problem. Scholars in Brazil such as Maikol M. Rodriguesa, Cid C.
Sottzab, and Arnaldo V. Moura [2], give the optimized vehicle plan to reduce
operating costs under the passenger demand and constraints of technology condi-
tions. Xu et al. established the vehicles scheduling optimization model with the
object of the minimum vehicles quantity and the minimum total operating costs [3].
Homayouni et al. [4] presented a genetic algorithm (GA) to solve automated guided
vehicles. Xiao et al. proposed a new mathematical formulation to describe the
scheduling problem with hierarchical objectives and weighted tardiness [5].

Considering a variety of factors that affect vehicle scheduling problem, we
establish an intelligent vehicle scheduling model with soft time windows and
non-full load constraints, and use binary particle swarm optimization (BPSO)
algorithm to solve the model. PSO is a kind of stochastic optimization algorithms
proposed by Kennedy and Eberhart [6] that can be easily implemented and is
computationally inexpensive. Several authors developed strategies to improve PSO.
Deepa and Sugumaran improve the PSO evolutionary formula to effectively solve
the problem of higher order linear equations [7]; Epitropakis et al. proposed PSO
algorithm based on social and cognitive experience [8]; Mousa et al. proposed PSO
algorithm based on local search strategy for multi-objective optimization problem
[9]; Kennedy and Eberhart introduced discrete binary PSO (BPSO) [10], which can
be applied to discrete binary variables.

2 Vehicle Scheduling Model with Soft Time Window
and Non-full Load Constraints

2.1 Symbol Description

m is the number of delivery vehicles in distribution network;
F is the vehicle fix usage fee;
L is the maximum travel distance of the vehicle;
qi is the demand of the ith customer, sðqiÞ is the minimum number of vehicles

customer required

sðqiÞ= qi Z̸0½ �, if Z0 is divisible by qi
qi Z̸0½ �+1, if Z0 is not divisible by qi

�
ð1Þ
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n is the number of customer;
rij is distance from custom i to custom j;
cij represents the generalized cost from the customer i to j;
S is set of arbitrary customers;
V is set of all customers

2.2 Decision Variable

xijk =
1, if vehicle k is move from customer i towards customer j

0, other

�

yik =
1, if the tasks of customer i is performed by vehicle k

0, other

� ð2Þ

2.3 Vehicle Scheduling Model with Soft Time Window
and Non-full Load Constraint

Min T =Fm+ ∑
n

i=0
∑
n

j=0
∑
m

k=1
cijxijk + ∑

n

i=1
PðtiÞ, ð3Þ

ST:

max ∑
n

i=1
qiyik ≤ Z0, k=1, 2 . . .m ð4Þ

∑
n

i=0
∑
n

j=1
rijxijk ≤ L, k=1, 2 . . .m ð5Þ

∑
m

k =1
yik ≤ sðqiÞ, i=1, 2 . . . n, ð6Þ

∑
m

k=1
y0k =m, ð7Þ

t0 = T0 = 0 ð8Þ

ti >0, i=1, 2 . . . n ð9Þ
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Ti >0, i=1, 2 . . . n ð10Þ

ETi ≤ ti ≤ LTi, i=1, 2 . . . n ð11Þ

ti +Ti + tij + ð1− xijkÞT≤ tj, i=1, 2 . . . n, j=1, 2 . . . n, i≠ j ð12Þ

∑
n

i=1
xijk = yjk, j=1, 2 . . . n, k=1, 2 . . .m, ð13Þ

∑
n

j=1
xijk = yik, i=1, 2 . . . n, k=1, 2 . . .m, ð14Þ

xijkðxijk − 1Þ=0, i=1, 2 . . . n, j=1, 2 . . . n, k=1, 2 . . .m, ð15Þ

yikðyik − 1Þ=0, i=1, 2 . . . n, k=1, 2 . . .m, ð16Þ

∑
i, j∈ S

xijk ≥ 1, ∀S⊆V , k=1, 2 . . .m, ð17Þ

where, P(ti) is penalty costs of the ith customer; ti represents the time that distri-
bution vehicle needs to reach the ith customer; Ti is the time that loading and
unloading spent on the ith customer. tij is the time that vehicle needs to move from
the ith customer to jth customer. Equation (3) shows the total of costs of distribution
and penalties for violations the window are minimum; Eq. (4) indicates that the
vehicle k undertaken distribution tasks by an amount no greater than the load of the
vehicle; Eq. (5) indicates a delivery distance of the vehicle can not exceed the
maximum travel distance of the vehicle; Eq. (6) represents the client i at most one
vehicle is not loaded with its distribution services; Eq. (7) indicates that the amount
m cars start from the distribution center; Eqs. (8)–(12) shows time window con-
straints; Eq. (8) represents the travel time and loading and unloading times of the
vehicle in distribution center are 0; Eq. (9) represents the time that the vehicle reach
the customer i is non-negative; Eq. (10) represents the time that the customer i for
loading and unloading is non-negative; Eq. (11) indicating that the time the vehicle
reaches the customer i should meet their time windows; Eq. (12) represents the time
calculated formula from the customer i arriving to the customer j, that is the time
relationship between precursors node and subsequent node; Eqs. (13) and (14)
shows the relationship between two variables; Eqs. (15) and (16) represents the
both variables are binary variables constraints; Eq. (17) indicating that circuits of
delivery path are canceled.
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3 BPSO Algorithm in Solving Vehicle Scheduling Model

3.1 BPSO Algorithm

In this paper, BPSO is chosen since the position of each particle can be given in
binary string form (0 or 1), which adequately reflects the straightforward yes/no
choice as to whether or not a feature needs to be selected. The changes in particle
velocity and trajectory can be interpreted as a change in the probability of finding
the particle in one state or another; since this change is a probability, it is limited to
a range of {0.0 ∼ 1.0}.

Based on the principles of PSO, we set the required particle number first, and
then the initial coding string for each particle is generally created in such a way that
the population of the particles is distributed randomly over the search space. In this
study, we code each particle to imitate an SNP barcode in a BPSO. Each particle is
coded to a binary string in which the bit value {1} or {0} represents a selected or
non-selected feature respectively.

At every iteration, the particle’s trajectory is updated by the binary evaluation of
two “best” values, called pbest and gbest. The coordinates of each particle trajectory
are associated with the best solution (fitness) the particle has achieved so far. And
this fitness value is stored, and called pbest. When a particle takes the whole
population as its topological neighbor, the best solution is a global “best” solution
called gbest. Once the adaptive values pbest and gbest are obtained, the features of
the pbest and gbest particles can be tracked with regard to their position and
velocity. Each particle is updated according to the following equations.

vnewid =w× voldid + c1 × rand1 × ðpbestid − xoldid Þ+ c2 × rand2 × ðgbesti − xoldid Þ ð18Þ

if vnewid ∉ðVmin,VmaxÞ then vnewid =maxðminðVmax, vnewid Þ,VminÞ ð19Þ

Sðvnewid Þ= 1
1+ e− vnewid

ð20Þ

if ðSðvnewid Þ> randÞ then xnewid =1; else xnewid =0 ð21Þ

where w is the inertia weight, c1 and c2 are acceleration (learning) factors, and
rand, rand1 and rand2 are random numbers in the interval (0, 1). vnewid and voldid are
velocities for those updated particles and the particles before being updated,
respectively, xoldid is the original particle position (solution), and xnewid is the updated
particle position (solution). In Eq. (19), particle velocities of each dimension are
tried to a maximum velocity Vmax. If the sum of accelerations causes the velocity of

Intelligent Vehicle Scheduling with Soft Time Window … 495



that dimension to exceed Vmax, then the velocity of that dimension is limited to
Vmax. Vmax and Vmin are user-specified parameters (in our case Vmax = 1, Vmin = 0).

3.2 The Method of Constrained Deviation Value

Typically, processing constraints have two ways: the constraint deviation value and
the constraint deviation degree. In this paper, we use the constraint deviation value
[11].

Standard constraint deviation value is calculated as follows:

CðxÞ= ∑
q

j=1
wj

cjðxÞ
cmax
j

ð22Þ

where cj(x) is the jth constraint deviation value, which is calculated as follows in
Eq. (23); cj

max is the maximum of jth constraint deviation value,which is defined in
Eq. (24); wj = 1

q ; CðxÞ is the constraint deviation value of individual x.

cjðxÞ= maxð0, gjðxÞÞ, j=1, . . . , q
maxð0, hjðxÞ

�� ��− εÞ, j= q+1, . . . ,m

�
ð23Þ

cmax
j = max cjðxÞ

x
ð24Þ

Processing constraints deviation value is divided into two types: (1) the
constraint deviation value is added to each objective function value of each indi-
vidual, which simplifies the constraint problem to an unconstrained problem;
(2) regarding the constraint deviation value as a dimensional objective function
value, so that the objective function becomes k + 1 dimensions after the new
objective function can be optimized in non-constraint.

4 Experiments and Results

4.1 Initialization

The vehicle has a fixed cost of 200 yuan, the maximum travel distance of the
vehicle is 50 km, and customer demand is located between [50,400] 100 kg. The
decision variables xijk and yik are initialized based on the number of customer and
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the delivery vehicles. If the number of customer is 20 and the number of delivery
vehicles is 7, the decision variables xijk are seven matrix with size of 20 × 20, the
decision variables yik is a matrix with size of 20 × 7. Figure 1 shows the value of yik.
Time for loading and unloading cargo is in interval [60, 180].

In our experiment, the BPSO termination condition reaches at a pre-specified
number of iterations (in our case the number of iterations was 1000). Population
size is 20, the inertia weight w is decreasing linearly from 0.9 to 0.4, and accel-
eration (learning) factors C1 and C2 are set to 2.

Fig. 1 The value of yik
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4.2 Results

The number of customer is 30, the demand of each customer is 363, 143, 243, 64,
107, 148, 309, 98, 113, 361, 339, 350, 369, 198, 270, 268, 190, 170, 235, 141, 308,
380, 357,130, 398, 70, 398, 56, 71, 255 respectively. The number of distribution
vehicles is 4, 5, 6, 7 respectively. Table 1 summarizes the objective function value.
Figure 2 illustrates the convergence of BPSO algorithm.

A delivery distance of delivery vehicle is shown in Table 2, and the bar chart is
shown in Fig. 3.

Table 1 Objective function value (unit: yuan)

Vehicle = 4 Vehicle = 5 Vehicle = 6 Vehicle = 7

Fitness value 3202 3362 3511 3803 元

Fig. 2 The convergence of BPSO algorithm

Table 2 A delivery distance
of delivery vehicle

Distance

Vehicle = 4 46 46 34 50
Vehicle = 5 30 30 38 44 45
Vehicle = 6 26 31 20 20 36 43
Vehicle = 7 29 22 37 29 22 13 34
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The number of vehicles to customer needs is shown in Fig. 4.
Delivery path of delivery vehicle is described in Table 3.
The run time of BPSO algorithm is shown in Table 4.

Fig. 4 Customer demand for the number of vehicles

Fig. 3 A delivery distance of delivery vehicle
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5 Conclusions

In this paper, we introduce an approach of intelligent vehicle scheduling with
binary particle swarm optimization and constraints deviation value. The results of
our experiments show that the BPSO is a remarkably effective method for vehicle
scheduling.

From the above results shown in tables and figures, we can obtain the following
conclusion: when the number of customer is known, the more distribution vehicle it
has, the higher cost it spends; the more vehicles start from the distribution center,
the shorter delivery distance the vehicle has, and a delivery distance of delivery
vehicle does not exceed the maximum travel distance of 50 km; if the number of
customer is known, the fewer delivery vehicles, the longer the distribution route; if
the number of distribution vehicles is known, the more customer number, the higher
distribution cost.

From the running time of the BPSO algorithm, we state that with the increase of
the customer and the distribution vehicle, the running time of the algorithm
increases linearly. When the customer number is 20, the average running time of the
BPSO algorithm is 69.1353 s (about 1 min), and when the number of customers is
50, the average running time of the BPSO algorithm is 242.6622 s (about 4 min).
Therefore, BPSO algorithm can be used to solve the vehicle scheduling problem.

Acknowledgements This work was supported by the National Natural Science Fund
(No.71361008, No. 71461008), and Hainan Province key projects (No.ZDXM20130080), and the
Hainan Province Natural Science Fund (No. 20151003).
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Two-Stage Flow Distribution Model Based
on Multi-objective Optimization

Cheng-yi Zhang, Hai-xia Long and Hai-yan Fu

Abstract Efficiency and effectiveness of the logistics network is directly dependent
on network topology and flow distribution of logistics nodes and transport routes.
Flow distribution model based on multi-objective function belongs to NP- difficult
problem. The model consists of supply, demand and constraints of network
capacity and so on. The number of network paths will exponentially expand with
the size of the network, that is, when the number of various types of nodes
increases, the overall transportation route will rapidly increase. So we design a
“sliced, two-phase” flow distribution model of logistics network. Combining with
penalty-parameter-less method, we use particle swarm optimization (PSO) algo-
rithm to optimize the model so as to find the solution of multi-objective function.
Experiment results show that PSO algorithm with penalty function method can
obtain satisfactory solution of flow distribution and network usage in a short period
of time.

Keywords Logistics network ⋅ Flow distribution ⋅ Multi-objective function ⋅
Penalty function

1 Introduction

In practice, each logistics nodes and transport routes of the logistics network are
concerned with a number of evaluation criteria. During the flow distribution of
logistics network, we should consider the delivery time of goods, transport distance,
the network reliability and so on, apart from the logistics cost. Thus, the flow
distribution of the logistics network is actually the problem of multi-objective
decision making, namely, to find multiple targets overall optimal flow distribution
scheme.
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With the introduction of multi-objective and multi-objective optimization algo-
rithm, relevant researches of logistics network optimization are made from
single-objective optimization to multi-objective optimization [1–5]. Multi-objective
usually considers cost, profit, distance, time, timeliness and reliability. Reference [6]
discusses logistics network allocation of two goals such as cost and distance, and
proposes model conversion method similar to lexicographic ordering algorithm.
Reference [7] studies fuzzy transport problems of multi-objective and multi-mode, and
designs fuzzy compromise programming method for solving this problem. Reference
[8] studies center location of flow distribution problem with logistics cost and time
reliability as objective, and converts the multi-objective to single-objective based on
constraint method, and then uses greedy heuristic algorithm to solve problem. Ref-
erence [9] studies the inventory routing problem with time windows under conditions
of random demand, establishes inventory and distribution strategy optimization model
with inventory costs, order goods costs and distribution transport costs as goals, and
uses genetic algorithm with elitist to solve the model. Reference [10] considers the
needs and distribution path uncertain, and studies the emergency logistics and material
distribution facility location. Reference [11] studies fuzzy multi-objective location—
routing problem of the emergency logistics, establishes a model with goods delivery
time and cost as goals, and uses genetic algorithms to solve problems.

Logistics network flow models established in the above references have draw-
backs, that is, the number of the total transport routes will rapidly increase with the
number of various types of nodes increases. So we design a “sliced, two-stage”
logistics network flow distribution model. We combine particle swarm optimization
(PSO) with the first method to solve traffic model.

2 “Sliced, Two-Phase” Flow Distribution
Model of Logistics Network

2.1 Model Hypothesis

(1) Goods transported from the supply node to required node must via interme-
diate node. Intermediate node has part of storage capacity in addition to cargo
intermediate and distribution functions;

(2) Between each, supply node, intermediate node and demand node, there must
have only one transport route to connect them, without direct transport routes
between intermediate nodes;

(3) Demand for goods of the demand node is known;
(4) Supply cargo capacity of supply node and transport capacity of transport route

are determined;
(5) Cargo via the transport routes and the time consumed in logistics nodes are

determined.
(6) Freight vehicles have the same load Z0.
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2.2 Symbol Description

(1) Upper and lower standard
si indicates supply node, i = 1, 2,…, I; dj indicates demand node, j = i, 2,…, J;
mk indicates intermediate node, k = 1, 2,…, K; Lsmik indicates transport routes
from supply node si to intermediate node mk, i = l, 2,…, I, k = l, 2,…, K; Lmdkj
indicates transport routes from intermediate node mk to demand node dj, k = l,
2,…, K, J = 1, 2,…, J.

(2) Costs
csmik indicates transportation cost from supply node si to intermediate node mk;
cmdkj indicates transportation cost from intermediate node mk to demand node
dj; cmk indicates intermediate cost via intermediate node mk; chk indicates
inventory cost via intermediate node mk; C represents the total cost of the
logistics network of cargo;

(3) Time
tsmik indicates transport time of cargo from supply node si to intermediate node
mk; tmdkj indicates transport time of cargo from intermediate node mk to demand
node dj; tmk indicates unit intermediate time that the goods in intermediate node
u need; tkj = tmk + tmdkj represents the time of the lower logistics network from
intermediate node to demand node; tikj = tsmik + tmk + tmdkj represents the time
form supply node si to demand node dj via intermediate node mk; T represents
one path delivery time of logistics network.

(4) Capacity
yi
s indicates cargo supply capacity of supply node si; yj

d indicates demand for
cargo of demand node dj;
ymk indicates circulation capacity of intermediate node mk; yhk indicates storage
capacity of intermediate node mk; ysmik indicates capacity of transport route
Lsmik ; y

md
kj indicates capacity of transport route Lmdkj ;

(5) Usage
usmik indicates usage of transport route Lsmik ; u

md
kj indicates usage of transport

route Lmdkj ; umk indicates usage of intermediate node mk; uhk indicates an
intermediate node existing inventory usage; ui

s indicates usage of supply node
si; U represents the total usage of the logistics network.

(6) Decision variables
xsmik indicates logistics scale from supply node si to intermediate node mk; xmdkj
indicates logistics scale from intermediate node mk to demand node dj; xmk
indicates logistics scale via intermediate node mk; xhk represents the amount of
goods supplied directly to the demand node from the intermediate node.
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2.3 Model Building

Considering capacity constraints in transport route and logistics node, we build
following multi-objective function: logistics costs are minimized from supply node
to demand node via intermediate node; transport time of the longest one way is
minimum from supply node to demand node via intermediate node; and usage of
logistics network is maximum.

The flow distribution model is shown in Eqs. (1)–(4).

Min C= ∑
I

i=1
∑
K

k=1
csmik g

sm
ik ðxsmik Þ+ ∑

K

k =1
∑
I

i=1
cmdkj g

md
kj ðxmdkj Þ

+ ∑
K

k=1
ðcmk gmk ðxmk Þ+ chkg

h
kðxhkÞÞ

ð1Þ

Min T=maxftikj: xsmik xmk xmdkj >0g, i = 1, 2, . . . , I;

k = 1, 2, . . . , , K; j = 1, 2, . . . , J.
ð2Þ

MaxU= ∑
I

i=1
∑
K

k=1
usmik + ∑

K

k=1
∑
I

i=1
umdkj + ∑

I

i=1
usi + ∑

K

k=1
umk + ∑

K

k=1
uhk ð3Þ

∑
K

k=1
xsmik ≤ ysi , i=1, 2, . . . , I

∑
K

k=1
xmdkj = ydj , j=1, 2, . . . , J

xmk = ∑
J

j=1
xmdkj = ∑

K

k=1
xmdkj + xhk , k=1, 2, . . . ,K

xmk ≤ ∑
K

k=1
xmdkj + yhk ≤ ymk , k=1, 2, . . . ,K

xsmik ≤ ysmik i=1, 2, . . . , I, k=1, 2, . . . ,K
xmdkj ≤ ymdkj k=1, 2, . . . ,K, j=1, 2, . . . , J
xsmik , x

md
kj , x

m
k , x

h
k ∈N*, i=1, 2, . . . , I, k=1, 2, . . . ,K, j=1, 2, . . . , J

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

ð4Þ

N* is non-negative integers.

Equation (1) indicates that logistics costs is minimized. Where

∑
I

i=1
∑
K

k=1
csmik g

sm
ik ðxsmik Þ indicates the transport costs form supply node to intermediate

node; ∑
K

k=1
∑
I

i=1
cmdkj g

md
kj ðxmdkj Þ indicates the transport costs from intermediate node to

demand node; ∑
K

k=1
ðcmk gmk ðxmk Þ+ chkg

h
kðxhkÞÞ indicates that transfer costs and storage

costs of cargo are intermediate node. In Costs function cg(x), c is costs factor,
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g = g(x) is a function of flow x. Taking into account the non-full load will result
increasing of transportation costs, we set: gðxÞ=C*

0Z
*
0sðxÞ, where

sðxÞ=
x
Z0

h i
, if Z0 is divisible by x

x
Z0

h i
+1, if Z0 is not divisible by x

8<
: ð5Þ

is the minimum number required for the vehicle, C0 is unit transportation costs, Z0

is standard load.
Equation (2) indicates that the maximum one-way transit time is minimized.

One-way transit time consists of three parts, namely transport time of goods from
supply node to intermediate node, transit time in intermediate node, transport time
of goods from intermediate node to demand node.

Equation (3) represents maximum usage of logistics network, that is the total
sum of usage between supply node, intermediate node and demand node is maxi-
mize, in which calculation formula of usage is shown in Eq. (6).

u=
x y̸, x>0
1 x=0

�
ð6Þ

Equation (4) is showing constraints, respectively supply node capacity con-
straints, the demand for demand node constraints, flow balance constraints of
intermediate node, capacity constraints of intermediate node, capacity constraint of
transport routes, as well as non-negative integer constraints of flow.

Assumptions: a logistics network

(1) The number of supply node is I. The supply ability of the supply node i is ysi
(i = 1, 2,…, I); The total supply vector is: ys= ðys1, ys2, . . . , ysIÞ;

(2) The number of intermediate node is K.
There are I * K transport routes from supply nodes to intermediate nodes.

(3) The number of demand node is J; The demand of the demand node j is ydj
(j = 1, 2,…, J); The total demand vector is: yd= ðyd1, yd2, . . . , ydJÞ;

There are K * J transport routes from intermediate nodes to demand nodes. So,
there are I * K * J transport routes from supply nodes to demand node via inter-
mediate nodes. In practice, when the number of various types of nodes increases,
the total number of transport routes rapidly increases (for example, I = 20, K = 4,
J = at 100, I * K * J = 8000), which causes the massive increase of the flow model
computation. To this end, we have designed a “sliced, two-stage” optimization
model to solve this problem.
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2.4 “Sliced” Method

According to the actual scheduling of fresh food, we can assume that the inter-
mediate nodes and demand nodes in the suburbs are relatively evenly distributed, so
we can distribute the demand nodes evenly to the near intermediate nodes in
accordance with the “principle of proximity” and the intermediate nodes can dis-
tribute the goods to districts. Each intermediate node mk needs to ensure that the
service node is nk,

That is: D = D1 ∪ D2 ∪ ⋯ ∪ DK

D1 = ðd11, d11, . . . , d1n1Þ,D2 = ðd21, d21, . . . , d2n2Þ, . . . ,
DK = ðdK1, dK2, . . . , dKnK Þ

The total demand is: yD = yD1 ∪ yD2 ∪ ⋯ ∪ yDK where yD1 = yD1
1 , yD1

2

�
, . . . , yD1

n1 Þ,

yD2 = yD2
1 , yD2

2 , . . . , yD2
n2

� �
, . . . , yDK = ðyDK

1 , yDK
2 , . . . , yDK

nK Þ

n1 + n2 +⋯+ nK = J; There are n1, n2, . . . , nk transport routes respectively from
each intermediate node to demand node. The total transport route is
n1 + n2 +⋯+ nK = J. The demand for demand node via intermediate node k for
service is: yDk = ðyDk

1 , yDk
2 , . . . , yDk

nk Þ, (k = 1, 2,…, K).
So, there are I * J transport routes from supply nodes to demand node via

intermediate nodes.
In particular, when I = 20, K = 4, J = 100, if n1 = n2 = n3 = n4 = 25, then the

number of transport route is 2000.
According to our distribution agreement, we decompose flow distribution of

lower logistics network into K sub-distribution. The allocation model is as follows:
cmdikj indicates transportation cost from intermediate node mk to demand node

dij(j = 1, 2.…, ni); x
mdi
kj indicates the logistics scale from intermediate node mk to

demand node dij(j = 1, 2,…, ni).

2.5 “Two-Stage” Method

We use two-stage solution to the flow distribution illustrated in Figs. 1 and 2,
avoiding computational complexity excessive explosion with the number of paths
increasing.
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(1) Lower logistics network flow distribution model

MinClow = ∑
K

p=1
∑
np

j = 1
cmdppj gmdppj ðxmdppj Þ+ ∑

K

p=1
cmp g

m
p ðxmp Þ ð7Þ

Min T=maxftpj: xmdppj >0g, p = 1, 2, . . . , , K; j = 1, 2, . . . , np. ð8Þ

MaxU= ∑
K

p=1
∑
np

j=1
umdppj + ∑

K

p=1
ump ð9Þ

Fig. 1 Logistics network decomposition. a Upper logistics network, b lower logistics network

Fig. 2 Levels of logistics network decomposition. a Upper sub network, b lower sub network
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s.t.

xmdppj = ydpj , j=1, 2, . . . , np, p=1, 2, . . . ,K

xmp = ∑
np

j=1
xmdppj , j=1, 2, . . . , np, p=1, 2, . . . ,K

xmp ≤ ∑
I

i=1
xsmip + yhp ≤ ymP , p=1, 2, . . . ,K

xmdppj ≤ ymdppj j=1, 2, . . . , np, p=1, 2, . . . ,K

xmdppj , xmp ∈N*, j=1, 2, . . . , np, p=1, 2, . . . ,K

8>>>>>>>>>><
>>>>>>>>>>:

ð10Þ

N* is non-negative integers
(2) Upper logistics network flow distribution model

MinCup = ∑
I

i=1
∑
K

p=1
csmip g

sm
ip xsmip
� �

+ ∑
K

p=1
chpg

h
pðxhpÞ ð11Þ

MinT=maxftip: xsmip >0g, i = 1, 2, . . . , I; p = 1, 2, . . . , , K. ð12Þ

MaxU= ∑
I

i=1
∑
K

p=1
usmip + ∑

I

i=1
usi + ∑

K

p=1
uhp ð13Þ

s.t.

∑
K

p=1
xsmip ≤ ysi , i=1, 2, . . . , I

xmp = ∑
I

i=1
xsmip + xhp, p=1, 2, . . . ,K

xmp ≤ ∑
I

i=1
xsmip + yhp ≤ ymp , p=1, 2, . . . ,K

xsmip ≤ ysmip i=1, 2, . . . , I, p=1, 2, . . . ,K
xsmip ∈N*, i=1, 2, . . . , I, p=1, 2, . . . ,K

8>>>>>>>>>>><
>>>>>>>>>>>:

ð14Þ

N* is non-negative integers

3 Model Solution Based on PSO
and Penalty-Parameter-Less

3.1 PSO Algorithm

In the original PSO with M individuals [12], each individual is treated as an infinitesimal
particle in the D-dimensional space, with the position vector and velocity vector of
particle i, XiðtÞ= ðXi1ðtÞ,Xi2ðtÞ, . . . ,XiDðtÞÞ and ViðtÞ= ðVi1ðtÞ,Vi2ðtÞ, . . . ,ViDðtÞÞ.
The particle moves according to the following equations:
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Vijðt+1Þ=VijðtÞ+ c1 ⋅ r1 ⋅ ðPijðtÞ−XijðtÞÞ+ c2 ⋅ r2 ⋅ ðPgjðtÞ−XijðtÞÞ ð15Þ

Xijðt+1Þ=XijðtÞ+Vijðt+1Þ ð16Þ

for i=1, 2, . . . ,M; j=1, 2, . . . ,D. The parameters c1 and c2 are called the accel-
eration coefficients. Vector Pi = ðPi1,Pi2, . . . ,PiDÞ known as the personal best
position, is the best previous position (the position giving the best fitness value so
far) of particle i; vector Pg = ðPg1,Pg2, . . . ,PgDÞ is the position of the best particle
among all the particles and is known as the global best position. The parameters
r1 and r2 are two random numbers distributed uniformly in (0, 1), that is r1, r2 ∼
U(0, 1). Generally, the value of Vij is restricted in the interval [−Vmax, Vmax].

3.2 Target Weighting Method

Flow distribution model is multi-objective function. In this paper we convert
multi-objective optimization function into single-objective optimization based on
target weighting method. The basic idea is to give each objective function for each
weighting factor, then all the target components are multiplied by weighting factor, at
last all components are coupled together to form a new single objective function. So
we can use single objective optimization algorithm to find the solution of the model.

Target weighting formula is as follows:

FðxÞ= ∑
m

i=1
λifiðxÞ ð17Þ

where λi(i = 1,…, m) is weighting factor of objective function fi(x), and ∑
m

i=1
λi =1.

3.3 Penalty-Parameter-Less for Constraint

This paper uses penalty-parameter-less [13] to handle constraint of flow distribution
model. Each constraint has a penalty parameter, when the individual of population
does not meet the constraints, the fitness function will be punished.

Multi-objective optimization problem is described as follows:

Min y=FðxÞ= ðf1ðxÞ, f2ðxÞ, . . . , fmðxÞÞ
s.t. giðxÞ≤ 0, i=1, 2, . . . , h;

hiðxÞ=0, i= h+1, h+2, . . . , q

x∈X ∈Rn, y∈ Y ∈Rm

8>>><
>>>:

ð18Þ
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For inequality constraints, we use penalty parameter max giðxÞ, 0f g; For equality
constraints, we use penalty parameter hiðxÞj j.

4 Experiments and Results

4.1 Experiments for Lower Logistics
Network Flow Distribution Model

4.1.1 Initialization

In our experiment, the PSO termination condition is reached at a pre-specified
number of iterations (in our case the number of iterations was 1000). Population
size is 20, the inertia weight w is decreasing linearly from 0.9 to 0.4, and accel-
eration (learning) factor C1 and C2 are set to 2.

The number of demand customer is 100. The number of intermediate node is 4,
that is, there are four areas in lower logistics network. Assume that the number of

demand customers in each area is 25. So transportation cost factor cmdppj forming

intermediate node mp to demand code dpj is a matrix with size 4 × 25.cmdppj is ini-

tialized in interval [5, 10]. Capacity ymdppj of transport routes Lmdppj is also a matrix with
size 4 × 25 and is initialized in interval [5, 8]. Circulation capacity ymp of intermediate

node mp is a vector with size 1 × 4 and is initialized [200, 250]. Demand ydpj of
demand nodes is a matrix with size of 4 × 25. Unit transportation cost is initialized to
4 Yuan, the standard deadweight of a vehicle is initialized to 2 tons.

Through the above initial value and constraints of Eq. (10), we can conclude: the

decision variables xmdppj from intermediate node mp to demand node dpj can be ini-

tialized a matrix with size 4 × 25, and is less than ymdppj ; The decision variables xp
m by

intermediate node can be initialized by a vector with size 1 × 4, and is less than yp
m.

4.1.2 Results

Lower logistics network distribution model is the multi-objective function with
constraints, and converted into a single objective function with constraints based on
the target weighting method. When the fitness function is respectively:
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Fitness low1ðxÞ=0.1*Clow − 0.9*U, Fitness low2ðxÞ=0.2*Clow − 0.8*U,

Fitness low3ðxÞ=0.3*Clow − 0.7*U,

Fitness low4ðxÞ=0.4*Clow − 0.6*U, Fitness low5ðxÞ=0.5*Clow − 0.5*U,

Fitness low6ðxÞ=0.6*Clow − 0.4*U,

Fitness low7ðxÞ=0.7*Clow − 0.3*U, Fitness low8ðxÞ=0.8*Clow − 0.2*U,

Fitness low9ðxÞ=0.9*Clow − 0.1*U,

We can obtain the value of fitness function, Logistics costs and logistics network
usage shown in Table 1.

The results in Table 1 show that logistics costs function and logistics network
usage function assign different weight factor resulting in different objective function
value. Our goal is to minimize logistics costs, to maximize logistics network usage.
So the following single objective function obtains better result: Fitness_low1,
Fitness_low4, Fitness_low5.

Figure 3 illustrates the convergence of objective function. The results in Fig. 3
show that with the increase of the iterations number, the objective function value is
smaller, gradually moving towards convergence.

Table 1 The value of objective function, logistics cost function, logistics network usage function

Fitness_low1 Fitness_low2 Fitness_low3 Fitness_low4 Fitness_low5

Fitness 1.7835e + 003 3.7587e + 003 5.6762e + 003 7.3488e + 003 8.6016e + 003

Clow 18352 19000 19088 18568 17248

U 58.9276 58.1167 56.6214 58.3639 47.5932

Fitness_low6 Fitness_low7 Fitness_low8 Fitness_low9

Fitness 1.1184e + 004 1.3341e + 004 1.4492e + 004 1.5648e + 004

Clow 18672 19112 18480 17392

U 56.2586 58.8502 55.3139 52.2484

The bold font denote the objective function and the better results.

Fig. 3 The convergence of objective function
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When the objective functions are respectively Fitness_low1, Fitness_low4, Fit-

ness_low5, we can obtain the value Logistics capacity xmdppj from intermediate node

mp to demand node dpj, which is shown in Fig. 4. xmdppj is less than ymdppj in transport

routes Lmdppj .
The values of decision variables xp

m via intermediate node are shown in Table 2.
Table 2 shows that xp

m meets the constraints condition in Eq. (10).
The running time of PSO algorithm is shown in Table 3. Table 3 shows that

when the population size is 29, the number of iteration of PSO is 1000, the average
running time of PSO is 64.5781 s. Therefore, based on multi-objective particle
swarm optimization algorithm, we can find the solution of lower logistics network
distribution model in a short period of time.

Table 3 The running time of PSO (unit: second)

Fitness_low1 Fitness_low2 Fitness_low3 Fitness_low4 Fitness_low5

Run time 58.1786 66.8475 59.6456 67.5020 64.5945
Fitness_low6 Fitness_low7 Fitness_low8 Fitness_low9 Average

Run time 70.6910 72.5468 59.2291 61.9682 64.5781
The bold font denote the objective function and the better results.

Fig. 4 The value of xmdppj

Table 2 The value of xp
m

Fitness Fitness_low1 Fitness_low4 Fitness_low5

xp
m 82 74 78 79 75 67 91 83 63 68 68 85
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4.2 Experiment for Upper Logistics Network Flow
Distribution Model

4.2.1 Initialization

The number of supply node is 20. The number of intermediate node is 4. The
transportation cost factor cip

sm forming supply node si to intermediate node mp is a
matrix with size of 20 × 4 and is initialized to integer in interval [5, 10]; Inventory
cost factor cp

h via intermediate node is a vector with size of 1 × 4 and is initialized to
integer in interval [5, 10]; The capacity yip

sm of transport routes Lip
sm is a matrix with

size of 20 × 4 and initialized to integer in interval [3, 5]. Circulation capacity yp
h via

intermediate node mp is a vector with size of 1 × 4 and initialized to integer in
interval [60, 100]. Unit transportation cost is initialized to 4 Yuan, and the standard
deadweight of a vehicle is initialized to 2 tons.

Through the above initial value and constraints of Eq. (14), we can conclude: the
decision variables xip

sm from supply node si to intermediate node mp can be initial-
ized by a matrix with size 20 × 4, and is less than yip

sm; The decision variables xp
h via

intermediate node to demand node can be initialized by a vector with size 1 × 4.

4.2.2 Results

Upper logistics network distribution model is also multi-objective function with
constraints, and is converted into a single objective function with constraints based
on the target weighting method. When the fitness function is following:

Fitness p1ðxÞ=0.1*Clow − 0.9*U, Fitness up2ðxÞ=0.2*Clow − 0.8*U,

Fitness up3ðxÞ=0.3*Clow − 0.7*U,

Fitness up4ðxÞ=0.4*Clow − 0.6*U, Fitness up5ðxÞ=0.5*Clow − 0.5*U,

Fitness up6ðxÞ=0.6*Clow − 0.4*U,

Fitness up7ðxÞ=0.7*Clow − 0.3*U, Fitness up8ðxÞ=0.8*Clow − 0.2*U,

Fitness up9ðxÞ=0.9*Clow − 0.1*U,

We can obtain the value of fitness function, Logistics costs and logistics network
usage shown in Table 4.

The results in Table 4 show that logistics costs function and logistics network
usage function are assigned by different weight factor resulting in different objec-
tive function value. Our goal is to minimize logistics costs, to maximization
logistics network usage. So the following single objective function obtains better
results: Fitness_up3, Fitness_up4, Fitness_up8.
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Figure 5 illustrates the convergence of objective function. The results in Fig. 5
show that with the increase number of iterations, the objective function value is
smaller, gradually moving towards convergence.

The values of decision variables xp
h are shown in Table 5. xp

h meets the constraints
condition.

The running time of PSO algorithm is shown in Table 6. Table 6 shows that
when the number of people is 20, the number of iteration of PSO is 1000, and the

Table 4 The value of objective function, logistics cost function, logistics network usage function

Fitneess_up1 Fitness_up2 Fitness_up3 Fitness_up4 Fitness_up5

Fitness 912.7811 1.9157e + 003 2.9489e + 003 3.9240e + 003 4.8138e + 003
Clow 9928 9928 10040 9944 9712
U 88.9099 87.3953 90.1067 89.2643 84.3981

Fitness_up6 Fitness_up7 Fitness_up8 Fitness_up9

Fitness 5.9362e + 003 6.8898e + 003 7.9120e + 003 9.0199e + 003
Clow 9952 9880 9912 10032

U 87.5636 87.3730 88.0700 88.6173
The bold font denote the objective function and the better results.

Fig. 5 The convergence of objective function

Table 6 The run time of PSO (unit: second)

Fitness_up1 Fitness_up2 Fitness_up3 Fitness_up4 Fitness_up5

Run time 36.0037 35.3577 34.9760 35.0583 39.4409
Fitness_up6 Fitness_up7 Fitness_up8 Fitness_up9 Average

Run time 35.0304 35.0881 53.9804 38.9201 38.2062

Table 5 The value of xp
h

Fitness Fitness_up3 Fitness_ up4 Fitness_up8

xp
h 0 10 2 10 0 14 2 10 6 17 7 10
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average running time of PSO is 38.2062 s. Therefore, based on multi-objective
particle swarm optimization algorithm, we can find the solution of upper logistics
network distribution model in a short period of time.

5 Conclusion

For flow distribution problem, this article design the “sliced, two-stage” flow
distribution model for practical application, which consists of the lower logistics
network flow distribution model and the upper logistics network flow distribution
model. The model is multi-objective optimization problem with multiple constraints.
We solve the two-stage model based on PSO and penalty-parameter-less method.
The results of the above tables and graphs show that PSO can find logistics scale
from supply node to intermediate node and from intermediate node to demand node,
logistics scale and inventory of intermediate node. Viewing from the algorithm
running time, we see that the model can solve the problem in about a minute, so PSO
algorithm can be used to resolve flow distribution problems in a short period of time.
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A New Method to Obtain Deep Ocean
Current Velocity from Argo Floats

Jian-guo Qian and Yong-liang Han

Abstract The ADCP (Acoustic Doppler Current Profiler) has been widely used to
achieve three dimensions’ current velocities directly at any layer in the ocean.
However, the coverage of ADCP is limited. The widely delivery of Argo floats
provides a new way to obtain the deep ocean current. To make full use of Argo
floats to achieve Deep Ocean current, a new processed unit is posed here. Adaptive
Kalman filter is introduced to process the time series. A numerical simulation has
been carried out to validate the effect of three different analysis methods for various
data source. The simulation results suggest the feasibility and stability of adaptive
Kalman filter for the unit process. This method has been applied to the different
depth’s Argo floats, and the corresponding error estimation is given out. The
accuracy has been improved dramatically compared with the unfiltered.

Keywords ADCP ⋅ Argo floats ⋅ Model ⋅ Adaptive Kalman filter ⋅
Numerical simulation

1 Introduction

To get the ocean current velocity, either the ocean surface or the deep current, we
get it directly or indirectly through measurement. The three dimensions’ current
velocities can be achieved by ADCP (Acoustic Doppler Current Profiler) at any
layer directly, and the TAO (Tropical Atmosphere Ocean) array provides us with
real-time data from moored ocean buoys but few measurements are available. With
the development of satellite technology, satellite altimetry has become one of the
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most useful methods to observe sea-surface velocity field globally [1]; Ki-mook
Kang and Duk-jin Kim introduced a new method to extract more accurate ocean
surface current velocity [2]. The satellite-tracked drifter has emerged, giving us
indirectly ways to achieve the ocean current velocity [3], but it only provides us
with surface velocity. Two autonomous profiling were deployed successfully in the
East/Japan Sea in 1996 [4], and the Argo program has been formed in 2000. With
the increasing deployment of Argo in the ocean, Argo plays a crucial role in
oceanography [5], giving us a new way to study the surface ocean or the deep ocean
current velocity.

To get the ocean current velocity, especially in indirect ways, the motion model
of Argo or the motion model of sea water (because sea water is the carrier of Argo)
must be taken into account. Jone Jin Park and Kuh Kim have developed an analysis
method based on least-square principle to determine the ocean surface and deep
ocean current velocity [4]. Xie and Zhu introduced Kalman filter into the estimation
of the current of surface and mid-depth [6]. These two methods are under the
presumption that a surface trajectory of Argo float is dominated by a constant
current and inertial oscillation. However, detailed control schema must be adopted
to obtain the position and time information, leading to a lot of floats out of usage.
Because the position and time are just the byproduct compared with temperature
and salinity information and usually are not full enough to perform detailed control.
We need to provide a new method to make full use of the mass data. This paper
presents a new processing method. The paper provides us with a new processing
unit, extends Kalman filter method for unstable motion, and then introduces the
adaptive Kalman filter into the processing of deep ocean current velocity from Argo
floats. Further studies on the regional statistical analysis of deep ocean velocity will
be summarized in our next study.

2 Analysis Method

Detailed analysis of Argo floats was given out by Park to obtain the deep ocean
current velocity. To get the deep current velocity, the surfacing and diving positions
must be extrapolated from the fix points of the sea-surface [4]. However, the
position information is just the byproduct of Argo floats [7, 8]; the information is
generally not enough to perform the detailed analysis. The float is under water most
of the time of a cycle (Fig. 1): the average value of staying at the surface is 10.1 h
and the average value of staying underwater is 9.1 days [9]. The average value of
the positions during one cycle was processed as a unit in the time series to analyze
the Argo floats’ trajectory in deep ocean.
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2.1 Unit

Because of the lack of information to perform the detailed analysis and the
underwater time’s high proportion in one cycle, the unit was proposed to delegate
the position in the cycle. The unit is defined as follows:

Pi = ∑ni
k=1 Pik

� �
n̸i

Ti = ∑ni
k=1 Tik

� �
n̸i

(
ð1Þ

where i is the index of the cycle; Pik = ðXik , Yik Þ, is the fixed point at Tik at the
surface; ni is the number of fixed points in this cycle.

Supposing that the variance of each fixed points is Qik and the covariance
between the fixed points is zero. The variance of the unit can be calculated as
follows:

Qi = ð∑ni
k =1 Qik Þ n̸2i ð2Þ

2.2 Motion Models

The motion of Argo floats is complicated, and three basic motion models are listed
in this section.

Fig. 1 Unit in the time series
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2.2.1 CVM (Constant Velocity Model)

The formula is as follow:

P = P0 +VT ð3Þ

The discrete form is:

Pk = Pk− 2 +Vk− 1ΔT ð4Þ

wherePk = ðXk ,YkÞ, is the Argo’s position at Tk; ΔT = Tk − Tk− 2; Vk− 1 = (Pk− 1 −
Pk − 2Þ/ðTk − 1 − Tk− 2Þ.

In this model, a position can be calculated from the previous two points, but it is
under the presumption that the velocity in ΔTi− 1 is the same with ΔTi− 1.

2.2.2 CM (Coriolis Model)

This model is derived from Coriolis force because of earth rotation; the differential
equation form is as follow:

du
dt

− fv=0

dv
dt

+ fu=0

8><
>: ð5Þ

where
u is the parallel circle portion of current velocity;
v is the meridian portion of current velocity;
f is the Coriolis parameter, which can be calculated from the latitude. The

practical form is [4]:

Xk =Xi + X0 −Xið Þ cosð− fΔ TkÞ− ðY0 −YiÞ sinð− fΔ TkÞ
Yk = Yi + X0 −Xið Þ sinð− fΔ TkÞ+ ðY0 − YiÞ cosð− fΔ TkÞ

�
ð6Þ

where
ðXi, YiÞ is the center of the inertial motion;
ðX0,Y0Þ is the origin position of the inertial motion;

The recursive form is as follow:

Xk =Xk− 2 + uk− 1f − 1 sinðfΔTÞ+ vk− 1f − 1½1− cosðfΔ TÞ�
Yk = Yk− 2 + vk− 1f − 1 sinðfΔ TÞ− uk − 1f − 1½1− cosðfΔ TÞ�

�
ð7Þ
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In this model, a position can be calculated from the previous two points, but it is
under the presumption that the three points are in the same inertial motion circle.

2.2.3 CBM (Combined Model)

This model is the combination of CM and CVM, the practical form is as follow:

Xk =Xi + X0 −Xið Þ cosð− fΔTkÞ− ðY0 −YiÞ sinð− fΔTkÞ+ u1ΔTk
Yk = Yi + X0 −Xið Þ sinð− fΔTkÞ+ ðY0 − YiÞ cosð− fΔTkÞ+ v1ΔTk

�
ð8Þ

In this model, at least 3 fixed points are needed to calculate the parameters;
Least-square method will be used to achieve the optimal estimation for more fixed
points.

The recursive form is as follow:

Xk =Xk− 2 + αuk− 1Δ Tk + β uk− 1f − 1 sinðfΔ TÞ+ vk− 1f − 1½1− cosðfΔTÞ�� �
Yk = Yk− 2 + αvk− 1Δ Tk + β vk− 1f − 1 sinðfΔ TÞ− uk− 1f − 1½1− cosðfΔ TÞ�� ��

ð9Þ

In this model, a position can be calculated from the previous two points, but it is
difficult to determine the weight between CM and CVM, that is, how to determine
the parameters α and β. In essence, the motion of floats is conceived as the com-
bination of linear motion and nonlinear motion. This model was adopted in the
following analysis methods.

2.3 Analysis Methods

Considering the physical process of Argo floats in the deep ocean, CBM is adopted
here. Based on the model, three different analysis methods are described as follows:

2.3.1 Least Square

As shown in formula (8), (6) unknown parameters (ul, vl,Xi, Yi,X0, Y0) are needed
to be calculated to determine the motion of Argo float. The error equation is as
follow:

V
n×1

= A
n×1

bx
n×1

− l
n×1

ð10Þ
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where

V =

V1X

V1Y

V2X

V2Y

⋮
Vn 2̸X

Vn 2̸Y

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA
,bx =

uL
yL
x0
y0
⋮
xi
yi

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA
, l =

P1

P2

⋮
Pn 2̸

0
BBB@

1
CCCA−Abx0,

A =

Δt1 0 cosðfΔt1Þ sinðfΔt1Þ 1− cosðfΔt1Þ − sinðfΔt1Þ
0 Δt1 − sinðfΔt1Þ cosðfΔt1Þ sinðfΔt1Þ 1− cosðfΔt1Þ
Δt2 0 cosðfΔt2Þ sinðfΔt2Þ 1− cosðfΔt2Þ − sinðfΔt2Þ
0 Δt2 − sinðfΔt2Þ cosðfΔt2Þ sinðfΔt2Þ 1− cosðfΔt2Þ
⋮ ⋮ ⋮ ⋮ ⋮ ⋮

Δtn 2̸ 0 cosðfΔttn 2̸Þ sinðfΔttn 2̸Þ 1− cosðfΔttn 2̸Þ − sinðfΔttn 2̸Þ
0 Δttn 2̸ − sinðfΔttn 2̸Þ cosðfΔttn 2̸Þ sinðfΔttn 2̸Þ 1− cosðfΔttn 2̸Þ

8>>>>>>>>>>><
>>>>>>>>>>>:

9>>>>>>>>>>>=
>>>>>>>>>>>;

and bx0 is the approximate value of x ̂.
To achieve x ̂ in optimal way, the cost function J =VTWV (W is the weight

matrix of the observation) must be minimized, that is:

J =VTWV =min→
∂VTWV

∂bx =2VTWA=0 ð11Þ

The transposed form of (11) is:

ATWV =0 ð12Þ

Combining formula (10) and (12), the optimal estimation of bx can be achieved:

x ̂= ðATWAÞ− 1ðATWÞl ð13Þ

2.3.2 Kalman Filter

The former analysis method is under the presumption that the Argo floats’ motion
mode is single or the motion parameters are invariable which is impossible. To
make full use of the former observation data and the real time data, Kalman filter is
adopted here. To make full use of the former information to predict the following
position, the previous two points are used in the formula (14).
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X ̄k =Xk− 2 + α uk− 1Δ Tk + β uk− 1f − 1 sin fΔ Tð Þ+ vk− 1f − 1 1− cos fΔ Tð Þ½ �� �
Yk̄ = Yk− 2 + α vk− 1Δ TK + β vk− 1f − 1 sin fΔ Tð Þ− uk− 1f − 1 1− cos fΔ Tð Þ½ �� ��

ð14Þ

where
(Xk ,Yk) is the predicted position;
(uk− 1, vk− 1) can be calculated from the previous two points, that is:

uk − 1 = ðXk− 1 −Xk− 2Þ Δ̸ Tk− 2, k− 1 and vk− 1 = ðYk− 1 −Yk− 2Þ Δ̸ Tk− 2, k− 1.

In fact, the formula is the discrete form of the system equation.
In other hand, the position can be achieved from the direct observation. The

observation equation is:

XK =Xok

Yk = Yok

�
ð15Þ

The error equation form of system and observation equations is:

VPk
= bpk − pk

VK = bpk − pok

�
ð16Þ

where
pk = ðXk ,YkÞ, which can be achieved from formula (14) and the covariance can

be obtained; P0k = ðX0k,Y0kÞ, is the observation.
To achieve bpk in optimal way, the cost function JðkÞ=VT

k WkVk +VT
Pk
WPk

VPk
.

(Wk is the weight matrix of the observation and WPk
is the weight matrix of the

predicted value) must be minimized, that is:

dJ kð Þ
dpk

=2VT
k Wk +2VT

Pk
WPk

=0 ð17Þ

Combining formula (17) and (12), the optimal estimation of bpk can be achieved:

bpk = Wk +WPk

� �− 1
WkPok +WPk

Pk

� �
ð18Þ

And the covariance of bpk also can be obtained for the next filtering process.

2.3.3 Adaptive Kalman Filter

Kalman filter takes the former observation and the real time observation into
account, but the weight between former and real time information is equal.
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Adaptive Kalman filter is adopted here to adjust the weight between former and real
time information in a reasonable way. The principle of adaptive Kalman filter is
similar to Kalman filter. The cost function of adaptive Kalman filter is:

J kð Þ=VT
k WkVk + ηkV

T
Pk
WPk

VPk
ð19Þ

where
η is the adaptive factor, which can be calculated from the previous information;

dJðkÞ
d bpk =2VT

k Wk +2ηkV
T
Pk
Wpk =0 ð20Þ

Combining formula (20) and (12), the optimal estimation of bpk can be achieved:

bpk = ðWk + ηkWPk
Þ− 1ðWkP0k + ηkWPk

PkÞ ð21Þ

3 Result

3.1 Numerical Simulation

Because of the variability of theArgofloat inDeepOcean, a numerical simulation was
performed to evaluate the effect of the three analysis methods. All the data here was
generated based on the presumption that the motion of Argo floats was the combi-
nation of linear motion and inertial motion. So the motion or the data was decided by
the linear parameters (ul, vl) and the inertial parameters (Xi, Yi,X0,Y0). Four kinds of
data were generated here: constant linear parameters and constant inertial parameters
(CLCI), variable linear parameters and constant inertial parameters (VLCI), constant
linear parameters and variable inertial parameters (CLVI), variable linear parameters
and variable inertial parameters (VLVI). As shown in Fig. 2.

The sixth point is the turning point, after this the linear or the inertial parameters
are changed and the corresponding trajectories are changed. These four kinds of
data are the basic simulation data for the following analysis.

First of all, the least-square method is applied to obtain the motion parameters,
including the linear parameters and inertial parameters, and then the parameters are
used to get the position series. The effect of least-square method is shown in Fig. 2.
At the turning point, CLCI presents stable attribute, and the others present unstable
attribute not only at turning point but also in the total time series. The departure of
the calculated results from the actual data is listed in Fig. 2. The departure of VLVI
is obvious greater than others, and the CLCI departure is just around 1000 m in a
stable way. To achieve better results for all kinds of data, the Kalman filter method
is applied. The effect of Kalman filter is shown in Fig. 3. Compared with
least-square method, the Kalman filter is more accuracy. The departure of all kinds
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of data is smaller than the correspondence of the previous method. The departure of
VLVI is also greater than others. The effect of adaptive Kalman filter is slightly
better than Kalman filter. Table 1 shows the standard deviation (STD) of different
time series for different methods. The STD of CLCI is the smallest and the STD of
VLVI is the greatest. The STD of VLVI is greater than CLVI and VLCI, which

Fig. 2 Four kinds of simulation data

Fig. 3 The effects of least-square method in various data
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suggests that the complicated level of motion is a crucial factor for the least-square
method. Adaptive Kalman filter can achieve better results for all kinds of data
(Figs. 4 and 5).

3.2 The Deep Ocean Current Velocity from Argo Floats

Adaptive Kalman Filter is adopted here to calculate the unit position, three floats of
different parking depth are calculated to determine the trajectory of floats, and then
the current velocity from the trajectory. The ID of floats are 69036, 5900764, and
5900768. The parking depth are 400 m, 1000 m, and 1750 m respectively. The
accuracy of the estimation unit P can be calculated from the formula (21). The

Table 1 Standard deviation
(m)

Data method
CLCI VLCI CLVI VLVI

Least-square 817 1343 1131 1629
Kalman filter 362 424 463 515
Adaptive Kalman
filter

358 420 459 510

Adaptive Kalman
filter

358 420 459 510

Fig. 4 The effects of Kalman filter in various data
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accuracy of filtered and unfiltered is shown in Fig. 6, The solid line is the unfiltered
accuracy and the dash line is the filtered accuracy. From the three groups of data;
we can come into a conclusion that through the adaptive Kalman filter method the
accuracy of the position of the unit is dramatically improved.

Fig. 5 The effects of adaptive Kalman filter in various data

Fig. 6 The accuracy of filtered and unfiltered unit
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Position of the unit is determined, and the current velocity can be calculated as
follow:

Vk = ðPk+1 −PkÞ Δ̸ Tk ð22Þ

And the accuracy of Vk can be derived from the accuracy of Pk+1 and Pk .

4 Conclusion

To make full use of Argo floats to determine the deep ocean current velocity, the
processing unit is defined here. Three different motion models are presented; the
combined model is adopted for the analysis. In comparing the unit position obtained
from the least-square method, Kalman filter, and adaptive Kalman filter we analyze
their effects to various data source. The results show that the Least-square method is
sensitive to the variability of motion model; the Kalman filter can achieve stable
result for various data source; and the adaptive Kalman filter can achieve perfect
result. The adaptive Kalman filter is applied to Argo floats with different parking
depth to obtain the unit position, and then the current velocity. The corresponding
error estimations are presented. We come into a conclusion that the accuracy of unit
position is dramatically improved through adaptive Kalman filter. The application
of this method for the regional research of current will be presented in the following
research.
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Quantum State Sharing for Networks
Using the GHZ Channel

Jun Liu, Zhi-wen Mo and Shu-qin Sun

Abstract In this paper, we investigate the quantum state sharing scheme for the

satellite-to-ground quantum communication network using the GHZ channel.

A single-qubit state network communication scheme is presented. Through entan-

glement swapping, the teleportation scheme is feasible. The probability of successful

transition is 1. For a two-particle qubit state, we consider a sharing state scheme in

the framework of the satellite-to-ground quantum communication network using the

GHZ channel. In this scheme Alice has to share a quantum state with Bob and Char-

lie through networks such that the collaboration of Bob and Charlie can reconstruct

the quantum state, while one of them cannot obtain anything about the quantum

state. Through carrying out Bell measurements, local von Neumann measurements,

appropriate unitary operations, we can obtain perfect the success probability of shar-

ing two-particle quantum state.

Keywords Quantum entanglement ⋅ Entanglement swapping ⋅ Communication

network

1 Introduction

Secret sharing is one of the useful tools in the cryptographic applications. Quan-

tum secret sharing is the generalization of classical secret sharing to the quan-

tum scenario, and it has attracted much attention since 1999 [1, 2]. The original

quantum secret sharing scheme, Hillery et al. originally considered quantum secret

sharing via three-particle and four-particle entangled Greenberger-Horne-Zeilinger
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(GHZ) states. Since the publication of this pioneering work, several variations and

theoretical expansions of quantum secret sharing have been reported. Recently,

some research [3–5] has focused on quantum secret sharing because of its poten-

tial application in quantum information theory. Some developments have shown that

both classical information and quantum information can be shared with quantum

mechanics.

Quantum resources allow secret sharing to be extended in two ways: the security

of classical information sharing in crypto-communication systems [6, 7]; and they

can extend secret sharing to include the dissemination of quantum states [8–10] in

the context of quantum information science. The second class of protocols, which

we term quantum state sharing, have broad ramifications across quantum information

science. Teleported states, quantum computer output states, and quantum keys used

for quantum cryptography can all be securely distributed using quantum state shar-

ing. Furthermore quantum state sharing can be used to distribute entanglement over

distances and through unreliable channels, and is an enabling step towards quantum

error correction.

However, litter of the existing quantum state sharing protocols have considered in

the networks case. So, how to share a quantum state in the network models? It is very

interesting to investigate the quantum state sharing [11] scheme for networks. In this

paper, we investigate the quantum state sharing scheme for the satellite-to-ground

quantum communication network [12] using the GHZ channel [13]. A single-qubit

state network communication scheme is presented. Through entanglement swapping

[14, 15], the teleportation scheme is feasible. The probability of successful trans-

mission is 1. For a two-particle qubit state, we consider a sharing state scheme in

the framework of the satellite-to-ground quantum communication network using the

GHZ channel. In this scheme Alice has to share a quantum state with Bob and Char-

lie through networks such that the collaboration of Bob and Charlie can reconstruct

the quantum state, while one of them cannot obtain anything about the quantum

state. Through carrying out Bell measurements, local von Neumann measurements,

appropriate unitary operation, we can obtain perfect the success probability of shar-

ing two-particle quantum state.

2 The GHZ Channel and Entanglement Swapping

Let us begin with a brief review of quantum channel using the GHZ state and entan-

glement swapping. In this paper, a three particle entanglement is used as quantum

channel. There is a complete set of the three particle entangled states of the form

1∕
√
2[|000⟩ ± |111⟩], 1∕

√
2[|001⟩ ± |110⟩],

1∕
√
2[|010⟩ ± |101⟩], 1∕

√
2[|011⟩ ± |100⟩]. (1)

They can be transformed into each other through unitary operations. Without loss

of generality, a triplet of the GHZ form can be chosen as the quantum channel shared
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multi users, qubit 1, qubit 2 and qubit 3,

|𝛷⟩123 = 1∕
√
2[|000⟩ + |111⟩]. (2)

Consider the initial GHZ state of two pair of particles 1, 2, 3 and 4, 5, 6 to be

|𝛷⟩123(456) = 1∕
√
2[|000⟩ + |111⟩]. (3)

Entanglement swapping can readily be written as

|𝛷⟩123 ⊗ |𝛷⟩456 = 1∕2|𝛷±⟩36 ⊗ 1∕
√
2(|0000⟩ ± |1111⟩)1245

+ 1∕2|Ψ±⟩36 ⊗ 1∕
√
2(|0011⟩ ± |1100⟩)1245 (4)

where the four Bell states are defined by

|𝛷±⟩ = 1∕
√
2(|00⟩ ± |11⟩), |Ψ±⟩ = 1∕

√
2(|01⟩ ± |10⟩). (5)

That is, particles 1, 2 and 3 are mutually entangled (in a GHZ state), and particles 4, 5

and 6 are mutually entangled (also in a GHZ state).When we conduct a measurement

of the Bell operator on particles 3 and 6, then the joint state of the four particles

become either of the following four:

|𝛷±⟩36 ⊗ 1∕
√
2(|0000⟩ ± |1111⟩)1245

|Ψ±⟩36 ⊗ 1∕
√
2(|0011⟩ ± |1100⟩)1245 (6)

No matter what the outcome is, the particles 1, 2, 4 and 5 are now in one of four-

particle entanglement GHZ states.Whereas prior to the measurement, the GHZ pairs

were (1, 2, 3) and (4, 5, 6), after the measurement the GHZ state is (1, 2, 4, 5). It

can easily be shown that the same fact would hold true even if (1, 2, 3) and (4, 5, 6)

started in some other GHZ states. A pictorial way of representing the above process

is given in Fig. 1.

Fig. 1 The swapping of entanglement between pairs of GHZ-state particles due to a Bell state

measurement on two of them
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Fig. 2 Structure of satellite-to-ground quantum communication network. The dashed and solid
lines represent quantum and classical wireless channels respectively

3 Network Model

In this section, we consider a satellite-to-ground quantum communication network,

which is described in [12]. Some change is made in our paper. We suppose the satel-

lite ground station shares a GHZ state (|𝛷⟩123) between itself and any another two

quantum communication terminals that are inside its same service area. The two

involved satellite ground stations share a Bell state (|𝛷+⟩). The structure of satellite-
to-ground quantum communication network is shown in Fig. 2.

4 Single-Qubit State Network Communication Scheme

In this section, we discuss the single-qubit state quantum network communication

scheme. In the satellite-to-ground quantum communication network, suppose that

the target quantum state we seek to transmit is |𝜑⟩X = 𝛼|0⟩ + 𝛽|1⟩, where |𝛼|2 +
|𝛽|2 = 1. A quantum terminal Alice intends to transfer |𝜑⟩X to another terminal.

If terminals Alice and receiver Bob are in the same service area, then Alice and

Bob can share a GHZ state |𝛷⟩123 with satellite ground station, where qubit X and 1

are hold by Alice, qubit 2 by Station, and qubit 3 by Bob respectively. Using the

decomposition into Bell states as before, we can rewrite the initial product state

|𝜑⟩X ⊗ |𝛷⟩123 as

|𝜑⟩X ⊗ |𝛷⟩123 =1∕2
√
2[|𝛷+⟩⊗ 𝜋

±
⊗ (𝛼|0⟩ ± 𝛽|1⟩) + |𝛷−⟩⊗ 𝜋

±
⊗ (𝛼|0⟩ ∓ 𝛽|1⟩)

+ |Ψ+⟩⊗ 𝜋

±
⊗ (𝛼|1⟩ ± 𝛽|0⟩) + |Ψ−⟩⊗ 𝜋

±
⊗ (𝛼|1⟩ ∓ 𝛽|0⟩)]

(7)

In order to teleport |𝜑⟩X , Alice performs a Bell basis measurement on her particles

(X, 1). Station perform a von Neumann measurement (𝜋+ = |0⟩ + |1⟩∕
√
2, 𝜋− =

|0⟩ − |1⟩∕
√
2). Afterwards they publish her outcome via classical channel. At the
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Table 1 Relation between measurement results and local unitary operations

Alice and Station’s measurement results Bob’s local unitary operations

|𝛷+⟩⊗ 𝜋

+
, |𝛷−⟩⊗ 𝜋

− I
|𝛷+⟩⊗ 𝜋

−
, |𝛷−⟩⊗ 𝜋

+
𝜎Z

|Ψ+⟩⊗ 𝜋

+
, |𝛷−⟩⊗ 𝜋

−
𝜎X

|Ψ+⟩⊗ 𝜋

−
, |𝛷−⟩⊗ 𝜋

+ i𝜎Y

same time, the state of particle 3 with Bob is collapsed into one of the following

states

𝛼|0⟩ ± 𝛽|1⟩, 𝛼|1⟩ ± 𝛽|0⟩. (8)

According to Alice’s Bell-state measurement, and Station’s von Neumann mea-

surement result, Bob performs a proper unitary operation on particle 3, as shown in

Table 1 (relation between Alice and Station’s measurement results and Bob’s local

unitary operations). After unitary operations, Bob can recover the target qubit |𝜑⟩X .
In fact, regardless of the outcome, the qubit transmission is feasible.

If terminals are not in the same service area, such as sender Alice in service area

I, receiver David in service area II, then an appropriate quantum path must be deter-

mined. Alice → station 1 → station 2 → David is assumed to be the selected quan-

tum path. According to previous assumptions, Alice and Bob share a GHZ state

(|𝛷⟩AB1 = 1∕
√
2[|000⟩ + |111⟩] = 1∕

√
2[|0⟩⊗3 + |1⟩⊗3], where qubit A is hold by

Alice, qubit B by Bob and qubit 1 by Station 1 respectively.) Station 1 shares a Bell

state |𝛷+⟩23 with Station 2 (where qubit 2 is hold by Station 1, qubit 3 by Station 2

respectively). Charlie and Daive share a GHZ state (|𝛷⟩CD4 = 1∕
√
2[|0⟩⊗3 + |1⟩⊗3]

with Station 2, where qubit C is hold by Charlie, qubit D by David and qubit 4 by

Station 2 respectively). At the first step, Station 1 needs to make a Bell-state mea-

surement on particles (1, 2), and Station 2 needs to make a Bell-state measurement

on particles (3, 4). Then communication channel 𝛺 = |𝛷⟩AB1 ⊗ |𝛷+⟩23 ⊗ |𝛷⟩CD4
can be written as

𝛺 =1∕4
√
2{|𝛷+

12⟩⊗ [|𝛷±
34⟩⊗ (|0⟩⊗4 ± |1⟩⊗4) + |Ψ±

34⟩⊗ (|0011⟩ ± |1100⟩)]
+ |𝛷−

12⟩⊗ [|𝛷±
34⟩⊗ (|0⟩⊗4 ∓ |1⟩⊗4) + |Ψ±

34⟩⊗ (|0011⟩ ∓ |1100⟩)]
+ |Ψ+

12⟩⊗ [|𝛷±
34⟩⊗ (|1100⟩ ± |0011⟩) + |Ψ±

34⟩⊗ (|1⟩⊗4 ± |0⟩⊗4)]
+ |Ψ−

12⟩⊗ [|𝛷±
34⟩⊗ (−|1100⟩ ∓ |0011⟩) + |Ψ±

34⟩⊗ (−|1⟩⊗4 ∓ |0⟩⊗4)]}
(9)

According to Station 1 and 2’s Bell-state measurement results, the state of com-

munication channel is collapsed into one of the following states.

1∕
√
2(|0000⟩ ± |1111⟩), 1∕

√
2(|0011⟩ ± |1100⟩). (10)
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Fig. 3 The swapping of entanglement between pairs of GHZ-state particles and an EPR pair due

to two Bell states measurement on them

Table 2 Relation between measurement results and communication channel

Station 1, 2’s measurement Bob’s measurement States of channel

|𝛷±
12⟩⊗ |𝛷±

34⟩; |Ψ
±
12⟩⊗ |Ψ±

34⟩ 𝜋

+ 1∕
√
2(|000⟩ + |111⟩)

𝜋

− 1∕
√
2(|000⟩ − |111⟩)

|𝛷±
12⟩⊗ |𝛷∓

34⟩; |Ψ
±
12⟩⊗ |Ψ∓

34⟩ 𝜋

+ 1∕
√
2(|000⟩ − |111⟩)

𝜋

− 1∕
√
2(|000⟩ + |111⟩)

|𝛷±
12⟩⊗ |Ψ±

34⟩; |Ψ
±
12⟩⊗ |Ψ±

34⟩ 𝜋

+ 1∕
√
2(|011⟩ + |100⟩)

𝜋

− 1∕
√
2(|011⟩ − |100⟩)

|𝛷±
12⟩⊗ |𝛷∓

34⟩; |Ψ
±
12⟩⊗ |Ψ∓

34⟩ 𝜋

+ 1∕
√
2(|011⟩ − |100⟩)

𝜋

− 1∕
√
2(|011⟩ + |100⟩)

The process schematic is shown in Fig. 3. After the Bell-state measurement, we

perform a vonNeumannmeasurement (𝜋+ = |0⟩ + |1⟩∕
√
2, 𝜋− = |0⟩ − |1⟩∕

√
2) on

particle B (or C). Then the state of communication channel transforms into a GHZ

channel. The relation between Station 1, 2’s Bell-state measurement results and

states of communication channel is shown in Table 2.

According to previous discussion, single quantum state can be transferred byGHZ

channel for the satellite-to-ground quantum communication network.

5 Two-Particle State Sharing Communication Networks
Scheme

In this section, we discuss the two-particle qubit state sharing for quantum network

communication scheme. In the satellite-to-ground quantum communication network,

suppose that the terminal Alice (sender) wants to share the quantum state |𝜑⟩XY =
𝛼|01⟩ + 𝛽|10⟩ with another two terminals which are spatial separately, where |𝛼|2 +
|𝛽|2 = 1.

If terminals Alice and another two share parties (Bob and Eve) are in the same

service area (Service area I), then Alice and Fred share a GHZ state (|𝛷⟩AF1 =
1∕

√
2[|000⟩ + |111⟩]with Station 1, where qubit A is hold by Alice, qubit F by Fred
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and qubit 1 by Station 1 respectively). Bob and Eve share a GHZ state (|𝛷⟩BE2 =
1∕

√
2[|000⟩ + |111⟩] with Station 1, where qubit B is hold by Bob, qubit E by

Eve and qubit 2 by Station 2 respectively), according to previous assumptions. The

process can refer to Fig. 1. At the first step, Station 1 needs to make a Bell-state

measurement on particles (1, 2). Then the state of quantum channel becomes a four-

particle entanglement GHZ state which is one of following states:

1∕
√
2(|0000⟩ + |1111⟩)AFBE, 1∕

√
2(|0011⟩ + |1100⟩)AFBE. (11)

When the measurement result is |𝛷+⟩12, the product state 𝛤 = |𝜑⟩XY ⊗ 1∕
√
2(|0⟩⊗4

+ |1⟩⊗4)AFBE can be written as

𝛤 =1∕2
√
2[𝜋+

⊗ [|𝛷±⟩⊗ (±𝛼|1⟩⊗3 + 𝛽|0⟩⊗3) + |Ψ±⟩⊗ (±𝛼|0⟩⊗3 + 𝛽|1⟩⊗3)]]

+ 1∕2
√
2[𝜋−

⊗ [|𝛷±⟩⊗ (±𝛼|1⟩⊗3 − 𝛽|0⟩⊗3) + |Ψ±⟩⊗ (±𝛼|0⟩⊗3 − 𝛽|1⟩⊗3)]]
(12)

At the second step, Alice performs a von Neumann measurement (𝜋+ = |0⟩ +
|1⟩∕

√
2, 𝜋− = |0⟩ − |1⟩∕

√
2) on particle X and a Bell basis measurement on her

particles (Y, A). Afterwards they publish their outcomes via classical channel. At

the same time, the state of particles Fred, Bob and Eve are collapsed into one of the

following states

1∕
√
2(±𝛼|111⟩ + 𝛽|000⟩), 1∕

√
2(±𝛼|000⟩ + 𝛽|111⟩)

1∕
√
2(±𝛼|111⟩ − 𝛽|000⟩), 1∕

√
2(±𝛼|000⟩ − 𝛽|111⟩) (13)

According to Alice’s measurement result, Fred performs a von Neumann mea-

surement (𝜋+ = |0⟩ + |1⟩∕
√
2, 𝜋− = |0⟩ − |1⟩∕

√
2) on particle F. Bob and Eve per-

form a proper unitary operation on particles B and E, as shown in Table 3 (Relation

between Alice and Fred’s measurement results and local unitary operations). After

unitary operations, Alice shares the quantum state |𝜑⟩XY = 𝛼|01⟩ + 𝛽|10⟩ with Bob
and Eve which are spatial separately. In fact, regardless of the outcome, the sharing

state scheme is feasible.

Table 3 Relation between measurement results and local unitary operations

Alice’s measurement Fred’s measurement Bob and Eve’s unitary

operations

𝜋

±
⊗ |𝛷±⟩ 𝜋

±
𝜎X ⊗ I, i𝜎Y ⊗ I

𝜋

±
⊗ |𝛷∓⟩ 𝜋

± i𝜎Y ⊗ I, 𝜎X ⊗ I
𝜋

±
⊗ |Ψ±⟩ 𝜋

± I ⊗ 𝜎X , I ⊗ i𝜎Y
𝜋

±
⊗ |Ψ∓⟩ 𝜋

± I ⊗ i𝜎Y , I ⊗ 𝜎X
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If terminals Alice and sharing parties are not in the same service area, such as

sender Alice in service area I, sharing parties Charlie and David in service area II,

then an appropriate quantum path must be determined. Alice → station 1 → sta-

tion 2 → Charlie and David is assumed to be the selected quantum path. According

to previous discussion, the communication channel can be transformed to a four-

particle entanglement GHZ state using entanglement swapping. So we can utilize

above scheme to achieve sharing two-particle quantum state.

6 Conclusion

In the framework of the satellite-to-ground quantum communication network using

the GHZ channel, we consider the teleportation scheme and sharing quantum state

scheme. These schemes are feasible. Through carrying out Bell measurement, local

von Neumann measurement, appropriate unitary operations, we can obtain perfect

the success probability of sharing two-particle quantum state.
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Extenics and Innovation Methods



Discipline Management System Reform
in Extenics Perspective-Based
on the Comparison Between the Old
and New Discipline Catalogue

Yu-xuan Zhong and Hao Ren

Abstract From comparative analysis perspective between the old and the new
discipline catalogue, the paper puts forward several hypotheses (research
hypotheses and alternative hypotheses included) which need to be verified and
establishes extension classification models based on extension data mining theories
and methods in Extenics. Especially with models’ application such as extensible
set, elementary dependent function and evaluation information-element model, and
through related verification, during which the promulgation and implementation of
“new catalogue” is supposed as the corresponding extension transformation, the
purpose of empirical study is achieved, also extension classification knowledge is
gained. That is to say: Discipline management system and discipline catalogue are
interrelated; The conduct of setting up and adjusting discipline and profession
independently has never been implemented and the related power has never been
expanded or enlarged, for which the issue of “new catalogue” of the year 2011 is an
important and historic opportunity.

Keywords Discipline management system reform ⋅ Discipline catalogue ⋅
Extenics ⋅ Extension classification knowledge

1 Introduction

The importance of discipline management system reform is very obvious, as one
part of higher education management system reform, which is especially involved
in disciplinary construction and development for colleges or universities. Simul-
taneously in Zhong, Wu and Ren’s opinion (2013) “Higher education management
system is the key external motivation for disciplines’ connotative development in
research universities of science and engineering, of course which is most directly
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influenced by discipline management system” [1]. While Zhong explained (2011)
“Generally in connotation-oriented development pattern, which is the key to
quality, scientific discipline layout and rational structure are emphasized, out-
standing characteristics and advantages of disciplines will be given full develop-
ment” [2]. Disciplines in research universities of science and technology in China
are widely developed in similarity and large scale nowadays, so the reform on
management system in academic discipline appears more necessary and more
important.

So far, many scholars have done research on discipline management system in
China [3–9], which obviously has Chinese characteristics. Most of them are
qualitative analysis on specific issues, such as general policy interpretation, theo-
retical analysis or cases study, etc. Thus the paper tries introducing theory and
knowledge in Extenics-an original cross-discipline of China, which was founded by
professor Cai W. in the 1980s, focusing on establishing empirical research models
and analyzing discipline management system and its reform with quantitative
analysis method and perspective.

2 Hypotheses and Extension Models

The academic degrees committee of state council and education ministry issued
“the degree granting and talents cultivating discipline catalogue (2011 edition)”
(abbreviation in “new catalogue”) in March 2011. And degree-conferring units can
independently set up secondary disciplines with the authorization of first-level
disciplines at the moment. In fact, the project of setting up disciplines and pro-
fessions independently in experimental units started officially in 2002 within the
scope of first-level disciplines with doctorate authorization. In Bao’s words (2006)
“Discipline management system is the system of power distribution about disci-
plines setting up, degrees awarding and curriculums establishing in colleges or
universities” [6]. Then there are two imperative questions proposed: Firstly, what is
the substance of these two important reform acts of academic discipline manage-
ment system-the policy of setting up disciplines and specialties respectively?
Secondly, what is the difference between them?

Experimental work of the year 2002 started before the promulgation and
implementation of “new catalogue”, using the 1997 edition of discipline and pro-
fession catalogue for doctors’ and masters’ degrees awarding and postgraduate
cultivating (abbreviation in “old catalogue”). There are discipline sorts, first-level
and secondary disciplines with “old catalogue”, which were adjusted into discipline
sorts and first-level disciplines only in “new catalogue”, adding one discipline
category and twenty-one first level disciplines. So, what is the relationship between
discipline management system reform and discipline catalogue? Has the action of
setting up and adjusting disciplines independently been put into effect and enlarged
in deed before or after the implementation of the new and the old catalogue?
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Therefore, with problems oriented, several hypotheses (separately in research
hypotheses and alternative hypotheses) in the following are put forward which need
to be verified in this paper. The task of empirical research will be completed (e.g.,
confirmed or falsified), through analysis and verification with extension classifi-
cation models’ establishment and its application based on the theories and methods
in extension data mining from the comparison perspective between the old and the
new discipline catalogue.

Research hypothesis one: Discipline management system reform is unrelated
with discipline catalogue;

Alternative hypothesis one: Discipline management system reform is related
with discipline catalogue.

Research hypothesis two: The conduct of setting up and adjusting discipline
and profession independently has been implemented and the corresponding power
has been expanded or enlarged;

Alternative hypothesis two: The conduct of setting up and adjusting discipline
and profession independently has never been implemented and the corresponding
power has never been expanded or enlarged.

Frankly, extension data mining is the product of the combination of Extenics and
data mining, which studies the mining of the knowledge relevant to the contra-
dictory problem’s solving or transformations from the database by using the the-
ories and methods of Extenics [10–12]. Extension set theory, which is different
from Cantor set and Fuzzy set, and extension logic are theoretically applied to data
mining, adopting methods such as extension classification, extension conduction,
using dependent functions as tools to complete quantitative calculation, to meet
certain requirements and realize the combination of dynamic and static, qualitative
and quantitative analysis effectively. From them, extension classification method is
based on the extension transformation, including the extension classification based
on the transformation of elements in the universe of discourse, dependent criterion
and the universe of discourse. In the paper, element-based transformation will be
taken for an example. All elements to be classified are denoted as universe of
discourse U, in which evaluation characteristics are decided, and extension trans-
formation as T for any elements, extensible set eEðTÞ about U established.

Namely, suppose U is universe of discourse, u is any one element in U, k is a
mapping of U to the real fieldℜ, T = (TU, Tk, Tu) is given transformation, in general
call

E ̃ðTÞ= f u, y, y′
� �ju, ∈U, y= k uð Þ∈ℜ;𝔗𝔲𝔲∈𝔗𝔘𝔘, 𝔶′ =𝔗𝔨𝔨 𝔗𝔲𝔲ð Þ∈ℜg

an extension set on the universe of discourse U, y = k (u) and y’ = Tkk (Tuu) are the
dependent functions of eEðTÞ, wherein, TU, Tk and Tu are transformations of
respective universe of discourse U, dependent function k and element u.

When T ≠ e, transformation T divides U into five fields, such as E+ (T) (namely
positive extensible field or positive qualitative change field), E− (T) (negative
extensible field or negative qualitative change field), E+ (T) (positive stable field or
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positive quantitative change field), E− (T) (negative stable field or negative quan-
titative change field) and E0 (T) (extension boundary). And when there is no
transformation implemented, U can often be divided into three fields of E+ (positive
field), E− (negative field), E0 (zero boundary).

Then establish elementary dependent function k(x) with midpoint of the interval
not being the optimum considering real situation in the paper, especially evaluation
characteristics based on time dimension (namely not discrete) and double intervals
(standard and transition field) in general, as follows. Of course simple dependent
function and discrete dependent function are available too.

kðxÞ= ρðx, x0,X0Þ
Dðx,X0,XÞ . ð1Þ

In formula (1), x0 is the optimal point, X0 = <a, b> is desirable interval (e.g.,
standard positive field) and X = <c, d> is acceptable interval (e.g., positive field),
where x0 ∈ <a, b>, X0 ⊂ X (generally X and X0 have no common endpoints). ρ(x,
x0, X0) is side distance between x and interval X0 from the side of point x0; D(x, X0,
X) is place value between point x and intervals X0 and X. ρl (x, x0, X0) is called left
side distance between x and interval X0 about x0, and right side distance
ρr (x, x0, X0).

ρlðx, x0,X0Þ=
a− x, x≤ a
b− x0
a− x0

ðx− aÞ, x∈ ⟨a, x0⟩.
x− b, x≥ x0

8<
: ð2Þ

ρrðx, x0,X0Þ=
a− x, x≤ x0
a− x0
b− x0

ðb− x
x− b, x≥ b

8<
: Þ, x∈ ⟨x0, b⟩. ð3Þ

Dðx, X0, XÞ=
ρðx,XÞ− ρðx,X0Þ, ρðx,XÞ≠ ρðx,X0Þ, x∉X0

ρðx,XÞ− ρðx,X0Þ+ a− b, ρðx,XÞ≠ ρðx,X0Þ, x∈X0

a− b, ρðx,XÞ= ρðx,X0Þ

8<
: ð4Þ

Among them, ρ(x, X) is the extension distance between point x and interval X. And
ρ(x, X0) is the distance between point x and interval X0.

ρðx,XÞ= x−
c+ d
2

����
����− d− c

2
. ð5Þ

ρðx,X0Þ= x−
a+ b
2

����
����− b− a

2
. ð6Þ
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3 Empirical Analysis and Results Verified

3.1 Sample Selection and Data Sources

Revision task of “new catalogue” officially launched in 2009, while experimental
project of setting up discipline and profession independently within the scope of
first-level doctoral disciplines started in 2002. In the light of education ministry’s
official website information, relevant data from the year of 2002 to 2008 are taken
as samples on time dimension (Table 1), only including the numbers of disciplines
and specialties recorded, with eleven disciplines except military discipline, and the
disciplines of philosophy, economics, law, education, literature, history joining in
humanity and social science on the purpose of easy statistics and comparison,
which referred to the “old catalogue”.

3.2 Related Parameters and Indexes Illustration

Suppose information-element I = (O, c, v), where O indicates original object, c and
v stand for feature and its value, then D = (I, d, u) is the single evaluation
information-element for I in which d is the evaluation characteristic and u is
evaluation value related. And {I} = {Ii | Ii = (Oi, C i, Vi), i = 1, 2,…, n} is an
information-element set used as a multi-dimensional evaluation information-
element with multiple characteristics.

Therefore evaluation information-element Di is built before the implementation
of extension transformation φ considering real state of objects studied in the paper
(as follows).

Table 1 Original data (time dimension)

Yeara Accumulative and recorded disciplines setting
up independently of the year

Secondary disciplines for masters
and doctors in catalogue

2002 653 367
2003 1023 367
2004 1253 367
2005 1459 367
2006 1665 367
2007 1761 367
2008 1855 367
aData are the published data from education ministry’s official website; Disciplines recorded which
were cancelled each year have been considered and will never appear in “Accumulative and
recorded disciplines setting up independently of the year”, and all are counted only once;
“Secondary disciplines for masters and doctors in catalogue” refers to “old catalogue”
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Di = Ii, d, ui½ �.

Ii =

Oi, c6, vi6

c7, vi7

⋮ ⋮

2
64

3
75.

Take the ratio of secondary disciplines in “old catalogue”, accumulative and
recorded disciplines setting up independently of the year as evaluation characteristic
values ui for evaluation characteristic d, with original characteristics ci and original
characteristic values vi. For evaluation characteristics, desirable interval X0 = <a,
b> and acceptable interval X = <c, d> should be decided according to maximum
and minimum rule or method, namely X0 = <0.2, 1>, X = <0.3, 1> (wherein,
minimum 0.2, average 0.3, keep one digit after decimal point with rounding off
method), K (x) has maximum when x0 = 1.

Bao (2004) stated “Higher education institution has authority of setting up
disciplines autonomously, which is one of academic discipline management sys-
tem’s characteristics in the United States. The autonomous right allows colleges and
universities to get the substantial autonomy, rather than procedural autonomy.
Meanwhile there is no direct intervention for the states to colleges and universities
who can set up professional disciplines, which embodies government’s action rule
of ‘do something preferred to and others never done’ under the conditions of market
economy” [8]. In fact, the United States’ CIP-2000 to the largest extent records
disciplines and specialties of advanced education, guaranteeing setting right of
disciplines and specialties in colleges and universities, based on which there’s
theoretically assumption in this paper: if disciplines and specialties setting up
autonomously that must be recorded are completely within the discipline catalogue,
that is to say, when the evaluation characteristic values ui are greater than or equal
to number 1 (namely critical value ui = 1), it means the conduct of setting up and
adjusting disciplines and professions independently truly implemented and power
expanded. In China since the “new catalogue” was promulgated in 2011, the
government has been carrying out the task of statistics according to secondary
disciplines with each university or college, which are compiled into the catalogue of
secondary disciplines as a professional statistical catalogue. So the evaluation
characteristic values ui above are greater than or equal to 1, supposing the pro-
mulgation and implementation of “new catalogue” as transformation φ.

3.3 Results Analysis and Models Test

Calculate dependent function values through formula (1) in accordance with right
side distance. And

kðxÞ= ρðx, 1,X0Þ
Dðx,X0,XÞ, among which ρ (x, 1, X0) = 0.3−x, x ≤ 1.
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D x,X0,Xð Þ =
0.1 x=0.293, 0.252, 0.220, 0.208, 0.198
− 0.6 x=0.562, 0.359

⋮

8<
: .

Then respective value before transformation φ are: k (u1) = −0.437;
k (u2) = −0.098; k (u3) = 0.07; k (u4) = 0.48; k (u5) = 0.8; k (u6) = 0.92;
k (u7) = 1.02. Normalize dependent function values above in line with formula (2)
as follows (process omitted here), and determine their extension types.

kij =
kjðuijÞ

max
1≤ i≤ 7

kjðuijÞ
�� �� ði=1; j=1, 2, . . . , 7Þ. ð7Þ

The value k(ui) = 1 after implementing transformation φ, and the normalized value
is 1 too, which belongs to E+. Judge transformation types based on the correlation
values before φ and after φ (Table 2).

Dependent d-value αij = kj (uij′) − kj (uij) and dependent p-value βij = kj (uij’) · kj
(uij). Comprehensive dependent d-value αi = K (IiTDiDi) − K (Di) and compre-
hensive p-value βi = K (IiTDiDi) · K (Di). αmin and αmax express maximum and
minimum of dependent d-value, βmin and βmax show the ones of dependent p-value
(Table 3). There is no need to think about coefficient weights in the paper, so
comprehensive dependent values are dependent values respectively.

And the following are classification knowledge according to Tables 2 and 3.

1. In Table 2, types of dependent values belong to either positive field E+ or
negative field E−; Corresponding transformation types either have positive
quantitative change E+ (T) or positive qualitative change E+ (T). And from
Table 3, for evaluation characteristics d, when 0 ∈ [αmin, αmax], with extension
transformation φ, some comprehensive dependent degrees of
information-elements {I} are increased, while some are reduced. When αj > 0, it
means efficiency; If αj = 0, it stands for equivalent; when 0 ∈ [βmin, βmax], some

Table 2 Dependent values
and classification

Namesa k1j Type Transformation type

D2002 −0.428 E− E+ (T)
D2003 −0.096 E− E+ (T)
D2004 0.069 E+ E+ (T)
D2005 0.471 E+ E+ (T)
D2006 0.784 E+ E+ (T)
D2007 0.902 E+ E+ (T)
D2008 1.000 E+ E+ (T)
aD2002–D2008 respectively stands for evaluation information in
the year of 2002–2008; E+ means positive field, E− means
negative field, E+ (T) is positive qualitative change field, E+ (T) is
positive quantitative change field; Keep three digits after decimal
point with round-off method
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information-elements make qualitative changes, while some make quantitative
changes. When βj < 0, it represents a qualitative change; If βj > 0, it is a
quantitative one. Therefore, if the second research hypothesis is true, namely
autonomous power of setting up and adjusting disciplines and specialties has
been executed and expanded, at least associated p-value (product value) βj
should show the property of homogeneity, all qualitative changes or all quan-
titative changes. But that’s not the truth. So it’s proved that research hypothesis
two is false, while alternative hypothesis two is true: The conduct of setting up
and adjusting discipline and profession independently has never been
implemented and the corresponding power has never been expanded or
enlarged.

2. In the knowledge equation, validity is measured by support and confidence
which are usually expressed as ℓ = (Support, Confidence) = {(|E−| + |E0|)/|U|, |
E+ (T)|/(|E−| + |E0|)} for knowledge on positive qualitative change, and {|E+|/|
U|, |E+ (T)|/|E+|} for knowledge on positive quantitative change. The former
indicates the support is the percentage that the sum |E−| + |E0| of the objects in
the negative field and zero boundary takes up in the number of all objects |U| in
the universe of discourse; the confidence is the percentage that the number |E+

(T)| of the objects transformed from negative field or zero boundary into positive
field takes up in the sum |E−| + |E0| of the objects in negative field and zero
boundary. The latter indicates the support is the percentage that the number |E+|
of the objects in the positive field takes up in the number of all objects |U | in the
universe of discourse; the confidence is the percentage that the number of |E+

(T)| of the objects that are still in the positive field after transformation takes up
in the number |E+| of the objects in the positive field. The information-element
set {I} is right all objects |U| in the paper, and T is the transformation φ. So in
the paper the support |E−|/|U| = 2/7 and confidence |E+ (T)|/|E−| = 2/2 = 1 for
positive qualitative change or |E+|/|U| = 5/7 and |E+ (T)|/|E+| = 5/5 = 1 for

Table 3 Dependent d-value
and p-value

Namesa Dependent d-value αi Dependent p-value βi

D2002 1.428 −0.428
D2003 1.096 −0.096
D2004 0.931 0.069
D2005 0.529 0.471
D2006 0.216 0.784
D2007 0.098 0.902
D2008 0 1.000
αmin 0 /
αmax 1.428 /
βmin / −0.428
βmax / 1.000
aSources of the original data are the same as those from Tables 1
and 2
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positive quantitative change, considering |E0| = 0. It is certain the results (value
of ℓ>0) are all satisfactory.

3. From the data in results and their original data from Tables 2 and 3, before
transformation φ carrying out evaluation characteristic value ui of evaluation
feature d is the ratio between secondary disciplines in “old catalogue” and
accumulative and recorded disciplines setting up independently of the year.
“New catalogue” only contains discipline sorts and first-level disciplines, and
secondary discipline catalogue records the secondary disciplines setting up by
colleges or universities themselves, making evaluation characteristic values
greater than or equal to 1. It has theoretically proposed the assumption in the
paper: if disciplines and specialties setting up independently which must be put
on record are completely included in discipline catalogue, namely when eval-
uation characteristic value is greater than or equal to 1, it means the autonomous
right of setting up and adjusting disciplines and professions is truly implemented
and gets expansion. It’s really true after the promulgation and implementation of
“new catalogue”, the government department in charge only checks degrees
awarded of first-level disciplines, which is compared to the situation of “old
catalogue”, when our country had the secondary disciplines in management, and
if degrees-conferring units wanted to adjust and set up secondary disciplines,
they must get the nation’s demonstration and approval. Of course this has also
been confirmed by the first item above of the extension classification knowl-
edge: although the experimental plan of the year 2002 for setting up disciplines
and specialties independently started before “new catalogue” announced in
2011, the independent power has never been truly implemented and expanded.
It can also see some scholars’ involved papers, Disciplinary management system
reform from the perspective of transforming bridge in Extenics for example
[13]. Therefore, whether the autonomous right of setting up and adjusting dis-
ciplines and specialties is truly carried out or not is related to discipline cata-
logue tightly. Finally it’s concluded the reform of academic discipline
management system is connected with discipline catalogue.

4 Conclusion

With theories and methods of extension data mining in Extenics, especially through
the establishment and application of extension classification models, extension
classification knowledge has been gained and several hypotheses proposed have
been verified. Before “new catalogue” was published in 2011, the power of inde-
pendently setting up and adjusting disciplines and professions has never been truly
implemented and expanded; Moreover, whether the independent power of setting
up and adjusting disciplines and professions is really expanded or not is related to
discipline catalogue closely, namely the academic discipline management system
reform is concerned with discipline catalogue. Exactly to speak, expanding or
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enlarging the power of setting up and adjusting disciplines or professions inde-
pendently is the main task of the discipline management system reform. The pro-
mulgation and implementation of “new catalogue” means the independent right of
setting up and adjusting the discipline and specialty will get a real implementation
and expansion, which is not only an important opportunity but also a great chal-
lenge for disciplinary system reform. It also has important historic significance for
discipline development in connotation-oriented model or pattern, which undoubt-
edly ensures the external environment of discipline connotative development in
research universities of science and engineering from the policy perspective.
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A Logical Representation of Extension
Transformation

Zhi-bin Chen, Xi-ping Jia and Zheng-hong Xiao

Abstract In this paper extension transformation is considered as a kind of relation

between the object accepted transformation and the objects as transformation result.

For studying the logical representation of extension transformation, the theory of

extension logic is developed further, including its syntax and semantics. The logical

definitions about extension transformation, basic operations of extension transfor-

mation and conductive transformation are given with some examples.

Keywords Extenics ⋅ Extension logic ⋅ Extension transformation ⋅ Conductive

transformation

1 Introduction

In Extenics, extension transformation is one of the key concepts and it is also the

core tool for solving contradictory problems. According to [1], the general defi-

nition of extension transformation is given briefly as follow: “Suppose 𝛤0 is any

object of basic-element, compound-element, criterion, and the universe of discourse.

The transformation from 𝛤0 to the object of the same class 𝛤 or multiple objects in

the same class 𝛤1, 𝛤2,… , 𝛤n is referred to as extension transformation of object 𝛤0,

denoted as T𝛤0 = 𝛤 or T𝛤0 = {𝛤1, 𝛤2,… , 𝛤n}.”

T𝛤0 = 𝛤 can be denoted as T = (𝛤0, 𝛤 ) [1], which better expresses that extension

transformation can be comprehended as not only the unary operator, but also a kind

of relation between the object accepted transformation and the objects as transfor-

mation result. From this, the fundamental question that needs to be answered is how

𝛤0 relate to 𝛤 in T𝛤0 = 𝛤 . In other words, given the expression T = (𝛤0, 𝛤 ), how

can we decide whether T is an extension transformation or not?
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For answering the above question, the logical definition of extension transforma-

tion is need, that is, we need to study the problem of logical representation of exten-

sion transformation. As a result in this paper we develop the theory of extension

logic further, introducing the syntax and the semantics of our proposed logic. After

this, we give the logical definitions about extension transformation, basic operations

of extension transformation and conductive transformation with some examples.

2 Syntax and Semantics of Extension Logic

2.1 Syntax

We introduce a language L for studying the syntax of extension logic.

Definition 1 (Alphabet) An alphabet for L consists of the following symbols:

(i) Sort is a countable set of sort symbols. We use so, sc, sv to denote three most gen-

eral sorts about object, characteristic and measure respectively, where so, sc, sv ∈
Sort.

(ii) Fun is a countable set of function symbols. We use Funn to denote the set of

n-ary function symbols, Fun =
⋃

n≥0 Funn. The symbols in Fun0 are called con-

stants.

(iii) Bas is a countable set of basic-element symbols. We use Basn to denote the set

of n-dimensional basic-element symbols, Bas =
⋃

n≥1 Basn.

(iv) Var is a countably infinite set of variables. We use Vars to denote the set of

variables of sort s, Var =
⋃

s∈sort Vars.
(v) ¬, ∨, ∧, →, ↦ are the logical connectives.

(vi) “[”, “]”, “(”, “)”, “,”, “=” are the technical symbols.

Definition 2 (Declaration) A declaration over Sort ∪ Fun ∪ Bas for L is an ordered

triple Decl = (Ds,DF,DB) such that

(i) DS is a set of subsort declarations of the form ⟨s′, s⟩, where s′, s ∈ Sort. For any

sort s′, ⟨s′, s⟩ ∈ DS, where s ∈ {so, sc, sv}.

(ii) DF is a set of function declarations of the form f ∶ ⟨s1,… , sn, s⟩, where f ∈
Funn(n ≥ 0), s1,… , sn, s ∈ Sort.

(iii) DB is a set of basic-element declarations of the form B ∶ ⟨sO, sC1 ,… , sCn , s
V
1 ,

… , sVn ⟩, where sO, sC1 ,… , sCn , s
V
1 ,… , sVn ∈ Sort.

Definition 3 (Signature) A signature for language L is an ordered quadruple Σ =
(Sort,Fun,Bas,Decl), where Sort is the set of all sort symbols, Fun is the set of

all function symbols, Bas is the set of all basic-element symbols, and Decl is the

declaration over Sort ∪ Fun ∪ Bas.
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Definition 4 (Σ-TERM) Let Σ be a signature. Given sort s ∈ Sort, the set

Σ-TERM(s) of Σ-terms of sort s is defined by the following rules:

(i) Vars ⊆ Σ-TERM(s).
(ii) For any constants con, if con ∶ ⟨s⟩ ∈ DF, then con ∈ Σ-TERM(s).

(iii) If t1,… , tn areΣ-terms of sorts s1,… , sn, then f (t1,… , tn) ∈ Σ-TERM(s), where

f ∈ Funn and f ∶ ⟨s1,… , sn, s⟩ ∈ DF.

(iv) If t is the Σ-term of sort s′, then t ∈ Σ-TERM(s) where ⟨s′, s⟩ ∈ DS.

Definition 5 (Σ-BASIC) Let Σ be a signature. Σ-BASIC is the set of Σ-basic-

elements. A Σ-basic-elements is an expression of the form

B =
⎡
⎢
⎢
⎢
⎣

O, c1, v1
c2, v2
⋮ ⋮
cn, vn

⎤
⎥
⎥
⎥
⎦

where B ∈ Bas is n-dimensional basic-element symbol, B ∶ ⟨sO, sC1 ,… , sCn , s
V
1 ,

… , sVn ⟩ ∈ DB, O, c1,… , cn, v1,… , vn are Σ-terms of sorts sO, sC1 ,… , sCn , s
V
1 ,… , sVn .

Definition 6 (Σ-FORM) Let Σ be a signature. The set Σ-FORM of Σ-Formulas is

defined by the following rules:

(i) Σ-BASIC ⊆ Σ-FORM.

(ii) If B1,B2 ∈ Σ-BASIC, then (B1 ↦ B2) ∈ Σ-FORM.

(iii) If 𝛼 ∈ Σ-FORM, then (¬𝛼) ∈ Σ-FORM.

(iv) If 𝛼1, 𝛼2 ∈ Σ-Form, (𝛼1 ∨ 𝛼2), (𝛼1 ∧ 𝛼2), (𝛼1 → 𝛼2) ∈ Σ-Form.

Note that for simplicity sometimes we denote the Σ-basic-element only by its

basic-element symbol. We omit some parentheses of Σ-formula as usual. The Σ-

formula without variable is said to be Σ-sentence.

2.2 Semantics

Definition 7 (Situation) Let UO,UC,UV be the nonempty sets of individuals of

object, characteristic and measure. Let R = UO × UC × UV . Situation sit is a non-

empty set where sit ⊆ R. sit′ is a subsituation of situation sit, where sit′ ⊆ sit. H(sit)
denotes all subsituations of sit, that is, H(sit) = {sit′|sit′ ⊆ sit, sit′is nonempty set}.

Definition 8 (World) The set W of worlds is a set of situations such that

n⋃

i=1
siti = R

and sit1,… , sitn differ in some respects. One of the worlds in W is said to be real

world wr, the other worlds are called possible worlds. We call sit is a situation of w
if sit ⊆ w.
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Definition 9 (Transformation mapping) Let R = UO × UC × UV , for any situation

sit ⊆ R, transformation mapping trsit of sit is defined by trsit ∶ H(sit) → P(H(R)),
where H(sit) and H(R) are the set of subsituations of sit and R, P(H(R)) is the power

set of H(R). Let T =
⋃

sit∈H(R)
trsit.

Definition 10 (Extension space) An extension space is an ordered quintuple Ω =
(UO,UC,UV ,R,T).

Definition 11 (Σ-Interpretation) Let Σ = (Sort,Fun,Bas,Decl) be a signature, a Σ-

interpretation M in language L is a pair (Ω, I), where Ω is an extension space, Ω =
(UO,UC,UV ,R,T), I is a function such that:

(i) For s ∈ Sort, I(s) = Us, where Us is the nonempty set of individuals of sort s.
In particular, I(so) = UO, I(sc) = UC and I(sv) = UV .

(ii) For ⟨s′, s⟩ ∈ DS, I(s′) ⊆ I(s).
(iii) For f ∈ Funn with f ∶ ⟨s1,… , sn, s⟩ ∈ DF, I(f ) ∶ I(s1) ×⋯ × I(sn) → I(s).
(iv) For B ∈ Basn with B ∶ ⟨sO, sC1 ,… , sCn , s

V
1 ,… , sVn ⟩ ∈ DB,

I(B) ⊆
n⋃

i=1
{I(sO) × I(sCi ) × I(sVi )}}

Definition 12 (Evaluation) Let M = (Ω, I) be a Σ-interpretation. A variable assign-

ment is a function 𝜇 ∶ Var → UO ∪ UC ∪ UV such that 𝜇(x) ∈ I(s) for all variables

x ∈ Vars. Let t be a Σ-term.

_

𝜇(t) is called the evaluation function of Σ-term.

_

𝜇(t) is

recursively defined by the following rules:

(i) For x ∈ Vars,
_

𝜇(x) = 𝜇(x).
(ii) For constant con,

_

𝜇(con) = I(con).
(iii) For Σ-term f (t1,… , tn),

_

𝜇(f (t1,… , tn)) = I(f )(
_

𝜇(t1),… ,

_

𝜇(tn)).

Definition 13 (Satisfiability) Let M = (Ω, I) be a Σ-interpretation and let 𝜇 be the

variable assignment. Given situation sit, according to the following rules we say

that the Σ-formula 𝛼 is satisfied in sit under M, written (𝛼)sit,M,𝜇 = 1, otherwise

(𝛼)sit,M,𝜇 = 0:

(i)

⎛
⎜
⎜
⎝

B =
⎡
⎢
⎢
⎣

O, c1, v1
⋮ ⋮
cn, vn

⎤
⎥
⎥
⎦

⎞
⎟
⎟
⎠

sit,M,𝜇

= 1 if and only if

n⋃

i=1
{⟨

_

𝜇(O),
_

𝜇(ci),
_

𝜇(vi)⟩} ⊆ I(B) and

I(B) ⊆ sit.
(ii) (B1 ↦ B2)sit,M,𝜇=1 if and only if (B1)sit,M,𝜇=1 and there exists sit′ ∈ trsit(I(B1))

such that (B2)sit
′
,M,𝜇 = 1, where trsit is the transformation mapping of sit.

(iii) (¬𝛼)sit,M,𝜇 = 1 if and only if (𝛼)sit,M,𝜇 = 0.

(iv) (𝛼1 ∨ 𝛼2)
sit,M,𝜇 = 1 if and only if (𝛼1)

sit,M,𝜇 = 1 or (𝛼2)
sit,M,𝜇 = 1.

(v) (𝛼1 ∧ 𝛼2)
sit,M,𝜇 = 1 if and only if (𝛼1)

sit,M,𝜇 = 1 and (𝛼2)
sit,M,𝜇 = 1.

(vi) (𝛼1 → 𝛼2)
sit,M,𝜇 = 1 if and only if (𝛼1)

sit,M,𝜇 = 0 or (𝛼2)
sit,M,𝜇 = 1.

We write (𝛼)sit,M = 1 when 𝛼 is a Σ-sentence and satisfied in sit under M.
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Proposition 1 Let M = (Ω, I) be aΣ-interpretation and let 𝜇 be the variable assign-
ment. Given Σ-basic-element B, situation sit and sit′, sit ⊆ sit′. If (B)sit,M,𝜇 = 1, then
(B)sit

′
,M,𝜇 = 1.

Proof Let

⎛
⎜
⎜
⎝

B =
⎡
⎢
⎢
⎣

O, c1, v1
⋮ ⋮
cn, vn

⎤
⎥
⎥
⎦

⎞
⎟
⎟
⎠

sit,M,𝜇

= 1.

Then

n⋃

i=1
{⟨

_

𝜇(O),
_

𝜇(ci),
_

𝜇(vi)⟩} ⊆ I(B) and I(B) ⊆ sit. Because sit ⊆ sit′, we have

I(B) ⊆ sit′. According to definition of satisfiability of Σ-formula, we see that

(B)sit′,M,𝜇 = 1.

Definition 14 Let Ψ be the set of Σ-formulas. Given situation sit, we say that Ψ is

satisfiable in sit if and only if there exists a Σ-interpretation M = (Ω, I) and variable

assignment 𝜇, such that for every 𝛼 ∈ Ψ, (𝛼)sit,M,𝜇 = 1.

Definition 15 (Logical consequence) Let Ψ ⊆ Σ-FORM, 𝛼 ∈ Σ-FORM. We write

Ψ ⊧ 𝛼 and say that 𝛼 is a logical consequence of Ψ if and only if Ψ ∪ {¬𝛼} is unsat-

isfiable in any situation.

We write Ψ ⊭ 𝛼 if Ψ ⊧ 𝛼 is not true.

Proposition 2 (B1 ↦ B2) ⊧ B1, where B1, B2 are Σ-basic-elements.

Proof Let M = (Ω, I) be a Σ-interpretation and let 𝜇 be the variable assignment. For

any situation sit, if (B1 ↦ B2)
sit,M,𝜇 = 1, we have B1

sit,M,𝜇 = 1, then (¬B1)
sit,M,𝜇 = 0,

therefore {B1 ↦ B2,¬B1} is unsatisfiable in sit, that is, (B1 ↦ B2) ⊧ B1.

There are similar propositions such asB1 ↦ B2 ⊭ B2,B1,B2 ⊭ (B1 ↦ B2), (B1 ↦
B2) ⊭ (B2 ↦ B1), etc. We omit the proofs of these propositions.

3 Logical Representation

3.1 Definitions

Based on the general definition of extension transformation in [1], we introduce the

definition of Σ-extension transformation.

Definition 16 (Σ-Extension transformation) Let M = (Ω, I) be a Σ-interpretation

and let 𝜇 be the variable assignment. Given situation sit, we say that Σ-formula

B0 ↦ B is a Σ-extension transformation in sit, if and only if (B0 ↦ B)sit,M,𝜇 = 1.

We use the purposed theory of extension logic to define Σ-extension transfor-

mation. Σ-formula B0 ↦ B is the logical representation of the expression T𝛤0 = 𝛤 ,

where 𝛤0, 𝛤 are the basic-elements represented by Σ-basic-elements B0,B. The

definition of Σ-extension transformation shows that, we consider the expression
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T𝛤0 = 𝛤 is an extension transformation only when the corresponding Σ-formula

B0 ↦ B is satisfied in given situation.

Likewise, the extension transformation such as T𝛤0 = {𝛤1, 𝛤2,… , 𝛤n} can be

represented through a set of Σ-extension transformations {B0 ↦ B1,B0 ↦ B2,… ,

B0 ↦ Bn}. Note that besides basic-element, the object of extension transformation

can be compound-element, criterion and universe of discourse. Because we can rep-

resent the compound-element through a set of basic-elements, meanwhile as the

objects to be analyzed both criterion and universe of discourse can also be rep-

resented by basic-elements, therefore the proposed theory can also be applied for

representing the extension transformations about compound-element, criterion and

universe of discourse.

We introduce the logical representation of basic operations of extension transfor-

mation and conductive transformation based on the corresponding definitions in [1].

Definition 17 (Target situation set) Let M = (Ω, I) be a Σ-interpretation and let 𝜇

be the variable assignment. Let B0 ↦ B be a Σ-extension transformation in situation

sit. We call that sit is the source situation of B0 ↦ B and sit′ is the target situation of

B0 ↦ B, where sit′ ∈ trsit(I(B0)) and (B)sit′,M,𝜇 = 1. We use TSsit(B0 ↦ B) to denote

the set of target situations of B0 ↦ B.

Definition 18 (Basic operations of Σ-extension transformation) Let M = (Ω, I) be

a Σ-interpretation and let 𝜇 be the variable assignment. The definitions of basic oper-

ations of Σ-extension transformation are given as follow:

(i) We use 𝛼1,… , 𝛼n to denote the Σ-extension transformations B1 ↦ B2,… ,

Bn−1 ↦ Bn in situation sit1,… , sitn, and use 𝛽 to denote the Σ-extension trans-

formation B1 ↦ Bn in situation sit1. We say that 𝛽 is the Σ-PRODUCT trans-

formation of 𝛼1,… , 𝛼n in sit1 if and only if siti+1 ∈ TSsiti(𝛼i)(i = 1,… , n − 1)
and TSsitn (𝛼n) = TSsit1 (𝛽).

(ii) We use 𝛼1,… , 𝛼n and 𝛽 to denote the Σ-extension transformations in situation

sit. We say that 𝛽 is the Σ-AND transformation of 𝛼1,… , 𝛼n in sit if and only if

(
n⋂

i=1
TSsit(𝛼i)) = TSsit(𝛽).

(iii) We use 𝛼1,… , 𝛼n and 𝛽 to denote the Σ-extension transformations in situation

sit. We say that 𝛽 is the Σ-OR transformation of 𝛼1,… , 𝛼n in sit if and only if

(
n⋃

i=1
TSsit(𝛼i)) = TSsit(𝛽).

(iv) We use 𝛼, 𝛽 to denote the Σ-extension transformations B0 ↦ B1, B1 ↦ B0 in

situation sit1, sit2. We say that 𝛽 is the Σ-INVERSE transformation of 𝛼 in sit2
and 𝛼 is theΣ-INVERSE transformation of 𝛽 in sit1 if and only if sit2 ∈ TSsit1 (𝛼)
and sit1 ∈ TSsit2 (𝛽).

Definition 19 (Σ-First order conductive transformation) Let M = (Ω, I) be a Σ-

interpretation and let 𝜇 be the variable assignment. We use 𝛼, 𝛽 to denote the Σ-

extension transformations in situation sit. We say that 𝛽 is the Σ-first order con-

ductive transformation of 𝛼 and 𝛼 is active transformation of 𝛽 in sit if and only if

TSsit(𝛼) ⊆ TSsit(𝛽).
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Given Σ-extension transformations 𝛼, 𝛽, we use 𝛼 ⇒ 𝛽 to denote that 𝛽 is the

Σ-first order conductive transformation of 𝛼.

Definition 20 (Σ-n-times conductive transformation) Let M = (Ω, I) be

a Σ-interpretation and let 𝜇 be the variable assignment. We use 𝛼 and 𝛽1,… , 𝛽n
to denote the Σ-extension transformations in situation sit. We say that 𝛽n is the

Σ-n-times conductive transformation of 𝛼 in sit if and only if 𝛼 ⇒ 𝛽1, 𝛽1 ⇒ 𝛽2,

… , 𝛽n−1 ⇒ 𝛽n.

Definition 21 (Σ-m-order transformation and m-order conductive transformation)

Let M = (Ω, I) be a Σ-interpretation and let 𝜇 be the variable assignment. Let m
be integer, m > 1. Given situation sit, 𝛼(m−1)

denotes the Σ-extension transforma-

tions B(m−1)
0 ↦ B(m)

0 and 𝛽

(m−1)
i (i = 1,… , n) denote the Σ-extension transformations

B(m−1)
i ↦ B(m)

i , such that 𝛽
(m−1)
n is Σ-n-times conductive transformation of 𝛼

(m−1)

in sit. Let 𝛼
(m)

denotes the Σ-extension transformation B(m)
0 ↦ B(m+1)

0 . We say that

𝛼

(m)
is Σ-m-order transformation of B(1)

0 in sit if and only if 𝛽

(m−1)
n ⇒ 𝛼

(m)
, and

𝛽

(m)
n is the Σ-m-order n-times conductive transformation of B(1)

n in sit if and only

if 𝛼
(m) ⇒ 𝛽

(m)
1 , 𝛽

(m)
1 ⇒ 𝛽

(m)
2 ,… , 𝛽

(m)
n−1 ⇒ 𝛽

(m)
n .

3.2 Examples

Example 1 Representation of extension transformation in real world.

We take the extension transformation in the classical contradictory problem “Cao

Chong weighed the elephant” [2] as example. Given Σ-basic-elements

B1 =
[
elephant A, weight, x

divisibility, 0

]

, B2 =
[
stone B, weight, x

divisibility, 1

]

,

where variable x ∈ Varsv .
Given extension space Ω, let wr be the real world. Let situation sit1, sit2 ⊂ wr,

where

sit1 = {⟨
_

𝜇(elephant A),
_

𝜇(weight),
_

𝜇(500 kg)⟩,… ,

⟨
_

𝜇(elephant A),
_

𝜇(weight),
_

𝜇(10000 kg)⟩,
⟨

_

𝜇(elephant A),
_

𝜇(divisibility),
_

𝜇(0)⟩}
sit2 = {⟨

_

𝜇(stone B),
_

𝜇(weight),
_

𝜇(500 kg)⟩,… ,

⟨
_

𝜇(stone B),
_

𝜇(weight),
_

𝜇(10000 kg)⟩,
⟨

_

𝜇(stone B),
_

𝜇(divisibility),
_

𝜇(1)⟩}
Let M = (Ω, I) be a Σ-interpretation such that I(B1) = sit1, I(B2) = sit2. Given

the transformation mapping trwr
such that sit2 ∈ trwr

(sit1). Given the variable assign-

ment 𝜇 such that 𝜇(x) ∈ {
_

𝜇(500 kg),… ,

_

𝜇(10000 kg)}. Because sit1 ⊂ wr, with

proposition 1 we have (B1)
wr ,M,𝜇 = 1. Obviously (B2)

sit2,M,𝜇 = 1, then

(B1 ↦ B2)
wr ,M,𝜇 = 1. As a result we call that B1 ↦ B2 is a Σ-extension transforma-

tion in real world.
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Example 2 Possible world and extension transformation.

Given Σ-basic-elements

B1 =
[
person A, height, 1.70m

]
, B2 =

[
person A, height, 1.75m

]
.

Given extension space Ω, let wr be the real world. Let situation sit1, sit2 ⊂ wr,

where

sit1 = {⟨
_

𝜇(person A),
_

𝜇(height),
_

𝜇(1.70m)⟩},

sit2 = {⟨
_

𝜇(person A),
_

𝜇(height),
_

𝜇(1.75m)⟩},

{⟨
_

𝜇(person A),
_

𝜇(height),
_

𝜇(0.0m)⟩,… , ⟨
_

𝜇(person A),
_

𝜇(height),
_

𝜇(1.8m)⟩}⊂wr.

Let M = (Ω, I) be a Σ-interpretation such that I(B1) = sit1, I(B2) = sit2. Given the

transformation mapping trwr
such that

trwr
(I(B1)) = {{⟨

_

𝜇(person A),
_

𝜇(height),
_

𝜇(1.70m)⟩},… , {⟨
_

𝜇(person A),
_

𝜇(height),
_

𝜇(1.8m)⟩}}
trwr

(I(B2)) = {{⟨
_

𝜇(person A),
_

𝜇(height),
_

𝜇(1.75m)⟩},… , {⟨
_

𝜇(person A),
_

𝜇(height),
_

𝜇(1.8m)⟩}}
Evidently (B1)

sit1,M=1 and (B2)
sit2,M=1, thus we have (B1)

wr ,M=1 and (B2)
wr ,M=1.

Because sit2 ∈ trwr
(I(B1)), therefore we have (B1 ↦ B2)

wr ,M=1. On the other hand,

because for every sit′ ∈ trwr
(I(B2)), we see that (B1)

sit′,M=0, thus (B2 ↦ B1)
wr ,M=0.

The intuitive meaning of B1 ↦ B2 can be the height increase of person A. Note

that according to our definition of situation and world, real world wr that we discuss

here is a set of relevant situations about the object “person A”, including all possi-

bility of his height, thus both B1 and B2 can be satisfied in wr, however only B1 can

be satisfied in sit1.
Let B3 =

[
person A, height, 3m

]
. Given a possible world w where

{⟨
_

𝜇(person A),
_

𝜇(height),
_

𝜇(0.0m)⟩,… , ⟨
_

𝜇(person A),
_

𝜇(height),
_

𝜇(3m)⟩} ⊆ w.

But we see that

⟨
_

𝜇(person A),
_

𝜇(height),
_

𝜇(1.81m)⟩,… , ⟨
_

𝜇(person A),
_

𝜇(height),
_

𝜇(3m)⟩ ∉ wr
Given a situation sit3 = {⟨

_

𝜇(person A),
_

𝜇(height),
_

𝜇(3m)⟩} and the transforma-

tion mapping trw such that

trw(sit1) =
{{⟨

_

𝜇(person A),
_

𝜇(height),
_

𝜇(0.0m)⟩},… , {⟨
_

𝜇(person A),
_

𝜇(height),
_

𝜇(3m)⟩}},

and trw(sit2) = trw(sit3) = trw(sit1).
Let I(B3) = sit3. Because for every situation sit′ ∈ trwr

(I(B1)), (B3)
sit′,M=0, there-

fore (B1 ↦ B3)
wr ,M = 0. On the other hand, because sit3 ∈ trw(I(B1)) and (B1)

w,M=1,

(B3)
sit3,M = 1, therefore (B1 ↦ B3)

w,M = 1, that is, B1 ↦ B3 is a Σ-extension trans-

formation in w.

Example 3 Representation of conductive transformation.

Given Σ-basic-elements

B1 =
[
product A, price, 2.0 dollars

]
, B2 =

[
product A, price, 2.5 dollars

]
,

B1
′ =

[
product B, price, 4.0 dollars

]
, B2

′ =
[
product B, price, 5.0 dollars

]
.

Given Σ-interpretation M = (Ω, I) and situation
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sit =
{⟨

_

𝜇(product A),
_

𝜇(price),
_

𝜇(2.0 dollars)⟩,
⟨

_

𝜇(product B),
_

𝜇(price),
_

𝜇(4.0 dollars)⟩}
such that B1 ↦ B2 and B1

′ ↦ B2
′

are Σ-extension transformations in sit. If we have

TSsit(B1 ↦ B2) =
{{⟨

_

𝜇(product A),
_

𝜇(price),
_

𝜇(2.5 dollars)⟩,
⟨

_

𝜇(product B),
_

𝜇(price),
_

𝜇(5.0 dollars)⟩}}
TSsit(B1

′ ↦ B2
′) = {

{⟨
_

𝜇(product A),
_

𝜇(price),
_

𝜇(2.0 dollars)⟩,
⟨

_

𝜇(product B),
_

𝜇(price),
_

𝜇(5.0 dollars)⟩},
{⟨

_

𝜇(product A),
_

𝜇(price),
_

𝜇(2.5 dollars)⟩,
⟨

_

𝜇(product B),
_

𝜇(price),
_

𝜇(5.0 dollars)⟩},
{⟨

_

𝜇(product A),
_

𝜇(price),
_

𝜇(3.0 dollars)⟩,
⟨

_

𝜇(product B),
_

𝜇(price),
_

𝜇(5.0 dollars)⟩}}
because TSsit(B1 ↦ B2) ⊆ TSsit(B1

′ ↦ B2
′), we can say that B1

′ ↦ B2
′

is the Σ-first

order conductive transformation of B1 ↦ B2 in sit.

4 Conclusion

From the viewpoint of epistemology, extension transformation, basic operations of

extension transformation and conductive transformation represent the knowledge

about possibility of objects change. In this paper we present some preliminary

research results of extension logic and using the proposed theory for studying the

logical representation of extension transformation. We introduce the concept of sit-

uation which is also applied in other relevant research fields, such as situation the-

ory [3], reasoning about action [4], analogy and metaphor [5, 6], etc. On the basis

of these theories, we give our definition of situation and represent the changes of

objects as the mappings of situations.

Beginning with the first research book published in 2003 [2], the continuing stud-

ies of extension logic and the related topics about knowledge representation and rea-

soning can be found in [7–13]. On the whole for establishing the complete theoretical

framework of extension logic much further research is needed. In the future we will

focus on the study of logical extension reasoning based on extension transformation

and the application of logical extension reasoning for supporting creativity activity

such as design, contradictory problem solving, etc. Moreover, logical representation

and reasoning of the relations between extension transformations is another impor-

tant point in our future research.
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A Novel Establishing Method
for 1-Dimensional Elementary Dependent
Function by Standard Interval
Transformation

Long Tang and Chunyan Yang

Abstract Decision-making commonly demands reliable evaluating conclusions of
the candidate schemes as important references. Superiority evaluation is an effective
evaluating method, which employs elementary dependent function to describe the
degree of a candidate scheme satisfying the requirement and has been successfully
applied to various fields. However, traditional elementary dependent function
supplies only one fixed function mode, seriously limiting its adaptability to different
types of problems. In this paper, a novel establishing method for 1-dimensional
(1-D) elementary dependent function is proposed, called standard interval trans-
formation. The remarkable advantage of this method lies in that elementary
dependent function can be established based on different basis functions, leading to
different function modes without influencing its inherent properties. Due to the high
flexibility, the proposed method can significantly improve the adaptability of ele-
mentary dependent function to different types of real-world applications, thus
supplying more reasonable references for the decision-making.

Keywords Decision making ⋅ Superiority evaluation ⋅ Extenics ⋅ Elementary
dependent function ⋅ Standard interval transformation

1 Introduction

Decision-making is a common issue widely existing in the real-world. In order to
obtain references for the decision-making, it is very essential to give the evaluating
conclusion of each candidate scheme. Superiority evaluation, as an important
branch of the Extenics [1], is a powerful evaluating method, which has been suc-
cessfully applied in a wide variety of fields, such as concept design [2], problem
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solving [3], data mining [4], and robot techniques [5, 6]. The most critical part of
superiority evaluation is establishing elementary dependent function. An elemen-
tary dependent function aims to describe the degrees of candidate schemes satis-
fying or not satisfying the requirement under a given evaluation characteristic.
Theoretically, elementary dependent function is usually established on the basis of
several nested intervals, which are obtained according to the domain knowledge
that the decision-making concerns.

For the original elementary dependent function, only 1-D finite dual-nested
interval case was considered [1, 7, 8]. In recent years, numerous research
achievements about elementary dependent function have emerged. For example, Li
and Liu [9, 10] proposed several methods to establish elementary dependent
function based on infinite intervals; Smarandache [11, 12] and his partners extended
1-D elementary dependent function to 2D and 3D; Yang and Cai [13–15] refined
the division of discourse universe, and proposed triple-nested interval based ele-
mentary dependent function; Li and Liu [16] introduced uncertain theory to the
elementary dependent function, forming an interval general elementary dependent
function.

In above research, elementary dependent function is established based on the
extension distance and place value, whose function mode is fixed under the given
nested intervals, seriously limiting its adaptability to different types of problems. In
fact, elementary dependent function should be determined by not only the nested
intervals, but also the behavior mode of the evaluation which may be linear or
variously nonlinear. It is desirable that, the function mode of elementary dependent
function is changeable to adapt to various types of problems. Therefore, the key of
elementary dependent function lies in supplying an establishing method rather than
a definite math form. In this paper, standard interval transformation method is
proposed (in this paper, only 1-D elementary dependent function is considered).
The method establishes elementary dependent function using interval mapping and
linear transformations, by introducing basis function, standard function, standard
points and standard intervals. Because the established elementary dependent
function is a derivative of the basis function which can be artificially changed, the
function mode becomes very flexible.

The rest of this paper is organized as follows. Section 2 introduces basic theory
involving basis function, standard point, standard interval and standard interval
transformation. Complete procedures of standard interval transformation method
are briefly stated in Sect. 3. Section 4 investigates performance of the proposed
method. Finally, conclusions are given in Sect. 5.

2 Basic Theory

Generally, possible measures of a given evaluation characteristic can be described by
a real number field. In order to establish 1-D elementary dependent function, the real
number field is divided into several different sub-fields, shown as Fig. 1. The positive
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field ⟨a, b⟩ denotes the measures satisfying the requirement, which can be further
divided into the standard positive field ⟨a0, b0⟩ (the optimal point has the highest
degree satisfying the requirement) and the transition positive field ⟨a, a0⟩ ∪ ⟨b0, b⟩,
respectively representing different degrees satisfying the requirement. Similarly, the
negative field ⟨−∞, a⟩ ∪ ⟨b, +∞⟩ denotes the measures not satisfying the
requirement, which can also be further divided into the standard negative field
⟨−∞, c⟩ ∪ ⟨d, +∞⟩ and the transition negative field ⟨c, a⟩ ∪ ⟨b, d⟩, respectively
representing different degrees not satisfying the requirement. The elementary
dependent function is established in the basis of three nested intervals:

kðxÞ= k x0,X0,X,X ̂
� �ðxÞ ð1Þ

X0 = ⟨a0, b0⟩
X = ⟨a, b⟩
X ̂=X ∪ X− = ⟨c, d⟩

8<
: ð2Þ

where x0 is optimal point; X0 is standard positive field; X is positive field; X ̂ is the
union of positive field and transition negative field. Elementary dependent function
k(x) satisfies several following properties:

(1) k(x) successively increases in −∞, x0ð �;
(2) k(x) successively decreases in x0, +∞½ Þ;
(3) x∈X0, 1≤ kðxÞ≤ k x0ð Þ;
(4) x ∈ X+ =X −X0, 0≤ kðxÞ≤ 1;

(5) x∈X− =X ̂−X, − 1≤ kðxÞ≤ 0;

(6) x ∈ X ̄0 =R−X ̂, kðxÞ≤ − 1;

(7) When x= a0 ∨ b0, k xð Þ=1;
(8) When x= a∨ b, k xð Þ=0;
(9) When x= c∨ d, k xð Þ= − 1;

x

dba0ac x0 b0

Standard
positive field

Transition
positive field

Transition
positive field

Transition
negative field

Transition
negative field

Standard
negative field

Standard
negative field

Optimal point

Fig. 1 Illustration of the sub-fields
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where X+ denotes transition positive field; X− denotes transition negative field; X ̄0
denotes standard negative field.

2.1 Basis Function and Standard Point

Give a continuous function f(x) defined in 0, +∞½ Þ, satisfying following three
conditions:

(1) f(x) successively decreases in 0, +∞½ Þ;
(2) f(0) > 1;
(3) ∃ p > 0, when x > p, f(x) < −1;

Figure 2a shows the image of f(x). The function values of points u, v and w are
respectively 1, 0 and −1. Now define another function F(x) = f(|x|). Obviously, F
(x) can be illustrated by Fig. 2b.

If a problem satisfies:

(1) Optimal point is x0 = 0;
(2) Standard positive field is X0 = ⟨− u, u⟩;
(3) Positive field is X = ⟨− v, v⟩;
(4) Transition negative field is X− = ⟨−w, − v⟩ ∪ ⟨v,w⟩;

then according to the required properties of 1-D elementary dependent function, F
(x) can be used as the elementary dependent function k(x). Here, function f(x) is
basis function; F(x) is standard function; and points −u, −v, −w, 0, u, v, w are called
standard points of F(x).

This example, however, is just a special case. It is necessary to develop a
reasonable approach that can extend above conclusion to more general cases.

1

x

-1

0
u

wv

f (x)

1

x

-1

0
u

wv

F(x)

-u
w- v-

(a) (b)

Fig. 2 Illustration of f(x) and F(x). a Illustration of f(x). b Illustration of F(x)
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2.2 Standard Interval Transformation

Obviously, the standard points divide the x-axis into eight different parts (Fig. 2b),
called standard intervals. Similarly, endpoints a0, b0, a, b, c, d and optimal point x0
also divide the x-axis into at most eight (if there is no common endpoint) different
parts, called real intervals. Our purpose is to utilize the standard function F(x) to
establish elementary dependent function k(x). In order to achieve this, a mapping
relationship between real intervals and standard intervals needs to be established,
shown as Fig. 3. In fact, each real interval denotes a special significance, so it
should be mapped to the standard interval with equivalent significance. For
instance, real interval ⟨−∞, − c⟩ and standard interval ⟨−∞, −w⟩ both stand for
the left part of standard negative field, so ⟨−∞, − c⟩ should be mapped to
⟨−∞, −w⟩. Figure 4 shows the two different cases of such mapping; the first
picture is the case that there is no common endpoint; the second picture is the case
that a0 = a and b = d.

According to the mapping relationships, each real interval can be converted to
corresponding standard interval by a linear transformation. A general expression of
such linear transformation is:

Ti IRi
� �

=KiIRi +Qi → IFi ð3Þ

x

dba0ac

x

0 u wv-uw- v-

x0 b0

Fig. 3 Standard interval and real interval
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where IRi denotes the ith real interval; IFi is the standard interval corresponding to
IRi ; Ki > 0 is used to increase or reduce the length of IRi ; Qi is a constant and used to
move IRi along the x-axis; Values of Ki and Qi can be determined using the end-
points of real interval. Based on linear transformations, the basis function can be
used for establish the elementary dependent function:

kðxÞ=F Kix+Qið Þ= f Kix+Qij jð Þ, x ∈ IRi ð4Þ

In order to definitely explain standard interval transformation method, the parts on
the left side of optimal point x0 are illustrated. The right parts can be operated
similarly.

(1) Considering the left part of standard negative field, denoted by X ̄l0 = ⟨−∞, c⟩,
IR1 = ⟨−∞, c⟩ and IF1 = ⟨−∞, −w⟩ are both indefinite, so K1 = 1; according to
endpoint c, we have,

c+Q1 = −w ⇒ Q1 = −w− c ð5Þ

kðxÞ=F x+Q1ð Þ= f x+Q1j jð Þ, x ∈ X ̄l0 ð6Þ

(2) For the left part of transition negative field Xl
− = ⟨c, a⟩, there are two cases:

(a) c < a: IR2 = ⟨c, a⟩ and IF2 = ⟨−w, − v⟩; according to endpoints c and a, we
have,

c 1
a 1

� �
K2

Q2

� �
=

−w
− v

� �
⇒

K2

Q2

� �
=

c 1
a 1

� �− 1 −w
− v

� �
ð7Þ

kðxÞ=F K2x+Q2ð Þ= f K2x+Q2j jð Þ, x ∈ Xl
− ð8Þ

(b) c = a:

(i) Xl
− = c, c½ �= cf g, k cð Þ= − 1;

(ii) Xl
− = ðc, c�=ϕ, neglect;

(iii) Xl
− = ½c, cÞ=ϕ, neglect;

(iv) Xl
− = ðc, cÞ=ϕ, neglect;

(3) Likewise, for the left part of transition positive field Xl
+ = ⟨a, a0⟩, there are

also two cases:

(a) a < a0: IR3 = ⟨a, a0⟩ and IF3 = ⟨− v, − u⟩; according to endpoints a and a0,
we have,

a 1
a0 1

� �
K3

Q3

� �
=

− v
− u

� �
⇒

K3

Q3

� �
=

a 1
a0 1

� �− 1 − v
− u

� �
ð9Þ
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kðxÞ=F K3x+Q3ð Þ= f K3x+Q3j jð Þ, x ∈ Xl
+ ð10Þ

(b) a = a0:

(i) Xl
+ = ½a, a�= fag, kðaÞ=0;

(ii) Xl
+ = ða, a�=ϕ, neglect;

(iii) Xl
+ = ½a, aÞ=ϕ, neglect;

(iv) Xl
+ = ða, aÞ=ϕ, neglect;

(4) Considering the left part of standard positive field Xl
0 = ⟨a0, x0Þ, there are still

two cases:

(a) a0 < x0: IR4 = ⟨a0, x0Þ and IF4 = ⟨− u, 0Þ; according to endpoint a0 and
optimal point x0, we have,

a0 1
x0 1

� �
K4

Q4

� �
=

− u
0

� �
, ⇒

K4

Q4

� �
=

a0 1
x0 1

� �− 1 − u
0

� �
ð11Þ

kðxÞ=F K4x+Q4ð Þ= f K4x+Q4j jð Þ, x ∈ Xl
0 ð12Þ

(b) a0 = x0: Xl
0 = ⟨a0, a0Þ=ϕ, neglect;

Finally, for the optimal point x0, k x0ð Þ=Fð0Þ= f ð0Þ.

3 Establishing Elementary Dependent Function
by Standard Interval Transformation

This paper aims to use standard interval transformation approach to establish 1-D
elementary dependent function. The main procedures are introduced as follows:

(1) Given a problem, determine the optimal point x0, standard positive field X0,
positive field X and transition negative field X−, shown as Eq. (2);

(2) According to priori knowledge of the given problem and related domain
knowledge, establish an elementary function (satisfying the three conditions
stated in Sect. 2.1) as the basis function f(x); Table 1 lists several basis
functions with common modes;

(3) Establish standard function F(x) = f(|x|), and find out the standard points (−u,
−v, −w, 0, u, v, w) of F(x);

(4) Obtain the standard intervals and real intervals, and establish the mapping
relationship between them;

(5) Use standard interval transformation method (introduced in Sect. 2.2) to
establish the elementary dependent function of the different non-overlapped

parts Xl̄
0, X

l
− , X

l
+ , X

l
0, X

r
0, X

r
+ , X

r
− , X ̄

r
0 respectively;
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(6) Obtain synthetic elementary dependent function k(x).

Corresponding flowchart of above procedures is shown in Fig. 5.

4 Performance Verification

In this section, three representative cases are investigated to verify the performance
of the proposed method. In each case, two different basis function modes are carried
out.

Table 1 Basis functions with
common modes

Basis function Expression

Linear mode f ðxÞ=2− x

Square mode f ðxÞ=2− x2

Square root mode f ðxÞ=2− 3
ffiffiffi
x

p

Fractional mode f ðxÞ= 2 1− 3x2ð Þ
1+ x2

Exponential mode f ðxÞ=4e− x2 − 2
Logarithmic mode f ðxÞ=2− lnð10x+1Þ
Arc-tangent mode f ðxÞ=2− 4 arctan x2ð Þ

Obtain standard function F(x)=f(|x|)

Given the problem

Obtain synthetic dependent function k(x)

Determine the optimal point x0, standard positive field
X0, positive field X and transition negative field X-

Establish the mapping relationship between 
real intervals and standard intervals

Establish the basis function f(x)

Find out standard points of F(x),
obtaining standard intervals

Use standard interval transformation to construct  the 
dependent function of different non-overlapped parts

Linear mode

Square mode

Square root mode

Fractional mode

Exponential mode

Logarithmic mode

Arc-tangent mode

Standard negative field

Transition negative field

Transition positive field 

Standard positive field

Fig. 5 Flowchart of standard interval transformation approach
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Case I: X0, X and X ̂ have no common endpoint.

x0 = 1, X0 = ½1, 3�, X = ½0, 5�, X ̂= ð− 2, 7Þ;

Then, we have:

Xl
0 = ½1, 1Þ, x0 = 1, Xr

0 = ð1, 3�;
Xl

+ = ½0, 1Þ, Xr
+ = ð3, 5�;

Xl
− = ð− 2, 0Þ, Xr

− = ð5, 7Þ;
Xl̄
0 = −∞, − 2ð �, X ̄r0 = ½7, +∞Þ;

Two elementary dependent functions by linear and exponential mode are illustrated
in Fig. 6a, b respectively. Clearly, in terms of monotonicity and function values on
endpoints, two curves exhibit rigid agreement, and both satisfy the properties of
elementary dependent function. Because optimal point is overlapped with the left
endpoint of X0, a discontinuity emerges here. On the other hand, varying pattern of
Fig. 6a is absolutely linear, while Fig. 6b makes a difference, remarkably in stan-
dard positive field and standard negative field.

Case II: X0 and X have a common endpoint; X and X ̂ have a common endpoint.

x0 = 2.4, X0 = ½2.0, 2.5�, X = ð1.7, 2.5�, X ̂= ½1.7, 3.0Þ;

Then, we have:

Xl
0 = ½2.0, 2.4Þ, x0 = 2.4,Xr

0 = ð2.4, 2.5�;
Xl

+ = ð1.7, 2.0Þ, Xr
+ = ð2.5, 2.5�;

Xl
− = ½1.7, 1.7�, Xr

− = ð2.5, 3.0Þ;
Xl̄
0 = ð−∞, 1.7Þ, X ̄r0 = ½3.0, +∞Þ;

Fig. 6 Illustration of k(x) in Case I by different basis function modes. a Linear mode.
b Exponential mode
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In this case, common endpoints are considered. Figure 7 shows the two elementary
dependent functions by square root and fractional mode. At common endpoint 1.7,
X is open and X ̂ is close. So endpoint 1.7 belongs to transition negative field, and its
function value is −1. At common point 2.5, however, X0 and X are close. Point 2.5
belongs to standard positive field, so its function value is 1. It also can be clearly see
that, due to the diversity of basis function modes, the two curves have quite dif-
ferent convexities.

Case III: X0, X and X ̂ have a common endpoint.

x0 = 4, X0 = ð3, 7Þ, X = ½3, 8�, X ̂= ½3, 10Þ;

Then, we have:

Xl
0 = ð3, 4Þ, x0 = 4,Xr

0 = ð4, 7Þ;
Xl

+ = ½3, 3�, Xr
+ = ½7, 8�;

Xl
− = ½3, 3Þ, Xr

− = ð8, 10Þ;
Xl̄
0 = ð−∞, 3Þ, Xr̄

0 = ½10, +∞Þ;

In this case is a common endpoint involving X0, X and X ̂. Images of two elementary
dependent functions by square and logarithmic mode are given by in Fig. 8a, b. At
the common endpoint 3, X0 is open, and X and X ̂ are close. So endpoint 3 belongs to
standard positive field and its function value is 0. Likewise, varying patterns of the
two curves are also remarkably different from each other.

Case IV: This case considers a real-world application. Given a batch of parts,
the objective is to establish the elementary dependent function of their 1-D sizes
(size is the evaluation characteristic). x0 is the ideal size; X0 is satisfied size interval;
X is acceptable size interval; X− is transition unacceptable size interval, including
the sizes that although are unacceptable but may become acceptable by repro-
cessing the corresponding parts. Definitely,

Fig. 7 Illustration of k(x) in Case II by different basis function modes. a Square root mode.
b Fractional mode
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x0 = 10 mm,X0 = ½9.95, 10.05� mm,X = ½9.9, 10.1� mm,X ̂= ½9.8, 10.2� mm

Then, we have:

Xl
0 = ½9.95, 10Þ mm, x0 = 10 mm,Xr

0 = ð10, 10.05� mm;

Xl
+ = ½9.9, 9.95Þ mm,Xr

+ = ð10.05, 10.1� mm;

Xl
− = ½9.8, 9.9Þ mm,Xr

− = ð10.1, 10.2� mm;

Xl̄
0 = ð0, 9.8Þ mm,Xr̄

0 = ð10.2, +∞Þ mm;

When the number of parts is large, the size subjects to normal distribution gener-
ally. Therefore, exponential mode is supposed to be most reasonable for this case.
Obtained elementary dependent function is shown as Fig. 9, and it can well describe
the degree to which the size of a part satisfies the given requirement.

Fig. 8 Illustration of k(x) in Case III by different basis function modes. a Square mode.
b Logarithmic mode

Fig. 9 Illustration of k(x) in
Case IV
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5 Conclusions

This paper proposes a standard interval transformation method to establish 1-D
elementary dependent function. Differently, this method replaces extension distance
and place value used conventionally to improve the establishing flexibility and
adaptability. Through respectively constructing mappings from each real interval to
each standard interval, elementary dependent function can be deduced from the
basis function.

In real-world application, user can obtain more suitable elementary dependent
function by appropriately selecting the basis function, further supplying more
reasonable reference for the decision-making. In future work, the proposed standard
interval transformation method will be promoted to multi-dimensional elementary
dependent functions.
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Algorithm Research on Selection
of Extension Transformation

Xiao-mei Li, Chun-yan Yang and Wei-hua Li

Abstract Using extension transformation and extension logic theory we can
identify the solution transformations to solve the contradiction problems. But the
number of the solution transformation set is so large that it will produce explosion
problems in the number. The previously often used methods limit the number of the
transformed characteristics or limit the magnitude of the transformation. But it is
difficult to get a good solution transformation through these simple restrictions. The
paper defines the difficulty coefficient and effect coefficient of the extension
transformation. The genetic algorithm combined with the threshold of transfor-
mation difficulty coefficient can prevent explosion in the number of the extension
transformation sets. And using the threshold of transformation effect coefficient,
algorithm can guide the direction of extension transformation. Lastly, the example
shows that the algorithm reduce the number of extension transformation greatly,
and gets the solutions transformation less costly but better transformation effect.
The idea provides a new basis to extension transformation selection strategy, and
provides a new reference to solve the contradiction problems in the management
and decision-making frontiers.
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1 Introduction

Modern society generates massive amounts of data with unimaginable speed. In
addition, our living environment is constantly changing. Facing these continuously
growing data and changing environment, we need to find a suitable data processing
tools. The extension data mining techniques can identify changing knowledge from
the data. So extension data mining [1] has been widely used in all walks of life. It is
the product of the extension [2, 3] and data mining [4]. It discusses the use of the
extension method and data mining technology, to mine the transformation of
knowledge to solve the problem of the problem based on database.

But how to make use of these data and information, and design the appropriate
extension strategy generating system [1, 5–10], to solve the contradiction problems
of innovative approaches and management and decision-making frontiers. The key
that Extenics solve the contradiction problems is the implementation of extension
transformation. Although the results of the extension analysis modules give a
general direction of on where to go to transform and which options to choose from
extension transformation, but the basic transformation, transformation operator and
combination still cause an explosion problems in the number of extension trans-
formation set. Therefore, the research of selecting the extension transformation
strategy is the major problems and the bottleneck problem in Extenics.

Research on extension transformation selection mechanism [11–13] is just in the
primary stage of the concepts and methods, and did not conduct a comprehensive
and in-depth research, and did not form a set of implementation the extension
transformation choice theory as well as the corresponding software module tool.
The selection algorithm of extension transformation is the key to solve the complex
and contradictory issues and mining extension knowledge.

Previously facing this kind of problems, our methods include restrictions on the
implementation of the number of extension transformation characteristics, such as
allow only three characteristics simultaneously transformation [9]; limiting the
magnitude of the transformation, such as the characteristic value “poor” can only be
transformed to “middle”, not allowed conversion to a higher level of “good” and
“excellent” [9]; reduce the conversion category, such as the extension transfor-
mation is only limited to the replacement transformation [9]. Adding to these
limitations, the number of extension transformation can indeed greatly reduced, so
that the algorithm can converge to give the corresponding solution transformation.
But these simple restrictions are difficult to get a good solution transformation.

Based on the above reason, this paper defines the difficulty coefficient of
extension transformation to prevent explosive issues of the number of extension
transformation, and defines the effect coefficient of extension transforming to guide
genetic algorithm the direction of extension transformation.
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2 Extension Transformation Selection Strategy

Extension strategy generating system uses the extension transformation to solve the
problem of contradiction. Because the quantity of extension transformation is
explosive, so need to research the selection mechanism of extension strategy. First
of all, extension transform selection strategy limits the number of transformation by
selecting the extension transformation characteristics. According to the selected
transformation characteristics, genetic algorithm can construct individual genes
encoding. By setting the three genetic operators, reduce the search space of
extension transformation. Definition of the extension transformation effect coeffi-
cient and the difficulty coefficient and setting the two coefficient threshold value can
determine the convergence the direction of genetic algorithm.

2.1 Select the Extension Transformation Characteristics

Based on the extension analysis results of the contradictions and problems, if the
number of characteristics is large, we should select properties items using attributes
reduction technology to assure the retained properties items with a larger trans-
formation effect. Through comprehensive consideration the contribution to the
transformation effect of various properties to select the properties items.

2.2 Definition of Gene Coding

According to the number of selecting the extension transformation characteristics,
we can determine the gene coding length. Each extension transformation charac-
teristic corresponds to one gene locus. The value of each gene locus is determined
according to its range.

2.3 Genetic Operation

The selection operation to the group is to bring a good individual to the next
generation directly, or generate new offspring individual to the next generation by
the pairing. The choice of operation is based on the fitness evaluation of individual
in the group. The fitness evaluation of individual is defined as the comprehensive
dependent degree value.

The selected probability of the i-th individual pi is proportional according to its
fitness, and the formula used is as follows:
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pi= fi ̸∑ fi

In which fi means the fitness evaluation of the i-th individual.
The crossover operator is acted on the group to generate new individual. The

crossover means that the partial structure of the two parent individuals is replaced
by the structure of the recombination to form the new individual. Crossover
operator is the core of genetic Algorithm.

The mutation operator means the genetic values of certain genes in the indi-
vidual of the group are changed to obtained from the next generation individual
according to mutation probability.

2.4 Definition of Extension Transformation Effect
Coefficient

Firstly, we define the transformation effect coefficient (EC). The coefficient is defined
mainly through dependent degree or comprehensive dependent degree. The effect
coefficient of the single characteristic Extension transformation is defined as the
difference between the dependent degree value before and after the extension trans-
formation. The effect coefficient of the multi-characteristic Extension transform is
defined as the difference between the comprehensive dependent degree value before
and after the extension transformation. In the case of mining extension knowledge
from the knowledge base, we can also take advantage of the magnitude of the support
and confidence of the knowledge to define the transformation effect coefficient.

Set the effect coefficient threshold (EC’) of single- characteristic extension
transformation, so the extension transformations of the small transformation effect
are discarded. The size of the threshold value can be adjusted according to the
obtained solution transformation.

2.5 Definition of Extension Transformation Difficulty
Coefficient

The difficulty coefficient of the single characteristic Extension transformation is
defined according to the field of knowledge and expertise. And we should build a
single characteristic extension transformation difficulty coefficient set.

Set extension transformation difficulty coefficient threshold (DC’), the extension
transformations with the larger difficulty coefficient are discarded. The size of the
threshold value can be adjusted according to the obtained solution transformations.

The definitions of the difficulty coefficient of multi-characteristic extension
transformation are much more complex than single characteristic. Because there is a
certain correlation between each characteristic, generally it is believed that the

580 X. Li et al.



multi-characteristic transformation difficulty coefficient is more than the addition of
the single characteristic transformation difficulty coefficient. The difficulty coeffi-
cient of multi-characteristic extension transformation should add the penalty mea-
sures according to different application environment. The specific penalty is defined
according to the field of knowledge and expertise.

The single characteristic transformation difficulty coefficient with a large mag-
nitude is not a simple linear relationship with the single characteristic transforma-
tion difficulty coefficient with a small magnitude. The determination of the difficulty
coefficient also can follow the definition of multi-characteristic extension trans-
formation difficulty coefficient model.

2.6 Determination Extension Transformation Effect
Coefficient and Difficulty Coefficient Threshold

If the transformation difficulty coefficient threshold is too high and transformation
effect coefficient is too low, it can not solve the explosion problem of extension
transformation; If the transformation difficulty coefficient threshold is too low and
effect coefficient is too high, it will result in the loss of excellent solution trans-
formations; We should set a reasonable adjustment to these two thresholds in the
algorithm design process to obtain better solution transformation.

By extension transformation difficulty coefficient and effect coefficient threshold
we can guide the development direction of the extension transformation in genetic
algorithm. At last we can get the solutions transformation less costly but better
transformation effect, to achieve the purpose to resolve the contradictions.

2.7 Termination Conditions

It is difficult to determine the evolution of termination conditions in the light of the
evolution environment complex. The maximum value of individual fitness is not
clear, so it is not the base of an evolution termination decision. In this paper,
according to the difficulty effect of extension transformation and extension trans-
formation effect over the genetic algorithm we choose the optimal solution.

3 Genetic Algorithm

The specific algorithm is described as follows:
At first, based on the extension analysis results we can determine the imple-

mented transformation characteristics. If the number of characteristics that can be
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implemented transformation is too large, we should use the characteristic reduction
techniques to reduce the number. According to the selected characteristic we can
construct single characteristic and a small magnitude transformation set. And cal-
culate each transformation difficulty coefficient and effect coefficient.

Next, set the initial parameter in genetic algorithm. Gene coding length, the
population size, cross probability pc and mutation probability pm. Set the initial
transformation difficulty coefficient and effect coefficient threshold.

According to the parameter we can determine the characteristic coding and
construct the initialize population. Then we can calculation the fitness, EC and DC
of Individual in the population.

If the difficulty coefficient calculated in the first step is less than the corre-
sponding threshold value, and transformation effect coefficient is greater than the
corresponding threshold value, then the transformation can be into the solution
transformation set. If the condition is not satisfied, then we can implement the

Fig. 1 Algorithm chart
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selection operator, cross operator under the cross probability pc, mutation operator
under the mutation probability pm under obtain the next generation population.

The process circle continues. If in two consecutive circles, the solutions trans-
formation set did not continue to increase, the circle is end.

Check solutions transformation set whether there is a satisfactory result. If it is,
the whole genetic algorithm is end, otherwise continue to adjust the above
parameter: gene coding length, the population size, cross probability pc and
mutation probability pm, transformation difficulty coefficient and effect coefficient
threshold value, complement genetic algorithm again (Fig. 1).

4 Instance

In this instance through the design of the questionnaire on specialized course test,
we obtain knowledge base by constructing a decision tree on specialized course test
based on database. Then according to students specific contradiction problems,
using extension transformation selection strategy it can get solution transformation.

4.1 Data Acquisition

We carefully designed the questionnaire on specialized course test, and received a
total of 5007 results. We selected eight characteristics to analyze, including per-
sonal effort, personal interest, learning methods, specialized basic, learning atmo-
sphere, social pressure, the exam room state and pass situation.

The information element set can be expressed as:

Ii, i=1, 2, . . . , 5007f g

In which

Ii =

Student Oi, hard c1, vi1
interest c2, vi2
method c3, vi3
base c4, vi4

atmosphere c5, vi5
pressure c6, vi6
state c7, vi7
pass c8, vi8

2

66666666664

3

77777777775

,
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The possible values of each characteristic are:

vi1ðc1Þ ∈ fno, middle, hardg vi2ðc2Þ ∈ fno, middle, interestg
vi3ðc3Þ ∈ fno, middle, effectg vi4ðc4Þ ∈ fpoor, middle, good, excellentg
vi5ðc5Þ ∈ fno, middle, strongg vi6ðc6Þ ∈ fsmall, middle, largeg
vi7ðc7Þ ∈ fpoor, middle, goodg vi8ðc8Þ ∈ fpass, nog

4.2 Construct Knowledge Base

We obtain knowledge base by constructing a decision tree on database of spe-
cialized course test. The first 3 rules knowledge and corresponding support and
confidence as follows:

Rule1: ½ðOi, c4, poorÞ∧ ðOi, c2, noÞ∧ ðOi, c7, poorÞ�⇒ ðOi, c8, noÞ
ðC =133 1̸63, S = 163 3̸88)

Rule2: ½ðOi, c4, poorÞ∧ ðOi, c2, noÞ∧ ðOi, c7,middleÞ∧ ðOi, c5, noÞ ∧
ðOi, c6, smallÞ∧ ðOi, c1, noÞ�⇒ ðOi, c8, noÞ ðC =3 4̸, S = 4 6̸)

Rule3: ½ðOi, c4, poorÞ∧ ðOi, c2, noÞ∧ ðOi, c7,middleÞ∧ ðOi, c5, noÞ ∧
ðOi, c6, smallÞ∧ ðOi, c1, hardÞ�⇒ ðOi, c8, passÞ ðC =2 2̸, S = 2 6̸)

4.3 Constructed Extension Transformation Set

The implemented extension transformation includes the condition transformation
and the conclusion transformation. The condition transformations include:

T11ðOi, c1, noÞ= ðOi, c1,middleÞ T12ðOi, c1, noÞ= ðOi, c1, hardÞ
T13ðOi, c1,middleÞ= ðOi, c1, noÞ T14ðOi, c1,middleÞ= ðOi, c1, hardÞ
T15ðOi, c1, hardÞ= ðOi, c1, noÞ T16ðOi, c1, hardÞ= ðOi, c1,middleÞ
⋯
T76ðOi, c7, goodÞ= ðOi, c7,middleÞ

The conclusion transformations include:

T81ðOi, c8, passÞ= ðOi, c8, noÞ T82ðOi, c8, noÞ= ðOi, c8, passÞ
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4.4 Obtain Solutions Transformation

According to student specific contradiction problems, using extension transforma-
tion selection strategy we can get solution transformation.

For example, a specific information element can be expressed as:

Ii =

Student Oi, hard c1, middle
interest c2, middle
method c3, middle
base c4, middle

atmosphere c5, no
pressure c6, middle
state c7, middle
pass c8, no

2
66666666664

3
77777777775

,

Obviously this is a contradiction problem. Extension transformation in terms of the
rules knowledge can be a single characteristic extension transformation, can also be
a transformation combination and operation.

The difficulty coefficient of implementing a single characteristic extension
transformation is easy, and the difficulty coefficient of implementation a
multi-characteristic extension transformation is hard.

For a single characteristic transformation, if the extension transformation
increases one level, the transformation coefficient is defined as the value of 1. If the
extension transformation increases two levels, the transform coefficients is defined
as the value of 3, and so on.

For a multi-characteristic transformation, we add penalty the value of 1. Its
transformation difficult coefficient is defined as:

Multi-characteristic transformation difficult coefficient

= ∑ ðSingle characteristic transformation difficult coefficient + 1Þ

By definition transformation difficulty coefficient and setting transformation diffi-
culty coefficient threshold combined with genetic algorithm we can avoid the
explosion of the number of extension transformation.

In this example, the transformation difficulty coefficient threshold value is set as
2. According to the number of selecting the extension transformation characteris-
tics, we can determine the gene coding length is seven. According to contradiction
problem, we can construct the initial transformation individual using randomized
method. In the method, randomly select a transformation characteristics, the feature
value increases a grade with 0.95 probability and decreases a grade with 0.05
probability. The initial population size is 20, cross probability pc is 0.3, mutation
probability pm is 0.1, and the maximum value of the iteration is 200.
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Lastly, we get 40 solutions transformations. One of the solution transformations
is:

Ii ∧ ½T48ðOi, c4,middleÞ= ðOi, c4, goodÞ�⇒ ½T82ðOi, c8, noÞ= ðOi, c8, passÞ�

In which specialized base is transformed from “middle” to “good”, the difficulty
coefficient is 1, and the confident degree is 30/44 and support degree is 44/68. It is
easy to find that this is a very excellent solution transformation.

If the transformation difficulty coefficient threshold value is set as 6, other
parameter settings remain unchanged, we can get 402 solution transformations. One
of the solution transformations is:

Ii ∧ ½T46ðOi, c4,middleÞ= ðOi, c4, excellentÞ,T52ðOi, c5, noÞ= ðOi, c5, strongÞ�
⇒ ½T82ðOi, c8, noÞ= ðOi, c8, passÞ�

In which “specialized base” is transformed from “middle” to “excellent”, and
“learning atmosphere” is transformed from “no” to “strong”, the value of the dif-
ficulty coefficient is 6, and the confident degree is 23/26 and support degree is
26/153.

Obviously the solution transformation has a higher confidence, but it has too
much transformation difficulty coefficient. It is difficult to be adopted as a better
solution transformation.

5 Conclusion

In the paper through selection of transformation characteristics, we can control the
appropriate extension transformation number of characteristics. By defining the
extension transformation effect coefficient and the difficulty coefficient we can
control the direction of extension transformation in genetic algorithm. The algo-
rithm reduce the number of extension transformation greatly, and get the solutions
transformation less costly but better transformation effect, to achieve the purpose to
resolve the contradiction problems.

The algorithm provides a new basis to extension transformation set selection
strategy, and provides a new reference to solve the contradiction problems in the
management and decision-making frontiers.
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Study of the Solvability of the Fuzzy Error
Matrix Set Equation in Connotative Form
of Type II 4

Kai-zhong Guo, Ran Li and Jian-xin Li

Abstract The concept of error matrix is presented in this paper, and the types of
the fuzzy error matrix equation are presented too. The paper especially researches
about the error matrix that consists of general set relations, and the solvability and
solutions to it. And theorems about the necessary condition and the necessary and
sufficient condition for the solvability of the error matrix equation XA′ = B are
obtained in the paper. An example of solving this equation would be given in the
last part of the paper.

Keywords Fuzzy ⋅ Error matrix ⋅ Set relation ⋅ Set equation

1 Introduction

Errors always happen in our life, work and study, sometimes with huge destructive
effect, so it is necessary to study how to avoid and eliminate errors. And in order to
avoid and eliminate errors, we have to study causes and laws of errors. And this
paper discusses how to utilize the error matrix equation to eliminate errors.
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2 The Concept of Error Matrix

Definition 1 Let

U11 U12 ⋯ U1kð Þ, x11ð Þ ⋯ U11 U12 ⋯ U1kð Þ, x1nð Þ
U21 U22 ⋯ U2kð Þ, x21ð Þ ⋯ U21 U22 ⋯ U2kð Þ, x2nð Þ

⋯ ⋯ ⋯
Um1 Um2 ⋯ Umkð Þ, xm1ð Þ ⋯ Um1 Um2 ⋯ Umkð Þ, xmnð Þ

0
BB@

1
CCA

be an m × n error matrix of K elements.

Definition 2 Let

U20 S20 P⃗20 T20 L20 y20 Gu20

U21 S21 P⃗21 T21 L21 y21 Gu21

⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯
U2t S2t P⃗2t T2t L2t y2t Gu2t

0
BB@

1
CCA

be a (t + 1) × 7 or m × 7 error matrix. Each element of this kind of error matrix is
called a set.

Definition 3 The set relationship containing unknown sets is called set equations.

Definition 4 Let X, A′ and B be m × 7 error matrixes, so XA′ ⊇ (or other relational
operators) B is named as set (matrix) equations.

3 Error Matrix Equation

Error matrix equation:

Type I AX ⊇ BA ⋅X ⊇ BA▴X ⊇ BA∨X ⊇ BA∧X ⊇ B

Type II XA ⊇ BX ⋅A ⊇ BX▴A ⊇ BX∨A ⊇ BX∧A ⊇ B
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4 The Solution of Error Matrix Equation

The solution of Type II 1 XA = B

X = ðu, vÞ= ðU1, S1, P⃗1, T1,L1, xÞ=
U10x S10x P⃗10x T10x L10x x10x G10x

U11x S11x P⃗11x T11x L11x x11x G11x

⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯
U1tx S1tx P1tx

�!
T1tx L1tx x1tx G1tx

0
BBBB@

1
CCCCA

A= ðU2, S2,P ⃗2,T2, L2, x2Þ=
U20 S20 P⃗20 T20 L20 y20 Gu20

U21 S21 P⃗21 T21 L21 y21 Gu21

⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯
U2t S2t P⃗2t T2t L2t y2t Gu2t

0
BBBB@

1
CCCCA

V201 Sv201 P⃗v201 Tv201 Lv201 yv201 Gv201

U21j Sv21j P ⃗v21j Tv21j Lv21j yv21j Gv21j

⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯
U2m2m1 Sv2m2m1 P⃗v2m2m1 Tv2m2m1 Lv2m2m1 yv2m2m1 Gv2m2m1

0
BBBB@

1
CCCCA

B=

ðb11, y11Þ ðb12, y12Þ ⋯ ðb1m, y1mÞ
ðb21, y21Þ ðb21, y21Þ ⋯ ðb2m, y2mÞ

⋯ ⋯ ⋯ ⋯
ðbm1, ym1Þ ðbm1, ym1Þ ⋯ ðbmm, ymmÞ

0
BBB@

1
CCCA

Definition 5 Let

XA′⊇=

ðw11, z11Þ ðw12, z12Þ ⋯ ðw1m, z1mÞ
ðw21, z21Þ ðw22, z22Þ ⋯ ðw2m, z2mÞ

⋯ ⋯ ⋯ ⋯
ðwm1, zm1Þ ðwm2, zm2Þ ⋯ ðwmm, zmmÞ

0
BBB@

1
CCCA

=

V201 Sv201 P
!

v201 Tv201 Lv201 yv201 Gv201

V21j Sv21j P
!

v21j Tv21j Lv21j yv21j Gv21j

⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯
V2m2m1 Sv2m2m1 P

!
v2m2m1 Tv2m2m1 Lv2m2m1 yv2m2m1 Gv2m2m1

0
BBBB@

1
CCCCA

and,

wij, zij
� �

= U1ix ∧U2j S1ix ∧ S2j P
!

1ix ∧ P
!

2j T1ix ∧ T2j L1ix ∧ L2j x1ix ∧ y2j GU1ix ∧GU2j

� �

So the following equation is hold.
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U10x ∧U20 S10x ∧ S20 P
!

10x ∧ P
!

20 T10x ∧ T20 L10x ∧ L20 x10x ∧ y20 GU10x ∧GU20

U11x ∧U21 S11x ∧ S21 P
!

11x ∧ P
!

21 T11x ∧ T21 L11x ∧ L21 x11x ∧ y21 GU11x ∧GU21

⋯ ⋯ ⋯ ⋯ ⋯ ⋯
U1tx ∧U2t S1tx ∧ S2t P

!
1tx ∧ P

!
2t T1tx ∧ T2t L1tx ∧ L2t x1tx ∧ y2t GU1tx ∧GU2t

0
BBBB@

1
CCCCA

=

V201 Sv201 P
!

v201 Tv201 Lv201 yv201 Gv101

V21j Sv21j P
!

v21j Tv21j Lv21j yv21j Gv11j

⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯
V2m2m1 Sv2m2m1 P

!
v2m2m1 Tv2m2m1 Lv2m2m1 yv2m2m1 Gv1m2m1

0
BBBB@

1
CCCCA

By the definition of equal matrices:if two matrices contain each other,so cor-
responding elements in both matrices contain each other. So wij, zij

� �
⊇ bij, yij
� �

,

U1ix ∧U2j S1ix ∧ S2j P
!

1ix ∧ P
!

2j T1ix ∧ T2j L1ix ∧ L2j x1ix ∧ y2j GU1ix ∧GU2j

� �
⊇ bij, yij
� �

= V2ij Sv2ij P
!

v2ij Tv2ij Lv2ij yv2ij Gv2ij

� �

So the following set equations are obtained:

U10x ∧U20⊇Vv20

S10x ∧ S20⊇Sv20
P
!

10x ∧ P
!

20⊇ P
!

v20

T10x ∧T20⊇Tv20
L10x ∧L20⊇Lv20
x10x ∧ y20⊇yv20

GU10x ∧GU20⊇Gv20

. . . . . .
U1ix ∧U2j⊇Vv2j

S1ix ∧ S2j⊇Sv2j
P
!

1ix ∧ P
!

2j⊇P
!

v2j

T1ix ∧T2j⊇Tv2j
L1ix ∧L2j⊇Lv2j
x1ix ∧ y2j⊇yv2j

GU1ix ∧GU2j⊇Gv2j

. . . . . .
Uttx ∧U2t⊇Vv2t

Sttx ∧ S2t⊇Sv2t
P
!

ttx ∧ P
!

2t⊇P
!

v2t

Tttx ∧T2t⊇Tv2t
Lttx ∧L2t⊇Lv2t
xttx ∧ y2t⊇yv2t

GUttx ∧GU2t⊇Gv2t
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About the operation symbol “∧”, if both sides of the equation are sets, then it
means “intersection”, if both sides of the equation are numbers, then it means
“minimum”.

As for (U1ix ∧ U2j) h1 (S1ix ∧ S 2j) h2 (P
!

1ix ∧ P
!

2j) ∨ h3 (T1ix ∧ T2j) h4 (L1ix ∧ L2j)
h5 (x1ix ∧ y2j) h6 (GU1ix ∧ GU2j), with “hi, i = 1, 2, …6”, means that elements have
been computed could “compose” a complete matrix element (proposition). The
mode of combination depends on different situations. One way is to constitute a
new set of error elements or error logic proposition by parameter. And this way is
called the multiplication of m × 7 error matrix.

Since what we required in solving practical problems is not XiA′ = B, but XiA
′ ⊇ B, So we find a more general model of error matrix equation, that is to find out
the solution of type II 1 equation XA′ ⊇ B.

Theorem 1 The sufficient and necessary condition for the solvability of error
matrix equation XA′ ⊇ B is the solvability of XiA′ ⊇ Bi, i = (1, 2, ……, m2).

Proof Suppose XA′ ⊇ B has solvability, it is can be known by the definitions of
XA′ ⊇ B and XiA′ ⊇ Bi, i = (1, 2, …, m2) that they are the equivalent equations, so
it is necessary for XiA′ ⊇ Bi, i = (1, 2, …, m2) has solvability; Otherwise, if the
solvability of XiA′ ⊇ Bi, i = (1, 2, …, m2) exists, similarly it does for XA′ ⊇ B.

Thereout, we use the method of discussing the solvability of XiA′ = Bi, i = (0, 1,
2, …, m2) to discuss the solution of XA′ = B.

Then in XiA′ ⊇ Bi, we can get

U1ix S1ix P
!

1ix T1ix L1ix v1ix Gu1ix

� �
A′⊇

U1ix ∧U20ð Þ∨ S1ix ∧ S20ð Þ∨ P
!

1ix ∧ P
!

20

� �
∨ T1ix ∧T20ð Þ∨ L1ix ∧L20ð Þ

∨ x1ix ∧ x20ð Þ∨ GU1ix ∧GU20ð Þ
. . . . . .

U1ix ∧U2j
� �

∨ S1ix ∧ S2j
� �

∨ P
!

1ix ∧ P
!

2j

� �
∨ T1ix ∧T2j
� �

∨ L1ix ∧ L2j
� �

∨ x1ix ∧ x2j
� �

∨ GU1ix ∧GU2j
� �

. . . . . .

U1ix ∧U2m1ð Þ∨ S1ix ∧ S2m1ð Þ∨ P
!

1ix ∧ P
!

2m1

� �
∨ T1ix ∧ T2m1ð Þ

∨ L1ix ∧ L2m1ð Þ∨ x1ix ∧ x2m1ð Þ∨ GU1ix ∧GU2m1ð Þ
⊇ bi1, yi1ð Þ bi2, yi2ð Þ ⋯ bim1, yim1ð Þð Þ
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Namely,

U1ix ∧ U20ð Þ ∨ S1ix ∧ S20ð Þ ∨ P
!

1ix ∧ P
!

20

� �
∨ T1ix ∧ T20ð Þ

∨ L1ix ∧ L20ð Þ ∨ x1ix ∧ x20ð Þ ∨ GU1ix ∧ GU20ð Þ ⊇
V20 Sv20 P

!
v20 Tv20 Lv20 yv20 Gv20

� �
. . . . . .

U1ix ∧ U2j
� �

∨ S1ix ∧ S2j
� �

∨ P
!

1ix ∧ P
!

2j

� �
∨ T1ix ∧ T2j

� �
∨ L1ix ∧ L2j
� �

∨ x1ix ∧ x2j
� �

∨ GU1ix ∧ GU2j
� �

⊇

V2j Sv2j P
!

v2j Tv2j Lv2j yv2j Gv2j

� �
. . . . . .

U1tx ∧ U2m1ð Þ ∨ S1tx ∧ S2m1ð Þ ∨ P
!

1tx ∧ P
!

2m1

� �
∨ T1tx ∧ T2m1ð Þ ∨ L1tx ∧ L2m1ð Þ

∨ x1tx ∧ x2m1ð Þ ∨ GU1tx ∧ GU2m1ð Þ⊇
V2t Sv2t P

!
v2t Tv2t Lv2t yv2t Gv2t

� �

A series of set equations be obtained:

U1ix ∧ U20ð Þ ⊇ V20

S1ix ∧ S20ð Þ ⊇ Sv20
P
!

1ix ∧ P
!

20

� �
⊇ P
!

v20

T1ix ∧ T20ð Þ⊇Tv20
L1ix ∧ L20ð Þ ⊇ Lv20
x1ix ∧ x20ð Þ ⊇ yv20

GU1ix ∧ GU20ð Þ ⊇ Gv20

. . . . . .
U1ix ∧ U2j
� �

⊇ V2j

S1ix ∧ S2j
� �

⊇ Sv2j
P
!

1ix ∧ P
!

2j

� �
⊇ P
!

v2j

T1ix ∧ T2j
� �

⊇ Tv2j
L1ix ∧ L2j
� �

⊇ Lv2j
x1ix ∧ x2j
� �

⊇ yv2j
GU1ix ∧ GU2j
� �

⊇Gv2j

. . . . . .
U1tx ∧ U2m1ð Þ ⊇V2t

S1tx ∧ S2m1ð Þ ⊇ Sv2t
P
!

1tx ∧ P
!

2m1

� �
⊇ P
!

v2t

T1tx ∧ T2m1ð Þ ⊇Tv2t
L1tx ∧ L2m1ð Þ ⊇ Lv2t
x1tx ∧ x2m1ð Þ ⊇ yv2t

GU1tx ∧ GU2m1ð Þ ⊇ Gv2t
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Theorem 2 The sufficient and necessary condition for the solvability of XiA′ ⊇ Bi

is,
U20 ⊇ V20

S20 ⊇ Sv20
P
!

20 ⊇ P
!

v20

T20 ⊇ Tv20
L20 ⊇ Lv20
x20 ⊇ yv20

GU20 ⊇ Gv20

. . . . . .
U2j ⊇ V2j

S2j ⊇ Sv2j
P
!

2j ⊇ P
!

v2j

T2j ⊇ Tv2j
L2j ⊇ Lv2j
x2j ⊇ yv2j

GU2j ⊇ Gv2j

. . . . . .
U2m1 ⊇ V2t

S2m1 ⊇ Sv2t
P
!

2m1 ⊇ P
!

v2t

T2m1 ⊇ Tv2t
L2m1 ⊇ Lv2t
x2m1 ⊇ yv2t

GU2m1 ⊇ Gv2t

Proof 1 If one of the conditions above is not satisfied, for example suppose S 2j

(t) ⊇ S v2j(t) is not satisfied, so in the (S1ix(t) ∧ S 2j (t)) = S v2j(t), no
mater what value S1ix(t) is, we can not get (S1ix(t) ∧ S 2j (t)) = S v2j(t)。

Proof 2 Since we could only take union operation between the corresponding
element of A and Xi in the XiA′ ⊇ Bi, that is

U1ix =U20 ∪ U21 ∪ ⋯U2j ∪ ⋯ ∪ U2t

S1ix = S20 ∪ S21 ∪ ⋯S2j ∪ ⋯ ∪ S2t

P
!

1ix = P
!

20 ∪ P
!

21 ∪ ⋯ P
!

2j ∪ ⋯ ∪ P
!

2t

T1ix = T20 ∪ T21 ∪ ⋯T2j ∪ ⋯ ∪ T2t
L1ix = L20 ∪ L21 ∪ ⋯L2j ∪ ⋯ ∪ L2t
x1ix = x20 ∪ x21 ∪ ⋯x2j ∪ ⋯ ∪ x2t

GU1ix =GU20 ∪ GU21 ∪ ⋯GU2j ∪ ⋯ ∪ GU2t

Then we discuss all the solutions of XiA′ ⊇ Bi and XA′ ⊇ B.
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When X(x1, x2, xn) are obtained, we take intersection operation between
X 与 Kg, rw, xq, so we can get X′(x′1, x′2, …, x′n) ∈ X′。

5 Examples of Error Matrix Equation

Suppose A′ =
a11 a12
a21 a22

� �
, and

a11 = U201 S201 P
!

201 T201 L201 y201 GU201

� �

a12 = U202 S202 P
!

202 T202 L202 y202 GU202

� �

a21 = U211 S211 P
!

211 T211 L211 y211 GU211

� �

a22 = U212 S212 P
!

212 T212 L212 y212 GU212

� �

When n = 11, we get the following equations:

U201 = u201, u202, . . . , u20nf g
S201 = s201, s202, . . . , s20nf g
P
!

201 = p!201, p
!

202, . . . , p
!

20n

	 

T201 = t201, t202, . . . , t20nf g
L201 = l201, l202, . . . , l20nf g
y201 = y201, y202, . . . , y20nf g

GU201 = g201, g202, . . . , g20nf g

When n = 9, we get the following equations:

U202 = u201, u202, . . . , u20nf g
S202 = s201, s202, . . . , s20nf g
P
!

202 = p!201, p
!

202, . . . , p
!

20n

	 

T202 = t201, t202, . . . , t20nf g
L202 = l201, l202, . . . , l20nf g
y202 = y201, y202, . . . , y20nf g

GU202 = g201, g202, . . . , g20nf g
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When n = 10, we get the following equations:

U211 = u211, u212, . . . , u21nf g
S211 = s211, s212, . . . , s21nf g
P
!

211 = p!211, p
!

212, . . . , p
!

21n

	 

T211 = t211, t212, . . . , t21nf g
L211 = l211, l212, . . . , l21nf g
y211 = y211, y212, . . . , y21nf g

GU211 = g211, g212, . . . , g21nf g

When n = 15, we get the following equations:

U212 = u211, u212, . . . , u21nf g
S212 = s211, s212, . . . , s21nf g
P
!

212 = p!211, p
!

212, . . . , p
!

21n

	 

T212 = t211, t212, . . . , t21nf g
L212 = l211, l212, . . . , l21nf g
y212 = y211, y212, . . . , y21nf g

GU212 = g211, g212, . . . , g21nf g

And suppose X = x1 x2ð Þ, where

x1 = U10x S10x P
!

10x T10x L10x x10x GU10x

� �

x2 = U11x S11x P
!

11x T11x L11x x11x GU11x

� �

And suppose B′ =
b11 b12
b21 b22

� �
, where

b11 = V201 Sv201 P
!

v201 Tv201 Lv201 yv201 GV201

� �

b12 = V202 Sv202 P
!

v202 Tv202 Lv202 yv202 GV202

� �

b21 = V211 Sv211 P
!

v211 Tv211 Lv211 yv211 GV211

� �

b22 = V212 Sv212 P
!

v212 Tv212 Lv212 yv212 GV212

� �
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And when k = 7, we get the following equations:

V201 = u201, u202, . . . , u20kf g
Sv201 = s201, s202, . . . , s20kf g
P
!

v201 = p!201, p
!

202, . . . , p
!

20k

	 

Tv201 = t201, t202, . . . , t20kf g
Lv201 = l201, l202, . . . , l20kf g
yv201 = y201, y202, . . . , y20kf g
Gv201 = g201, g202, . . . , g20kf g

And when k = 8, we get the following equations:

V202 = u201, u202, . . . , u20kf g
Sv202 = s201, s202, . . . , s20kf g
P
!

v202 = p!201, p
!

202, . . . , p
!

20k

	 

Tv202 = t201, t202, . . . , t20kf g
Lv202 = l201, l202, . . . , l20kf g
yv202 = y201, y202, . . . , y20kf g
Gv202 = g201, g202, . . . , g20kf g

And when k = 2, we get the following equations:

V211 = u211, u212, . . . , u21kf g
Sv211 = s211, s212, . . . , s21kf g
P
!

v211 = p!211, p
!

212, . . . , p
!

21k

	 

Tv211 = t211, t212, . . . , t21kf g
Lv211 = l211, l212, . . . , l21kf g
yv211 = y211, y212, . . . , y21kf g
Gv211 = g211, g212, . . . , g21kf g
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And when k = 3, we get the following equations:

V212 = u211, u212, . . . , u21kf g
Sv212 = s211, s212, . . . , s21kf g
P
!

v212 = p!211, p
!

212, . . . , p
!

21k

	 

Tv212 = t211, t212, . . . , t21kf g
Lv212 = l211, l212, . . . , l21kf g
yv212 = y211, y212, . . . , y21kf g
Gv212 = g211, g212, . . . , g21kf g

By the Theorem 2, when n = 11, we get the solution of XA′ ⊇ B, which is

U10x = u201, u202, . . . , u20nf g
S10x = s201, s202, . . . , s20nf g
P
!

10x = p!201, p
!

202, . . . , p
!

20n

	 

L10x = l201, l202, . . . , l20nf g
x10x = y201, y202, . . . , y20nf g

GU10x = g201, g202, . . . , g20nf g

Similarly when n = 8 we get the following equations:

U11x = u211, u212, . . . , u20nf g
S11x = s201, s202, . . . , s20nf g
P
!

11x = p!201, p
!

202, . . . , p
!

20n

	 

T11x = t201, t202, . . . , t20nf g
x11x = y211, y212, . . . , y21nf g

GU11x = g211, g212, . . . , g21nf g

6 Conclusion

We get the necessary and sufficient condition for the solvability of the error matrix
equation XA′ = B, and they are also can be proved by the case studies.
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A New Measure of Similarity Between
Vague Sets

Bing-jiang Zhang

Abstract Vague sets, as generalized fuzzy sets, have more powerful ability to
process fuzzy information than fuzzy sets. In this paper, we propose a new simi-
larity measure based on internal difference and external difference between vague
sets. The proposed similarity measure approach can better understand the rela-
tionship between vague sets in applications. Compared to existing similarity
measures, the approach is far more reasonable and effective in measuring the
similarity between vague sets.

Keywords Fuzzy sets ⋅ Vague sets ⋅ Similarity measure

1 Introduction

In the classical set theory introduced by Cantor, a German mathematician, values of
elements in a set are only one of 0 and 1. That is, for all element, there are only two
possibilities: in or not in the set. Therefore, the theory cannot handle the data with
ambiguity and uncertainty.

Zadeh proposed fuzzy theory in 1965 [1]. The most important feature of a fuzzy
set is that fuzzy set A is a class of objects that satisfy a certain (or several) property.
In fuzzy set theory, each object u∈U is assigned a single real value, called the
grade of membership, between zero and one. (Here U is a classical set of objects,
called the universe of discourse.) Formally, a membership function μA:U→ ½0, 1� is
defined for a fuzzy set A, where μAðuÞ is the grade of membership of element u in
set A, for each u∈U, denotes the degree of membership of u in the fuzzy set A. This
membership function has the following characteristics: the single degree contains
the evidences for both supporting and opposing u. It cannot only represent one of
the two evidences, but also represent both at the same time.
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In order to deal with this problem, Gau and Buehrer proposed the concept of
vague sets in 1993 [2], by replacing the value of an element in a set with a sub-
interval of ½0, 1�. Namely, a truth-membership function tAðuÞ and a false-
membership function fAðuÞ are used to describe the boundaries of membership
degree. These two boundaries form a sub-interval ½tAðuÞ, 1− fAðuÞ� of ½0, 1�, to
generalize the μAðuÞ of fuzzy sets, where tAðuÞ≤ μAðuÞ≤ 1− fAðuÞ. The vague set
theory improves description of the objective real world, becoming a promising tool
to deal with inexact, uncertain or vague knowledge. Many researchers have applied
this theory to many situations, such as fuzzy control, decision-making, knowledge
discovery and fault diagnosis. And the tool has presented more challenging than
that with fuzzy sets theory in applications.

In intelligent activities, it is often needed to compare between two fuzzy con-
cepts. That is, we need to check whether two knowledge patterns are identical or
approximately equal, to find out functional dependence relations between concepts
in a data mining system. In order to solve this problem, many measure methods
have been proposed to measure the similarity between two vague sets (values).
Each of them is given from different side, having its own counterexamples.

After analyzing most existing vague sets and similarity measures of vague
values, this paper develops a method for the similarity measure of vague sets.

2 Preliminaries

In this section, we review some basic definitions of vague values and vague sets.

Definition 1 Let U be a space of points (objects), with a generic element of
U denoted by u. A vague set A in U is characterized by a truth-membership function
tAðuÞ and a false-membership function fAðuÞ. tAðuÞ is a lower bound on the grade of
membership of u derived from the evidence for u, and fAðuÞ is a lower bound on the
negation of u derived from the evidence against u, tAðuÞ and fAðuÞ both associate a
real number in the interval ½0, 1� with each point in U, where tAðuÞ+ fAðuÞ≤ 1. That
is tA:U→ ½0, 1� and fA:U→ ½0, 1�.

This approach bounds the grade of membership of u to a subinterval ½tAðuÞ, 1−
fAðuÞ� of ½0, 1�. We depict these ideas in Fig. 1.

1− Af

U

V

At

u

1

Fig. 1 A vague set
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The precision of the knowledge about u is characterized by the difference
1− tAðuÞ− fAðuÞ. If it is small, the knowledge about u is relatively precise. If it is
large, we know correspondingly little. If tAðuÞ is equal to 1− fAðuÞ, the knowledge
about u is exact, and the vague set theory reverts back to fuzzy set theory. If tAðuÞ
and 1− fAðuÞ are both equal to 1 or 0, depending on whether u does or does not
belong to A, the knowledge about u is very exact and the theory reverts back to
ordinary sets.

When U is continuous, a vague set A of the universe of discourse U can be
represented by

A=
Z
U

tAðuÞ, 1− fAðuÞ½ � u̸, u∈U, ð1Þ

where tAðuÞ≤ μAðuÞ≤ 1− fAðuÞ.
When U is discrete, a vague set A of the universe of discourse U can be

represented by

A= ∑
n

i=1
tAðuiÞ, 1− fAðuiÞ½ � u̸i,∀ui ∈U, ð2Þ

where tAðuiÞ≤ μAðuiÞ≤ 1− fAðuiÞ and 1≤ i≤ n.

Definition 2 Let x be a vague value, where x= ½tx, 1− fx�. If tx =1 and fx =0 (i.e.
x= ½1, 1�), then x is called a unit vague value.

Definition 3 Let x be a vague value, where x= ½tx, 1− fx�. If tx =0 and fx =1 (i.e.
x= ½0, 0�), then x is called a zero vague value.

Definition 4 Let x and y be two vague values, where x= ½tx, 1− fx� and
y= ½ty, 1− fy�. If tx = ty and fx = fy, then the vague values x and y are called equal (i.e.
½tx, 1− fx�= ½ty, 1− fy�).
Definition 5 Let A be a vague set of U = fu1, u2 . . . , ung. If ∀i, tAðuiÞ=1 and
fAðuiÞ=0, then A is called a unit vague set, where 1≤ i≤ n.

Definition 6 Let A be a vague set of U = fu1, u2 . . . , ung. If ∀i, tAðuiÞ=0 and
fAðuiÞ=1, then A is called a zero vague set, where 1≤ i≤ n.

Definition 7 Let A be a vague set of U = fu1, u2 . . . , ung. If ∀i, tAðuiÞ=0 and
fAðuiÞ=0, then A is called an empty vague set, where 1≤ i≤ n.

Definition 8 Let A and B be vague sets of universe of discourse U = fu1, u2 . . . , ung,
A= ∑n

i=1 ½tAðuiÞ, 1− fAðuiÞ� u̸i, B= ∑n
i=1 ½tBðuiÞ, 1− fBðuiÞ� u̸i. If ∀i, ½tAðuiÞ, 1− fA

ðuiÞ�= ½tBðuiÞ, 1− fBðuiÞ�, then the vague sets A and B are called equal.
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3 Research into Similarity Measure

Currently, there have been many similarity measurements for vague sets (values).
Suppose that x= ½tx, 1− fx� and y= ½ty, 1− fy� are two vague values over the

universe of discourse U. Let SðxÞ= tx − fx, SðyÞ= ty − fy, the Mc, MH, ML and MO

models are defined respectively as follows [3–6]:

Mcðx, yÞ=1−
SðxÞ− SðyÞj j

2
= 1−

tx − ty
� �

− fx − fy
� ��� ��

2
, ð3Þ

MHðx, yÞ=1−
tx − ty
�� ��− fx − fy

�� ��
2

, ð4Þ

MLðx, yÞ=1−
SðxÞ− SðyÞj j

4
tx − ty
�� ��− fx − fy

�� ��
2

,

= 1−
tx − ty
� �

− fx − fy
� ��� ��+ tx − ty

�� ��+ fx − fy
�� ��

2

ð5Þ

MOðx, yÞ=1−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tx − ty
� �2 + fx − fy

� �2
2

s
, ð6Þ

For the MCðx, yÞ, MHðx, yÞ and MLðx, yÞ, consider the vague values x= ½1, 1� and
y= ½a, 1− a�, 0≤ a≤ 1. According to formulas (3)–(5), it can be checked that
MCðx, yÞ=MHðx, yÞ=MLðx, yÞ=0.5. This means that x and y are equal, i.e. the
MCðx, yÞ, MHðx, yÞ and MLðx, yÞ models are rough when x= ½1, 1� and y= ½a, 1− a�.
The MOðx, yÞ model does not consider whether the differences are positive or
negative. On the other hand, let x= ½tx, 1− fx� and y= ½1, 1�, the formula (6) can be
written as:

MOðx, yÞ=1−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðtx − 1Þ2 + ðfxÞ2

2

s
= c, ð7Þ

where c is the degree of similarity between the vague values x and y. According to
formula (7), we can get the relational expression of fx and tx as follows:

fx =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1− cÞ2 − ðtx − 1Þ2

q
. ð8Þ

If c is a fixed value, then we can get a series of vague values

½tx, 1−
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1− cÞ2 − ðtx − 1Þ2

q
�, and the degree of similarity between the vague

values ½tx, 1−
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1− cÞ2 − ðtx − 1Þ2

q
� and ½1, 1� is equal, i.e. the MOðx, yÞ model is

too rough.
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Hamming distance [7] and Euclidean distance [8] to measure the distances
between Vague sets as follows:

1. Hamming distance is given by

DHðx, yÞ=
tx − ty
�� ��+ fx − fy

�� ��+ tx − ty
� �

+ fx − fy
� ��� ��

2
ð9Þ

2. Euclidean distance is given by

DEðx, yÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tx − ty
� �2 + fx − fy

� �2 + tx − ty
� �

+ fx − fy
� �� �2

2

s
ð10Þ

These methods also have some problems. We consider the vague values
x= ½0, 1� and y= ½a, a�, 0≤ a≤ 1. For the Hamming distance, it can be calculated
that DHðx, yÞ=1. This means that the Hamming distance between tx and fx is equal
to that between ty and fy. For the Euclidean distance, consider the Euclidean dis-

tance between x and y, which is equal to
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 − a+1

p� �
. This means that the

distance between the vague value with the most imprecise evidence and the vague
value with the most precise evidence is not equal to 1. (Actually, the Euclidean
distance in this case is in the interval [

ffiffiffi
3

p
2̸, 1).) However, our intuition shows that

the distance in this case should always be equal to 1.
In order to deal with these problems, Yao proposed the concept of the similarity

measure between the vague values [9], by using projection and distance between
two vague sets. Let x= ½tx, 1− fx� and y= ½ty, 1− fy� be two vague values, then
projection of vague value x on vague value y is defined by

DYðx, yÞ=
txty + 1− fxð Þ 1− fy

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ty
� �2 + 1− fy

� �2q . ð11Þ

Distance between two vague sets is defined by

JYðx, yÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tx − ty
� �2 + fx − fy

� �2q
. ð12Þ

From formulas (11) and (12), the comprehensive evaluation of similarity mea-
sure between vague values x and y can be expressed as:

MYðx, yÞ= DYðx, yÞ
DYðx, yÞ+ JYðx, yÞ . ð13Þ

However, for example, let DYðx, yÞ= αJYðx, yÞ, α≠ 0 and α≠ 1, we can obtain
MYðx, yÞ= α ð̸α+1Þ from formula (13). This means that the similarity measure
between difference x and one y is equal.
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4 A New Similarity Measure

In order to solve all the problems mentioned above, we define a new similarity
measure between the vague values. Let x and y be two vague values with respect to
u∈U in a universe of discourse U, where x= ½txðuÞ, 1− fxðuÞ� and
y= ½tyðuÞ, 1− fyðuÞ�. We put the txðuÞ and fxðuÞ as two sample values of an skillful
test with respect to u, and the tyðuÞ and fyðuÞ as other two sample values with
respect to u. Normally, for two sample values of an skillful test, we should consider
the internal difference between two sample values, i.e.SðxÞ= txðuÞ− fxðuÞ (or
SðyÞ= tyðuÞ− fyðuÞ), where SðxÞ (or SðyÞ) is also called the kernel function. For two
vague values ½txðuÞ, 1− fxðuÞ� and ½tyðuÞ, 1− fyðuÞ�, the comparison of internal dif-
ference of SðxÞ and SðyÞ is defined as follows:

MIðx, yÞ=
1+min ðtxðuÞ− fxðuÞÞ, ðtyðuÞ− fyðuÞÞ

� 	
1+max ðtxðuÞ− fxðuÞÞ, ðtyðuÞ− fyðuÞÞ

� 	 . ð14Þ

Considering the internal difference of two sample values at the same time, we
consider the external difference of a pair of samples and another pair of samples.
Based on the set-theoretic approach, Pappis and Karacapilidis defined the similarity
measure between fuzzy sets A and B as follows [10]:

TPðA,BÞ= A∩Bj j
A∪Bj j =

∑n
i=1 ðai ∧ biÞ

∑n
i=1 ðai ∨ biÞ . ð15Þ

It is extensively accepted that the vague sets are regarded as the extended fuzzy
sets. In other words, the fuzzy sets are a special case of vague sets. So we can define
the similarity measure between vague values based on the set-theoretic approach.
Let x= ½txðuÞ, 1− fxðuÞ� and y= ½tyðuÞ, 1− fyðuÞ� be the two vague values. Following
on the similarity measure of Eq. (15), the degree of similarity between the vague
values x and y can be evaluated by the function MEðx, yÞ as follows:

MEðx, yÞ=
txðuÞ∧ tyðuÞ+ 1− fxðuÞð Þ∧ 1− fyðuÞ

� �
txðuÞ∨ tyðuÞ+ 1− fxðuÞð Þ∨ 1− fyðuÞ

� �
=

minfðtxðuÞ, tyðuÞg+minfð1− fxðuÞÞ, ð1− fyðuÞÞg
maxfðtxðuÞ, tyðuÞg+maxfð1− fxðuÞÞ, ð1− fyðuÞÞg .

ð16Þ

According to the analysis of internal difference and external difference of two
vague values, the following definition of similarity measure between the vague
values x and y.

Definition 9 Let x and y be two vague values with respect to u∈U in a universe of
discourse U, where x= ½txðuÞ, 1− fxðuÞ� and y= ½tyðuÞ, 1− fyðuÞ�, the similarity
measure between the vague values x and y is defined by
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Mðx, yÞ= 1
2

MIðx, yÞ+MEðx, yÞð Þ= 1
2

1+min txðuÞ− fxðuÞð Þ, tyðuÞ− fyðuÞ
� �� 	

1+max txðuÞ− fxðuÞð Þ, tyðuÞ− fyðuÞ
� �� 	

 

+
min ðtxðuÞ, tyðuÞ
� 	

+min ð1− fxðuÞÞ, ð1− fyðuÞÞ
� 	

max ðtxðuÞ, tyðuÞ
� 	

+max ð1− fxðuÞÞ, ð1− fyðuÞÞ
� 	

!

ð17Þ

The large the value of Mðx, yÞ, the more the similarity between the vague values
x and y. From Definition 9, we can obtain the following theorem.

Theorem 1 The following statements are true:

(1) The similarity degree is bounded, i.e. 0≤Mðx, yÞ≤ 1.
(2) If the vague values x and y are equal, then Mðx, yÞ=1.
(3) The similarity measure is commutative, i.e. Mðx, yÞ = Mðy, xÞ.
(4) The similarity degree between the zero vague value and any non-zero vague

value is equal to 0.
(5) If x= ½1, 1� and y= ½0, 1�, then Mðx, yÞ=0.5.
(6) Let z= tzðuÞ, 1− fzðuÞ½ �, if x⊆ y⊆z, then Mðx, zÞ≤Mðx, yÞ and

Mðx, zÞ≤Mðy, zÞ.

Proof (1)–(5) are obtained directly from the definition of the Mðx, yÞ model,
respectively. We only prove statement (6). If x⊆y⊆z, then txðuÞ≤ tyðuÞ≤ tzðuÞ,
fxðuÞ≥ fyðuÞ≥ fzðuÞ.

So,

txðuÞ− fxðuÞ+1≤ tyðuÞ− fyðuÞ+1≤ tzðuÞ− fzðuÞ+1.

Then

Mðx, yÞ= 1
2

1+ txðuÞ− fxðuÞ
1+ tyðuÞ− fyðuÞ +

txðuÞ+1− fxðuÞ
tyðuÞ+1− fyðuÞ


 �
=

txðuÞ− fxðuÞ+1
tyðuÞ− fyðuÞ+1

.

In a similar way, we can get similarity measure Mðx, zÞ and similarity measure
Mðy, zÞ as follows:

Mðx, zÞ= 1
2

1+ txðuÞ− fxðuÞ
1+ tzðuÞ− fzðuÞ +

txðuÞ+1− fxðuÞ
tzðuÞ+1− fzðuÞ


 �
=

txðuÞ− fxðuÞ+1
tzðuÞ− fzðuÞ+1

and

Mðy, zÞ= 1
2

1+ tyðuÞ− fyðuÞ
1+ tzðuÞ− fzðuÞ +

tyðuÞ+1− fyðuÞ
tzðuÞ+1− fzðuÞ


 �
=

tyðuÞ− fyðuÞ+1
tzðuÞ− fzðuÞ+1

.

A New Measure of Similarity Between Vague Sets 607



Therefore,

Mðx, zÞ= txðuÞ− fxðuÞ+1
tzðuÞ− fzðuÞ+1

≤
txðuÞ− fxðuÞ+1
tyðuÞ− fyðuÞ+1

=Mðx, yÞ,

Mðx, zÞ= txðuÞ− fxðuÞ+1
tzðuÞ− fzðuÞ+1

≤
tyðuÞ− fyðuÞ+1
tzðuÞ− fzðuÞ+1

=Mðy, zÞ.

Next we generalize the similarity measure to two given vague sets.

Definition 10 Let A and B be two vague sets in the universe of discourse
U = fu1, u2 . . . , ung,A= ∑n

i=1 ½tAðuiÞ, 1− fAðuiÞ� u̸i,B= ∑n
i=1 ½tBðuiÞ, 1− fBðuiÞ� u̸i.

The similarity measure between the vague sets A and B can be evaluated follows:

MðA,BÞ= 1
2n

∑
n

i=1

1 +min tAðuiÞ− fAðuiÞð Þ, tBðuiÞ− fBðuiÞð Þf g
1+max tAðuiÞ− fAðuiÞð Þ, tBðuiÞ− fBðuiÞð Þf g
�

+
min tAðuiÞ, tBðuiÞf g+min 1− fAðuiÞð Þ, 1− fBðuiÞð Þf g
max tAðuiÞ, tBðuiÞf g+max 1− fAðuiÞð Þ, 1− fBðuiÞð Þf g



.

ð18Þ

Similarly, we give the definition of distance between two vague sets to set as
DðA,BÞ=1−MðA,BÞ.

From Definition 10, we obtain the following theorem for vague sets, which is
similar to Theorem 1.

Theorem 2 The following statements related to MðA,BÞ are true:

(1) The similarity measure is bounded, i.e. 0≤MðA,BÞ≤ 1.
(2) MðA,BÞ=1, if and only if, the vague sets A and B are equal (i.e. A = B).
(3) MðA,BÞ=0, if and only if, all the vague sets A= ∑n

i=1 ½0, 0� u̸i or
B= ∑n

i=1 ½0, 0� u̸i.
(4) The similarity measure is commutative, i.e. sets MðA,BÞ=MðB,AÞ.

5 Numerical Experiments

We use the ideas of this paper for choosing the best supplier. There are five
suppliers A1, A2, A3, A4, A5 selected as alternatives, against three attributes C1, C2

and C3. We obtain decision matrix A as follows:

A=

A1

A2

A3

A4

A5

ðC1, ½0.2, 0.8�Þ ðC2, ½0.3, 0.9�Þ ðC3, ½0.2, 0.9�Þ
ðC1, ½0.3, 0.7�Þ ðC2, ½0.2, 0.8�Þ ðC3, ½0.3, 0.8�Þ
ðC1, ½0.5, 0.6�Þ ðC2, ½0.5, 0.6�Þ ðC3, ½0.4, 0.7�Þ
ðC1, ½0.5, 0.7�Þ ðC2, ½0.4, 0.6�Þ ðC3, ½0.5, 0.7�Þ
ðC1, ½0.4, 0.6�Þ ðC2, ½0.6, 0.7�Þ ðC3, ½0.6, 0.6�Þ

2
66664

3
77775.
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The paper takes the weight of each attribute as 1. The reference sequence A* as
follows is composed of the optimal interval value of indicator over all alternatives
A* = ½ðC1, ½1, 1�Þ, ðC2, ½1, 1�Þ, ðC3, ½1, 1�Þ�.

Next, we calculate the order vector of five suppliers. That is, to calculate the
similarity measures between two vague sets (denoted as A1, A2, A3, A4, A5 and A*),
respectively. According to formula (18), we can obtain the order vector as follows:

ðMðA1,A*Þ,MðA2,A*Þ,MðA3,A*Þ,MðA4,A*Þ,MðA5,A*ÞÞ
= ð0.550, 0.517, 0.550, 0.567, 0.583Þ.

Therefore, the ranking order of five suppliers will be as follows:

A5≻A4≻A3 ∼A1≻A2.

We can say that supplier A5 is the best supplier among the five suppliers.

6 Conclusion

Many similarity measures have been proposed in literature for measuring the degree
of similarity between fuzzy sets. Also several efforts have been made for the
similarity measure between vague sets. After analyzing the limitations in current
similarity measures for vague sets, we have proposed a new method for measuring
the similarity between vague sets in this paper. It is the basic method between vague
sets to deeply understand the support, the difference of true-membership and the
difference of false-membership, to significantly distinguish the directions of dif-
ference (positive and negative).
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The Resolution Method for 10-Element
Linguistic Truth-Valued Propositional Logic

Li Zou, Ying Wang, Ying-ying Xu and Min-wen Yang

Abstract This paper analyzes five kinds of complementary literals based on the

10-element linguistic truth-valued propositional logic system. In order to give an

effective resolution method, we define a linguistic hedges compound operation ⊕

and study complementary of linguistic truth-values. Then the resolution method

based on a filter J of the system and the corresponding algorithm is constructed.

An example is given to illustrate the validity of the proposed method.

Keywords Lattice implication algebra ⋅ Linguistic truth-valued propositional

logic ⋅ Resolution principle ⋅ Complementary literals

1 Introduction

People express themselves through natural languages in the real life. Natural lan-

guages can be formalized by L.A. Zadeh’s linguistic variables [1]. The truth-valued

proposition is not often exactly true or false, however accompany with linguistic

hedges, such as absolutely, highly, very, quite, exactly, almost, rather, somewhat,

slightly and so on. A linguistic hedge possesses an intuitive meaning which can

be expressed by a semantic ordering relation, e.g. ApproximatelyTrue < True, while

VeryTrue > True. These truth values are called linguistic truth values [2, 3].

Since 1965, automated reasoning based on Robinson’s [4] resolution rule has been

extensively studied in the context of proving the system [5–7] to support a wide
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spectrum of computational tasks. They are widely applied to areas such as artificial

intelligence, logic programming, problem solving and question answering systems,

database theory, and so on.

Lattice-valued logic system which has been presented by Xu [8, 9] is an important

case of multi-valued logic. Since 1993, lattice implication algebra (LIA) and some

related discussion on logic system based on LIA have been invested. Nowadays,

there exist many alternative methods for linguistic values based lattice implication

algebra. Such as X.X. He got the-unit algorithm in LnP(X) [10]. L. Zou and P. Shi

et al. have proposed a kind of linguistic truth-valued intuitionistic fuzzy lattice based

on the view of intuitionistic fuzzy set and linguistic truth-valued lattice implication

algebra [11] and so on. In fact, there are some linguistic truth-valued are incompa-

rable. The research of resolution principle and algorithm based on LIA will help

the realization on intelligent system which includes incomparable elements. About

the resolution algorithm, there is an obvious fact that, the more limit and the less

clauses, the more simple for the due process thereby. In this respect, X.M. Zhong

et al. studied on quasi-lock semantic resolution method for linguistic truth-valued

lattice-valued propositional logic LV(n×2)P(X) [12].

This paper is organized as follows: Sect. 2 reviews some preliminary relevant con-

cepts and 10-element linguistic truth-valued propositional logic 10LTVP is estab-

lished. In Sect. 3, resolution method for 10LTVP is studied. Finally, some concluding

remarks will be given in Sect. 4.

2 10-Element Linguistic Truth-Valued Propositional Logic

2.1 Lattice Implication Algebra

Definition 1 [13] Let (L,∧,∨, ′, I,O) be a bounded lattice with an order-reversing

involution “′”, I and O are the greatest and the least element of L respectively. For

any x, y, z ∈ L, if mapping →∶ L × L → L satisfies:

(1) x → (y → z) = y → (x → z);
(2) x → x = I;
(3) x → y = y′ → x′;
(4) x → y = y → x, implies x = y;

(5) (x → y) → y = (y → x) → x;

(6) (x ∨ y) → z = (x → z) ∧ (y → z);
(7) (x ∧ y) → z = (x → z) ∨ (y → z).

Then (L,∧,∨, ′, I,O) is called a lattice implication algebra.

Definition 2 [12] Let ADn = {c1, c2,… , cn} be a set with n modifiers and c1 < c2 <
⋯ < cn,MT = {f , t} be a set of meta truth values, and f < t. Denote LV(n×2) = ADn ×
MT .
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Define a mapping g as g ∶ LV(n×2) → Ln × L2,

g((ci,mt)) =
{ (ai, b1),mt = f

(ai, b2),mt = t,

then g is a bijection, denote its inverse mapping as g−1. For any x, y ∈ LV(n×2),
define x ∨ y = g−1(g(x) ∨ g(y)), x ∧ y = g−1(g(x) ∧ g(y)), x′ = g−1((g(x))′), x → y =
g−1(g(x) → g(y)) then LV(n×2) = (LV(n×2),∨,∧, ′,→, (cn, f ), (cn, t)) is called a linguis-

tic truth-valued lattice implication algebra generated by ADn and MT .

2.2 Related Concepts on 10-Element Linguistic Truth-Valued
Propositional Logic

Definition 3 Let H = {hi|i = 0, 1, 2, 3, 4} be the linguistic hedge operator set where

h0 = slightly, h1 = somewhat, h2 = rather, h3 = very, h4 = absolutely. H has a nat-

ural order structure, i.e. h0 < h1 < h2 < h3 < h4.
′
⊕

′
is a dyadic operator of H which

satisfies with Table 1:

hi ⊕ hj =

{
hmin{4,i−2+j}, i + j ≥ 2

h0, i + j < 2.

Proposition 1 For any h, hi, hj ∈ H,

(1) h⊕max{hi, hj} = max{h⊕ hi, h⊕ hj};
(2) h⊕min{hi, hj} = min{h⊕ hi, h⊕ hj}.

Proof 1. When h = h0, according to Definition 3, we have

h0 ⊕max{h0, h1} = h0 ⊕ h1 = h0 = max{h0 ⊕ h0, h0 ⊕ h1},
h0 ⊕max{h1, h2} = h0 ⊕ h2 = h0 = max{h0 ⊕ h1, h0 ⊕ h2},
h0 ⊕max{h2, h3} = h0 ⊕ h3 = h1 = max{h0 ⊕ h2, h0 ⊕ h3},
h0 ⊕max{h3, h4} = h0 ⊕ h4 = h2 = max{h0 ⊕ h3, h0 ⊕ h4};

Table 1 Operation ⊕

⊕ h4 h3 h2 h1 h0
h4 h4 h4 h4 h3 h2
h3 h4 h4 h3 h2 h1
h2 h4 h3 h2 h1 h0
h1 h3 h2 h1 h0 h0
h0 h2 h1 h0 h0 h0
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2. When h = h1, according to Definition 3, we have

h1 ⊕max{h0, h1} = h1 ⊕ h1 = h0 = max{h1 ⊕ h0, h1 ⊕ h1},
h1 ⊕max{h1, h2} = h1 ⊕ h2 = h1 = max{h1 ⊕ h1, h1 ⊕ h2},
h1 ⊕max{h2, h3} = h1 ⊕ h3 = h2 = max{h1 ⊕ h2, h1 ⊕ h3},
h1 ⊕max{h3, h4} = h1 ⊕ h4 = h3 = max{h1 ⊕ h3, h1 ⊕ h4};

3. When h = h2, according to Definition 3, we have

h2 ⊕max{h0, h1} = h2 ⊕ h1 = h1 = max{h2 ⊕ h0, h2 ⊕ h1},
h2 ⊕max{h1, h2} = h2 ⊕ h2 = h2 = max{h2 ⊕ h1, h2 ⊕ h2},
h2 ⊕max{h2, h3} = h2 ⊕ h3 = h3 = max{h2 ⊕ h2, h2 ⊕ h3},
h2 ⊕max{h3, h4} = h2 ⊕ h4 = h4 = max{h2 ⊕ h3, h2 ⊕ h4}.

The same goes for h3, h4. To sum up, for any h, hi, hj ∈ H, h⊕max{hi, hj} =
max{h⊕ hi, h⊕ hj} is found. The same can be proved in (2). So the operation ⊕

can limit the modified multiple linguistic truth-valued in a specific linguistic truth-

valued lattice implication algebra.

Definition 4 Let H = {h0, h1, h2, h3, h4} and the basic truth value set C = {T ,F},

where T = true, F = false. Let V be a linguistic truth value set, every linguistic

truth value v ∈ V is composed of a linguistic hedge operator and a basic word c, i.e.

V = H × C where the linguistic hedge operator set H is linear and finite set. Denote

V = {(h4,T), (h3,T), (h2,T), (h1,T), (h0,T), (h0,F), (h1,F), (h2,F), (h3,F), (h4,F)},
L10 = (V ,∨,∧,→), the operation “∨” and “∧” the Hasse diagram of L10, Fig. 1.

hi,T ′ = hi,F and its operations “→” are defined by the following (defined by the

Tables 1 and 2):

(1) (hi,T) → (hj,F) = (hmax{0,i+j−4},F);
(2) (hi,F) → (hj,T) = (hmin{4,i+j},T);
(3) (hi,T) → (hj,T) = (hmin{4,4−i+j},T);
(4) (hi,F) → (hj,T) = (hmin{4,4−i+j},T).

Fig. 1 Hasse diagram of L10
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Table 2 Implication operator of L10 = (V ,∨,∧, ′,→)
→ (h4,T) (h3,T) (h2,T) (h1,T) (h0,T) (h4,F) (h3,F) (h2,F) (h1,F) (h0,F)
(h4,T) (h4,T) (h3,T) (h2,T) (h1,T) (h0,T) (h4,F) (h3,F) (h2,F) (h1,F) (h0,F)
(h3,T) (h4,T) (h4,T) (h3,T) (h2,T) (h1,T) (h3,F) (h2,F) (h1,F) (h0,F) (h0,F)
(h2,T) (h4,T) (h4,T) (h4,T) (h3,T) (h2,T) (h2,F) (h1,F) (h0,F) (h0,F) (h0,F)
(h1,T) (h4,T) (h4,T) (h4,T) (h4,T) (h3,T) (h1,F) (h0,F) (h0,F) (h0,F) (h0,F)
(h0,T) (h4,T) (h4,T) (h4,T) (h4,T) (h4,T) (h0,F) (h0,F) (h0,F) (h0,F) (h0,F)
(h4,F) (h4,T) (h4,T) (h4,T) (h4,T) (h4,T) (h4,T) (h4,T) (h4,T) (h4,T) (h4,T)
(h3,F) (h4,T) (h4,T) (h4,T) (h4,T) (h3,T) (h3,T) (h4,T) (h3,T) (h2,T) (h1,T)
(h2,F) (h4,T) (h4,T) (h4,T) (h3,T) (h2,T) (h2,T) (h3,T) (h4,T) (h3,T) (h2,T)
(h1,F) (h4,T) (h4,T) (h3,T) (h2,T) (h1,T) (h1,T) (h2,T) (h3,T) (h4,T) (h3,T)
(h0,F) (h4,T) (h3,T) (h2,T) (h1,T) (h0,T) (h0,T) (h1,T) (h2,T) (h3,T) (h4,T)

So the L10 = (V ,∨,∧, ′,→) to be the lattice implication algebra.

Definition 5 Let P be an atomic proposition, hi ∈ H, then called hiP is an atomic

proposition of 10LTVP.

For example: To make an atomic proposition P: Tom is lively, let h3 = very, then

the h3P express “Tom is very lively” is an atomic proposition of 10LTVP.

Definition 6 The formula in 10LTVP is defined by the following recursive:

(1) 10LTVP atom hP is a formula;

(2) If A is a formula, then (hA), ¬A is the formula, h ∈ H;

(3) If A, B is a formula, then to A, (A ∨ B), (A ∧ B), (A → B) are formulas;

(4) All the formulas are the symbolic strings which use (1)–(3) with finite times.

Definition 7 A valuation of 10LTVP is a propositional algebra homomorphism, V ∶
10LTVP → L10.

Proposition 2 For any P, Q ∈ 10LTVP, v ∈ L10, Have the following properties:

(1) ¬(vP) ≡ v(¬P);
(2) vP ≡ v′(¬P);
(3) v(A ∨ B) ≡ vA ∨ vB;
(4) v(A ∧ B) ≡ vA ∧ vB.

Theorem 1 J = {(h4,T), (h3,T), (h2,T), (h1,T), (h0,T)} is a filter in the L10, u, v ∈
S, uP and vQ are the formula in 10LTVP, uP → vQ ≥ ¬uP ∨ vQ.

Proof When u = (h4,T), no matter what value of v, from Table 2 there always goes

uP → vQ = ¬uP ∨ vQ. As the same, when v = (h4,T), no matter what value of u,

there always goes uP → vQ = ¬uP ∨ vQ. When u, v are other elements in the J from

Table 2 there always goes uP → vQ > ¬uP ∨ vQ. So there goes uP → vQ ≥ ¬uP ∨
vQ, the definition is proved.
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3 Resolution Method in 𝟏𝟎LTVP

3.1 Algorithm of Transforming Any Formula
to a Reducible Form

In order to use the resolution method, the formula should be transformed to a

reducible form, which is absolutely necessary before resolution. There are a lot of

presented results for classical logic and multi-valued logic based on Kleene’s impli-

cation to be found. However, for any formula F in 10LTVP based on LIA, implication

connective can’t be expressed by other connectives. So the procedure of transform-

ing any formula to a normal form is different from that of the presented results, it

must be solved firstly. In this section, we will discuss the transformation. It depends

on different structure of formula and we will deal with it respectively:

Definition 8 Let P ∈ 10LTVP, J = {(h4,T), (h3,T), (h2,T), (h1,T), (h0,T)} be a fil-

ter in the 10LTVP. If there is an interpretation of C such that C(P) ∈ J, said the for-

mula P is J − satisfiable; if for any interpretation of C, C(P) ∈ J, said the formula P
is J − true; if for any interpretation of C, C(P) ∈ J, said P is J − false formula.

Theorem 2 For any P, Q ∈ 10LTVP, v, u ∈ J, if the u = (h4,T), there has uP →
vQ = ¬uP ∨ vQ; if the u = (h3,T), there has uP → vQ = (h3)⊕ (¬uP ∨ vQ); if the
u = (h1,T), there has uP → vQ = (h3)⊕ (¬uP ∨ vQ); if the u is other element, there
has uP → vQ = (h4)⊕ (¬uP ∨ vQ).

Proof It can be proved by Proposition 1 and Theorem 1.

For example: The same for (h4,T), (h3,T), (h1,T) and (h0,T).

3.2 Complementary Literals

Definition 9 For any hi, hj ∈ H, u, v ∈ J, let uP and v(¬P) be the two generalized

literals of 10LTVP, if there is any assignment ((uP)v(¬P)) ∈ S, then uP and v(¬P)
are called J − complementary literals.

A B → h4 ⊕ (¬A ∨ B)
(h2,T) (h4,T) (h4,T) (h4,T)

(h3,T) (h4,T) (h4,T)
(h2,T) (h4,T) (h4,T)
(h1,T) (h3,T) (h3,T)
(h0,T) (h2,T) (h2,T)
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(1) If i = j, then ((uP)v(¬P)) = (h4,T) ∈ J, uP and v(¬P) are called absolutely

strong complementary literals;

(2) If |i − j| = 1, then uP and v(¬P) are called very strong complementary literals;

(3) If |i − j| = 2, then uP and v(¬P) are called rather strong complementary literals;

(4) If |i − j| = 3, then uP and v(¬P) are called somewhat strong complementary

literals;

(5) If |i − j| = 4, then uP and v(¬P) are called slightly strong complementary liter-

als.

So the complementary degrees based on the five kinds of the complementary literals

are defined.

Definition 10 (Soft resolution principle) Let C1 and C2 be the two clauses of 10
LTVP, uP and v(¬P) are disjunctive of C1 and C2, where uP and v(¬P) is J −
complementary literals. Delete the uP and v(¬P) from C1 and C2, then get the Cr1
and Cr2, Cr1 ∨ Cr2 is a J − resolvent of C1 and C2. The same:

(1) If the uP and v(¬P) are absolutely strong complementary literals, Cr1 ∨ Cr2 is

C1 and C2 absolutely strong resolution, denoted as (h4,T)(Cr1 ∨ Cr2);
(2) If the uP and v(¬P) are very strong complementary literals, Cr1 ∨ Cr2 is C1 and

C2 very strong resolution, denoted as (h3,T)(Cr1 ∨ Cr2);
(3) If the uP and v(¬P) are rather strong complementary literals, Cr1 ∨ Cr2 is C1 and

C2 rather strong resolution, denoted as (h2,T)(Cr1 ∨ Cr2);
(4) If the uP and v(¬P) are somewhat strong complementary literals, Cr1 ∨ Cr2 is

C1 and C2 somewhat strong resolution, denoted as (h1,T)(Cr1 ∨ Cr2);
(5) If the uP and v(¬P) are slightly strong complementary literals, Cr1 ∨ Cr2 is C1

and C2 slightly strong resolution, denoted as (h0,T)(Cr1 ∨ Cr2).

3.3 Resolution Method

Theorem 3 Let P ∈ 10PTVP be a formula, P is the J − false if and only if there
exists a deduction from P which can deduce J − null clause (denoted by J − ⋄).

Proof From the above definition can be used in the proof process is attributed words

and negative words. Completeness of logic resolution principle consists of two-

valued logic. P is the J − false if and only if exists a deduction from P which can

deduce J − ⋄ clause.

In the soft resolution, resolution based on J − complementary literals, only need

to calculate the modal variables. Because mood variables are limited that can reach

J − nil. Resolution algorithm 10LTVP is given below:

Step 1: Transforming formula to a reducible form;

Step 2: Finding out the truth values which are not in the J proposition. If the propo-

sition is not in J, then consider the converse of this proposition, i.e. if there are
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(h4,F)P, (h3,F)P, (h2,F)P, (h1,F)P, (h0,F)P, will be converted into (h4,T)¬P,

(h3,T)¬P, (h2,T)¬P, (h1,T)¬P, (h0,T)¬P, make its truth values in J;

Step 3: If there are J − false clause theorem of card, stop, otherwise go to step 4;

Step 4: Deleting the J − complementary literals. The linguistic hedge operator of

the resolvent comes from the qualitative operation of the linguistic hedge operator

before the two resolution clauses;

Step 5: If the J − empty clause, then theorem is proved, stop, otherwise go to

step 4.

3.4 The Deduce Based on Resolution

Example: Prove that the formula A → C can be launched by the A → B and B → C,

and V(A) = (h4,F), V(B) = (h3,T), V(C) = (h2,T).

Proof the clause can be obtained by the known:

1. (h4,F)¬A(h3,T)B = (h4,T)A ∨ (h3,T)B
2. (h3)⊕ [(h3,T)¬B ∨ (h2,T)C] = (h4,T)¬B ∨ (h3,T)C
3. (h4,F)A = (h4,T)¬A
4. (h2,T)¬C
5. [(h4,T)⊕ (h3,T)]B = (h4,T)B 1 and 3

6. [(h3,T)⊕ (h4,T)]B = (h4,T)¬B 2 and 4

7. (h4,T) − nil 5 and 6

So the conclusion by A → B and B → C:A → C. This theorem is due to the linguistic

hedge operator is absolutely strong resolution, that is, the theorem is established.

4 Conclusion

People use the qualitative model to deal with vague or imprecise knowledge rather

than quantitative model. We often use some linguistic values instead of numbers to

think then getting conclusions. In this paper, we establish the 10-element linguis-

tic truth-valued logic system which can express both comparable and incomparable

information. In the resolution process linguistic truth-valued directly involved in the

operation, the results also with the linguistic values. Automatic reasoning based on

linguistic truth value attributed to artificial intelligence not only provides a new rea-

soning algorithm, but also can be used in various fields of decision system, risk

analysis system and expert system.
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Existence of R𝟎 Type Reverse Triple I
Solutions

Jian Hou and Fei Yuan

Abstract In this paper, some examples are given to show that eight kinds of R0
type reverse triple I solutions do not exist. Here considered are R0 type reverse triple

I FMP and FMT sustaining methods, R0 type 𝛼-reverse triple I FMP and FMT sus-

taining methods, R0 type reverse triple I FMP and FMT restriction methods and R0
type 𝛼-reverse triple I FMP and FMT restriction methods.

Keywords Triple I method ⋅ Reverse triple I method ⋅ R0 type reverse triple

I method ⋅ Reverse triple I solution

1 Introduction

In 1973, Zadeh introduced the compositional rule of fuzzy inference (CRI) [1]. After-

wards, various methods of fuzzy reasoning have been proposed and a lot of suc-

cessful applications in fuzzy system have been carried out [2–4]. Nowadays, fuzzy

reasoning has become a theoretic foundation and an important tool for design and

analysis of fuzzy controllers. In fuzzy reasoning, the following inference forms of

Fuzzy Modus Ponens (FMP) and Fuzzy Modus Tollens (FMT) are often used:

rule base A ⟶ B rule base A ⟶ B
FMP ∶ for given A∗ FMT ∶ for given B∗

to determine B∗ to determine A∗

where A and A∗
are fuzzy sets in the domain X, and B and B∗

are fuzzy sets in

the domain Y. CRI has been widely applied successfully in various fields of indus-

trial control. However, in view of logic semantics, there exist several problems. To
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improve the CRI algorithm, the triple I method with total inference rules of fuzzy

reasoning was proposed by Wang [5, 6]. The principle of triple I FMP is: suppose

that X and Y are nonempty sets, A,A∗ ∈  (X) and B ∈  (Y), then B∗ ∈  (Y) is the
minimal fuzzy set such that

(A(x) ⟶ B(y)) ⟶ (A∗(x) ⟶ B∗(y)) (1)

takes its maximum for any x ∈ X and any y ∈ Y , where  (X) and  (Y) denote,
respectively, the collections of all fuzzy subsets of X and Y. B∗

is called the triple I

FMP solution of (1). The principle of triple I FMT is as follows: Suppose that X and

Y are nonempty sets, A ∈  (X) and B,B∗ ∈  (Y), then A∗ ∈  (X) is the maximal

fuzzy set such that (1) takes its maximum for any x ∈ X and any y ∈ Y . And A∗
is

called the triple I FMT solution of (1). Based on the principle of triple I for fuzzy

reasoning, Wang gave R0 type reverse triple I FMP and FMT methods, where

R0(a, b) =
{

1, a ≤ b
a′ ∨ b, a > b , a′ = 1 − a.

Furthermore, Song proposed the principle of reverse triple I for fuzzy

reasoning [7, 8].

In this paper, some examples are given to show that eight kinds of R0 type reverse

triple I solutions do not exist.

2 Existence of R𝟎 Type Reverse Triple I Solutions

2.1 Existence of R𝟎 Type Reverse Triple I Sustaining
Solutions

In this section, we consider the reverse triple I sustaining methods. First, we consider

the problem of reverse triple I FMP.

Sustaining principle of reverse triple I FMP [7] Suppose that X and Y are non-

empty sets, A,A∗ ∈  (X) and B ∈  (Y). Then B∗ ∈  (Y) satisfying this principle is
the maximum fuzzy set such that

(A∗(x) ⟶ B∗(y)) ⟶ (A(x) ⟶ B(y)) (2)

takes its maximum for any x ∈ X and any y ∈ Y . B∗
is called the reverse triple I FMP

sustaining solution of (2).

Remark 1 Concerning the principle of reverse triple I FMP, when A,A∗ ∈  (X) and
B ∈  (Y) are known, there does not always exist the maximal fuzzy set B∗

such that

(2) takes its maximum for any x ∈ X and any y ∈ Y .
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Example 1 SupposeX = Y = [0, 1],A,A∗ ∈  (X),B ∈  (Y),A(x) = 2
3
,A∗(x) = 1

2
,

B(y) = 1
2
. Then for any x ∈ X and any y ∈ Y , there does not exist the maximal

fuzzy set B∗ ∈  (Y) that makes (2) take its maximum. In fact, we have (A∗(x))′ =
1
2
, R0(A(x),B(y)) = R0(

2
3
,

1
2
) = 1

2
. Since the implication operator R0 is monotoni-

cally increasing with respect to the first variable and is monotonically decreasing

with respect to the second variable, the maximum of (2) is R0(R0(A∗(x), 0),R0(A(x),
B(y))) = R0(R0(

1
2
, 0),R0(

2
3
,

1
2
)) = R0(

1
2
,

1
2
) = 1. However, (2) is expressed by

R0(R0(
1
2
,B∗(y)),R0(

2
3
,

1
2
)) = R0(R0(

1
2
,B∗(y)), 1

2
)

=
⎧
⎪
⎨
⎪
⎩

1, R0(
1
2
,B∗(y)) ≤ 1

2
1
2
, R0(

1
2
,B∗(y)) > 1

2

.

Thus, if (2) takes its maximum 1, then R0(
1
2
,B∗(y)) ≤ 1

2
should be satisfied. But

R0(
1
2
,B∗(y)) =

⎧
⎪
⎨
⎪
⎩

1, 1
2
≤ B∗(y)

1
2
,

1
2
> B∗(y)

≥
1
2
.

Obviously, only if R0(
1
2
,B∗(y)) = 1

2
, (2) can take its maximum 1. Furthermore, by

R0(
1
2
,B∗(y)) = 1

2
, we get B∗(y) < 1

2
. Since R0(

1
2
,B∗(y)) is not left continuous at

B∗(y) = 1
2
, there does not exist the maximal B∗(y) such that (2) takes its the maxi-

mum.

By the above example, we can see that R0 type reverse triple I FMP sustaining

solution of (2) does not always exist.

Similarly, we can consider the problem of reverse triple I FMT.

Sustaining principle of reverse triple I FMT [7]. Suppose that X and Y are non-

empty, A ∈  (X), B,B∗ ∈  (Y). Then A∗ ∈  (X) is the minimal fuzzy set that

makes (2) take its maximum for any x ∈ X and any y ∈ Y . And A∗
is called reverse

triple I FMT sustaining solution of (2).

Remark 2 Concerning the principle of reverse triple I FMT, for given A ∈  (X)
and B,B∗ ∈  (Y), there may be no the minimal fuzzy set A∗

that makes (2) take its

maximum for any x ∈ X and any y ∈ Y , so there may be no the optimal solution.
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Example 2 Suppose X = Y = [0, 1], A(x) = 2
3
, B(y) = 1

2
, B∗(y) = 1

2
. Then for any

x ∈ X and y ∈ Y , there does not exist the minimal fuzzy set A∗
that makes (2) take

its maximum. In fact, we have (B∗(y))′ = 1
2

and R0(A(x),B(y)) = R0(
2
3
,

1
2
) = 1

2
.

Since the implication operator R0 is monotonically increasing with respect to the

first variable, the maximum of (2) is R0(R0(1,B∗(y)),R0(A(x),B(y))) = R0(B∗(y),
R0(

2
3
,

1
2
)) = R0(

1
2
,

1
2
) = 1. Below, for given A(x),B(y) and B∗(y), we solve the min-

imal fuzzy set A∗
that makes (2) take the maximum 1. By the definition of R0, (2) is

represented by

R0(R0(A∗(x), 1
2
),R0(

2
3
,

1
2
)) = R0(R0(A∗(x), 1

2
), 1
2
)

=
⎧
⎪
⎨
⎪
⎩

1, R0(A∗(x), 1
2
) ≤ 1

2
1
2
, R0(A∗(x), 1

2
) > 1

2

,

If (2) takes the maximum 1, then R0(A∗(x), 1
2
) ≤ 1

2
. By

R0(A∗(x), 1
2
) =

⎧
⎪
⎨
⎪
⎩

1, A∗(x) ≤ 1
2

1
2
, A∗(x) > 1

2

,

we have R0(A∗(x), 1
2
) = 1

2
. So A∗(x) > 1

2
. Since R0(A∗(x), 1

2
) is not right continuous

at A∗(x) = 1
2
, there does not exist the minimal fuzzy set A∗

that makes (2) take its

maximum.

By this example, we draw the conclusion that R0 type reverse triple I FMT sus-

taining solution does not always exist.

2.2 Existence of R𝟎 Type 𝜶-Reverse Triple I Sustaining
Solutions

This section is devoted to discussing existence of the generalization of R0 type

reverse triple I solutions. First, we consider the problem of reverse triple I FMP.

Sustaining principle of 𝜶-reverse triple I FMP [7]. Suppose that X and Y are non-

empty, A,A∗ ∈  (X), B ∈  (Y). For a given 𝛼 ∈ (0, 1], B∗ ∈  (Y) satisfying this

principle is the maximal fuzzy set such that
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(A∗(x) ⟶ B∗(y)) ⟶ (A(x) ⟶ B(y)) ≥ 𝛼 (3)

for any x ∈ X and any y ∈ Y .
Similarly to the FMP problem, R0 type 𝛼-reverse triple I FMP sustaining solution

also does not always exist.

Example 3 Suppose that X,Y ,A,B,A∗
are the same as in Example 1 and 𝛼 = 2

3
.

Then R0 type 𝛼-reverse triple I FMP sustaining solution B∗
does not exist. In fact,

By (A∗(x))′ = 1
2
and R0(A(x),B(y)) = R0(

2
3
,

1
2
) = 1

2
, (3) is

R0(R0(A∗(x),B∗(y)),R0(A(x),B(y)))
= R0(R0(

1
2
,B∗(y)), 1

2
)

=
⎧
⎪
⎨
⎪
⎩

1
2
,

1
2
≤ B∗(y)

1, 1
2
> B∗(y)

≥
2
3
.

If the above inequation holds, then B∗(y) < 1
2
. So the maximal B∗(y) does not exist.

That is, there does not exist the maximal fuzzy set B∗
satisfying (3).

Thus, R0 type 𝛼-reverse triple I FMP sustaining solution does not exist.

Sustaining principle of 𝜶-reverse triple I FMT [7]. Suppose that X and Y are

nonempty, A ∈  (X), B,B∗ ∈  (Y). Then A∗
satisfying this principle is the minimal

fuzzy set satisfying (3).

Below, we illustrate that R0 type 𝛼-reverse triple I FMT sustaining solution does

not exist.

Example 4 Suppose that X,Y ,A,B,B∗
are the same as in Example 3 and 𝛼 = 2

3
.

Then for any x ∈ X and any y ∈ Y , there does not exist the minimal fuzzy set A∗

satisfying (3). In fact, (3) is represented by

R0(R0(A∗(x), 1
2
), 1
2
) =

⎧
⎪
⎨
⎪
⎩

1
2
, A∗(x) ≤ 1

2
1, A∗(x) > 1

2

≥
2
3
.

By the above inequation, we have A∗(x) > 1
2
. So the minimal A∗

satisfying (3)

does not exist.

Hence, R0 type 𝛼-reverse triple I FMT sustaining solution does not exist.
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2.3 Existence of R𝟎 Type Reverse Triple I Restriction
Solutions

Now we consider the existence of R0 type reverse triple I restriction solution.

Restriction principle of reverse triple I FMP [7]. Suppose that X and Y are non-

empty,A,A∗ ∈  (X),B ∈  (Y). ThenB∗ ∈  (Y) satisfying this principle is themin-

imal fuzzy set that makes (2) take its minimum for any x ∈ X and any y ∈ Y .
The following example shows thatR0 type reverse triple I FMP restriction solution

does not exist.

Example 5 Suppose X = Y = [0, 1], A(x) = 1
2
, A∗(x) = 2

3
, B(y) = 1

3
. Then for any

x ∈ X and any y ∈ Y , there does not exist theminimal fuzzy setB∗
that makes (2) take

its minimum. In fact, we have (A∗(x))′ = 1
3
and R0(A(x),B(y)) = R0(

1
2
,

1
3
) = 1

2
. By

the property of R0, the minimum of (2) is R0(R0(A∗(x), 1),
R0(A(x),B(y))) = R0(1,R0(

1
2
,

1
3
)) = 1

2
. We analyze whether there exists the mini-

mal fuzzy set B∗
that makes (2) take its minimum. By the definition of R0, (2) is

expressed by

R0(R0(
2
3
,B∗(y)),R0(

1
2
,

1
3
)) = R0(R0(

2
3
,B∗(y)), 1

2
) =

⎧
⎪
⎨
⎪
⎩

1, R0(
2
3
,B∗(y)) ≤ 1

2
1
2
, R0(

2
3
,B∗(y)) > 1

2

.

So, if (2) takes its minimum
1
2
, then R0(

2
3
,B∗(y)) > 1

2
. That is,

R0(
2
3
,B∗(y)) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

1, 2
3
≤ B∗(y)

B∗(y), 2
3
> B∗(y) ≥ 1

3
1
3
,

1
3
> B∗(y)

>

1
2
.

From the above inequation, we have B∗(y) > 1
2
. Thus, there does not exist the mini-

mal B∗(y) that makes (2) take its minimum.

By this example, we obtain that R0 type reverse I FMP restriction solution does

not always exist.

Similarly, we consider the problem of FMT.
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Restriction principle of reverse triple I FMT [7]. Suppose that X and Y are non-

empty, A ∈  (X), B,B∗ ∈  (Y). Then A∗ ∈  (X) satisfying this principle is the

maximal fuzzy set that makes (2) take its minimum for any x ∈ X and any y ∈ Y .
First, we illustrate that R0 type reverse triple I FMT restriction solution does not

exist.

Example 6 Suppose X = Y = [0, 1], A(x) = 2
3
, B(y) = 1

2
, B∗(y) = 1

3
. Then for any

x ∈ X and any y ∈ Y , there does not exist the maximal fuzzy set A∗
that makes (2)

take its minimum. In fact, we get (B∗(y))′ = 2
3
and R0(A(x),B(y)) = R0(

2
3
,

1
2
) = 1

2
.

Since R0 is monotonically decreasing with respect to the first variable, the minimum

of (2) is R0(R0(0,B∗(y)),R0(A(x),B(y))) = R0(1,R0(A(x),B(y))) = R0(A(x),
B(y)) = 1

2
. And (2) is expressed by

R0(R0(A∗(x), 1
3
), 1
2
) =

⎧
⎪
⎨
⎪
⎩

1, R0(A∗(x), 1
3
) ≤ 1

2
1
2
, R0(A∗(x), 1

3
) > 1

2

.

Obviously, if (2) takes its the minimum
1
2
, then

R0(A∗(x), 1
3
) > 1

2
. (4)

By

R0(A∗(x), 1
3
) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

1, A∗(x) ≤ 1
3

(A∗(x))′, 1
3
< A∗(x) ≤ 2

3
1
3
, A∗(x) > 2

3

,

if R0(A∗(x), 1
3
) > 1

2
, then A∗(x) < 1

2
. Obviously, there does not exist the maximal

fuzzy set A∗
satisfying (4). So R0 type reverse triple I FMT restriction solution does

not exist.

2.4 Existence of R𝟎 Type 𝜶-reverse Triple I Restriction
Solutions

In this section, we consider the generalization of reverse triple I restriction methods.

Restriction principle of 𝜶-reverse triple I FMP [8]. Suppose that X and Y are non-

empty, A,A∗ ∈  (X), B ∈  (Y). For a given 𝛼 ∈ (0, 1], B∗
satisfying this principle

is the minimal fuzzy set in  (Y) satisfying
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(A∗(x) ⟶ B∗(y)) ⟶ (A(x) ⟶ B(y)) ≤ 𝛼 (5)

for any x ∈ X and any y ∈ Y .
The following example shows that R0 type 𝛼-reverse triple I FMP restriction solu-

tion does not exist.

Example 7 Suppose X = Y = [0, 1], A(x) = 2
3
, A∗(x) = 2

3
, B(y) = 1

2
and 𝛼 = 1

2
.

Then there does not exist theminimal fuzzy setB∗
satisfying (5). In fact, by (A∗(x))′ =

1
3
and R0(A(x),B(y)) = R0(

2
3
,

1
2
) = 1

2
, if (5) holds, then

R0(R0(
2
3
,B∗(y)), 1

2
) ≤ 1

2
. (6)

As

R0(R0(
2
3
,B∗(y)), 1

2
) =

⎧
⎪
⎨
⎪
⎩

1, 1
2
≥ B∗(y)

1
2
,

1
2
< B∗(y)

,

if (6) holds, then
1
2
< B∗(y). Obviously, the minimal B∗

does not exist. Thus there

does not exist the minimal fuzzy set satisfying (6).

Hence, R0 type 𝛼-reverse triple I FMP restriction solution does not always exist.

At last, we consider the generalized problem of reverse triple I FMT restriction

method.

Restriction principle of 𝜶-reverse triple I FMT [8]. Suppose that X and Y are

nonempty, A ∈  (X), B,B∗ ∈  (Y). A∗ ∈  (X) should be the maximal fuzzy set

satisfying (5) for any x ∈ X and any y ∈ Y .

Example 8 Suppose X = Y = [0, 1], A(x) = 2
3
, B(y) = 1

2
, B∗(y) = 1

3
and 𝛼 = 1

2
.

There does not exist the maximal fuzzy set A∗
satisfying (5). In fact, by (B∗(y))′ = 2

3
and R0(A(x),B(y)) = R0(

2
3
,

1
2
) = 1

2
, if (5) holds, then

R0(R0(A∗(x), 1
3
),R0(

2
3
,

1
2
)) ≤ 1

2
. (7)

The left side of the above inequation equals

R0(R0(A∗(x), 1
3
), 1
2
) =

⎧
⎪
⎨
⎪
⎩

1, R0(A∗(x), 1
3
) ≤ 1

2
1
2
, R0(A∗(x), 1

3
) > 1

2

.
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Clearly, if (7) holds, then R0(A∗(x), 1
3
) > 1

2
, i.e.

R0(A∗(x), 1
3
) =

⎧
⎪
⎪
⎨
⎪
⎪
⎩

1, A∗(x) ≤ 1
3

(A∗(x))′, 1
3
< A∗(x) ≤ 2

3
1
3
, A∗(x) > 2

3
>

1
2
.

Sowe getA∗(x) < 1
2
, and there does not exist the maximal fuzzy setA∗

satisfying (5).

Thus R0 type 𝛼-reverse triple I FMT restriction solution does not always exist.

3 Conclusion

In this paper, we illustrated that eight kinds of R0 type reverse triple I solutions given

in [7, 8] do not exist.
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Research on the Characteristic
of the Five-Element Sub-lattice

Hai-feng Zhang, Meng Zhou and Guang-jun Zhang

Abstract We have already known in the sense of isomorphism, there are five five-

element lattices. In this paper, we establish some important results about the charac-

teristic of a lattice that contains these five five-element lattices.

Keywords Lattice ⋅ Five-element lattice ⋅ Distribution lattice ⋅ Modular lattice ⋅
Order sublattice

1 Introduction

Lattice algebra is a special algebraic system, it has been widely used in various fields.

The researches on the lattice’s own structure are also very important. So far, people

have got many valuable conclusions (see [1, 3]). Especially using a lattice’s own

subalgebra characteristic to deduce its structure has been proved to be a very effective

way. Using this method we give several results below (see [4]).

Theorem 1 Let L be a lattice. L is distributive lattice if and only if L has no sublat-
tice isomorphic toN5 or M3.

Theorem 2 (i) A lattice L is modular if and only if it has no sublattice isomorphic
toN5.

(ii) A modular lattice L is nondistributive if and only if it has a sublattice isomorphic
toM3.

These two typical examples of nondistributive lattices are 5 and M3 whose

diagrams are given in the Fig. 1.
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Fig. 1 Lattice M3, N5

a b c a
b

c

M3 N5

In this paper, we will use the results above to discuss a lattice L which has a sub-

lattice isomorphic to a specific five-element lattice, and a serial of important results

can be deduced.

2 Several Definitions and Conclusions

In this section we introduce some definitions which are used in this paper.

Definition 1 (sublattice) A sublattice ⟨K; ∧,∨⟩ of the lattice ⟨L; ∨,∧⟩ is defined on

a nonvoid (see [2]) subset K of L with the property that a, b ∈ K implies that a ∨
b, a ∧ b ∈ K, and the ∨ and the ∧ of ⟨K; ∧,∨⟩ are restrictions to K of the ∨ and the

∧ of ⟨L; ∧,∨⟩.

Definition 2 (order sublattice) Let ⟨L,≤⟩ be a lattice, A is the nonvoid subset of L.

If the poset(A. ≤A) is a lattice, then we call(A. ≤A) is a order sublattice of L. ≤A=≤ |A
here, that is, the ≤A of(A. ≤A) is restrictions to A of the ≤ of (L,≤).

Example 1 Let L = {0, 1, a, b, c} see Fig. 2. It can be proved that A = {a, 0, 1, b} is

a order sublattice of L, but not a sublattice of L. Because a ∧ b = c ∉ A.

The above example shows that an order sublattice of a lattice may not be a sub-

lattice of the lattice. Let ⟨L,≤⟩ be a lattice and L1 be a sublattice of L. ∀a, b ∈ L1,

Fig. 2 Lattice K5 1

a b 

d

0
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a ∧ b = inf {a, b}. inf {a, b} here is the greatest lower bound of {a, b} under the par-

tial ordering ≤ of L. And a ∨ b = sup{a, b}. sup{a, b} here is the least upper bound

of {a, b} under the partial ordering ≤ of L.

Theorem 3 Every sublattice of a lattice L is an order sublattice of L.

So the problem is : under what conditions would an order sublattice of a lattice

be a sublattice? This problem is solved in Theorem 3. Now we define the length of

a lattice.

Definition 3 (the length of a lattice) Let L be a lattice. If any chain in L has size

h ≤ m and there is a chain in L has size h = m(0 < m < +∞), then we say that L is

of length m − 1. The length of L is denoted by l(L). If the number of elements in a

chain of L is infinite, we say that l(L) = ∞.

Obviously in Fig. 2 the length of L is l(L) = 3. In Fig. 1 the length ofN5 is l(N5) =
3 and the length of M3 is l(M3) = 2.

Theorem 4 In the sense of isomorphism, there are five five-element lattices.

3 Main Results

Theorem 5 Let (L. ≤) be a lattice. L has a sublattice isomorphic to C5 in Fig. 3 if
and only if l(L) ≥ 4.

Theorem 6 Let (L. ≤) be a lattice. L has a finite chain of n elements if and only if
l(L) ≥ n − 1.

Theorem 7 Let (L. ≤) be a lattice. L dose not contain K5 or K5 in Fig. 3 as a sub-
lattice of L if and only if every order sublattice of L is a sublattice of L.

a b c a 
b

c

C5 K5 K5 M3 N5

Fig. 3 Five-element lattices
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Proof (⟹)
Because L does not contain K5 or K5 as a sublattice of L. Suppose A is an order

sublattice of L but A is not a sublattice of L, then ∃a, b ∈ A,

a ∧ b ∉ A or a ∨ b ∉ A

Thus infA{a, b} < a ∧ b or supA{a, b} > a ∨ b. And so K1 = {a, b, a ∨ b, a ∧ b,
infA{a, b}} or K2 = {a, b, a ∧ b, a ∨ b, supA{a, b}} is a sublattice of L. This contra-

dicts the assumption. Hence A is a sublattice of L.

(⟸)
Suppose K5 = {a ∨ b, a, b, a ∧ b, c} ⊆ L and c is the least element of K5.

By the definition of order sublattice, A = {a ∨ b, a, b, c} is order sublattice of L.

Since c ≠ a ∧ b, we knowA = {a ∨ b, a, b, c} is not a sublattice of L. This contradicts

the assumption. Hence L dose not contain K5 as a sublattice of L. Similarly for K5 in

Fig. 3.

In conclusion L dose not contain K5 or K5 in Fig. 3 as a sublattice of L if and only

if every order sublattice of L is a sublattice of L. ⊓⊔

Theorem 8 Let (L. ≤) be a lattice. L dose not contain K5 or K5 in Fig. 3 as a sub-
lattice of L if and only if L is a chain or L is a bounded lattice and ∀a, b ∈ L, if a, b
are incomparable, then a is a complement of b (that is, a ∧ b = 0 and a ∨ b = 1, 0 is
a zero of L and 1 is a unit of L).

Proof (⟹)
If L is a chain. This proof is obvious directly.

If L is not a chain, then ∃a, b ∈ L and a, b are incomparable. {a ∧ b, a ∨ b, a, b}
is a four-element lattice.

Since L dose not contain K5 or K5 in Fig. 3 as a sublattice of L.

For ∀c ∈ L we must have a ∧ b ≤ c ≤ a ∨ b. So a ∧ b = 0 and a ∨ b = 1.

(⟸)
If L is a chain, then obviously L dose not contain K5 or K5 in Fig. 3 as a sublattice

of L.

If L is a bounded lattice, then there exist 0, 1 ∈ L and 0 is a zero of L, 1 is a unit

of L.

Suppose L contains K5 = {a, b, a ∧ b, a ∨ b, c}. c is the least element of K5. Obvi-

ously a, b in L are incomparable, thus a ∧ b = 0. But c < a ∧ b, that is, c < 0. This

contradicts the assumption. So L dose not contain K5 in Fig. 3 as a sublattice of L.

Similarly for K5 in Fig. 3.

In conclusion L dose not contain K5 or K5 in Fig. 3 as a sublattice of L if and only

if L is a chain or L is a bounded lattice and ∀a, b ∈ L, if a, b are incomparable, then

a is a complement of b. ⊓⊔

By Theorem 8, we have some useful corollaries below.



Research on the Characteristic of the Five-Element Sub-lattice 637

Fig. 4 Generalized

diamond M

Corollary 1 If L is distributive lattice, then there are only two situations that K5

and K5 are not sublattice of L:

(1) L is a chain.
(2) L is C2 × C2.

Corollary 2 If L,K are lattices, suppose |L| > 1, |K| > 1, then the five-element lat-
tices K5 and K5 must be the sublattice of direct product lattice L × K.

Corollary 3 If L is not distributive modular lattice, then the following conditions
are equivalent:

(1) K5 and K5 are not five-element sublattice of L,
(2) the length of L is l(L) = 2,
(3) L is a generalized diamond M (see Fig. 4).

4 Concluding Remarks

We summarize the above results and we can get a complete description on whether

a specific five-element lattice Cn, N5, M3, K5 or K5 belongs to L.

Fig. 5 A lattice does not

include K5 or K5

1

0
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Theorem 9 (1) Cn is a sublattice of lattice L if and only if l(L) ≥ n − 1.
(2) N5 is a sublattice of lattice L if and only if L is not modular lattice.
(3) M3 is a sublattice of lattice L if and only if L is not distributive modular lattice.
(4) K5 or K5 is a sublattice of L if and only if L is neither a chain, nor a lattice which

is composed of the maximum element or the minimum element of some bounded
chains (see Fig. 5).
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Remote Monitoring System of River Basin
Water Quality Parameters Based
on LabVIEW

Qianjun Xiao, Qian Wu and Hu Xu

Abstract Aimed at the puzzle of being difficult to make the real-time online
detection for water parameter field of the river basin, the paper designed a sort of
remote monitoring system of environment parameter based on LabVIEW. In the
paper, it explored the implementation structure of remote monitoring system under
scurviness environment, discussed the advantages of virtual instrument technology,
based on the combination of wireless sensor network and LabVIEW, it took the
real-time online detection of water temperature parameter as an example, designed
the sensing system of temperature, the architecture of the remote monitoring system
and the application software system. Using the data information transmission mode
of GPRS, it implemented a remote monitoring system of environmental parameters
of the virtual instrument based on LabVIEW. The system response of simulation
demonstrated that it would be high in its test accuracy. The research result shows
that the design of the system is feasible and effective.
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1 Introduction

The Monitoring of water quality parameters plays a significant role in the water
environmental protection, and the practical significance and its importance is
self-evident. The water quality parameters reflect features of the physical state of
the water environmental system, it comprehensively reflects the quality of the
complex ecological environment, and the most direct method of understanding the
features in water quality status is to make the real-time measurement of water
parameter state. The method of parameter detection based on traditional instruments
is difficult to achieve the desired detection effect in most cases, and its reason
maybe is that the working environment is hard to wire connection, the vast is
inconvenient to install detection instrumentation, or the detect signal is difficult to
transmission because of the field interference being too large and so on. For
example, the monitoring of river basin water quality is difficult or not using con-
ventional instruments to make the monitoring. With the speedy development of
modern sensor, microelectronics, communication network, intelligent technology,
computer information and other advanced technology, it provides a tremendous
development space for that the monitoring parameter of river basin water quality
can be tracked in real-time online by means of remote-networking, and has made
many achievements of application [1–4], but there is still the space for further
improvement. The following briefly explores a kind of remote monitoring system of
water quality parameters based on LabVIEW.

2 Architecture of Remote Monitoring System Based
on LabVIEW

The advantage of Virtual Instrument Technology is that it can overcome the lim-
itations of conventional defect instrument applications [5–7]. For example, it can
achieve specific detection function by means of the combination of different
functional modules, and the user can defines the instrument function according to
need in flexible mode. The software module concentrated by control information
can enhance the flexibility of application, and it is convenient for the user to display
the collected data, analyzed result and monitored process. It is conducive to data
sharing because of the link among network, peripherals and other applications
adopting the whole software pattern, and being small effected by hardware limi-
tations. It can make the data transmission by using wired or wireless mode for
edited data record. The powerful graphical user interface can make the analysis
processing for detection data in real time. It can save the cost of development and
maintenance based on software architecture. Except having the same compatibility
of structure component, the virtual instrument is different from conventional
instrument in the aspect of the structure framework. It has the following charac-
teristics that it does not emphasize the realizing form of physical detection, and it
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highlights the software realizing form. For example, it is realized by way of
application software such as data acquisition, data processing, test result, data
analysis and process display and so on. The detection system is based on the
resource sharing of hardware and software, and under the same hardware condi-
tions, it defines the detection function by means of software programming. Using
graphical software panel as being similar to the actual instrument knob, the user can
inspect the communication and operation of test instruments with the help of
keyboard or mouse. The remote monitoring system based on LabVIEW is com-
posed by the sensor, wireless network node and host computer of upper supervision
[8–12], and the basic framework of detection system is shown as in Fig. 1.

The sensor is responsible for detecting physical quantity being transformed into
electrical signals, and the signal is transmitted to the ZigBee coordinator with the
help of wireless MESH network. Then through the serial port via the mobile com-
munication network, the electrical parameter signal is sent to the monitoring center
based on LabVIEW. The architecture is easy to realize the transmission of field
detection parameter by the wireless mobile communication network with GPRS
mode. The monitoring center can conveniently realize the wide range of distributed
monitoring. The architecture strips the function of conventional instrument, but it
also contains the function of conventional measuring instruments such as data
acquisition, data processing, data analysis and data display. Because the structure of
the underlying hardware platform has provided the application program interface,
but it makes no limit for the upper software of monitoring center, and therefore, it
can conveniently make the design and deployment for various applications with the
help of LabVIEW graphical programming software design system.

3 Design of Remote Monitoring System

3.1 System of Parameters Sensing Transformation

The design principle of parameter sensing transformation system is the same, and
the difference is only that the sensor is different. In this paper, it only takes the
transformation of the temperature sensing system as an example, and briefly
describes its transformation principle. For example, based on the linear relationship
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Fig. 1 Architecture of
monitoring system based on
LabVIEW
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between the forward current and temperature in PN junction, it selects the tem-
perature sensor of current output type AD590, and if the temperature increases 1 °C,
then the current increases 1 μA in the range from −55 °C to 150 °C. The signal
conditioning circuit is shown as in Fig. 2.

The current produced by the device is proportional to absolute temperature, and
it is equivalent to a constant current source. The conditioning circuit makes the
temperature map as its corresponding current value, eliminates the influence of the
power supply variations and it is directly converted to voltage value. From the
Fig. 3, it can be seen that the output current I = (273 + T) μA (T is the Celsius
temperature), and therefore, the measurement voltage is V = (273 + T) μA ×
10 kΩ = (2.73 + T/100) V. The output circuit adopts the voltage follower of high
input impedance, and so the output voltage is V2 = V. In order to simplify the
computation, the voltage V1 will be adjusted to 2.73 V, and then the output of
differential amplifier is (100 kΩ/10 kΩ) × (V2 − V1) = T/10 V,such as T = 28,
Vo = 2.8 V.

1.2K
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50K
6V

12V

12V

V

I 10K

10K

10K

100K

100K

VO

V1 = 2.73V
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Fig. 2 Signal conditioning
circuit
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3.2 Design of Wireless Sensor Network

The sketch map of mesh topology of wireless sensor network is shown as in Fig. 3.
In Fig. 3, there are three types of nodes. For full function node, it is mainly
responsible for the collection of physical parameters such as temperature etc. and its
physical address of the node as well as receiving the command sent by coordination
node. But it has the routing relay function, namely it is not only the monitor
terminal, but also it owns the full function device node with wireless transmission
device. The reduced device node is the terminal device for simplified detecting
node. The difference compared with the full function node is that it is the device
terminal node without routing relay function. The network coordinator is the
coordination node of wireless sensor networks, and it is responsible for receiving
and processing the data for each acquisition node. Through the RS232 serial port, it
makes the data exchange with upper host computer, and it is responsible for starting
and building the network. In the scope of coverage in monitoring network, a
coordinating node (access point) must be set up, and with the help of the node, it
can access any node in the mesh network. The type and number of wireless sensor
network node configuration are determined by monitoring regional range. As long
as there is a communication signal, and each full function node can transmit the
data by means of relay node. With the help of coordinator node, it can ensure the
connection with the mobile communication network. Once a certain detection node
appears the failure, the neighboring node can send the test data to the network
coordinator through the relay node, and by means of GPRS, the data information
would be transmitted to the monitoring center.

3.3 Communication Mode

General Packet Radio Service (GPRS) is a sort of wireless block-switch technology
based on Global System for Mobile Communications (GSM), and it provides the
wireless communication connection of peer-to-peer. By means of communication
service of GPRS, it can make the data of network Coordinator realize the com-
munication with upper layer software of monitoring center using the transmitting
and receiving of sub-group mode. Adopting this communication mode, it is more
convenient to make the communication connection and to send the data information
because of being almost no need of time to build the new connection. When the
data is sent, the communication channel is still on line all the time, and it can reduce
the cost in large range. The communication of GPRS charges according to the data
throughput, and the paid communication cost is just the transfer fee of data packet,
but not the cost of the entire communication channel. In addition, the GPRS data
transfer rate is high, and the data transfer rate of GPRS is 10 times data transfer rate
of GSM, it can reach to 171.2 kbps, and therefore, it is desirable to select the data
transfer mode of GPRS.
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3.4 LabVIEW Based Monitoring Center

The LabVIEW is a sort of advanced system design software, and it adopts the
intuitive graphical method to design the system. By means of graphical program-
ming environment, it can conveniently to carry out the design and deployment of
various applications. The principle of various physical parameters detection is
similar, and the different sensor can form different virtual instrument VI module.
Here, taking only the water temperature parameter detection as an example, the
detection process of the whole parameters is briefly described. The temperature
detection process is composed of the temperature sensor, instrument hardware and
computer and so on, and the schematic diagram is shown as in Fig. 4. The output of
temperature sensor AD590 is sent to the monitoring host computer through wireless
sensor network by means of GPRS, the LabVIEW uses complete software mode to
carry out the processing for the acquisition data, and finally, it makes the detection
result be displayed directly in the virtual instrument interface of the monitoring
center. With the help of monitoring interface and data browsing interface, it can
understand the change situation of dynamic distribution in time for various physical
parameters in monitored region scope, and show the environmental state by the
mode of visual dynamic graphics in intuitive image and real time curve graph and
so on. Of course, it can also query and analyze historical data and so on.

4 Engineering Implementation of Remote Monitoring
System

The main parameter reflected the situation of water quality in river basin is the
parameters such as pH value, temperature, dissolved oxygen and heavy metal
content and so on. After building the remote monitoring system architecture and
designing the system, its engineering implementation is relatively easy [13–15]. In
implementation, it builds the hardware system according to the system design, after
the completing the software programming and debugging, and it can build a remote
monitoring system of environmental parameters based on LabVIEW. The system
can realize the remote monitoring of water environment parameters, and it is an
unattended detection system that can automatically find the abnormal data and track

Temperature 
sensor AD590

DAQ Card
PCI6259

Computer
LabVIEW

Display
interface

VI signal 
acquisition 

control

VI data 
processing

module

Analog

output

Temperature
singnal

Digital 

output

Control signal

Fig. 4 Description of LabVIEW based detection principle
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the parameter change. It can also make the real-time detection for industrial
wastewater emissions, and provide the first-hand raw data for the water quality
management department. The Fig. 5 gives a water temperature signal of field
monitoring temperature sensor AD590, and in which, the Fig. 5a is the signal of
actual temperature sensor, while the Fig. 5b is the optimized signal after denoising
processing by the LabVIEW. Through the contrast of Fig. 5a, b, it can be seen that
the LabVIEW has powerful signal processing functions. The Fig. 6 is the real-time
temperature curve of a certain monitoring point in a time period of some day. It is
the same to the monitoring situation of other parameters such as pH value, dis-
solved oxygen and heavy metal content and so on, and here it is no longer
explained.

The experimental test verifies the feasibility and rationality of environmental
parameters remote monitoring system based on LabVIEW.

Fig. 5 Comparison of results before and after treatment. a Actual acquisition signal. b Optimized
signal

Fig. 6 Real-time temperature change
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5 Conclusions

Based on the combination of respective technological advantage of LabVIEW and
GPRS, the above explored the related design of the remote monitoring system in
water quality parameters. The proposed scheme is good for saving instrument
hardware device and system running communication cost. It can suppress the
acquisition noise by software mode, and it owns the flexibility for system function
module design. It is accurate and reliable in measurement, rapid in response,
powerful in function and better in extendibility, and therefore, it is a relatively ideal
choice of options for monitoring of water quality in the river basin.
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Quantum Dialogue for Networks
with Partially Entangled States

Yi Xiang, Zhi-wen Mo and Shu-qin Sun

Abstract In this paper, we proposed a quantum dialogue scheme for satellite-

to-ground networks with partially entangled states. Any two communication clients

to establish a quantum channel via entanglement swapping with partially entangled

states, which is performed by the satellite ground station. Through using Bell-basis

measurement, adding auxiliary, implementing specially defined unitary matrices and

appropriate Pauli matrices, the two communication clients can exchange their target

qubit simultaneously with a certain probability.

Keywords Quantum dialogue ⋅ Satellite-to-ground networks ⋅ Partially entangled

states ⋅ Entanglement swapping ⋅ Bell-basis measurement

1 Introduction

Quantum communication [1] is a new research field developed rapidly in recent

years, which is based on the properties of quantum mechanics, rather than the high

complexity of the underlying mathematical problems. In 2004, Nguyen [2] proposed

the first quantum dialogue (QD) protocol, which permits two parties transmit their

different secret messages to each other only in one quantum channel. After that,

Some quantum dialogue schemes based on the maximally entangled states, such as

Bell states, GHZ states, etc., have been extensively studied [3, 4]. However, due

to the inevitable interaction of the qubits with the environment, direct transmission

is not practicable for long-distance quantum communication. So it is necessary to

establish quantum communication over wide area networks.
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In recent years, many efforts have been devoted to the search of quantum infor-

mation processing with partially entangled states [5, 6]. However, little has been

done in the study of transferring qubits in quantum networks with partially entangled

states. Moreover, existing research [7–10] on complicated quantum communication

networks are also based on the maximally entangled states, ignoring the impact of

decoherence effects on quantum states. Recently, Chen et al. [11] proposed a quan-

tum communication for satellite-to-ground networks with partially entangled states.

In their scheme, a quantum channel can only be used for one-way transmission of

quantum bits. However, we mainly consider how to implement two-way transmission

of quantum bits by one quantum channel in wide area networks.

The rest of this paper is organized as follows. In Sect. 2, we introduced two forms

of entanglement swapping with partially entangled states and the satellite-to-ground

quantum communication network model are briefly described. In Sect. 3, Two kinds

of quantum dialogue utilized partially entangled states in satellite-to-ground quan-

tum networks are investigated in detail.

2 Introduction of Entanglement Swapping
and Network Model

2.1 Entanglement Swapping with Partially Entangled States

As we all know, the Bell states that are used in our quantum dialogue are generally

defined as

|𝜙±⟩ = 1
√
2
(|00⟩ ± |11⟩)

|𝜓±⟩ = 1
√
2
(|01⟩ ± |10⟩)

(1)

However, due to the decoherence effects of the quantum channel, the maximally

entangled state |𝜙+⟩ will be degrade to

|𝛶 +⟩ = sin𝜃|00⟩ + cos𝜃|11⟩, (2)

where 0 ≤ 𝜃 ≤
𝜋

2
. When 𝜃 = 𝜋

4
, it is a maximally entangled state. While for 𝜃 = 0

or
𝜋

2
, there is no entanglement.

Next, we analyze two forms of entanglement swapping with partially entangled

states, which are described by

|𝛶 +⟩12 ⊗ |𝛶 +⟩34

=
√
sin4𝜃 + cos4𝜃

√
2

(|𝜙+⟩23 ⊗ |𝜙+
𝜃

⟩14 + |𝜙−⟩23 ⊗ |𝜙−
𝜃

⟩14)

+ sin𝜃cos𝜃(|𝜓+⟩23 ⊗ |𝜓+⟩14 + |𝜓−⟩23 ⊗ |𝜓−⟩14)

(3)
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where

|𝜙±
𝜃

⟩14 =
sin2𝜃

√
sin4𝜃 + cos4𝜃

|00⟩14 ±
cos2𝜃

√
sin4𝜃 + cos4𝜃

|11⟩14, (4)

From Eq. (3), we can see that when particles 2 and 3 are projected onto the Bell states

|𝜓±⟩23, the particle pair 1, 4 is projected accordingly onto the Bell states |𝜓±⟩14 with

probability (sin𝜃cos𝜃)2. Otherwise, when particles 2 and 3 are projected onto the Bell

states |𝜙±⟩, the particle pair 1, 4 is projected as well onto the partially entangled

states |𝜙±
𝜃

⟩ with probability
sin4𝜃+cos4𝜃

2
.

Another entanglement swapping is described as follows

|𝜙+
𝜃

⟩56 ⊗ |𝛶 +⟩78

=
√
sin6𝜃 + cos6𝜃

√
2(sin4𝜃 + cos4𝜃)

(|𝜙+⟩67 ⊗ |𝜙+
𝜃
∗⟩58 + |𝜙−⟩67 ⊗ |𝜙−

𝜃
∗⟩58)

+ sin𝜃cos𝜃
√
sin2𝜃 + cos2𝜃

√
2(sin4𝜃 + cos4𝜃)

(|𝜓+⟩67 ⊗ |𝜓+
𝜃

′ ⟩58 + |𝜓−⟩67 ⊗ |𝜓−
𝜃

′ ⟩58)

(5)

where

|𝜙±
𝜃
∗⟩58 =

sin3𝜃
√
sin6𝜃 + cos6𝜃

|00⟩58 ±
cos3𝜃

√
sin6𝜃 + cos6𝜃

|11⟩58, (6)

|𝜓±
𝜃

′ ⟩58 =
sin𝜃

√
sin2𝜃 + cos2𝜃

|01⟩58 ±
cos𝜃

√
sin2𝜃 + cos2𝜃

|10⟩58, (7)

From Eq. (5), we can see that when particles 6 and 7 are projected onto the Bell states

|𝜓±⟩67, the particle pair 5, 8 is projected accordingly onto partially entangled states

|𝜓±
𝜃

′ ⟩58 with probability
sin2𝜃cos2𝜃(sin2𝜃+cos2𝜃)

2(sin4𝜃+cos4𝜃)
. Otherwise, when particles 6 and 7 are

projected onto the Bell states |𝜙±⟩, the particle pair 5, 8 is projected as well onto

partially entangled states |𝜙±
𝜃
∗⟩ with probability

sin6𝜃+cos6𝜃
2(sin4𝜃+cos4𝜃)

.

When 𝜃 = 𝜋

4
, the above discussion corresponds to entanglement swapping with

maximally entangled states.

2.2 Satellite-to-Ground Network Model

As shown in Fig. 1, we introduce a satellite-to-ground networks model, which is

composed of a global position database (GPD), several satellites, several local area

networks and quantum communication clients. The function of each device is no

longer to do detailed introduction, which has been described in Ref. [10].
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Fig. 1 Structure of satellite-to-ground quantum communication network

3 Quantum Dialogue Scheme

Before discussing the specific quantum dialogue situations, we need to make the

following assumptions. we assume that each quantum dialogue client prior to share

enough partially entangled states, which are uniformly described as |𝛶 +⟩, with the

SGS that serves it.

3.1 Scenario 1

The dialogue established between Alice and Bob both nodes, as shown in Fig. 1.

Firstly, Alice sends a call request with Bob to SGSO. Then, SGSO would query

LPDO to determine Bob’s location. After applying an appropriate quantum rout-

ing protocol, the selected quantum path is Alice → SGSO → Bob. As the unique

intermediate node, SGSO will implement the following two entanglement swap-

ping with |𝛶 +⟩A1O1
⊗ |𝛶 +⟩O3B1

and |𝛶 +⟩A2O2
⊗ |𝛶 +⟩O4B2

, similarly described by

Eq. (3). Here particles O1,O2,O3 and O4 belong to SGSO, particles A1,A2 belong

to Alice, and B1,B2 corresponds to Bob’s. After entanglement swapping, SGSO
will send the measurement results represented by 4 bits of classical information

to Bob. Then, according to the measurement results received, Bob performs a

proper unitary operation from {I, 𝜎x, 𝜎z, i𝜎y} on particles B1, B2, where I = |0⟩⟨0| +
|1⟩⟨1|, 𝜎z = |0⟩⟨0| − |1⟩⟨1|, 𝜎x = |0⟩⟨1| + |1⟩⟨0|, i𝜎y = |0⟩⟨1| − |1⟩⟨0|. The corre-

spondence between entanglement swapping measurement results received and local

unitary operations has been shown in Table 1.

For example, if SGSO’s measurement result is |𝜓+⟩O1O3
(|𝜓+⟩O2O4

), then Bob will

perform 𝜎x on particle B1(B2), then the entangled state shared between himself and

Alice will be |𝜙+⟩A1B1
(|𝜙+⟩A2B2

). According to Eq. (3) and Table 1, we can see that

after Bob’s unitary operation, the end-to-end entangled state shared between Alice

and Bob will be |𝜙+⟩A1B1
(|𝜙+⟩A2B2

) or |𝜙+
𝜃

⟩A1B1
(|𝜙+

𝜃

⟩A2B2
). When 𝜃 = 𝜋

4
, |𝜙+

𝜃

⟩ that is
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Table 1 Relation between

entanglement swapping

measurement results received

and local unitary operations

Measurement results Unitary operations

|𝜙+⟩ I
|𝜙−⟩ 𝜎z

|𝜓+⟩ 𝜎x

|𝜓−⟩ i𝜎y

|𝜙+⟩, So we only consider the end-to-end entangled state shared between Alice and

Bob is |𝜙+
𝜃

⟩A1B1
and |𝜙+

𝜃

⟩A2B2
.

Now, we assume that Alice would like transfers the qubit is |X⟩ = (a|0⟩ + b|1⟩)X ,

Bob would like transfers the qubit is |Y⟩ = (c|0⟩ + d|1⟩)Y . The state of the entire sys-

tem before quantum dialogue is represented by |𝜉⟩A1B1A2B2XY , which can be

written as

|𝜉⟩A1B1A2B2XY = |𝜙+
𝜃

⟩A1B1
⊗ |𝜙+

𝜃

⟩A2B2
⊗ |X⟩⊗ |Y⟩

= ( sin2𝜃
√
sin4𝜃 + cos4𝜃

|00⟩ + cos2𝜃
√
sin4𝜃 + cos4𝜃

|11⟩)A1B1

⊗ ( sin2𝜃
√
sin4𝜃 + cos4𝜃

|00⟩ + cos2𝜃
√
sin4𝜃 + cos4𝜃

|11⟩)A2B2

⊗ (a|0⟩ + b|1⟩)X ⊗ (c|0⟩ + d|1⟩)Y

(8)

After Bob’s unitary operation is completed, Alice performs Bell-basis measurements

on particles X and A1, Bob performs Bell-basis measurements on particles Y and B2.

The system composed of particles A2 and B1 will collapse into one of the following

16 kinds of results,

⟨𝜙±|B2Y⟨𝜙
+|A1X𝜉⟩A1B1A2B2XY = 𝛼

k
|𝛺+⟩B1

⊗ |𝛤 ±⟩A2

⟨𝜓±|B2Y⟨𝜙
+|A1X𝜉⟩A1B1A2B2XY = 𝛽

k
|𝛺+⟩B1

⊗ |𝛤 ±
∗ ⟩A2

⟨𝜙±|B2Y⟨𝜙
−|A1X𝜉⟩A1B1A2B2XY = 𝛼

k
|𝛺−⟩B1

⊗ |𝛤 ±⟩A2

⟨𝜓±|B2Y⟨𝜙
−|A1X𝜉⟩A1B1A2B2XY = 𝛽

k
|𝛺−⟩B1

⊗ |𝛤 ±
∗ ⟩A2

⟨𝜙±|B2Y⟨𝜓
+|A1X𝜉⟩A1B1A2B2XY = 𝛾

k
|𝛺+

∗ ⟩B1
⊗ |𝛤 ±⟩A2

⟨𝜓±|B2Y⟨𝜓
+|A1X𝜉⟩A1B1A2B2XY = 𝛿

k
|𝛺+

∗ ⟩B1
⊗ |𝛤 ±

∗ ⟩A2

⟨𝜙±|B2Y⟨𝜓
−|A1X𝜉⟩A1B1A2B2XY = 𝛾

k
|𝛺−

∗ ⟩B1
⊗ |𝛤 ±⟩A2

⟨𝜓±|B2Y⟨𝜓
−|A1X𝜉⟩A1B1A2B2XY = 𝛿

k
|𝛺−

∗ ⟩B1
⊗ |𝛤 ±

∗ ⟩A2

(9)
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where,

𝛼 =
√
(|a|2sin4𝜃 + |b|2cos4𝜃)(|c|2sin4𝜃 + |d|2cos4𝜃)

𝛽 =
√
(|a|2sin4𝜃 + |b|2cos4𝜃)(|d|2sin4𝜃 + |c|2cos4𝜃)

𝛾 =
√
(|b|2sin4𝜃 + |a|2cos4𝜃)(|c|2sin4𝜃 + |d|2cos4𝜃)

𝛿 =
√
(|b|2sin4𝜃 + |a|2cos4𝜃)(|d|2sin4𝜃 + |c|2cos4𝜃)

k = 2(sin4𝜃 + cos4𝜃)

(10)

|𝛺±⟩B1
=

asin2𝜃|0⟩B1
± bcos2𝜃|1⟩B1

√
|a|2sin4𝜃 + |b|2cos4𝜃

|𝛺±
∗ ⟩B1

=
bsin2𝜃|0⟩B1

± acos2𝜃|1⟩B1
√
|b|2sin4𝜃 + |a|2cos4𝜃

|𝛤 ±⟩A2
=

csin2𝜃|0⟩A2
± dcos2𝜃|1⟩A2

√
|c|2sin4𝜃 + |d|2cos4𝜃

|𝛤 ±
∗ ⟩A2

=
dsin2𝜃|0⟩A2

± ccos2𝜃|1⟩A2
√
|d|2sin4𝜃 + |c|2cos4𝜃

(11)

Then, Alice and Bob inform their Bell-basis measurement results each other (4 bits

of classical information). In order to recover the target qubit |X⟩ and |Y⟩, they should

prepare an auxiliary qubit |0⟩aux, and implement unitary matrix

U1 =
1

sin2𝜃

⎛
⎜
⎜
⎜
⎜
⎝

cos2𝜃
√
sin4𝜃 − cos4𝜃 0 0

0 0 0 sin2𝜃
0 0 sin2𝜃 0√

sin4𝜃 − cos4𝜃 −cos2𝜃 0 0

⎞
⎟
⎟
⎟
⎟
⎠

(12)

on particles A2(B1) and |0⟩aux. Then, Alice and Bob measures their auxiliary qubit

with basis {|0⟩, |1⟩}, respectively. If the measurement results they get are |0⟩aux,
Alice and Bob can recover qubit |Y⟩ and |X⟩ by performing a proper unitary opera-

tion on particles A2 and B1, respectively (Table 2). Otherwise, If they get |1⟩aux, no

information about |X⟩ or |Y⟩ is obtained and transmission fails.

Table 2 Relation between

other side’s measurement

results received and local

recovery unitary operator

Other side’s measurement

results

Recovery unitary operator

|𝜙+⟩ U1, I
|𝜙−⟩ U1, 𝜎z

|𝜓+⟩ U1, 𝜎x

|𝜓−⟩ U1, i𝜎y
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For example, if Alice’s measurement result is |𝜙−⟩A1X and Bob’s measurement

result is |𝜓+⟩B2Y , according Eq. (9), Alice and Bob will implement unitary matrix

U1 on |𝛤 +
∗ ⟩A2

|0⟩aux and |𝛺−⟩B1
|0⟩aux, respectively.

U1|𝛤
+
∗ ⟩A2

|0⟩aux = U1
dsin2𝜃|00⟩A2aux + ccos2𝜃|10⟩A2aux

√
|d|2sin4𝜃 + |c|2cos4𝜃

= cos2𝜃
√
|d|2sin4𝜃 + |c|2cos4𝜃

(d|0⟩ + c|1⟩)A2
|0⟩aux

+
√
sin4𝜃 − cos4𝜃

√
|d|2sin4𝜃 + |c|2cos4𝜃

d|1⟩B1
|1⟩aux

(13)

U1|𝛺
−⟩B1

|0⟩aux = U1
asin2𝜃|00⟩B1aux − bcos2𝜃|10⟩B1aux

√
|a|2sin4𝜃 + |b|2cos4𝜃

= cos2𝜃
√
|a|2sin4𝜃 + |b|2cos4𝜃

(a|0⟩ − b|1⟩)B1
|0⟩aux

+
√
sin4𝜃 − cos4𝜃

√
|a|2sin4𝜃 + |b|2cos4𝜃

a|1⟩B1
|1⟩aux

(14)

Next, Alice and Bob measures their auxiliary qubit with basis {|0⟩, |1⟩}, respec-

tively. From Eq. (13), it can be seen that if Alice obtains |0⟩aux, then the particle A2
collapses to (d|0⟩ + c|1⟩)A2

and she only performs 𝜎x on particle A2 to recover the

qubit |Y⟩. Otherwise, if she gets |1⟩aux, no information about |Y⟩ is obtained. Sim-

ilarly, from Eq. (14), it can be seen that if Bob obtains |0⟩aux, then the particle B1
collapses to (a|0⟩ − b|1⟩)B1

and he only performs 𝜎z on particle B1 to recover the

qubit |X⟩. Otherwise, if he gets |1⟩aux, no information about |X⟩ is still obtained. In

Table 3, we have listed all the possible Bell-basis measurement results and the cor-

responding probability of successful transmission, so the probability of success is

Pt = 16 × cos8𝜃
|k|2

= 4cos8𝜃
(sin4𝜃+cos4𝜃)2

, when 𝜃 = 𝜋

4
, Pt = 1.

Table 3 The possible Bell-basis measurement results and corresponding success probability

Measurement results The probability of getting |0⟩aux Success probability

|𝜙±⟩A1X , |𝜙
±⟩B2Y

cos8𝜃
|𝛼|2

cos8𝜃
|k|2

|𝜙±⟩A1X , |𝜓
±⟩B2Y

cos8𝜃
|𝛽|2

cos8𝜃
|k|2

|𝜓±⟩A1X , |𝜙
±⟩B2Y

cos8𝜃
|𝛾|2)

cos8𝜃
|k|2

|𝜓±⟩A1X , |𝜓
±⟩B2Y

cos8𝜃
|𝛿|2

cos8𝜃
|k|2
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3.2 Scenario 2

The dialogue established between Alice and Charlie both nodes, as shown in Fig. 1.

Similarly, Alice sends a call request with Charlie to SGSO. Then, SGSO would

query GPD to determine Charlie is inside area P. After applying a quantum routing

protocol, each involved node will be informed that the selected quantum path is Alice

→ SGSO → SGSP → Charlie. According to the description in Sect. 2, SGSO and

SGSP can share two partially entangled states |𝛶 +⟩O5P1
and |𝛶 +⟩O6P2

, which are

distributed by the satellite 1. Here particles O5 and O6 belong to SGSO, particles P1
and P2 belong to SGSP.

After SGSO’s entanglement swapping with |𝛶 +⟩A1O1
⊗ |𝛶 +⟩O5P1

, |𝛶 +⟩A2O2
⊗

|𝛶 +⟩O6P2
, as similarly expressed by Eq. (3.3), and SGSP’s unitary operations accord-

ing to Table 1, the possible entangled states shared between Alice and SGSP is

|𝜙+⟩A1P1
(|𝜙+⟩A2P2

) or |𝜙+
𝜃

⟩A1P1
(|𝜙+

𝜃

⟩A2P2
). Without loss of generality, we only con-

sider the end-to-end entangled state shared between Alice and SGSP is |𝜙+
𝜃

⟩A1P1
and

|𝜙+
𝜃

⟩A2P2
.

Then, SGSP implements entanglement swapping with |𝜙+
𝜃

⟩A1P1
⊗ |𝛶 +⟩P3C1

,

|𝜙+
𝜃

⟩A2P2
⊗ |𝛶 +⟩P4C2

, respectively, similarly described by Eq. (5). Here particles

P1,P2,P3 and P4 belong to SGSP, particles A1,A2 belong Alice, and C1,C2 corre-

spond to Charlie’s. And Charlie performs a proper unitary operation on particles C1
and C2 according Table 1. the possible end-to-end entangled states shared between

Alice and Charlie is |𝜙+
𝜃
∗⟩A1C1

(|𝜙+
𝜃
∗⟩A2C2

) or |𝜙+
𝜃

′ ⟩A1C1
(|𝜙+

𝜃

′ ⟩A2C2
), where,

|𝜙+
𝜃

′ ⟩ =
sin𝜃

√
sin2𝜃 + cos2𝜃

|00⟩ + cos𝜃
√
sin2𝜃 + cos2𝜃

|11⟩, (15)

So the possible end-to-end entangled states shared between Alice and Charlie has

three cases which are given by the first column in Table 4. Suppose Alice would like

transfers the target qubit is |X⟩ = (a|0⟩ + b|1⟩)X , Charlie would like transfers the

qubit is |Z⟩ = (e|0⟩ + f |1⟩)Z . The following analysis is similar to Scenario 1. How-

ever, after the addition of auxiliary qubit |0⟩aux, The unitary matrices implemented

by Alice and Charlie differs from scenario 1. In Table 4, we have listed the unitary

Table 4 The unitary matrices of Alice and Charlie and success probability of three cases

Possible entangled states A and C’s unitary matrices Success probability

|𝜙+
𝜃

′ ⟩A1C1
⊗ |𝜙+

𝜃

′ ⟩A2C2
UA2aux

2 ,UC1aux
2

4cos4𝜃
(sin2𝜃+cos2𝜃)2

|𝜙+
𝜃
∗⟩A1C1

⊗ |𝜙+
𝜃

′ ⟩A2C2
UA2aux

2 ,UC1aux
3

4cos8𝜃
(sin2𝜃+cos2𝜃)(sin6𝜃+cos6𝜃)

|𝜙+
𝜃

′ ⟩A1C1
⊗ |𝜙+

𝜃
∗⟩A2C2

UA2aux
3 ,UC1aux

2
4cos8𝜃

(sin2𝜃+cos2𝜃)(sin6𝜃+cos6𝜃)

|𝜙+
𝜃
∗⟩A1C1

⊗ |𝜙+
𝜃
∗⟩A2C2

UA2aux
3 ,UC1aux

3
4cos12𝜃

(sin6𝜃+cos6𝜃)2
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matrices implemented on A2(C1)|0⟩aux and the success probability of three cases.

Where,

U2 =
1

sin𝜃

⎛
⎜
⎜
⎜
⎜
⎝

cos𝜃
√
sin2𝜃 − cos2𝜃 0 0

0 0 0 sin𝜃
0 0 sin𝜃 0√

sin2𝜃 − cos2𝜃 −cos𝜃 0 0

⎞
⎟
⎟
⎟
⎟
⎠

(16)

U3 =
1

sin3𝜃

⎛
⎜
⎜
⎜
⎜
⎝

cos3𝜃
√
sin6𝜃 − cos6𝜃 0 0

0 0 0 sin3𝜃
0 0 sin3𝜃 0√

sin6𝜃 − cos6𝜃 −cos3𝜃 0 0

⎞
⎟
⎟
⎟
⎟
⎠

(17)

4 Conclusion

This work presented a quantum dialogue protocol for satellite-to-ground networks,

which utilizes partially entangled states as quantum resources. In our protocol, any

two communication clients can establish quantum dialogue by SGS’s entanglement

swapping in this networks. After the Bell-basis measurements, they can recover the

target qubits each other by adding auxiliary qubit |0⟩aux, implementing specially

defined unitary matrices and performing appropriate Pauli matrices. At last, we cal-

culated the success probability of each scenario.
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A Rain Detection and Removal Algorithm
Based on Rainy Intensity for Videos
in Heavy Rainy Scene

Chao-qi Ma and Zheng-fa Liang

Abstract Detection and removal of rain for videos is a challenging problem because

of the difficulty to build an appropriate imaging model for rainy weather. By far,

almost all the algorithms proposed for rain removal considered a certain pixel in a

video frame as rain affected pixel or non-rain affected pixel determinedly, which is

not reasonable for heavy rainy scene. Because in the heavy rainy scene, almost all

the pixels are covered by rain more or less. Instead of strictly considering a pixel as

either rain covered or non-rain covered, the proposed algorithm calculates the rainy

intensity for each pixel. The rainy intensity is soft information ranging from zero to

one which contains more information about the rain. Furthermore, the rainy intensity

can help estimate the original value of pixels that are covered by rain. Experiment

results show that the rain removal videos processed by the proposed algorithm has

much better vision effect than by other existing algorithms in heavy rainy scene.

Keywords Rain detection ⋅ Rain removal ⋅ Rainy intensity ⋅ Heavy rainy scene

1 Introduction

Weather conditions have great influence on the imaging quality of vision systems,

thus making many applications of video analysis and computer vision such as motion

detection, object tracking, video surveillance, and robot navigation and so on, lapse.

It is a meaningful work to improve the image quality of videos degraded by bad

weather conditions.

In general, weather conditions are broadly classified as steady (fog, mist and haze)

or dynamic (rain and snow) according to the sizes of individual droplets [1, 2]. For

the steady weather condition, taking haze removal for example, researchers have

developed lots of algorithms based on the atmosphere scatter model, and have got-

ten very good results [3]. But there is no any imaging model for the rain removal
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problem. The common assumption is that the image degraded by rainy weather is

composed of the original image and the rain drop. So the task is to detect all the

regions covered by rain for every frame in a video, and then use the spatial or tem-

poral information to recover the original value of the rain affected pixels. Based on

this assumption, many good algorithms have been proposed.

Garg and Nayar [4] are the first researchers dealing with the rain removal problem.

They analyzed the physical and photometric properties of the rain, finding that there

is a positive intensity change when the pixel is covered by rain, and the rain drops in

a video have the uniform velocities and directions.

Zhang et al. [5] proposed an algorithm that incorporates both temporal and chro-

matic properties of rain in video. The temporal property states that an image pixel

is never always covered by rain throughout the entire video. The chromatic property

states that the changes of R, G, and B values of rain affected pixels are approximately

the same. For rain removal, they used the entire video to compute its intensity his-

togram of the pixel, and then used K-means clustering with K = 2 to divide the pixel

to background and rain. The new color of a pixel affected by rain is replaced by the

-blending of its rain-affected color and background color.

The models proposed in early years cannot work well in many occasions, such as

highly dynamic scene, heavy rainy scene, and give limited performance. In recent

years, some robust algorithms have been proposed.

Tripathi [6] proposed a probabilistic spatiotemporal approach for detection and

removal of rain. They found that the time evolution of intensity values of a pixel

at particular position present in rain region for consecutive frames is quite different

from the evolution of pixel present in moving object region. And they used two sta-

tistical features, i.e. intensity fluctuation range, and spread asymmetry collected from

spatial-temporal neighborhood to detect the rain affected pixels. But this method still

gives lots of false detections.

Zhao [7] proposed a pixel-wise framework combining a detection method with

a removal approach. In their work, dynamic weather conditions are detected by a

strategy-driven state transition, which integrates static initialization using K-means

clustering with dynamic maintenance of Gaussian mixture model. Moreover, a vari-

able time window is presented for removal of rain and snow. However, this method

is sensitive to fast intensity change and is of high computing complexity.

Chen [8] proposed rain pixels recovery algorithm based on motion segmentation

scheme, that each pixels dynamic property as well as motion occlusion clue is con-

sidered; both spatial and temporal information are adaptively exploited during rain

pixel recovery. This method can deal with rainy scenes with large motion very well.

But the rain detection in this method is too simple, and it still cannot give perfect

result for heavy rainy scene.

Zhou et al. [9] proposed a rain removal algorithm based on optical flow and hybrid

properties constraint. This approach firstly identified the candidate rain pixels by

adopt the optical flow, and then used hybrid properties constraint of raindrop to refine

the rain streaks. Once the rain streaks were detected, the scene can be restored by a

weighted composing method.
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The common problem shared by the above algorithms is that they considered a

pixel as rain affected or not determinedly. It is not reasonable especially for heavy

rainy scene. In a heavy rainy scene, almost all the regions are covered by rain more

or less, that is the rain is lighter in some regions, and heavier in other regions. We

should establish a model to estimate the rain heavy level of each pixel in a frame.

The advantage of this model is that all the pixels including rain pixels and non-rain

pixels, can be deal with in a unique framework. As a special case, we can simply

consider the rain heavy level of background pixels as zero. And in the rain removal

stage, we can estimate the original value of the rain affected pixels with the help of

this model naturally.

In this paper, we proposed a model to estimate the rain heavy level with two

features extracted from the time evolution information of a pixel. The rain heavy

level is called rainy intensity. We calculate each pixels rainy intensity for each frame

in a video, instead of detecting its pixels as rain affected or not. The rainy intensity

is later used to help estimate the original value of a pixel. Experiment results show

that the proposed algorithm performs better than existed algorithms in heavy rainy

scene.

The rest of the paper is organized as follows. Section 2 describes the models estab-

lishing process based on analyzing the rains characters. Section 3 will show the rain

removal framework based on the proposed model. In Sect. 4, we compare our algo-

rithm with some existed excellent algorithms.

2 Rain Analysis and Rainy Intensity

In our work, we suppose that the camera is static and the video is stable. If the video

is twittering, it always can be stabilized using algorithms like video stabilization

[10]. And we suppose the rain drops are randomly distributed in the space just as

many other researchers do.

In a rainy video, a main phenomenon of a pixel affected by rain is temporal fluc-

tuations [4], that is, rain gives positive fluctuations in the intensity values without

affecting the chrominance values. Here, we first study the time evolution for pixels

of rain affected, background and motion objects. Then for the rain affected pixels,

we consider the difference between heavy rain and light rain.

Figure 1 shows the time evolution of pixels that belong to rain, background, and

motion object in the 6th frame (Fig. 1a) of 11 continuous frames respectively in a

highly dynamic scene. For each situation, we take three pixels into consideration.

The precise values of these pixels are listed in Table 1.

It is obviously that if a pixel is affected by rain, there is a positive intensity fluc-

tuation along the pixels time evolution and its former and latter intensity values are

almost symmetric. If the pixel belongs to background, almost no changes in inten-

sity can be detected. And for motion objects, there is no regular pattern can be found.
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Fig. 1 The time evolution of pixels intensity. a The current frame. b Pixels affected by rain. c
Pixels belong to background. d Pixels covered by motion object

Table 1 The specific values of the pixels in Fig. 1

N − 2 N − 1 N N + 1 N + 2
Rainy 92 92 140 112 100

94 95 124 86 100

68 71 104 75 74

Background 90 88 84 85 86

89 88 86 88 90

100 102 99 96 100

Motion object 80 100 116 122 120

217 190 235 187 173

211 213 190 202 209

Similar results can be found in A.K. Tripathi’s work [6]. But they thought that the

symmetric feature can be still retain when consider the pixels spatial neighbors thus

using a spatiotemporal window to measure the pixels symmetric property. In fact,

in the spatial domain, motion objects can present better symmetric property because
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Fig. 2 The time evolution of pixels intensity. a The current frame. b Pixels affected by light rain.

c Pixels affected by heavy rain

usually objects have the same color in large continuous regions. So in our work, we

will not include spatial information to measure one pixels symmetric property, but

only consider its temporal information.

Next, we study the difference between heavy rain and light rain in a heavy rainy

scene. In actual world, when its rainy outside, rain drops exist in different visual

depth. So a more reasonable assumption is that all the pixels in a frame are covered

by rain, and for individual pixels, their rain intensity is different. Figure 2 shows

the differences in pixels intensity which are covered by light rain and heavy rain

respectively.

Table 2 gives the specific values of the pixels in Fig. 2. We found that the positive

fluctuation of pixels affected by heavy rain is much bigger than that of pixels affected

by light rain. So we propose two features extracted from continuous five frames to

distinguish rain, background, and motion object, furthermore to distinguish heavy

rain and light rain. The two features are named average positive intensity fluctuation

A(x), and symmetric level B(x).
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Table 2 The specific values of the pixels in Fig. 1

N − 2 N − 1 N N + 1 N + 2
Light 91 99 105 99 90

108 109 112 109 106

110 110 116 112 111

Heavy 114 117 142 111 109

105 108 136 111 112

103 88 131 88 93

A(x) =
⎧
⎪
⎨
⎪
⎩

mean{dn}
A0

, mean{dn} ≥ 0, n = −2,−1, 1, 2

0, other
(1)

B(x) =
⎧
⎪
⎨
⎪
⎩

2d−1d1
d2−1 + d21 + d0

⋅
2d−2d2

d2−2 + d22 + d0
, dn > 0, n = −2,−1, 1, 2

0, others
(2)

d−2 = IN − IN−2, d−1 = IN − IN−1, d1 = IN − IN+1, d2 = IN − IN+2

Here, A0 is a constant chosen to guarantee A(x) ∈ [0, 1]. From the definition of

B(x) we can easily find that B(x) ∈ [0, 1]. A(x) and B(x) measure the positive fluctu-

ation level and symmetric property of the current pixel over its temporal neighbors,

respectively. The higher value means high positive fluctuation or high symmetric,

which means the current pixel is more likely to be covered by rain and the rain heavy

level is higher. We call the rain heavy level rainy intensity. One possible way to cal-

culate the rainy intensity of a pixel can be:

p(x) = 1 − e−f (A)g(B)

1 − e−1
(3)

Here, f (x) and g(x) are increase functions of variable x, and satisfy:

f (x) ∈ [0, 1] , g (x) ∈ [0, 1] , for x ∈ [0, 1]

For simplicity, we take

⎧
⎪
⎨
⎪
⎩

f (x) = x
g (x) = x

p (x) = 1 − e−AB

1 − e−1

(4)

This model is simple, but it works.



A Rain Detection and Removal Algorithm Based . . . 663

Fig. 3 Main framework of

the proposed algorithm for

rain removal

3 Rain Removal Based on Rainy Intensity

In this section, we will detailedly describe the rain removal method using the pro-

posed rainy intensity.

The framework of the proposed algorithm is shown in Fig. 3. For the frames in the

video taken in rainy weather, RGB to YCbCr conversion is first done so that the rain

removal work can be exploited only on the intensity plane. After that, rainy intensity

calculation is done to prepare the necessary information for rain pixels recovery.

The recovered pixels then form a new intensity plane for current frame. At last, the

new intensity plane together with the Cb and Cr component make up the final rain

removal frame.

3.1 Rain Intensity Calculation

The rainy intensity of a frame is calculation based on the Eqs. (2)–(4) in Sect. 2. In

our method, only five continuous frames and their corresponding rainy intensity are

stored in a FIFO to reduce system cost. The unique frame work to calculate the rainy

intensity, as well as the recovery method described next, make it easier to apply this

algorithm to VLSI implementation.

A problem necessary to discuss is that the method proposed sometime give high

rainy intensity value to large motion objects. In addition, motion objects may also

be covered by rain drops, and the model is more complicate. In fact, all the algo-

rithms working on pixel level cannot deal with this problem very well. We need

some method working on semantic level to distinguish motion objects from the cur-

rent frame. In [8], motion segmentation is applied and it seems that the results are

very well. But the motion segmentation method proposed in [8] is very complicated
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which involves optical flow, Gaussian Mixture Model (GMM), and image segmen-

tation using k-means clustering. So the algorithm in [8] cannot achieve real time

processing. Developing a new simple method to deal with this problem then becomes

very meaningful and it is our future work as well.

3.2 Rain Pixels Recovery

After calculating the rainy intensity for every pixel in the current frame, the rain

pixels recovery job can be done.

According to the researches done before, the original value of the rain-affected

pixel could be estimated by a weighted sum of the pixels from both temporal and spa-

tial neighborhood. But experiments show that using spatial neighborhood to recover

the original value of a pixel can blur the frame. So in our work we only use their

temporal information to estimate the original value.

Different from other pioneer works, we assume that all the pixels in rainy scene are

covered by rain more or less. We cant just simply use the temporal mean, or weighted

temporal mean with fixed coefficient. An appropriate way is to adjust the coefficients

according to their heavy level, which can be measured by the rainy intensity proposed

ahead. So one possible way to estimate the rain affected pixels original value can be:

̂I (x) =

2∑

n=−2

[
1 − pn (x)

]
⋅ In (x)

2∑

n=−2

[
1 − pn (x)

]
(5)

4 Experiment Results

Experiments are carried out on two videos of heavy rain scene and light rainy scene

in Matlab 2012a environment. The results are shown in Figs. 4, 5 and 6.

The rainy intensity calculated for these two videos are shown in Fig. 4. From the

results we can see that the proposed rainy intensity can measure the heavy level of

rain very well.

Figures 5 and 6 show the rain removal results of two state of art algorithms, and

compare them with our algorithm. The two algorithms were proposed by Tripathi

[6] in 2012, and Chen [8] in 2014 respectively. From the results we can see that the

rain streaks are well removed in these two videos. And the visual effect of the frame

processed by our algorithm is better than that by other algorithms.
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(a) (b)

(c) (d)

Fig. 4 Simulation results of two video showing the original frames and their corresponding rainy

intensity

(a) (b)

(c) (d)

Fig. 5 Comparison on the first video using different rain removal algorithms. a Original video

frame. b A. Tripathi’s algorithm using spatial-temporal model. c Jie Chens algorithm using motion

segmentation and adaptive filters. d Result from our proposed algorithm
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(a) (b)

(c) (d)

Fig. 6 Comparison on the second video using different rain removal algorithms. a Original video

frame. b A. Tripathi’s algorithm using spatial-temporal model. c Jie Chens algorithm using motion

segmentation and adaptive filters. d Result from our proposed algorithm

5 Summary

In this paper, we present a novel method to remove rain streaks in videos based

on rainy intensity proposed. The rainy intensity is defined according to the positive

intensity fluctuations and intensity symmetric along the pixels time evolution. The

rainy intensity measures the rains heavy level very well, and helps to estimate the

pixels original value in highly rainy scene. Experiments show that our algorithm
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can deal with both light and heavy rainy scenes with lower computation. And most

importantly the visual effect of video after rain removal by our algorithm is much

better than existed algorithms.
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Attribute Classification for Transformer
Substation Based on Deep Convolutional
Network

Jia Wu, Dan Su, Hong-fei Xu, Si-ri Pang and Wang Luo

Abstract Search engines of transformer substation receive a large number of
category-related and content-based queries. These queries are best answered by the
attribute listings, which contain the semantic object information. While creating
such listing needs the requirement analysis to figure out the most concerned attri-
butes. In this paper, we build a new dataset of transformer substation for attribute
classification. To efficiently annotate the image set, we employ the deep convolu-
tional network, which outputs the posterior probability of each attribute. The
extensive experiments show that our work reaches 94.67 % for attribute classifi-
cation, which demonstrate the efficiency of proposed work.

Keywords Attribute listings ⋅ Attribute classification ⋅ Deep convolutional
network

1 Introduction

With the increase of the monitoring devices of the transformer substation, the
monitoring images and videos increase rapidly. Due to the time consuming of hand
annotations, users need a search tool to automatically find the query-related images.
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These queries can be answered based on the attribute listings, which contain the
middle-level semantic information.

Creating an exact and useful attribute list is a difficult and time consuming work,
which requires the investigation of the requirements of users. The list should
contain the category-related and object-level information. With the augment of the
monitoring images and videos, their categories increase rapidly which add the
difficulty of designing an attribute list.

After the creation of the attribute list, a dataset of transformer substation is
required to train the automatic method of attribute annotation. This dataset should
contain a variety of images, taken from different angle, illumination and scale.

In this paper, we focus on the attribute classification for transformer substation.
Given a query image, our task is to generate the corresponding attribute listing. This
is a challenging task since there exists a large variation of the appearance of the
object. For instance, we show three images containing attribute “person” in Fig. 1.
The variations of clothes, illumination and scale make it difficult to recognize this
attribute.

In our work, we introduce a new dataset of transformer substation. These images
are collected from the photos and internet. The variation of background, scale and
angle make this dataset difficult for attribute classification. Based on this dataset, we
train a deep convolution network to generate the attribute listings for query images.
To avoid the overfitting, we transfer the parameters of the pre-trained model on the
large-scale dataset to our deep convolutional network. The last layer is replaced
with sigmoid layer for multi-label classification. The extensive experiments show
that our method reaches 94.67 % for 7 attribute classification, which demonstrates
the efficiency of our method.

This paper is organized in the following way. In Sect. 2, we review previous
related works on classification and neural network. In Sect. 3, the details of pro-
posed method and dataset are introduced. Section 4 describes the experimental
setup and presents the results of experiments. Finally, we conclude our work in
Sect. 5.

Fig. 1 Three images of transformer substation containing “person”. The red box indicates the
location of person. A large variation of pose, appearance and scale is observed in these images
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2 Related Word

Attribute classification is a useful area in computer vision, which can be treated as
the pre-processing of many tasks (image classification [1] and fine-grained recog-
nition [2, 3]). Here, we focus on the reviewing of related works on image classi-
fication and the structure of deep convolutional network.

Image classification. Traditional works [4] on the image classification follows
the pipeline of low-level feature extraction, feature coding and classifier training. In
the first step, the SIFT [5] or HOG features [6] are extracted from the dense patches
of the images. Then, the middle-level features are obtained based on Bag-of-Words
(BoW) representation [4]. Finally, these features are fed to the classifiers such as
SVM [7] or random forest [8]. Since BoW representation ignores the spatial rela-
tionship of local features, [9] introduces the spatial pyramid which partitions the
image into several regions. The concatenated histogram of all regions is employed
to represent the image.

Deep Convolutional Network. In recent years, convolutional network [10] has
led to the state-of-arts performance for many tasks: image recognition and object
detection. The convolutional network is a kind of neural network with millions of
parameters, which is robust to some extent of variations of scale and illumination.
Different from the hand-crafted feature, the convolutional network learns the
classifier and features iteratively.

Due to the large amount of parameters, avoiding overfitting is a serious problem.
To achieve this, convolutional network use the large-scale dataset [11] which has
more than one million images to train the model. To train a small dataset specific
network, one can transfer the parameters pre-trained by the large dataset and apply
finetune processing [12]. We base our work on this infrastructure.

3 The Proposed Method

In this section, we first introduce the dataset of transformer substation. The diffi-
culties of this dataset are highlighted. Then, the details of the deep convolutional
network are described.

3.1 Dataset of Transformer Substation

As the first step to solve the problem of attribute classification, there is no existing
dataset of transformer substation. Instead, we introduce a new dataset containing 7
attributes collected from the internet and photos: transformer substation, trans-
former, disconnecting link, transmission line, insulator, business hall and person.
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The numbers of images for each attribute ranges from 60 to 140. Each image is
labeled with the attribute listing. For instance, the listing {1, 1, 1, 0, 0, 0, 0} below
the first image in Fig. 2 indicates that there are transformer substation, transformer
and dis connecting link in this image. Based on these images, we can see that this
attribute dataset of transformer substation is very challenging and difficult. Here, we
highlight several difficulties of this dataset:

• There is a large variation of pose, illumination, scale and angle.
• The background of the image is cluttered.
• Some objects are very small. It is difficult to find them.
• The image number varies a lot for different attributes.

Fig. 2 Our dataset contains 7 attributes: transformer substation, transformer, disconnecting link,
transmission line, insulator, business hall and person. We give a attribute listing shown below each
image
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3.2 Deep Convolutional Network for Attribute Classification

Our convolutional network is based on the framework of Alex convolutional net-
work [10]. This network has drawn many attentions due to its impressive perform in
large-scale image classification challenge. This work uses Convolution layer,
Normalization layer, Pooling layer and Inner Product layer to capture the semantic
information of the image. The network use backward propagation to update the
parameters within each node of the layer. Since traditional CNN model is used for
single-label image classification, which outputs the label with the highest proba-
bility. While, our work focus on attribute classification, which annotates an image
with multi-label. To solve this problem, we replace the last layer (Soft max layer)
with sigmoid layer. The flowchart of neural network is shown in Fig. 3. When the
probability of the attribute is higher than 0.5, we assign 1 for this attribute. To train
a network optimized for multi-label classification, we define our loss function as
follows:

Lloss = ∑
K

k =1
ðlk log pk + ð1− lkÞ logð1− pkÞÞ ð1Þ

where Lloss is the loss energy, lk is the ground-truth label of k-th attribute, and pk
indicates the corresponding posterior probability. We use forward and backward
propagation to iteratively update the model parameters.

We split our dataset into train/test data randomly. Since a convolutional network
contains millions of parameters, using small dataset to train the network will cause a
serious overfitting. To solve this problem, we pre-train the convolutional network

conv1 conv2 conv3 conv4 conv5 fc6 fc7
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Fig. 3 The deep convolutional network for single-label and multi-label image classification. In the
bottom, we show the name of 7 layers in this network: conv1, conv2, conv3, conv4, conv5, fc6,
fc7, where”conv” is short of”convolution” and”fc” is short of”full connected”
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using the large-scale ImageNet dataset. Then, the final Inner Product and Soft max
layer are replaced. Since we focus on attribute classification, each image is anno-
tated with multi-label. The final layer is replaced with Sigmoid layer. Finally, we
continue to train the model using our dataset of transformer substation until
convergence.

Each image is resized to 256 × 256 pixels. During the training period, we
randomly generate 224 × 224 crops from each training image. The input images are
normalized based on the mean value of images. The mirrored versions of training
images are added to increase training data. To avoid overfitting, we set the dropout
as 0.7, which means 70 % parameters are randomly chosen to be not used.

4 Experiment

In this section, we describe the experimental setup and show the results of attribute
classification. To start with, we analyze the performance of the proposed method.
Then, we show what features can be leaned by deep convolutional network and
concluded with quantitative results.

4.1 Experimental Setup

Our experiments are evaluated at the introduced dataset of transformer substation.
Each image is annotated with binary listing indicates whether there is the corre-
sponding object in the image. We split the dataset into training and testing sets:
50 % images for training and the rest images for testing.

For pre-trained convolutional network, the dimension of fc8 is 1000, since there
are total 1000 classes in this largescale dataset. For our dataset, there are total 7
attributes, so we replace fc8 with the Inner Product layer with 7 outputs, followed
by the sigmoid layer. To optimize this network, we optimize the parameters based
on the sigmoid loss function defined by Eq. 1. The backward propagation [10] is
employed to calculate the gradient of parameters. Then, gradient descent opti-
mization [13] method is used to update the parameters. Our work is based on caffe
framework [14]. The learning rate is initially set as 0:000001.

4.2 Results of Evaluation

During the test period, the query image is resized to 224 × 224 pixels. Then, it is
fed to the deep convolutional network to output the probability distribution for all
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attributes. Based on the threshold 0.5, the predicted attribute listing is obtained.
Compared with the ground-truth listings, we compute the accuracy for each attri-
bute. The results of experiments are shown in Table 1. It can be seen that our
method obtains the accuracy 94.67 %. We show some results of attribute classifi-
cation in Fig. 4. It observes that our method can obtain the accurate results for
images with a large variation of scale, illumination and appearance.

We investigate what can be learnt by the deep convolutional network. As shown
in Fig. 5, the probability of person drops dramatically when the region of person is
overlapped with a black box. This illustrates that the network can extract the
object-level feature in a semi-supervised way.

Table 1 Attribute
classification

Attribute Accuracy (%)

Transformer substation 92.54
Transformer 93.42
Disconnecting link 91.67
Transmission line 96.93
Insulator 93.86
Business hall 100
Person 94.30
Mean 94.67

Person: 0.96
Transformer substation: 0.94
Transformer: 0.71
Disconnecting link: 0.76

Person: 0.95
Transformer substation: 0.88
Disconnecting link: 0.28
Insulator: 0.22

Fig. 4 Four examples for person attribute classification. We used black box to overlap the region
of person. The probability of person is shown below the image
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5 Conclusion

In this paper, we introduce a new dataset of transformer substation for attribute
classification. A deep convolutional network is employed to generate the attribute
listings. The last layer of traditional network is replaced by sigmoid layer to product
multi-label. The backward propagation and gradient descent optimization are
employed to optimize the parameters of the network. The experiments demonstrate
the impressive performance and show that the network can learn the object-level
feature. In the future, we are interested in using deeper and wider network to figure
out the relationship between different attributes.

Acknowledgements This work was supported in part by the Natural Science Foundation of
Jiangsu Province (Grants No. BK20130107).

Fig. 5 Two results of attribute classification. We list four top ranked attributes below the image
with the corresponding posterior probability
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Attribute Segmentation for Transformer
Substation Using Convolutional Network

Jia Wu, Hong-zhen Yang, Hong-fei Xu, Si-ri Pang, Huan-yuan Li
and Wang Luo

Abstract Convolutional network has shown its impressive performance in many
tasks of computer vision: image classification, object recognition and detection. In
this paper, we focus on the pixelwise attribute classification based on convolutional
network. Different from traditional semantic segmentation which assigns
single-label to a pixel, attribute segmentation is a multi-label segmentation problem.
To solve this problem, we train the attribute classification network, followed by
attribute-specific segmentation model. To reduce the spatial loss caused by the
pooling layer, we propose a simple and efficient network with deconvolutional
layer. Our method achieves a good performance in a new dataset of transformer
substation.

Keywords Convolutional network ⋅ Attribute ⋅ Classification ⋅ Segmentation
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1 Introduction

In recent years, the convolutional network has achieved an outstanding performance
compared with other state-of-arts methods in the large-scale image classification
challenge. Many works based on convolutional network have been proposed to
solve the problems of computer vision: object detection and semantic segmentation.

Compared with image classification which outputs a single label for the whole
image, semantic segmentation assigns a label for each pixel of the image. This is a
very difficult task, which suffers from a large variation of pose, scale and illumi-
nation. Previous methods on semantic segmentation mainly focus on assigning a
single-label for each pixel. In fact, multi-label segmentation is more useful to reveal
the attribute of the object. We show an example of attribute segmentation in Fig. 1.
Some pixels in the region of person are also annotated by cloth or hat. Compared
with single-label segmentation, multi-label segmentation is more attractive due to
the rich information about the object.

In this paper, we focus on the attribute segmentation for transformer substation.
Since there is no existing dataset for attribute annotation, we introduce the dataset
of transformer substation, which gives the pixelwise annotation for each attribute.
The convolutional network is employed to train the model for classification and

Fig. 1 The instance to show attribute segmentation which outputs multi-label for each pixel.
a The input image. b The pixelwise annotation of attribute “person”. c The segmentation of
attribute “blue cloth”. d The annotation of attribute “hat”
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segmentation. To reduce the spatial loss of pooling layer, we propose a single and
efficient convolutional network with deconvolutional layer. To obtain the attribute
segmentation of the image, our work can be divided into two steps. The first step is
to obtain the attribute list of the image. Then, the corresponding segmentation
network of attribute is employed to automatically annotate the image.

In the next section, we review the related works on image classification based on
deep network and recent approaches on semantic segmentation. The following
section explains the structure of our network consisting of attribute classification
with segmentation. Finally, we describe the details of experimental setup and the
results of attribute segmentation, followed by the conclusion of our work.

2 Related Work

In recent years, deep convolutional work has been widely used in many areas of
computer vision: image classification [1] and semantic segmentation [2]. Here, we
review previous works on deep image classification and semantic segmentation
based on the convolutional network.

Deep image classification The deep convolutional network has achieved the
state-of-arts performance compared with other traditional methods based on the
hand-crafted feature in the ImageNet Large-Scale Visual Recognition Challenge
(ILSVRC12) [3] of image classification. The feature of the deep convolutional
network is auto-learnt to optimize the defined loss function. There are two states to
perform parameter optimization: forward propagation to compute the state of the
neural units and backward propagation to calculate the gradients for each unit. The
gradient descent method is employed to update the parameters. Due to the large
amount of parameter number, it’s a difficult problem to avoid the overfitting of the
parameter. To tackle this problem, the large-scale dataset and data augmentation
methods are employed to train the model.

Recent works train the convolutional network on some small dataset [2]. The
parameters of pre-trained network using the large-scale dataset are transferred.
Then, the network is fine-tuned to perform parameter optimization. To make the
network capture more semantic information of the object, the deeper and wider
network is a straightforward way. This will suffer from a large cost of memory and
time. Motivated by this idea, a deep network named GoogleNet [4] is proposed with
the inception module, which has achieved the best performance in ILSVRC14. The
success of the network is based on its carefully designed structure which improves
the utilization of the computing resources.

Semantic Segmentation Previous works on semantic segmentation mainly
focus on outputting a single label for each pixel of the image. There are several
traditional ways to produce the semantic annotation. Mostajabi et al. [5] generates
the multiscale superpixels and classify each region to obtain the label. Dai et al. [6]
performs the classification of region proposals and uses the map of segmentation to
perform the refinement.
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In last three years, the convolutional network has shown its advantage in image
classification and object detection which output a label for a whole image. A natural
way is to produce a label for each pixel based on neural network. Recent works on
convolutional network have driven a breakthrough for semantic segmentation. For
example, fully connected network (FCN) [7] interpret the fully connected layers as
convolutions with large receptive fields and perform image segmentation based on
the coarse class score map. Noh et al. [8] uses the deconvolution and unpooling
layers to reconstruct the label segmentation. This network adopts the convolutional
layers adopted from the pre-trained networks on the large-scale dataset. Given a
query image, the trained model is applied to each proposal of the image. The final
result is obtained by combining the segmentation of all proposals (Table 1).

3 Proposed Method

This section introduces the dataset for attribute segmentation and describes the
structure of the deep convolutional network.

3.1 Dataset for Attribute Segmentation

Different from recent works on semantic segmentation, which output a single label
for each pixel, we focus on the attribute segmentation to produce pixelwise
multi-label segmentation. To our knowledge, there is no existing dataset for attri-
bute segmentation, we build a new dataset consisting 7 attributes: transformer
substation, transformer, disconnecting link, transmission line, insulator, business

Table 1 The configuration of our network

Name Kernel size Stride Pad Output size

Input – – – 224 × 224 × 3
conv1 11 4 100 104 × 104 × 96
conv2 5 1 2 52 × 52 × 256
conv3 3 1 1 26 × 26 × 384
conv4 3 1 1 26 × 26 × 384
conv5 3 1 1 26 × 26 × 256
conv6 6 1 0 8 × 8 × 4096
conv7 1 1 0 8 × 8 × 4096
conv8 1 1 0 8 × 8 × 2
deconv 63 32 0 287 × 287 × 2
crop – – – 224 × 224 × 2
Here, “conv” indicates the convolutional layer and “deconv” indicates deconvolutional layer. The
ReLu and LRN layer are omitted for brevity
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hall and person. For each image, we generate an attribute listing to indicate the
existence of the corresponding attribute. The segmentation mask of each attribute is
also annotated by hand. We show several examples in Fig. 2. It observes that one
pixel may be assigned with multi-label.

3.2 Network for Attribute Segmentation

Our convolutional network is composed of two parts: the network for attribute
classification and the convolutional network for attribute segmentation. The struc-
ture is shown in Fig. 3. During the training period, we train the network of attribute
classification based on the attribute listings. The convolutional layers of classifica-
tion network are drawn from the layers of CNN. After the attribute listings are
obtained, we train the model of attribute segmentation. For each attribute, the cor-
responding network for segmentation is optimized based on the annotation by hand.
Since the structure of CNN use the pooling layer which drops the spatial information

Fig. 2 The examples of dataset. We show the attribute map of each image
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Fig. 3 The structure of deep convolutional network for attribute segmentation
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of the pixel, we propose a simple and efficient network with the deconvolutional
layer to recover the spatial information. To avoid the overfitting, we transfer the
parameters of the convolutional layers trained on the large-scaled dataset to our
model for attribute segmentation. The backward propagation and gradient descent
optimization are employed to perform the optimization of the network.

Given a testing image, we first resize it to 224 × 224 pixels. Then, the image is
normalized based on the mean value of the training images. The attribute listing is
obtained by forwarding the network of classification. The corresponding networks
for attribute segmentation are chosen to output the score map of the attribute.

4 Experiment

This section introduces the implementation details and the experimental setup. We
also analyze the proposed network and show the results of attribute segmentation.

4.1 Implementation Details

Configuration of Network There are two parts in our network: attribute classifi-
cation and attribute segmentation. The configuration of classification network is
same with CNN. For brevity, we focus on introducing the configuration of the
network for segmentation, which is shown in Fig. 1. Here, input indicates the input
image which is resized to 224 × 224 pixels. There are total 6 convolutional layers in
this network. The last convolutional layer outputs the attribute conditional proba-
bility map.

Training Data generation Our experiment is evaluated in the proposed attribute
dataset. For each image, we provide the attribute listings and the hand annotated
map of each attribute. To construct the training data for attribute classification, we
randomly generate 224 × 224 crops from the training images. To augment the
training data, the mirror version of the training image is also added. For the network
of attribute segmentation, we just use the original images without crops and mir-
rored version since the annotation of segmentation is not changed according to
these transformations. The hand-annotated map is resized to 224 × 224 pixels to be
same with the size of the output of segmentation network.

Optimization of Network Our network is based on the Caffe framework [9].
The backward propagation is employed to compute the gradient, followed by the
stochastic gradient descent optimization to update the parameter. The initial
learning rate and momentum is set as 0.000001 and 0.0005 respectively. For the
classification network, we initial the weights adopted from CNN which is trained on
ILSVRC dataset. Then, we replace the fully connected layer fc8 with the layer,
which has 7 outputs. For segmentation network, we employ the deconvolutional
layer and adopt the convolutional layers of CNN.
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4.2 Results of Experiments

We evaluate the proposed network on the dataset for attribute segmentation, which
involves 7 attributes. We measures the scores of segmentation based on Intersection
over Union (IoU) between the predicted map and the hand-annotated map.

The result is shown in Table 2. We show several qualitative results in Fig. 4.
Each row shows the segmentation results of the corresponding attribute. It can be
seen that our model obtains impressive performance.

Table 2 Attribute
segmentation

Attribute IoU

Transformer substation 59.15
Transformer 64.74
Disconnecting link 21.32
Transmission line 64.10
Insulator 20.09
Business hall 98.12
Person 38.31
Mean 52.26

Fig. 4 The results of attribute segmentation
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5 Conclusion

In this paper, we focus on attribute segmentation which outputs multi-label for one
pixel. The network is composed of two parts: the convolution network for attribute
classification and the deconvolution network for attribute segmentation. The result
shows the advantage of our model. In future, we are interested in employing the
shape prior and the relationship of attributes to obtain better results.

Acknowledgements This work was supported in part by the Natural Science Foundation of
Jiangsu Province (Grants No. BK20130107).
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The Space Coverage Analysis Based
on Planar Dynamic Grids

Ruihua Geng

Abstract In order to improve the calculating and analyzing efficiency of a satellite
constellation coverage in given time, the article proposes a method which is based
on planar dynamic grids to analyze the coverage of a satellite constellation. The
performance of different payloads is analyzed firstly to get the restricted limit of
space coverage, which provides a basis for constructing the boundary model.
Secondly, the mapped relation of three-dimensional coverage to planar grid is
established on the basis of coordinates projection transform, and the calculation
model of space coverage criteria is brought forward. Finally, the simulation
experiments validate that the models and algorithms in this article are efficacious
and feasible.

Keywords Information technology ⋅ Satellite constellation configuration ⋅
Space coverage ⋅ Grid simulation

1 Introduction

With the development of space science, more and more satellites are used not only
in earth observation but also in space observation. Space-based sensors can be a
useful supplement to ground-based systems which are limited by atmosphere and
geographical conditions. Major spacefaring nations have taken significant efforts to
research and experiment on such capabilities such as the USA’s MSX, SBSS,
SBIRS, ODSI and Canada’s MOST [1]. Traditional analyzing methods of ground
coverage cannot meet the demand of space coverage analysis of onboard payloads.

Currently, major methods to calculate the coverage of satellite constellation
include analytical method and grid-point coverage simulation approach (grid
simulation) [2–4]. Analytical method is usually used to analyze the ground
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coverage of a single satellite. However, it is difficult to calculate satellite constel-
lation coverage since many factors such as coverage overlapping, non-circular orbit
and earth rotation are not taken into account. Grid-point simulation approach is an
efficient way to analyze the coverage of a satellite constellation. It is proposed by
Morrison in 1973 when he was studying the coverage of a constellation including
satellites in circular and elliptical orbit. The core of this approach is the sampling of
grid. Usually, the earth surface is divided into many grids with the same latitude and
longitude. According to simulation step size, observation information of satellites at
each time point is calculated. This approach also considers the factors of different
orbits and perturbation, thus statistical data of ground coverage is accurately
obtained.

When the concerned object extends from 2-dimensional ground coverage
analysis to 3-dimensional ground coverage, the amount of the calculation of the
numerical stimulation method based on the grid sampling increases rapidly,
therefore simpler algorithm needs to be considered to enhance the calculation
efficiency. The literature [2] proposed several conclusions including the simply
computational formula with the minimum coverage repeat cycle and the longitude
and latitude coverage equivalence, i.e. the altitude is given, the latitudes of the
northern hemisphere at a line of longitude are only sampled, and the essential
simplicity of the periodical statistics of the coverage performance are realized based
on the results, but it is noted that, the orbits of the constellation should be circular
ones with the same altitude and inclination. The literature [6] used the analytical
method to solve coverage time set of the single satellite, and then optimized the
time-dimensional sample through dividing observable time period to enhance the
speed of the calculation, and improved the performance of the coverage statistics in
a small local area, however, the computational burden could be increased if used for
the global coverage application.

In order to improve the calculating and analyzing efficiency of a satellite con-
stellation coverage in given time, the article proposes a method which is based on
planar dynamic grids to analyze the coverage of a satellite constellation.

2 Coverage Model of Space-Based Payloads

Different surveillance payload has different influence factors, thus different influ-
ence indices should be considered as shown in Table 1.

Using celestial equator coordinates, the origin is the earth center, and the main
ring is meridian. Spatial location is represented by earth radius, right ascension and
declination. The space coverage of observation is segmented through different
radius settings.

The three-dimensional ball is analyzed along the center section as shown in
Fig. 1.

In Fig. 1, Oe and Os represent the earth center and spacecraft centroid respec-
tively. The full-line circle represents free-air correction which the radius is
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represented by Re. The dotted-line circle represents the spatial sphere which is

segmented by different radius. R
!

s is the position vector of spacecraft in geocentric
equator coordinates. From Oe to Os, δd representing the overlooking steering angle

is defined as the angle between observation point and − R
!

s. δu represents

looking-up steering angle is defined as the angle between observation point and R
!

s.
α is the critical observation angle against deep-space background or the

Table 1 Influence factors for different observation payload

Payload
type

Influence factors on observation Main influence indices

Visible
light

Field of view, light, topographic
barrier, earth shadow [7, 8]

The sun reflected visibility, electromagnetic
wave reflection, minimum observation
distance, maximum observation distance,
steering angle (overlook or look-up)

Infrared Field of view, earth’s heat
radiation, light, topographic
barrier

Invisible heat source or deep-space
background [9] (electromagnetic wave
reflection), minimum observation distance,
maximum observation distance, steering
angle (overlook or look-up)

Radar Transmitting power, minimum
transmit-receive interval,
topographic barrier

Electromagnetic wave reflection, minimum
observation distance, maximum
observation distance, steering angle
(overlook or look-up)

Radio Receiving sensitivity, topographic
barrier, frequency band

Electromagnetic wave reflection, minimum
observation distance, maximum
observation distance, steering angle
(overlook or look-up)

dδ

eO

α
dβ

uδ

uβ sO

sR

eR hR

Fig. 1 Space coverage figure
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electromagnetic wave travels in straight lines influenced by earth shadow. Different
payload has different critical observation angle. β represents geocentric angle which

is defined as the angle between position vector R
!

h and R
!

s.
In Table 1, Lmax indicates the maximum observation distance of payloads while

Lmin the minimum observation distance. The geocentric angle value varies with
different influence indices. The influence indices of radio payloads include elec-
tromagnetic wave reflection, maximum observation distance and steering angle
(overlooking or looking-up). Its geocentric angle rang is as follows:

Influenced by minimum observation distance:

βLmin = arccos
R2
s +R2

h − L2min

2RsRh

� �
, π

� �
, Lmin ≥ Rs −Rhj j ð1Þ

Influenced by maximum observation distance:

βLmax = 0, arccos
R2
s +R2

h −L2max

2RsRh

� �� �
, Lmax ≤Rs +Rh ð2Þ

Influenced by invisible light against deep-space background:

βαmin = arccos
R2
s +R2

h −L2αmin

2RsRh

� �
, π

� �
ð3Þ

Influenced by electromagnetic wave reflection:

βαmax = 0, arccos
R2
s +R2

h −L2αmax

2RsRh

� �� �
ð4Þ

In this formula, Lαmin =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
s −R2

e

p
−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
h −R2

e

p
, Rh ≤Rs,

Lαmax =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
s −R2

e

p
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
h −R2

e

p
Influenced by overlooking steering angle:

βδd =

½0, π�, Re ≤Rh <Rssin δd

0, arc cos
R2
s +R2

h − L2δdmin
2RsRh

� �� �
∪ arc cos

R2
s +R2

h −L2δdmax
2RsRh

� �
, π

� �
, Rssin δd ≤Rh <Rs

arc cos
R2
s +R2

h − L2δdmax
2RsRh

� �
, π

� �
, Rs ≤Rh

8>>>><
>>>>:

ð5Þ

In this formula, Lδdmin =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
h − Rssin δdð Þ2

q
−Rscos δd, Lδdmax =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
h − Rssin δdð Þ2

q
+

Rscos δd◦.
As for optical payloads, front light observation should also be considered as a

influence index, i.e. the angle between optical axis and solar ray is less than 90°.
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3 The Space Coverage Analysis Based on Planar Dynamic
Grids

Currently major methods to calculate the coverage of satellite constellation include
analytical method and grid-point coverage simulation approach. It is difficult to
calculate satellite constellation coverage using analytical method. Grid-point sim-
ulation approach is also limited by discrete sampling while accurate calculation
requires intensive sampling. The space coverage analysis based on planar dynamic
grids makes full use of the advantages of analytical and grid-point coverage sim-
ulation approach. It simplifies the calculation and meets the demand of coverage
analysis of complicate satellite constellation.

As for the coverage model of a single satellite, the angle between the satellite R
!

s

and any point on a Rh radius virtual sphere is

cos βp =
R
!

p ⋅ R
!

s

R
!

p

��� ��� R
!

s

��� ��� =cosφpcosφscos λp − λs
� 	

+ sinφpsinφs ð6Þ

Here, φ and λ is declination and right ascension. As the geocentric angle is
determined, the relationship of the point coordinate of the geocentric angle satisfied
in the sphere is follows according to the above formula:

λp =±arccos
cos βp − sinφpsinφs

cosφpcosφs

 !
+ λs ð7Þ

According to the rotation of the Earth, the spatial position represented by geo-
graphical longitude and latitude φL, p, λL, p


 �
can be obtained only by the translation

from the above right ascension coordinate relative to the angle of the rotation of the
Earth.

If different influence indices are considered, βc indicates the value set of geo-
centric angle of space coverage. Assuming βc is composed of K continuous col-
lection interval among which βLc, k and βUc, k indicates the upper and lower limit.
According to Table 1, different type of payload has its own influence indices.
Geocentric angle of each type is represented respectively as follows:

Visible Light: βc = βLmin ∩ βLmax ∩ βδu ∪ βαmax ∩ βδd
� 	� 	

Infrared: βc =βLmin ∩ βLmax ∩ βδu ∪ βαmax ∩ βαmin ∩ βδd
� 	� 	

Radar: βc =βLmin ∩ βLmax ∩ βδu ∪ βαmax ∩ βδd
� 	� 	

Radio: βc = βLmax ∩ βδu ∪ βαmax ∩ βδd
� 	� 	

Of course, it can do a constraint selection according to the actual need, For
instance, the pitch is not be considered at certain application, and therefore the βδu
constraint in above equation can be eliminated. Such set operation is also suitable
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for other synthetic analysis of the constraint in different orbital planes. However, for
the common constraint between different orbital planes, it can’t be described by the
simple set operation due to the different reference points of the geocentric angle,
therefore it should be expressed by the method based on the 2-dimensional dynamic
grid.

First, the isometric projection of the geographical longitude and latitude is made
for the celestial sphere with a radius Rh at the time t, and then mapped for
2-dimensional plane. The horizontal axis stands for the longitude with a mapping
range [−180°, 180°] and the vertical axis stands for the latitude with a mapping
range [−90°, 90°]. The plane is gridded and expressed as the matrix It,h(m,n) with
M × N dimensions. For the convenience of the expression and analysis of the
matrix, M and N are chosen as even, and therefore the longitude and latitude
mapped by the every unit m, nð Þ is φL, λLð Þ= M +1

2 −m
� 	

ΔφL, n− N +1
2

� 	
ΔλL

� 	
.

The matrix It,h is extended to the matrix Isatt, h and Isunt, h that is used for the con-
straint analysis of the coverage of the satellite and the Sun respectively. First, the
matrix Isunt, h is given assignment, and then the unit section of the vertical axis of the
matrix is designated according to the upper limit βUc, k that covers the continuous set
section of the geocentric angle.

mU = m max −
π

2
,φs − βUc, k

� 

≤

M +1
2

−m
� �

ΔφL ≤min φs + βUc, k,
π

2

� 
����
� �

ð8Þ

For m ∈ mL, the φL is obtained, and further the two solutions λL, − and λL, + of
λL can be calculated and changed into the expression of the unit abscissa
nU+ mð Þ= max

n
n− N +1

2

� 	
ΔλL ≤ λL, + + πj j2π − π

� �
& nU− mð Þ= min

n
n− N +1

2

� 	
ΔλL

�
≥ λL, − + πj j2π − πg. Here, ∙j j2π stands for modular arithmetic, and the unit section
of horizontal axis of the matrix is follows:

nU =
n nU− mð Þ≤ n≤ nU+ mð Þ,m∈mU
��� �

, nU− mð Þ≤ nU+ mð Þ
n nU− mð Þ≤ n≤N,m∈mU
��� �

∪ n 1≤ n≤ nU+ mð Þ,m∈mU
��� �

, nU− mð Þ> nU+ mð Þ
�

ð9Þ

In a similar way, the unit section of the vertical axis of the matrix mL can be
obtained according to the lower limit βLc, k that covers the continuous set section of
the geocentric angle. For m∈mL, the according unit abscissa section is expressed as
nL. From the above analysis, the assignment of the matrix Isatt, h is follows:

Isatt, h m, nð Þ= 1, m, nð Þ n∈ nU ,m∈mUjf g− m, nð Þ n∈ nL,m∈mLjf g
0, else

�
ð10Þ
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In a similar way, the coverage constraint of the Sun Isunt, h ðm, nÞ can be obtained,
and the coverage constraint of the single satellite It,h is expressed as

It, h m, nð Þ= Isatt, h m, nð Þ× exp γ ln Isunt, h m, nð Þ
 �
,m∈ 1,M½ �, n∈ 1,N½ � ð11Þ

Here, γ =0 stands for the visible constraint that is free of the solar reflection, and
γ =1 stands for the visible constraint that is not free of the solar reflection. From the
above constraint coverage model of the single satellite, we can obtain the constraint
coverage of the constellation. Given the constellation is comprised of satellites or
spacecrafts of number K, and therefore the 2-dimensional grid of the constellation
coverage It,h is expressed as

It, h m, nð Þ= ∑
K

k=1
Isatkt, h m, nð Þ× exp γkln I

sun
t, h m, nð Þ
 �

,m∈ 1,M½ �, n∈ 1,N½ � ð12Þ

4 Indices of Constellation Space Coverage

Be confined to the article length, according to the different applications of the
constellation, this article only defines the index of the k multiplicity coverage of
constellation relative to space to evaluate the work performance of the constellation,
and meanwhile makes a verification for the analytic method of the space coverage
based on the 2-dimensional dynamic grid model. According to the surface integral,
the area of the different sampling unit in the same layer gird S m, nð Þ is:

s m, nð Þ=Δλ ⋅ sin φL m, nð Þ+ Δφ
2

� �
− sin φL m, nð Þ− Δφ

2

� �� �
ð13Þ

Assume the grid point set in the interested zone as P, and therefore the
instantaneous k multiplicity coverage is:

Ct, h, k =

∑
m, nð Þ∈P

bk m, nð Þ ⋅ s m, nð Þ

∑
m, nð Þ∈P

s m, nð Þ , bk m, nð Þ= 1, It, h m, nð Þ≥ k
0, else

�
ð14Þ

5 Simulation Experiment

Space-based Surveillance System (SBSS) is a LEO optical observation constella-
tion comprised of 4-8 satellites. At present, a SBSS-1 satellite have been launched,
its payload is a visible light sensor with high sensitivity that installed in the biaxial
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universal gymbal with a high speed of rotation [10], have the ability of good
observation for GEO and short repeat cycle and all-weather, etc. We take the
characteristics of the orbit of SBSS-1 as the simulation reference, the parameters are
set as: the altitude is 630 km, the inclination is 98 degree, and the eccentricity is
0.001. Considering the deployment and backup of the constellation, we choose four
satellites distributed uniformly along the different right ascensions of ascending
node to compose the constellation and make the performance simulation of the
space coverage. The start and stop time of the simulation is 2014-9-1 12:00 UTC
and 2014-9-2 12:00 UTC respectively, the step is 60 s, the payload is the visible
light vehicle, the steering angle of the pitch is 90°, the shortest detection range is
0 km, the farthest detection range is 50,000 km, and the size of dynamic grid is
180 × 360.

5.1 STK Simulation Demonstration

Satellite Tool Kit (STK) is the top of the analytic software for aerospace, and it can
be chosen as the comparison and verification of simulation for the method used in
this article. We take the first sample epoch (1 Sep 2014 12:00:00.0) and the Earth’s
surface to make the coverage projection of the single satellite and the sunlight. The
results calculated by the method in this article are shown in Figs. 2a and 3a, and the
results calculated by STK are shown in Figs. 2b and 3b.

From the comparison for the position and size of the coverage zone of the single
satellite and the sunlight in Figs. 2 and 3, we can see the results calculated by the
analytic method of coverage zone based on the model used in this article are the

same as the ones by STK, and the coverage range of the longitude and latitude at
the same epoch are the same. It is shown that the method proposed by this article is
correct and effective, and it is not only used for the analysis of the ground coverage
performance, but also extended to the space of different altitudes to make the cov-
erage simulation and calculation and to realize the coverage analysis of all the space.
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Fig. 2 Results of the coverage of the single satellite. a calculated by the method in this article.
b The results calculated by STK
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5.2 Surveillance Ability Simulation

The GEO is the typical orbit of space object, and also the primary observation
object of space-based optical constellation. We take the altitude zone of 42165 km
(GEO) from the center of the Earth to make the coverage analysis. Be confined to
the article length, we only give the coverage figures at the first sample epoch and
the middle sample epoch in one day, as shown in Fig. 4. In the figure, the black
zone indicates not covered, and the white zone indicates covered.

Due to the inclination, the simulation time, the solar position and the front-
lighting observation, it presents the asymmetric shape at the north and south in the
coverage zone. The thin strips emerged on the edge and the asymmetric zone at left
and right is because of the frontlighting. The black circular zone are the part of the
shadow, and can‘t be visible. In view of the simulation of space-based optical
constellation relative to the space coverage of the synchronous belt, the constel-
lation has the adequate ability to cover the synchronous belt completely, however,
the specific observation range is related to the payload and the observation strategy,
etc.
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Fig. 3 Results of the coverage of the sunlight. a Calculated by the method in this article.
b Calculated by STK
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Fig. 4 Gird coverage figure of constellation of 42165 km altitude. a 1 Sep 2014 12:00:00.0. b 1
Sep 2014 24:00:00.0
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5.3 The Space Coverage Rate of Different Altitudes

For the convenience of analysis, we take the sample in segments for the space of
different altitudes. The sampling interval of altitude from 6400 to 7400 km is
10 km, and the interval of altitude from 7400 to 47400 km is 1000 km. During the
setting of the constellation, we choose four satellites to make the simulation,
therefore one region can be observable by four satellites at the same time in the
most (coverage multiplicity k = 4). Here, we calculate the instantaneous space
coverage rate (first sampling epoch) and average space coverage rate of different
altitude ranges and coverage multiplicities, the results are shown in Fig. 5.

From Fig. 5, we can see the multiplicity of the highest coverage rate is 1 in any
altitude, and the lowest is 4. The instantaneous space coverage of the constellation
are all different at any time. From the instantaneous coverage at the first sample
epoch, we can see all regions maybe not able to reach the coverage of 3 multiplicity
or 4, therefore the coverage rate is zero. With the increasing altitudes, the visible
region of the payload is expanding, and the coverage rate of 3 and 4 multiplicity is
also increased. It is noted that the instantaneous coverage rate of 1 multiplicity
goes to decline while achieving at a critical value. The primary reason of the
phenomenon is the fact that considering the front lighting constraint, and the
opposite black lighting region of the optical payload are all not be covered,
therefore the coverage rate of payload relative to space is affected. The Averaged
coverage rate makes a statistical average for all day coverage rate, it shows that
the coverage rate of constellation relative to space is almost increasing gradually
with the increasing altitudes of space. The statistical results further validate the
effectiveness of the method and the according model proposed in this article.
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Fig. 5 Space coverage rate of different altitudes. a Instantaneous space coverage rate at 1 Sep
2014 12:00:00.0. b Average space coverage rate
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5.4 Comparison with the Grid Point Numerical Simulation

While calculating the space coverage, we increase the sampling interval of dynamic
grid from d = 1° to d = 0.1°, i.e. subdivide the sampling unit from 1 grid to 10
grids. Figure 6 shows the results of the consuming time for the method proposed in
this article and the method of the point coverage numerical simulation.

When the sampling interval is 1°, the unit amount of all grids is to be 6.48 × 104,
and the time consuming by the method in this article and by the point numerical
simulation is 10.4 s and 55.1 s respectively. When the sampling interval is 0.2
degree, the unit amount of all grids is to be 1.62 × 106, and the time consuming by
the method in this article and by the point numerical simulation is 303.4 s and
1464.7 s respectively. When the sampling interval is 0.1 degree, the unit amount of
all grids is to be 6.48 × 106, and the time consuming by the method in this article
and by the point numerical simulation is 1216.7 s and 5775.6 s respectively. It is
shown that the calculation speed of the method in this article is five times faster than
the point numerical simulation. Therefore, compared with the point numerical
simulation, the method in this article combines the analytic method and avoids the
data sample in the longitude dimension, and enhances the calculation speed
effectively, especially the sampling density is much higher, the performance is
improved much obviously.

6 Conclusion

Based on the analysis of the restricted condition of space-based payload, this article
builds a coverage constraint model of the payload, and combines the advantages of
both the analytic method and the point coverage numerical simulation to propose a
method to analyze the space coverage on the basis of 2-dimensional dynamic grid
and validate its correctness. Besides, this article proves that the method can
effectively realize the performance analysis of the space coverage of the constel-
lation through the numerical simulation and comparison of the space-based
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constellation space coverage, and can enhance the calculation speed obviously.
Therefore, the method can be applied for the coverage analysis and capability
assessment of the SBSS conveniently.
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Multi-sentence Level Natural Language
Generation for Dialogue System

Junkuo Cao, Guolian Chen, Lihua Wu, Yu Zhang and Ziqiang Luo

Abstract In multi-sentence level natural language generation (NLG) system, the
first task is to classify the constraint-value pairs into several groups. Following that,
each group will be translate to a talk session. In this paper, we propose three
classification algorithms. The first method looks for talk session group directly, the
second one applies sentence frame search, and the third one utilizes dynamic
programming. After classification, we propose sentence level and phrase level
generation method. Although these algorithms are not sophisticate, they work well
due to easy training, fast response and high quality. Dialogue system for operating
in-car devices and services require fast system response time, and some PND
applications are rare in memory/computational resources, so this method would be a
good choice for these environments.

Keywords Natural language generation ⋅ Dialogue system ⋅ Dynamic
programming

1 Introduction

The mainstream characterization of NLG addresses the problem of mapping
non-linguistic representations to expressions in natural language [1]. NLG
researchers have dealt with generation from a variety of non-linguistic represen-
tations including database entries, formulas in logical calculi and expressions of
knowledge representation formalism. Generally, the task of generating natural
language can be broadly separated into two sub tasks: (1) determining the content
(“what to say”) and (2) determining its realization (“how to say”) [2]. Generation of
linguistic expressions of various sizes and types has been investigated, including
substantial units (e.g., noun phrases), individual sentences and multi-sentence
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discourse. Michael Elhadad presented a general approach to lexical choice that can
handle multiple, interacting constraints, which focuses on the problem of floating
constraints, semantic or pragmatic constraints [3, 4]. The sentence planning stage is
embodied by the SPoT sentence planner [5] while the surface realization stage is
embodied by the FERGUS surface realizer [6, 7]. John Chen extended their works,
which discuss a NLG system that is composed of SPoT and FERGUS [8].

In this paper, we apply n-gram model, which has the considerable advantages of
lending robustness to NLG systems, and making automatic adaptation to new
domains with poor resource, to realize multi-sentence discourse NLG.

We now present our NLG System in the following sections. In Sect. 2, we
introduce our training database. Following that, in Sect. 3, we will elaborate the
three classification algorithms for constrains queue. Then in Sects. 4 and 5, we
describe sentence level generation and phrase level generation respectively. Finally,
we give our conclusion in Sect. 5.

2 Training Database

In order to achieve multi-sentence level NLG, we labeled a corpus which comes
from real dialogue of restaurant query between customers and telephonist. Every
sentence in the corpus has been annotated as semantic representation which
includes two parts: (1) speech action, and (2) semantic slots information. The first
one is used to define the sentence pattern, and the second shows the content. This
tedious and heavy labeling work could be done by most workable dialog systems,
which have the high accuracy of the constraint identifier. In the training process,
each sentence will be mapped into constraint-value pairs sequence. And the talk
session, in the same time, can also be mapped into these pairs sequence by only
insert a splitting tag between the adjacent sentences. Let’s denote constraint as c,
sentence as s and session as S. So each session S could be wrote as
S = {s1#s2#···#sn}, and sentence s could be as s = {c1||c2||···||cm}. Apparently, the
tag “#” is the sentence conjunctive symbol, and the tag “||” is constraint splitting
character. In the training process, we can easily get P(c), Pstart(c), Pend(c) and P(ci|
cj) by n-gram model. P(c) and P(ci|cj) are clear literally. Pstart(c) and Pend(c) rep-
resent the probability of constraint c being as the star or end of one sentence.
Meanwhile we can also get P(s), Pstart(s), Pend(s) and P(si|sj). In the statistic process,
we also construct database for NLG system, which includes three tables. They are
respectively table constraint, lexical and sentence. The table constraint represents all
constraint-value pairs in the corpus. Table lexical stored all the lexical information
for the each constraint-pair. And table sentence records all natural language sen-
tences information for each semantic representation, which include SpeechAction
and the sequence of constraint-value pairs.
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3 Classification Model

The first task of multi-sentence discourse NLG is to classify the input non-linguistic
representation, the sequence of constraint-value pairs concerned about subject, into
several groups. Each group represents a natural sentence. In order to achieve this
task, three classification algorithms have been used. They are Session Search
(NLG_C1), Sentence Search (NLG_C2) and Constraint Search (NLG_C3). In
classification process, all classification models just consider constraint name and
order, while constraint value and its’ lexical expression have been ignored. These
constraints involved 12 types which list as shown Table 1. According to real
dialogue data analysis, we assume that all constraint type appeared only once in
constraints queue, so we can translate the constraint sequence into binary sequence
by the specific position of the order constraint, and then corresponds to a decimal
number. For example, constraint queue {dresslevel: casual ||pricelevel: cheap||
cousine: Chinese} could be transformed 110000000001, and the corresponding
decimal will be 3073.

We use session search first. If a session matches nothing from the corpus,
sentence search will be used after then. Generally, session search and sentence
search could work well if the corpus have exactly the same session or have some
sentence frames which can make up the whole session. But most time we should
use constraint search to construct a session by dynamic programming algorithm.

Table 1 Contraint type and
example

Number Constraint type Example

1 restaurant:hasCuisine Chinese
restaurant

2 restaurant:hasPriceLevle Cheap
3 restaurant:hasName Barefoot cafe bar
4 restaurant:hasService Excellent
5 restaurant:

hasBusinessHours
Lunch

6 poi:hasCity Lincoln
7 poi:hasStreetName Ross road
8 restaurant:hasRating Five star

restaurant
9 restaurant:hasSpecialCon Spicy food
10 restaurant:

accpetsCreditCards
Yes

11 restaurant:hasReservation Yes
12 restaurant:hasDressCode Casual
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3.1 NLG_C1

In our corpus, all session will be stored with a decimal identity number and 12
binary sequence. Given a semantic constraint representation C = {c1||c2||···||cm}, we
translate the sequence into binary queue, and then decimal number. NLG_C1, the
session search algorithm, just count Count(S), while Count(S) is the occurred
number of the session S which has the same decimal identity with the input con-
straint queue C.

3.2 NLG_C2

NLG C2 is based on sentence search, rather than on session search used in
NLG_C1. In this algorithm, we also translate the input constraint queue C into
binary sequence BC. And then we search all possible sentences set S = {s1, s2,…,
sk}, in which each si match part of the constraint C. Finally according to NLG_C2
algorithm to pick up a subset S′ from S based on the following two conditions:

(1) each binary sequence from S′ should partially match Bc

(2) the whole binary sequence made by S′ should fully match Bc (Fig. 1)

3.3 NLG_C3

In NLG_C3 algorithm, we construct a tree by the given constraint sequence
C = {c1||c2||···||cm}. Each node in the tree is one of constraint within C. Generally, a
talk session representation C includes about 2–8 constraint. In the tree construction

Input: C={c1, c2, cn}
Output: Bs1,Bs2 Bsm (Bsm is binary sequence for sentence sm)
Algorithm:
1. Translate C into binary sequence Bc

2. Find out the all possible sentence set S={s | (Bs xor Bc) and Bs=0}

3. Find out all possible S’ S, Bsi=Bc , Bsi=0 and si
4. Calculate the weight for each S’, Weight(S’)=

'Ss
i

i

count ,

while count(si ) is occurred times of sentence si in the corpus.
5. Find the S’ which has largest Weight, and return Bs1,Bs2 Bsm, while si S’

s )(

Fig. 1 The algorithm of NLG_C2, sentence search
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process, we add a virtual node as root. Considering the computing complexity, we
just select N-Best node as children, instead of constructing the complete tree. Given
current node c, we would choose N nodes cc as its children. The first N/2 nodes
depend on P(cc|c), and the last N/2 nodes depend on Pstart(cc). The algorithm of
children node selection can be shown in Fig. 2. While children node search cost are
calculated as the following formula:

cc.cost = c.cost ×P ccjcð Þ if cc and c in same sentence
cc.cost = c.cost ×Pstart ccð Þ if cc is another sentence start

After the tree construction, we choose the maximum search cost valid leaf node and
let its’ trace as the final output.

3.4 Experiment on Classification

The purpose of the paper addresses to generate acceptable sentence frame by
semantic constraint pairs. To realize the purpose, we labeled the real dialogue of
restaurant query between users and telephonist. In the all annotation corpus,
including 19 users, there are 231 sessions which totally include 848 sentences.
According to the above constraints, each session and sentence could map into a
constraint sequence. And on the other hand, we can also map constraint set into a
session or a sentence directly.

To evaluate the defectiveness of our NLG system, we design an experiment on
different size corpus. The first test uses the first ten dialog session as training data,
and the last nine sessions as testing data. In the second test, we increase the size of
the training data, in which the first 16 dialog sessions will be the training data, and
the remaining sessions will be testing data. As shown in Tables 1 and 2, although
the algorithm NLG1 gets the highest precision, the recall is lowest. While the model

1. Initial a virtual node as tree root, set it’s height as -1 and trace as an empty string,
and set it’s search cost as 1.0.
2. rank all constraints c by pstart(c), and put top N node into need extend queue Q.
3. While Q is not empty

3.1 remove the first node c from Q
3.2 choose N best node as c’s children, the first N/2 children as sentence

continual part, while the remainder as another sentence start part.
3.3 set the N best node height as c’s height pluses 1, and set their trace as c’s

trace appends splitting tag and children constraint.
3.4 calculating the N best node search cost.
3.5 add the N best node into extend queue
3.6 go to step 3.

Fig. 2 The algorithm of NLG_C3, constraint search

Multi-sentence Level Natural Language … 703



NLG3 gets highest recall, the precision is much worse than NLG1. So, we also try
to combine these models by specific order. For example, the model NLG1 + NLG2
means that we use NLG3 after NLG1 does not work well. Apparently, the com-
bined algorithm is effective than the single one. In the same time, the test result
show that our training model can still improve effectiveness with bigger corpus
(Table 3).

4 Sentence Level Generation

After semantic representation is classified, we should generalize a sentence frame
for each group. This work is called sentence level generation. This time Spee-
chAction and constraint value have been involved. For example, given semantic
representation, SpeechAction = PStatements, num = twenty, cuisine = fast food,
takeCreditCard = yes, the sentence frame something like “there are [num = twenty]
[cuisine = fast food] that [takeCreditCard = yes]” should be generalized.

Because of data sparse, we generalize 2n sentences frame for each sentence
s = {c1 = v1, c2 = v2…, cn = vn}. For example: the sentence [hasName = don felix
cafe] is [distance = within two miles] could be generalized four sentence as follows:

(1) don felix caf is within two miles.
(2) [hasName] is within two miles.
(3) don felix cafe is [distance].
(4) [hasName] is [distance].

Table 2 The first 10 users
dialog as training data, the last
9 ones as testing data

Algorithm Recall Precision

NLG_C1 16.2 74.9
NLG_C2 24.3 58.3
NLG_C3 31.8 39.6
NLG_C1 + NLG_C2 24.3 62.7
NLG_C1 + NLG_C3 31.8 52.9
NLG_C1 + NLG_C2 + NLG_C3 34.7 55.9

Table 3 The first 16 users
dialog as training data, the last
3 ones as testing data

Algorithm Recall Precision

NLG_C1 21.3 79.7
NLG_C2 31.0 65.1
NLG_C3 34.4 41.3
NLG_C1 + NLG_C2 34.3 76.4
NLG_C1 + NLG_C3 37.8 56.9
NLG_C1 + NLG_C2 + NLG_C3 39.5 59.6
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Generally the given constraint-value pairs sequence is too strict to find any sentence
frame. So we also use generalization method for sentence Frame Search Algorithm
that relaxes these conditions step by step. Unfortunately, there is still sometimes no
sentence frame for the most relaxative constraint-value pairs. In this time, we will
use a split algorithm to split the search constraint-value pairs into several small
ones, and then search their appropriate sentence frame.

5 Phrase Level Generation

5.1 Off-Line Mode

In the off-line mode, all user utterances available for training are collected. Then,
two different approaches can be taken: one is called parse-tree-based approach, and
the other is called chunking-based approach. In the parse-tree-based approach, all
the utterances from the users are structurally annotated as parse-trees. The lowest
level phrase nodes that contain user constraints or potentially useful phrases for the
system responses can be identified. In case of the chunking-based approach, the
user utterances are tagged by a POS tagger, chunked, or even parsed with a deep
structure parser. Combining the chunker results with the constraints found by the
constraint identifier, the phrase nodes that contain user constraints can be extracted.
For both methods, extracted phrases form a pool of original examples of how to
lexicalize the constraints are collected in a database. They can be further general-
ized into phrase patterns, if the constraints are replaced by their semantic class
names. For example, the generalized phrase pattern some CuisineType food is
generated by replacing Chinese with CuisineType in the original phrase some
Chinese food. The node instances in the pool can also be re-composed to generate
new pattern/phrase combinations by some node operations. The combination can be
guided by X-bar theory, for example. Thus, we can construct a response database
which includes original phrase nodes, general phrase patterns and the results of the
node operations. During the conversation, response generator will select phrase
from this database that correspond to the given constraints.

5.2 On-Line Mode

In the online mode, we may use the chunking-based approach to extract the phrases
the user uses in a constraint specification. Then, we may update these phrases with
values retrieved from the knowledge base or database. For example:

User: I want a five star restaurant that serves Chinese food.
System: I did not find any five star restaurants that serve Chinese food, but I

found 20 four star restaurants that serve Chinese food.
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Note: The first phrase can be constructed by using the user input, and the second
expression can be produced by generalization over the Rating constraint.

During the conversation, when there are multiple candidates, selection criteria
and back-off strategies will have to be used. For example, when a combination of
constraints and values has been seen in the original corpus (possibly with a count
over a certain threshold), the generation module can use that pattern. When the
constraint combination has been seen before, but with different values, a general-
ization will take place. We attempt to find patterns that overlap as much as possible
with the input. For example, if the two given constraints are CuisineType:Indian
and RatingLevel:5star and we have never seen this combination in our corpus, we
will try to relax each constraint by employing general patterns like: a CuisineType
restaurant with five star rating or an Indian restaurant with RatingLevel rating.
Furthermore, general patterns which relax all the constraints will also be employed:
a Cuisine-Type restaurant with RatingLevel rating, a RatingLevel restaurant that
serves CuisineType food, etc. In the last case, when the constraints combination has
not been seen before by itself or in a larger expression, we attempt to use patterns
created by combining the existing patterns. At the end, the proposed patterns can
also be ranked according to a language model (the training corpus and external
sources might be used for deriving the language model), to ensure alignment with
the user utterance or variability of the systems output. One interesting aspect of the
problem is that the lexicalization of different constraints depends on the particular
constraint and on the values for that constraint. For example, the location constraint
is best realized with a PP, like a restaurant in Lincoln, while a Lincoln restaurant is
bad, even though this is a good pattern for most constraints. Similarly, depending
on the value of the constraint, different patterns are preferred. For example, if the
CuisineType is Barbeque we need to select a realization different than the one for
CuisineType = Chinese: a restaurant that serves Chinese food is good, but a
restaurant that serves Barbeque food is not a very fluent form.

6 Conclusion

This paper presents a multi-sentence level language sentence generating system. In
the classification process of constraint queue, we proposed three algorithms,
including session search (NLG_C1), sentence search (NLG_C2) and constraint
search (NLG_C3). According to search result, we try to combine these classifica-
tions methods. The experiment data show that the combined algorithm can get more
reliable result. For sentence level generation, we put forward a gradually generic
method to relax the constraints step by step, and then construct complete sentence
structure by appropriate change based on generalization of semantic constraint. In
the phrase generation, we use the online mode and offline mode respectively, which
provide a viable solution for the phrase presentation.
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