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Abstract. Queuing systems with infinite servers M |M |∞,
MMPP |M |∞, GI|M |∞ with feedback are considered. Asymptotic char-
acteristic functions of the flow of repeating requests in the systems are
obtained by using method of asymptotic analysis under a condition of
increasing service time. Results of numeric experiments are presented.
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1 Introduction

Due to development of the telecommunication and information-computing
systems, assessment of transmission capacity and of service quality is a very
important design stage. Queuing systems (QS) with feedback are adequate math-
ematic models of many real situations in which part of processed requests needs
to return to systems for repeating service.

In queuing theory there are two types of the models with feedback: models
with delayed feedback (with an orbit) [1,2]; models with instantaneous feedback
[3,4].

Article by D’Avignon G.R., Disney R.L [5] has covered queuing system that
has one server, two independent Poisson input flows which give two types of
requests, and an instantaneous feedback. Each type of requests has its own dis-
tribution for service time. Whether there is feedback (allowing for a repeating
service) or there isn’t decided depending on request type. This work has cov-
ered conditions of existence of stationary mode and conclusion about joint and
marginal distributions for the length of a queue.

Articles by I.S. Zaryadov [6,7] have covered the research of single-channel
QS with a recurrent input flow of requests, the service time for each call distrib-
uted by an exponential law, unlimited capacity storage system and the renewal
mechanism with repeating service.Request that is in the server will either leave
system with probability of p, or stay with probability of 1-p, while discarding all
other requests are rejected.

Real technical systems have limited number of servers, but in the case when
probability of request loss could be disregarded such systems could also be
approximated by infinite-server QS [8].
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QS with infinite number of servers, stationary Poisson arrival process and
repeating requests were considered in articles [9].

It’s worth noting that using of Poisson arrival process follows a greater inac-
curacy when calculating characteristics of service quality [10,11], thus it is nec-
essary to complicate models by using non-Poisson arrival process.

This paper has covered models of queuing with infinite number of servers,
Poisson process (M), Markov-modulated Poisson process (MMPP ) and a
renewal process (GI) as arrival process. A flow of requests which are returned
to the system for repeating service is an object of study.

2 Problem Statement

Let us consider with the queuing systems with infinite number of servers, Pois-
son process (M), Markov-modulated Poisson process (MMPP ) and a renewal
process (GI) as models of arrivals.

Service time of a request is a random variable and is distributed by an expo-
nential law with parameter μ. The incoming call occupies any of free server, and
after finishing the service leaves the system with probability 1-r, or stays for
additional service with it probability r.

The object of the study is a number of requests that have come into reviewed
systems for additional service during time interval t (the flow of repeating
requests).

3 The Flow of Repeating Requests in M |M |∞ System
with Feedback

Let us start with the queuing system with infinite number of servers, and Poisson
arrival process with an intensity λ.

Let us denote the following: i(t) is a number of occupied servers at the instant
t, n(t) is a number of requests that have come into system for an additional
service during time interval t. Two-dimensional flow {i(t), n(t)} is Markovian.

For its probability distribution P (i, n, t) = P{i(t) = i, n(t) = n} we write
down Kolmogorov differential equation system in the form

∂P (i, n, t)
∂t

= −λP (i, n, t) − iμP (i, n, t) + λP (i − 1, n, t)

+ iμrP (i, n − 1, t) + μ(1 − r)(1 + i)P (i + 1, n, t), (1)

where i=0,1,. . . , n=0,1,. . . .
Let us introduce characteristic functions in the form of

H(u,w, t) =
∞∑

i=0

∞∑

n=0

ejuiejwnP (i, n, t),
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then we get the following differential equation from (1)

∂H(u,w, t)
∂t

= λ(eju −1)H(u,w, t)+jμ(1−rejw − (1−r)e−ju)
∂H(u,w, t)

∂u
. (2)

The resulting equation lets us determine main statistically distributed char-
acteristics of the considered system, as well as for the flow of repeating requests
into the system. Let us research the flow of repeating requests into the system
during time interval t, by using method of asymptotic analysis under condition
of increasing service time [12]. To do this, let us denote the following

μ = ε, u = εy,H(u,w, t) = F (y, w, t, ε).

We can rewrite (2) in the following form

∂F (y, w, t, ε)

∂t
= j(1− rejw − (1− r)e−jεy)

∂F (y, w, t, ε)

∂y
+λ(ejεy − 1)F (y, w, t, ε). (3)

Theorem 1. Limit value, where ε → 0, of the function F (y, w, t) of solution
F (y, w, t, ε) of the Eq. (3) has the following form

F (y, w, t) = exp

{
λrt(ejw − 1)

1 − r
+

jλy

1 − r

}
. (4)

Proof. After executing the transmission to the limit in Eq. (3) we get the first-
order partial differential equation

∂F (y, w, t, ε)
∂t

= jr(1 − ejw)
∂F (y, w, t, ε)

∂y
. (5)

General solution of that equation is

F (y, w, t) = ϕ

(
t +

jy

r(ejw − 1)

)
,

where ϕ(y) is some function the form of which is determinable by using initial
condition.

Let us consider function F (y, w, t) at time zero, obviously, this function
doesnt depend on number of repeating requests w, so the initial condition will
have the form

F (y, w, 0) = Φ(y), (6)

where Φ(y) is an asymptotic approximation of characteristic function of distribu-
tion for a number of occupied servers in the system under condition of increasing
service time of requests. Its easy to derive that the function has the following
form

Φ(y) = exp

{
jλy

1 − r

}
.

Thus, solution of the Eq. (3) has the following form

F (y, w, t) = exp

{
λrt(ejw − 1)

1 − r
+

jλy

1 − r

}
.

which is the same as the Eq. (4). Theorem is proved.
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By assuming the number of occupied devices at (4) as y = 0, we have an
asymptotic approximation of characteristic function of the number of repeating
requests that have come into system during time interval t under a condition of
increasing service time

h(w, t) = exp

{
λrt(ejw − 1)

1 − r

}
.

4 The Flow of Repeating Requests in MMPP |M |∞
System with Feedback

Let us consider the queuing system with infinite number of servers, and Markov-
modulated Poisson arrival process (MMPP ), underlying by Markov chain with
a finite number of states k(t) = 1, 2, . . . , K, given matrix of infinitesimal char-
acteristics Q, i, j = 1, 2, . . . , K, and a matrix of conditional densities Λ. Let
us denote i(t) is a number of occupied devices at the instant t, n(t) is a number
of repeating requests that have come during the time interval t, k(t) is a state
of the Markov chain. Three-dimensional process {k(t), i(t), n(t)} is Markovian.
For probability distribution P (k, i, n, t) = P{k(t) = k, i(t) = i, n(t) = n} we can
write down Kolmogorov differential equation system for partial characteristic
function in form of differential matrix equation

∂H(u, w, t)

∂t
+jμ(rejw −1+(1−r)e−ju)

∂H(u, w, t)

∂u
= H(u, w, t)[(eju −1)Λ+Q], (7)

where
H(u,w, t) = [H(1, u, w, t),H(2, u, w, t), ...,H(K,u,w, t)],

Λ =

⎛

⎜⎜⎜⎝

λ1 0 · · · 0
0 λ2 · · · 0
...

...
. . .

...
0 0 · · · λK

⎞

⎟⎟⎟⎠ ,Q =

⎛

⎜⎜⎜⎝

q11 q12 · · · q1K

q21 q22 · · · q2K

...
...

. . .
...

qK1 qK2 · · · qKK

⎞

⎟⎟⎟⎠ .

Let us find the asymptotic characteristic function of the number of repeat-
ing requests in MMPP |M |∞ system during time interval t under condition of
increasing time. We will denote

μ = ε, u = εy,H(u,w, t) = F(y, w, t, ε),

Let us rewrite the Eq. (7) considering all introduced designations

∂F(y, w, t, ε)

∂t
+ j(re

jw − 1 + (1 − r)e
−jyε

)
∂F(y, w, t, ε)

∂y
= F(y, w, t, ε)[(e

jyε − 1)Λ + Q]. (8)

Let us formulate the theorem, proof of which could be carried out the same
as the one of the Theorem 1.
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Theorem 2. Sum of the components of limit value where ε → 0 of the vector-
function F(y, w, t) of the solution F(y, w, t, ε) of the Eq. (8) has the following
form

F(y, w, t)E = exp

{
λrt(ejw − 1)

1 − r
+

jλy

1 − r

}
, (9)

where the value of λ is determined by expression

λ = RΛE,

vector R is a stationary probability distribution of states of the Markov chain,

which is determined by the linear equation system
{
RQ = 0,
RE = 1.

By assuming that y = 0 at (9), we obtain the asymptotic approximation of
characteristic function of the number of repeating requests that have come into
the system during time interval t under a condition of increasing service time:

h(w, t) = exp

{
λrt(ejw − 1)

1 − r

}
.

5 The Flow of Repeating Requests in GI|M |∞ System
with Feedback

Now, let us start with the queuing system with infinite number of servers and
reneval arrival process with the distribution function A(x) for the lengths of
intervals between arrivals.

Let us denote the following: i(t) is a number of occupied servers in the sys-
tem at the moment of time t, n(t) is a number of requests that have come
into system for repeating service during time interval t. Because of the result-
ing random process {i(t), n(t)} being non-Markovian, we have to Markovize it
by introducing additional variable z(t) which is equal to the length of inter-
val between the instant t and the epoch the next. Then the three-dimensional
process {z(t), i(t), n(t)} will be a Markov process.

Let us denote the probability distribution for values of the process
P (z, i, n, t) = P{z(t) < z, i(t) = i, n(t) = n}. Then we can write the Kolmogorov
differential equation system for partial characteristic function

∂H(z, u, w, t)
∂t

=
∂H(z, u, w, t)

∂z
− jμ(rejw − 1 + (1 − r)e−ju)

∂H(z, u, w, t)
∂u

+ (ejuA(z) − 1)
∂H(0, u, w, t)

∂z
. (10)

Let us define characteristics of the flow of repeating requests in the system
by means of method of asymptotic analysis. We consider the GI|M |∞ system
with feedback under a condition of increasing service time. Denote the following:

μ = ε, u = εy,H(z, u, w, t) = F (z, y, w, t, ε),
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then we can rewrite (10) considering all introduced designations

∂F (z, u, w, t, ε)
∂t

=
∂F (z, u, w, t, ε)

∂z
− j(rejw − 1 + (1 − r)e−jyε)

∂F (z, u, w, t, ε)
∂y

+ (ejyεA(z) − 1)
∂F (0, u, w, t, ε)

∂z
. (11)

Let us formulate the theorem, proof of which could be carried out the same
as the one of the Theorem 1.

Theorem 3. The limit value where of the ε → 0, of the function F (y, w, t) of
the solution F (y, w, t, ε) of the Eq. (11) has the following form

F (y, w, t) = exp

{
λrt(ejw − 1)

1 − r
+

jλy

1 − r

}
, (12)

where
λ = R′(0),

R(z) is a stationary probability distribution of values of the random process z(t).

By assuming that y = 0 at (12), we have the asymptotic approximation of
the characteristic function of the number of repeating requests that have come
into system during time interval t under condition of increasing service time

h(w, t) = exp

{
λrt(ejw − 1)

1 − r

}
.

6 Numerical Results

In order to evaluate the assessment of error of the probability distribution for the
reviewed process we have to compare the results of simulation with the results
obtained by using method of asymptotic analysis.

The domain of applicability of the results of asymptotic analysis will be
defined by means of Kolmogorov distance

Δ = max
i

|F̂ (i) − F (i)|.

Where F̂ (i) – empirical probability distribution function obtained by means
of imitational modeling, F (i) is a Poisson probability distribution function with
the parameter λrt/(1 − r).

Example 1. Consider the system with MMPP arrival process with the follow-
ing parameters:

Λ =

⎛

⎝
1 0 0
0 5 0
0 0 10

⎞

⎠ ,Q =

⎛

⎝
−0.5 0.3 0.2
0.2 −0.6 0.4
0.5 0.3 −0.8

⎞

⎠ .
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Let probability of the return of a request back into the system for repeating
service is r = 0.1. Let us notice that for these parameters the rate of arrivals is
λ = 4, 73, and the parameter of Poisson distribution will be equal to λr/(1−r) =
0.525.

By increasing the value of an average service time 1/μ we can define when
the Kolmogorov distance will become acceptable.

Table 1 has covered values of Kolmogorov distances for the system at various
values of a service parameter μ.

Table 1. Error of approximation of the flow of repeating requests into the system by
the Poisson process at various values of μ

μ 1 0.5 0.1 0.01

Δ 0.081 0.038 0.008 0.002

Example 2. Let us consider GI|M |∞ QS with renewal arrival process. Lengths
of intervals between the epochs of arrivals have Gamma-distribution with a para-
meter of form α = 0, 5 and a parameter of scale β = 2, 5, probability of return of
a request into the system r = 0, 1. Then the rate of the arrival process is λ = 2,
and a parameter of the Poisson distribution is equal to λr/(1 − r) = 0.22.

Values of Kolmogorov distances for the system at various values of a service
parameter μ are given in a Table 2.

Table 2. Error of approximation of the flow of repeating requests into the system by
the Poisson flow at various values of μ

μ 1 0.5 0.1 0.01

Δ 0.0540 0.0252 0.0090 0.0082

The analysis demonstrates that probability distribution for a number of
requests in the flow of repeating requests in the system with increasing service
time is coming close to Poisson distribution. Even at μ = 0.5 the Kolmogorov
distances is under 0.03 which is an acceptable error.

The same results were obtained for other values of parameters of arrival
process.

7 Conclusion

Thus, this work has covered mathematical models of M |M |∞, MMPP |M |∞
and GI|M |∞ systems with feedback. Using the method of asymptotic analysis
under condition of increasing service time, we obtain asymptotic approximation
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of characteristic functions of the flow of repeating requests for each system. Its
proven that the flow of repeating requests could be approximated by the Poisson
process with a parameter λrt/(1 − r), where λ is a rate of the arrival process,
r is a probability of repeating service. The numerical analysis of the obtained
results is presented; the domain of applicability of approximation is defined.
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