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Preface

Combinatorial optimization is the discipline of decision-making dealing with discrete
alternatives. The field is at the interface between discrete mathematics, computing
science, operational research, and recently also machine learning, and it includes a
diversity of algorithms and hybrid methods. Stochastic local search (metaheuristics),
evolutionary, and other nature-inspired algorithms are a family of methods able to
provide robust, high-quality solutions to problems of a realistic size in reasonable time.
These methods are also relatively simple to design and implement, and offer high
flexibility. Many challenging applications in science, industry, and commerce can be
formulated as optimization problems. A growing number of them have been suc-
cessfully solved using the sort of computational methods mentioned, which are the
main content of these proceedings.

EvoCOP was held for the first time in 2001, as the first workshop specifically
devoted to evolutionary computation in combinatorial optimization. In 2004 it became
a conference, and since then it has run annually. This volume contains the proceedings
of EvoCOP 2016, the 16th European Conference on Evolutionary Computation in
Combinatorial Optimization, which was held in Porto, Portugal, from 30 March to
1 April 2016. EvoCOP is one of the four events of Evostar 2016. The other three are
EuroGP (19th European Conference on Genetic Programming), EvoMUSART (5th
International Conference on Evolutionary and Biologically Inspired Music, Sound, Art
and Design), and EvoApplications (19th European Conference on the Applications of
Evolutionary Computation, formerly known as EvoWorkshops).

Previous EvoCOP proceedings were published by Springer in the series Lecture
Notes in Computer Science (LNCS Volumes 2037, 2279, 2611, 3004, 3448, 3906,
4446, 4972, 5482, 6022, 6622, 7245, 7832, 8600, 9026). The table on the next page
reports the statistics for each conference.

This year, 17 out of 44 papers were accepted after our rigorous double-blind process,
resulting in a 38.6 % acceptance rate. We would like to thank the quality and timeliness
of our Program Committee members’ work, especially since this year’s time frame was
tighter than usual. Decisions considered both the reviewers, report and evaluation of the
program chairs. The 17 accepted papers covered methodology, applications, and the-
oretical studies. The methods included evolutionary and memetic algorithms, variable
neighborhood search, particle swarm optimization, hyperheuristics, matheuristics, and
other adaptive approaches. Applications included both traditional domains, such as
graph coloring, vehicle routing, the longest common subsequence problem, the quad-
ratic assignment problem, and new(er) domains such as the traveling thief problem, Web
service location, and finding short addition chains. The theoretical studies involved
fitness landscape analysis, local search and recombination operator analysis, and the big
valley search space hypothesis. The consideration of multiple objectives, dynamic, and



noisy environments was also present in a number of articles. This makes the EvoCOP
proceedings an important source for current research trends in combinatorial
optimization.

We would like to express our appreciation to the various persons and institutions
making this a successful event. First, we thank the local organization team led by
Penousal Machado and Ernesto Costa from the University of Coimbra. We extend our
acknowledgments to Pablo García-Sánchez from the University of Granada for the
excellent website and publicity material. We thank Marc Schoenauer from Inria Paris
for his continued assistance in providing MyReview conference management system.
Thanks are also due to Jennifer Willies and the Institute for Informatics and Digital
Innovation at Edinburgh Napier University, UK, for administrative support and event
coordination. Finally, we want to thank the Câmara Municipal do Porto and Turismo
do Porto for their support, and the prominent keynote speakers, Richard Forsyth and
Kenneth Sorensen.

Special thanks also to Christian Blum, Carlos Cotta, Peter Cowling, Jens Gottlieb,
Jin-Kao Hao, Jano van Hemert, Peter Merz, Martin Middendorf, Gabriela Ochoa, and
Günther R. Raidl for their hard work and dedication at past editions of EvoCOP,
making this one of the reference international events in evolutionary computation and
metaheuristics.

March 2016 Francisco Chicano
Bin Hu

Pablo García-Sánchez

EvoCOP Submitted Accepted Acceptance (%)
2016 44 17 38.6
2015 46 19 41.3
2014 42 20 47.6
2013 50 23 46.0
2012 48 22 45.8
2011 42 22 52.4
2010 69 24 34.8
2009 53 21 39.6
2008 69 24 34.8
2007 81 21 25.9
2006 77 24 31.2
2005 66 24 36.4
2004 86 23 26.7
2003 39 19 48.7
2002 32 18 56.3
2001 31 23 74.2

VI Preface



Organization

EvoCOP 2016 was organized jointly with EuroGP 2016, EvoMUSART 2016, and
EvoApplications 2016.

Organizing Committee

Program Chairs

Francisco Chicano University of Málaga, Spain
Bin Hu AIT Austrian Institute of Technology, Austria

Local Organization

Penousal Machado University of Coimbra, Portugal
Ernesto Costa University of Coimbra, Portugal

Publicity Chair

Pablo García-Sánchez University of Granada, Spain

EvoCOP Steering Committee

Christian Blum Ikerbasque and University of the Basque Country,
Spain

Carlos Cotta University of Málaga, Spain
Peter Cowling University of York, UK
Jens Gottlieb SAP AG, Germany
Jin-Kao Hao University of Angers, France
Jano van Hemert University of Edinburgh, UK
Peter Merz Hannover University of Applied Sciences

and Arts, Germany
Martin Middendorf University of Leipzig, Germany
Gabriela Ochoa University of Stirling, UK
Günther Raidl Vienna University of Technology, Austria

Program Committee

Adnan Acan Eastern Mediterranean University, Turkey
Enrique Alba University of Málaga, Spain
Mehmet Emin Aydin University of Bedfordshire, UK
Thomas Bartz-Beielstein Cologne University of Applied Sciences, Germany
Matthieu Basseur University of Angers, France
Maria J. Blesa Universitat Politècnica de Catalunya, Spain
Christian Blum Ikerbasque and University of the Basque Country,

Spain



Sandy Brownlee University of Stirling, UK
Pedro Castillo University of Granada, Spain
Francisco Chicano University of Málaga, Spain
Carlos Coello Coello CINVESTAV-IPN, Mexico
Peter Cowling University of York, UK
Karl Doerner University of Vienna, Austria
Benjamin Doerr LIX, Ecole Polytechnique, France
Bernd Freisleben University of Marburg, Germany
Adrien Goeffon University of Angers, France
Jens Gottlieb SAP, Germany
Walter Gutjahr University of Vienna, Austria
Jin-Kao Hao University of Angers, France
Emma Hart Edinburgh Napier University, UK
Richard F. Hartl University of Vienna, Austria
Geir Hasle SINTEF Applied Mathematics, Norway
Bin Hu AIT Austrian Institute of Technology, Austria
István Juhos University of Szeged, Hungary
Graham Kendall University of Nottingham, UK
Joshua Knowles University of Manchester, UK
Mario Köppen Kyushu Institute of Technology, Japan
Frédéric Lardeux University of Angers, France
Rhyd Lewis Cardiff University, UK
Arnaud Liefooghe Université des Sciences et Technologies de Lille,

France
José Antonio Lozano University of the Basque Country, Spain
Gabriel Luque University of Málaga, Spain
Penousal Machado University of Coimbra, Portugal
Jorge Maturana Universidad Austral de Chile, Chile
David Meignan University of Osnabrück, Germany
Martin Middendorf University of Leipzig, Germany
Julian Molina University of Málaga, Spain
Eric Monfroy University of Nantes, France
Christine L. Mumford Cardiff University, UK
Nysret Musliu Vienna University of Technology, Austria
Gabriela Ochoa University of Stirling, UK
Beatrice Ombuki-Berman Brock University, Canada
Mario Pavone University of Catania, Italy
Francisco J.B. Pereira University of Coimbra, Portugal
Matthias Prandtstetter AIT Austrian Institute of Technology, Austria
Jakob Puchinger SystemX-CentraleSupélec, France
Rong Qu University of Nottingham, UK
Günther Raidl Vienna University of Technology, Austria
Marcus Randall Bond University, Australia
Eduardo Rodriguez-Tello CINVESTAV - Tamaulipas, Mexico
Peter Ross Edinburgh Napier University, UK
Frédéric Saubion University of Angers, France

VIII Organization



Marc Schoenauer Inria, France
Patrick Siarry Université Paris-Est Créteil Val-de-Marne, France
Kevin Sim Edinburgh Napier University, UK
Jim Smith University of the West of England, UK
Giovanni Squillero Politecnico di Torino, Italy
Thomas Stützle Université Libre de Bruxelles, Belgium
Andrew M. Sutton University of Postdam, Germany
El-ghazali Talbi Université des Sciences et Technologies de Lille,

France
Renato Tinós University of Sao Paulo, Brazil
Nadarajen Veerapen University of Stirling, UK
Sébastien Verel Université du Littoral Côte d’Opale, France
Takeshi Yamada NTT Communication Science Laboratories, Japan
Shengxiang Yang De Montfort University, UK

Organization IX



Contents

A Hybrid Constructive Mat-heuristic Algorithm for the Heterogeneous
Vehicle Routing Problem with Simultaneous Pick-up and Delivery . . . . . . . . 1

Baris Kececi, Fulya Altiparmak, and Imdat Kara

A Property Preserving Method for Extending a Single-Objective Problem
Instance to Multiple Objectives with Specific Correlations . . . . . . . . . . . . . . 18

Ruby L.V. Moritz, Enrico Reich, Matthias Bernt, and Martin Middendorf

An Evolutionary Approach to the Full Optimization of the Traveling
Thief Problem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

Nuno Lourenço, Francisco B. Pereira, and Ernesto Costa

Construct, Merge, Solve and Adapt: Application to the Repetition-Free
Longest Common Subsequence Problem . . . . . . . . . . . . . . . . . . . . . . . . . . 46

Christian Blum and Maria J. Blesa

Deconstructing the Big Valley Search Space Hypothesis . . . . . . . . . . . . . . . 58
Gabriela Ochoa and Nadarajen Veerapen

Determining the Difficulty of Landscapes by PageRank Centrality in Local
Optima Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

Sebastian Herrmann

Efficient Hill Climber for Multi-Objective Pseudo-Boolean Optimization . . . . 88
Francisco Chicano, Darrell Whitley, and Renato Tinós

Evaluating Hyperheuristics and Local Search Operators for Periodic
Routing Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

Yujie Chen, Philip Mourdjis, Fiona Polack, Peter Cowling,
and Stephen Remde

Evolutionary Algorithms for Finding Short Addition Chains: Going
the Distance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

Stjepan Picek, Carlos A. Coello Coello, Domagoj Jakobovic,
and Nele Mentens

Experimental Evaluation of Two Approaches to Optimal Recombination
for Permutation Problems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

Anton V. Eremeev and Julia V. Kovalenko

Hyperplane Elimination for Quickly Enumerating Local Optima . . . . . . . . . . 154
Brian W. Goldman and William F. Punch

http://dx.doi.org/10.1007/978-3-319-30698-8_1
http://dx.doi.org/10.1007/978-3-319-30698-8_1
http://dx.doi.org/10.1007/978-3-319-30698-8_2
http://dx.doi.org/10.1007/978-3-319-30698-8_2
http://dx.doi.org/10.1007/978-3-319-30698-8_3
http://dx.doi.org/10.1007/978-3-319-30698-8_3
http://dx.doi.org/10.1007/978-3-319-30698-8_4
http://dx.doi.org/10.1007/978-3-319-30698-8_4
http://dx.doi.org/10.1007/978-3-319-30698-8_5
http://dx.doi.org/10.1007/978-3-319-30698-8_6
http://dx.doi.org/10.1007/978-3-319-30698-8_6
http://dx.doi.org/10.1007/978-3-319-30698-8_7
http://dx.doi.org/10.1007/978-3-319-30698-8_8
http://dx.doi.org/10.1007/978-3-319-30698-8_8
http://dx.doi.org/10.1007/978-3-319-30698-8_9
http://dx.doi.org/10.1007/978-3-319-30698-8_9
http://dx.doi.org/10.1007/978-3-319-30698-8_10
http://dx.doi.org/10.1007/978-3-319-30698-8_10
http://dx.doi.org/10.1007/978-3-319-30698-8_11


Limits to Learning in Reinforcement Learning Hyper-heuristics . . . . . . . . . . 170
Fawaz Alanazi and Per Kristian Lehre

Modifying Colourings Between Time-Steps to Tackle Changes in Dynamic
Random Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

Bradley Hardy, Rhyd Lewis, and Jonathan Thompson

Particle Swarm Optimisation with Sequence-Like Indirect Representation
for Web Service Composition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202

Alexandre Sawczuk da Silva, Yi Mei, Hui Ma, and Mengjie Zhang

Particle Swarm Optimization for Multi-Objective Web Service
Location Allocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

Boxiong Tan, Yi Mei, Hui Ma, and Mengjie Zhang

Sim-EDA: A Multipopulation Estimation of Distribution Algorithm
Based on Problem Similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235

Krzysztof Michalak

Solving the Quadratic Assignment Problem with Cooperative Parallel
Extremal Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251

Danny Munera, Daniel Diaz, and Salvador Abreu

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267

XII Contents

http://dx.doi.org/10.1007/978-3-319-30698-8_12
http://dx.doi.org/10.1007/978-3-319-30698-8_13
http://dx.doi.org/10.1007/978-3-319-30698-8_13
http://dx.doi.org/10.1007/978-3-319-30698-8_14
http://dx.doi.org/10.1007/978-3-319-30698-8_14
http://dx.doi.org/10.1007/978-3-319-30698-8_15
http://dx.doi.org/10.1007/978-3-319-30698-8_15
http://dx.doi.org/10.1007/978-3-319-30698-8_16
http://dx.doi.org/10.1007/978-3-319-30698-8_16
http://dx.doi.org/10.1007/978-3-319-30698-8_17
http://dx.doi.org/10.1007/978-3-319-30698-8_17


A Hybrid Constructive Mat-heuristic Algorithm
for the Heterogeneous Vehicle Routing Problem

with Simultaneous Pick-up and Delivery

Baris Kececi1(B), Fulya Altiparmak2, and Imdat Kara1
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bkececi@baskent.edu.tr, ikara@baskent.edu.tr
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Abstract. In this paper, a variant of Vehicle Routing Problem, called
Heterogeneous Vehicle Routing Problem with Simultaneous Pick-up and
Delivery (HVRPSPD), is considered. The HVRPSPD can be defined as
determining the routes and vehicle types on each route in such a way
that the pickup and delivery demands of each customer must be per-
formed with same vehicle, while minimizing the total cost. We propose
a mathematical model for the problem and some valid inequalities for
the model. Since the HVRPSPD is an NP-hard problem, the proposed
mathematical model can be used to find the optimal solution for the
small-size problems. Therefore we propose a hybrid mat-heuristic app-
roach based on the formulation and Local Search to solve medium and
large-size HVRPSPDs. A series of experiments is performed to evaluate
the performance of proposed algorithm. Computational results show that
hybrid mat-heuristic is computationally efficient to find good quality of
initial solutions.

Keywords: Heterogeneous Vehicle Routing Problem · Simultaneous
Pick-up and Delivery · Hybrid mat-heuristic · Local search

1 Introduction

The Vehicle Routing Problem (VRP), which has a major importance in the
field of transportation, distribution and logistics, was first defined and modelled
by Dantzig and Ramser [1] towards the end of 1950s. After the Dantzig and
Ramser’s study, various models and algorithms have been proposed in the liter-
ature to obtain exact and approximate solutions for different types of VRP [2,3].
The interest to the VRP is because it is one of the most important problems
in the operational level logistics and also it is in the class of NP-hard prob-
lems. The VRP can be defined as the problem of determining the minimum cost
routes, in which the vehicles in a fleet should follow, in order to satisfy customer
requirements under some operational restrictions. There are various types of
the VRP according to the considered operational constraints in the literature.
c© Springer International Publishing Switzerland 2016
F. Chicano et al. (Eds.): EvoCOP 2016, LNCS 9595, pp. 1–17, 2016.
DOI: 10.1007/978-3-319-30698-8 1



2 B. Kececi et al.

One of the variants is the Heterogeneous VRP (HVRP) and the other is the
VRP with Simultaneous Pick-up and Delivery (VRPSPD).

In the classical VRP, vehicles in a fleet are considered identical, in other
words homogeneous. However, in real life logistics, the vehicles in a fleet may
have different properties such as fixed cost (purchasing or rental) of the vehicles,
unit variable (transportation) cost between any two customers, vehicle capaci-
ties, etc. Besides, according to the customer and/or freight needs, different type
of vehicles may be required. That is why to reduce the cost of logistics, the
identification of distribution routes as well as the selection of vehicle fleet (i.e.
how many vehicle should be bought/rent of each type and which type of vehicle
should follow which route) are gaining importance for the companies. This situ-
ation particularly requires the consideration of the strategic investment decision
in the absence of a current vehicle fleet. There are basically two types of HVRP
examined in the literature. The first one, which has unlimited number of vehicles
of each type was, first proposed by Golden et al. [4]. In this problem the optimal
fleet of vehicles is determined. This problem was originally named in several
ways in different studies such as, “The Fleet Size and Mix VRP” by Golden
et al. [4]; “The Vehicle Fleet Mix” by Salhi and Rand [5]; “The Fleet Size and
Composition VRP” by Gheysens et al. [6]. The second basic type of HVRP was
first studied by Taillard [7] and there is limited number of vehicles of each type
in a fleet. This case is more realistic and was named in several different ways
such as, “The VRP with a Heterogeneous Fleet of Vehicles” by Taillard [7]; “The
Heterogeneous Fixed Fleet VRP” by Tarantilis et al. [8]. In addition, it is pos-
sible to classify the HVRPs depending on whether the fixed and transportation
costs are considered or not and whether the fleet size is limited or not etc.
Baldacci et al. [9] give a classification for this problem. We refer the interested
readers to the paper of Hoff et al. [10] for an extensive review about this problem
and its variants.

Another basic assumption in the classical VRP is that the customers either
demand or supply goods. Hence, the vehicles are considered either distribute
or collect goods on a route. In the VRPSPD, each customer demands and sup-
plies certain amount of goods at the same time. In case of the customers both
demand and supply goods, major economic benefits can be obtained when both
activities are performed by a vehicle on the same route rather than by vehicles
on different routes. The applications of the VRPSPD can be encountered in the
distribution system of grocery store chains, blood banks, etc. Reverse logistics
is also another area in which the planning of vehicle routes takes the form of
VRPSPD. Companies are facing more often with the management of reverse flow
of the products, work in process and/or raw materials. Also there are increasing
environmental and social responsibilities and some legal obligations that make
the Reverse Logistics Management attractive and mandatory for the compa-
nies in addition to its economic return. Particularly on the environmental and
economic issues such as collection, disposal and assessment of waste, recycling,
reprocessing, re-manufacturing and evaluation of used products; the applications
of Reverse Logistics force the companies to use their distribution and logistics
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network in a most efficient way. We refer the interested readers to the papers
of Berbeglia et al. [11] and Parragh et al. [12] for extensive review about this
problem and its variants.

The need for new scientific challenges and an industrial demand for more
powerful and versatile routing tools has shifted the focus of VRP research to
more complex, general, and larger size variants [10]. Because of the increasing
importance of the HVRP and VRPSPD in practical and in scientific researches,
in this paper we consider a variant of the VRP called the HVRP with simultane-
ous pickup and delivery (HVRPSPD). The HVRPSPD includes more real-world
aspects of routing problems than the classical VRP by taking into account the
heterogeneous vehicle fleet and the simultaneous distribution and collection of
goods. Despite the fact that the HVRP and VRPSPD are two important prob-
lems in the literature and practice, the HVRPSPD has received little attention
from researchers so far. Rieck and Zimmermann [13] address a variant of the VRP
faced by less-than-truckload carriers in Europe. The problem includes heteroge-
neous vehicles, time windows, simultaneous delivery and pick-up at customer
locations, and multiple uses of vehicles. They present a vehicle routing model
that integrates the real-life VRP and the assignment problem of vehicles to load-
ing bays at the depot. They propose a savings-based solution heuristic combines
a multi-start and a local search procedure. Cetin and Gencer [14] consider the
VRPSPD with time windows constraints and heterogeneous fleet. They propose
a mixed integer programming formulation for the problem based on the model
developed by Dethloff [15] for the VRPSPD. Rios-Mercado et al. [16] consider
a real-life distribution problem in a company which produces bottled products
in Mexico. The problem is minimizing the fixed costs and routing costs while
including many complex sub-problems such as; how the trailers should be loaded,
which vehicle should pull which trailer, which route should be followed by each
vehicle and etc. The problem can be classified as multi-depot, multi-commodity
HVRPSPD with time windows. These types of problems are named as Rich VRP
that includes many real life features. The problem is modelled as a mixed integer
programming formulation and solved by a heuristic algorithm based on GRASP.
The performance of algorithm is investigated on the test problems randomly
generated with the datums obtained from the company. Furthermore, the solu-
tion obtained by the proposed algorithm is compared with the current solution
that the company has already been using.

In this paper, we propose a mixed integer programming (MIP) formulation,
which is arc-based formulation, for the HVRPSPD. We define some valid inequal-
ities to tighten the MIP formulation in order to increase the solution speed of the
formulation. Since the problem is in the class of NP-hard problems, the proposed
formulation can be used to obtain optimal solutions for small-sized problems.
Hence, we propose a mat-heuristic approach based on the MIP formulation and
Local Search (LS) [17] algorithm (called MatH-LS) to solve the medium and
large-size HVRPSPDs. We investigate the performance of the MatH-LS on a set
of instances derived from the literature and compare it with the proposed arc-
based MIP formulation in terms of the solution quality and computation time.
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The paper is organized as follows: The problem definition with proposed model
and valid inequalities are given in Sect. 2. The detailed description of the MatH-
LS algorithm is given in Sect. 3. Section 4 reports the computational results and
conclusion follows in Sect. 5.

2 Problem Definition

The HVRPSPD can be defined mathematically as in the following. Let G =
(N,A) be a complete directed graph where N = {0, ..., n} is the set of nodes and
A = {(i, j) : i, j ∈ N, i �= j} is the set of arcs, respectively. 0 indicates the depot
node while the remaining are the customer nodes in N . The fleet is composed
by b different types of vehicles, with B = {1, ..., b}. For each k ∈ B there are Tk

available vehicles, each with capacity Qk and fixed cost fk. Each arc (i, j) ∈ A
s associated a non-negative cost cij = θklij where lij is the distance between
the nodes (i, j) with lij = lji, for each i, j ∈ N triangular inequality holds (i.e.
lij + ljk ≥ lik) and Qk is the dependent (variable) cost per distance unit of
vehicle k ∈ B. Each customer i ∈ N has delivery (di) and pickup (pi) demands,
with 0 ≤ di, pi ≤ Qk,∀k ∈ B and d0 = p0 = 0. The problem consists in finding
the minimum cost feasible routes and determining the type of vehicle on each
route such that only one type of vehicle must be used on each route and each
customer must be visited by exactly one type of vehicle, each route must begin
and end at the depot and the total load on vehicles must not exceed the vehicle
capacity.

2.1 Proposed Model

Based on the above definitions, the decision variables of the proposed MIP for-
mulation are given as follows: xijk = 1 iff a vehicle of type k ravels directly
from node i to node j; zij = the total remaining delivery load of vehicle just
after it gives the delivery demand of node i, if the vehicle travels directly on
arc (i, j), otherwise 0; tij = the total load picked up by vehicle, if the vehicle
travels directly on arc (i, j), after it takes the pickup demand of node i, just
after leaving the node i, otherwise 0; yk = the number of vehicle type k used
in the fleet; m = the number of routes in the solution. The proposed arc-based
MIP formulation (ABF) is as follows:

minimize z =
∑

i∈N

∑

j∈N,i �=j

∑

k∈B

cijxijk +
∑

k∈B

fkyk (1)

subject to; ∑

j∈N\{0}

∑

k∈B

x0jk ≤ m (2)

∑

i∈N\{0}

∑

k∈B

xi0k ≤ m (3)
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∑

i∈N,i �=j

∑

k∈B

xijk = 1,∀j ∈ N \ {0} (4)

∑

j∈N,i �=j

xijk =
∑

j∈N,i �=j

xjik,∀i ∈ N \ {0} ,∀k ∈ B (5)

zij + tij ≤
∑

k∈B

Qkxijk,∀i, j ∈ N, i �= j (6)

∑

j∈N,i �=j

zji −
∑

j∈N,i �=j

zij = di,∀i ∈ N (7)

∑

k∈B

djxijk ≤ zij ≤
∑

k∈B

(Qk − di)xijk,∀i, j ∈ N, i �= j (8)

∑

j∈N,i �=j

tij −
∑

j∈N,i �=j

tji = pi,∀i ∈ N \ {0} (9)

∑

k∈B

pixijk ≤ tij ≤
∑

k∈B

(Qk − pj)xijk,∀i, j ∈ N, i �= j (10)

zi0 = 0,∀i ∈ N \ {0} (11)

t0j = 0,∀j ∈ N \ {0} (12)
∑

k∈B

yk ≤ m (13)

yk ≤ Tk,∀k ∈ B (14)
∑

j∈N\{0}
x0jk = yk,∀k ∈ B (15)

yk ≥ 0 and integer, ∀k ∈ B (16)

m ≥ 0 (17)

zij , tij ≥ 0,∀i, j ∈ N (18)

xijk ∈ {0, 1} ,∀i, j ∈ N, ∀k ∈ B (19)

In ABF, the objective function (1) minimizes the total transportation cost
and the total vehicle utilization cost. The constraints (2) and (3) satisfy at most
m vehicles leave and return back to the depot, respectively. The constraint (4)
yields that any node is visited by exactly one type of vehicle and with the con-
straint (5) it is guaranteed that the same type of vehicle enters and leaves at
any node. The constraint (6) prevents the vehicle capacity to be exceeded on
any node in a feasible solution. Furthermore, it enforces the auxiliary variables
to be zero in case they are not in the solution. The constraint (7) ensures that
the auxiliary variables, related with the delivery load, take decreasing values on
a feasible vehicle tour and similarly the constraint (9) ensures that the auxiliary
variables, related with the pick-up load, take increasing values on a feasible vehi-
cle tour. Equations (7) and (9) avoid the sub-tours together. The constraints (8)
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and (10) are bounding constraints of delivery and pickup loads, respectively.
They strengthen the model and give tighter formulation. The equalities (11)
and (12) initially give zero value to the related variables since a vehicle starts
and ends its tour with empty load, respectively. The constraint (13) provides
that the total number of vehicles of each type must be equal to at most m in
the fleet. The constraint (14) restricts that the number of vehicle of each type
in the fleet must be less than or equal to the available number of vehicle of each
type. Finally, the constraint (15) ensures that the number of arcs leaving the
depot of vehicle type k, should be equal to the number of vehicles of type k in
the fleet. The constraints (16), (17), (18) and (19) are the non-negativity and
integrality constraints. The ABF has O

(
n2

)
number of 0–1 integer and continues

decision variables, O (b) number of integer decision variables and O
(
n2

)
number

of constraints.

2.2 Valid Inequalities for the Model

The valid inequalities are the constraints, which are added to the mixed integer
mathematical models to tighten their linear programming relaxations. Those
inequalities yield all integer feasible solutions; besides, cut some of the relaxed
solutions and exclude them from the relaxed solution space. Thus, stronger lower
bounds can be obtained by valid inequalities for a problem and this may decrease
the solution time of the models. In this study we dwell on three polynomial sized
valid inequalities (look at (20) - (24)) to strengthen the ABF.

The first of these is a special case of sub-tour elimination constraints proposed
for TSP by Dantzig et al. [18]. In this form of constraints, instead of whole
exponential number of sub-tour elimination constraints, only the two-element
subsets of constraints are used. The valid inequality (20), which is adapted for
HVRPSPD, eliminates only the sub-tours between two customer nodes in any
feasible solution.

∑

k∈B

(xijk + xjik) ≤ 1,∀i, j ∈ N \ {0} , i < j (20)

Another inequality is a covering type inequality, which has been examined
in Yaman [19]. In this study the inequalities of the form αaa ≥ α0 + αbb are
used where αa, αb and α0 are all non-negative values and the Chvatal-Gomory
procedure is applied to obtain the valid inequalities. So in our formulation, as
described in Yaman [19], we use the inequalities (21),(22) for both delivery and
pickup demands, where Q > 0. Yaman [19] chooses Q to be Q1, Q2,...,Qb and
their greatest common divisor as well, and so we do.

∑

k∈B

�Qk/Q�yk ≥ �(
∑

i∈N

di)/Q� (21)

∑

k∈B

�Qk/Q�yk ≥ �(
∑

i∈N

pi)/Q� (22)
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Let j ∈ N \{0} is any customer visited on a route by the vehicle type k ∈ B.
Then the remaining capacity of the vehicle type k should be big enough to get the
load remaining after the delivery and pickup operations done for the customer j.
To satisfy this relation, the inequality Qk − (zij + tij) ≥ pj − dj must be yield.
In other words the conditional relation of (23) must be satisfied iff xijk = 1 for
each customer j ∈ N \ {0}.

Qk −
∑

i∈N

(zij + tij) ≥ pj − dj (23)

Hence the last inequality, which is a linearisation of the above conditional
relation, is valid and can be added to the MIP formulation as shown in (24).

∑

i∈N

(zij + tij) + pj − dj ≤
∑

i∈N

∑

k∈B

Qkxijk,∀j ∈ N \ {0} (24)

3 Proposed Hybrid Mat-heuristic Algorithm

Last few decades have been witnessed the use of model-based heuristics (mat-
heuristics) on the solution of combinatorial optimization problems besides the
use of heuristic and meta-heuristic. In spite of the development in the computer
technologies and in the exact solutions algorithms; however the heuristic and
meta-heuristic approaches still keep its importance to find good quality solutions
in reasonable time. The existence of powerful software creates new opportunities
in the design of heuristic and meta-heuristic algorithms. Hence, a new algorithm
class is born, which combines the heuristic and meta-heuristic approaches with
mixed integer programming strategies and software infrastructure.

Mathematical model based algorithms, as it is stated in the name, interac-
tively cooperate together with the heuristic (metaheuristic) and mathematical
programming techniques. The most important feature of this type of heuristics is
the use of information from the mathematical formulation of the problem, within
some part of the algorithm [20–24]. Generally the mathematical programming
tools are used in some part of the solution procedure. Maniezzo et al. [25] pub-
lish a book in consequence with the last workshop about this field of work. The
book constitutes of the studies done by the mathematical model based heuristic
approaches and their probable usage areas.

In this study we propose a mathematical model-based hybrid heuristic app-
roach to solve the HVRPSPD instances. The heuristic constitutes three phases.
The first one is the clustering phase, the second one is the local search phase
and the last one is the routing phase. In the clustering phase, the group of cus-
tomers within each tour is obtained iteratively and the vehicle type on the tour
is determined as well. The proposed ABF is used with some modifications in the
clustering phase. The main idea in the clustering phase is to solve the relatively
and reasonably small part (sub problem) of the original problem at each itera-
tion. The sub problems can be optimally solved by any exact solution approach.
At the end of each iteration, according to the exact solution of sub problem,
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certain number of decision variables is fixed and a new sub problem is built by
adding same number of decision variables. The iterations continue until all the
decision variables are fixed. Similar approach is studied by Dondo et al. [26] for
the multi-depot HVRP with time windows. The main differences of this study
from Dondo et als are the use of mathematical formulation in the clustering
phase and the identification of vehicle type on each tour. Consequently the local
search phase searches better tours by the help of some neighbourhood search
structures. And last the routing phase gives the best order of customers in each
tour. Again the proposed ABF but with one vehicle version is used in the routing
phase.

3.1 Clustering Phase

In this phase, the cluster of customers on each tour is obtained iteratively and
at the end of the iterations the vehicle type on a tour is determined. To be
able to build the cluster of customers, one must find m distinct paths at each
iteration where each path begins at any node (customer and/or depot) and ends
at the depot node. Therefore, the sub problem that has to be solved at each
iteration is a Multi-depot Open HVRPSPD (MDOHVRPSPD). The first node
visited just after the beginning node on a path is kept as the beginning node of
the next iteration. At the end of the iterations, the beginning nodes kept for a
path corresponds to the set of customers assigned to the tour.

Modified arc-based formulation (MABF) is used to solve the sub-problem
within each iteration. The most significant modification on the formulation is
done by rewriting the assignment constraint (2) as one vehicle must leave each
of the m different nodes (either a customer node or a depot node), rather than
m vehicles must leave the depot node. Additionally the following sets and para-
meters are defined for the MABF:

D is the depots set and N ′ is the candidate customers set where D ⊂ N,N ′ ⊂
N and D ∩ N ′ = φ. P , R and S sets are defined with the Boolean operations.
P = N ′ ∪ D, R = {0} ∪ N ′ and S = R ∪ D. The nodes in D have cumulative
delivery demand d′

i, and pickup demand p′
i. At the current iteration after the

depot set is regenerated with the first visited nodes in the previous iteration; d′
i

and p′
i are updated with respect to the preceding nodes. The MABF is as follows

with the sets given above and with previously defined parameters and decision
variables:

minimize z′ =
∑

i∈S

∑

j∈S,i�=j

∑

k∈B

cijxijk +
∑

k∈B

fkyk (25)

subject to (13),(14),(16) and;
∑

j∈R

∑

k∈B

xijk = 1,∀i ∈ D (26)

∑

i∈D

∑

j∈R,i�=j

∑

k∈B

xijk +
∑

j∈N ′

∑

k∈B

x0jk ≤ m (27)
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∑

i∈P

∑

k∈B

xi0k ≤ m (28)

∑

i∈S,i�=j

∑

k∈B

xijk = 1,∀j ∈ N ′ (29)

∑

j∈R,i�=j

xijk =
∑

j∈S,i�=j

xjik,∀i ∈ N ′,∀k ∈ B (30)

zij + tij ≤
∑

k∈B

Qkxijk,∀i ∈ S,∀j ∈ R, i �= j (31)

∑

j∈S,i�=j

zji −
∑

j∈R,i�=j

zij = di,∀i ∈ N ′ (32)

∑

k∈B

djxijk ≤ zij ≤
∑

k∈B

(Qk −di)xijk,∀i ∈ S, j ∈ R, i �= j, di ←− d′
i ∀i ∈ D (33)

∑

j∈R,i�=j

tij −
∑

j∈S,i�=j

tji = pi,∀i ∈ N ′ (34)

∑

k∈B

pixijk ≤ tij ≤
∑

k∈B

(Qk − pj)xijk,∀i ∈ S, j ∈ R, i �= j, pi ←− p′
i ∀i ∈ D (35)

zi0 = 0,∀i ∈ P (36)
∑

j∈R,i�=j

tij = p′
i,∀i ∈ {0} ∪ D (37)

∑

i∈{0}∪D

xijk = yk,∀k ∈ B (38)

m ≥ 0, zij , tij ≥ 0,∀i, j ∈ S and xijk ∈ {0, 1} ,∀i, j ∈ S,∀k ∈ B (39)

The significant changes in the MABF with respect to the ABF are done
by rewriting the constraints (2) and (12) of ABF. The constraints (26) and
(27) of MABF substitute the constraint (2) of ABF; and the constraint (37) of
MABF substitutes the constraint (12) of ABF. The changes in the remaining
constraints are only on their definition sets; neither on their meanings nor on
their functionalities. In MABF, the constraint (26) satisfies only one type of
vehicle leaves each depot node in the depots set. According to the constraint
(27), the total number of leaving vehicles from depots set D plus the depot
{0} must not exceed m. In the constraints (33) and (35) the cumulative pickup
and delivery demands p′

i and d′
i are used instead of pi and di for the nodes in

depots set D. In any iteration, on each path, the total amount of pickup demands
through the nodes in the depots set must be known so far. The constraint (12)
sets the total pickup demand of the preceding nodes, as the pickup demand of
the nodes in the depots set. The MABF allows to trans-pass from the nodes in
{0} ∪ D to any node in R at any iteration. Because the depots set D is empty
in the first iteration, to avoid self-pass from the node {0} to depot {0}, the
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constraint (40) below must be used only in the first iteration of the algorithm.
The constraint (40) is then omitted in the consequent iterations.

∑

i∈D

∑

k∈B

xi0k = 0 (40)

The details of the algorithm used in the clustering phase are summarized in
the following. Let Fi be the ith cluster of the customers where i = 1, 2, ...,m;
N∗ be the unvisited customers set; N ′ be the candidate customers set. At the
beginning of the iterations, set m = 1, F1 = {} and D = {0}. The customers
of the original problem (N) are transferred to N∗ (N∗ ←− N). The customers
in N∗ are ordered farthest to nearest according to their total distance to the
nodes {0} ∪ D and then the first σ customers of N∗ is transferred to N ′. The
MABF is then built and solved optimally by a MIP solver for the current sub-
problem. The first β customer(s) visited just after the node(s) in {0}∪D is(are)
determined. Each of these customers is then assigned to one Fi for ∀i = 1, ...,m.
According to the solution of MABF the number of customer clusters, m needs
to be increased by one in case of a new path (which starts from the depot node
{0}) is exist. Moreover, these customers substitute the current nodes in D or be
added to D in case of a new path is exist in the solution of sub-problem. The
nodes in the updated D are copied and kept in order in Fi for ∀i = 1, 2, ...,m.
The cumulative pickup (p′

i) and delivery (d′
i) demands of the nodes in D are

updated. At last, these customers are taken away from the sets of N ′, N∗ and an
iteration of the algorithm is completed. In the next iteration, the nodes (with the
smallest total distance to the nodes in {0} ∪ D) from the set N∗ are transferred
to the set N ′. The MABF for the next sub-problem is then built and optimally
solved. The iterations continue until the set N∗ becomes empty. At the end of
the iterations, Fi for ∀i = 1, 2, ...,m give the tours for the HVRPSPD. With
the last sub-problem solved in the last iteration the vehicle type on each tour
(k∗

i ,∀i = 1, ...,m) is already determined.

3.2 Local Search Phase

At the end of the clustering phase the vehicle tours and the vehicle types on
each tour are determined. In consequence of the clustering phase, a simple local
search is applied to find whether there are better tours in terms of the objective
function value. To be able to utilize a local search we use a matrix representation
for the solutions of HVRPSPD. In this matrix, each row corresponds to a tour
of vehicle where the first element in the row shows the vehicle type and the
remaining indicate the customers to be visited sequentially in the tour.

In the local search phase we use three inter-route moving strategies to search
the neighbours of a current solution. These are; (1) shift(1, 0) : A customer i
from route r1 is transferred to route r2; (2) shift(2, 0) : Two adjacent customers
i and j from route r1 are transferred to route r2; (3) k − shift : A subset of
consecutive customers from a route r1 is transferred to the end of a route r2.
All neighbourhood structures implements the best improvement strategy when
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searching a solution space by a moving strategy to select a neighbour of the
current solution. Moreover, it accepts only the feasible moves, which do not
violate the maximum load constraints.

At each iteration of the local search phase, the algorithm simply chooses one
of the three moving strategies randomly. Then if the objective function of the
new solution is better than the current one, it accepts the new solution as the
current solution. The search phase continues until there is not any improvement
in the objective function through the |N ′| successive iterations.

3.3 Routing Phase

The routing phase gives the best order of customers within each cluster inde-
pendent of each other. In this phase each tour is considered as a one vehicle
HVRPSPD and the optimal solution is obtained by solving its MIP formulation.
The ABF is transformed to a one vehicle HVRPSPD (1HVRPSPD) by setting;
N = I,B = {k∗} and m = 1 where I is the set of nodes that includes the depot
node {0} and the customer nodes in the current tour; and k∗ is the vehicle type
that is assigned to the tour.

The Pseudo Code showing overall steps of the MatH-LS algorithm of all
phases is given below.

algorithm MatH -LS ()

initiate (m:=1,F1:={},D:={0},N∗:={},N ′:={},N :={},σ,β);
read (the problem data);

set (N∗ ←− N );

repeat //* Clustering phase *//

sort (N∗, nearest to farthest to the nodes in {0} ∪ D);

copy (first σ nodes from N∗ to N ′);
set (N∗ ←− N∗ − N ′);
build (the MABF with the parameters of nodes in N ′);
solve (the MABF for the sub -problem );

determine (the first β nodes visited just after

the nodes in {0} ∪ D);

if (a new path exists in the solution)

set (m:=m+1);

endif

copy (the determined nodes to DeptoCusF irst {}i);

update (Fi ←− DeptoCusF irst {}i for ∀i = 1, ..., m);

update (dj :=dj + d′
i; i ∈ {0} ∪ D, j ∈ DeptoCusF irsti);

update (pj :=pj + p′
i; i ∈ {0} ∪ D, j ∈ DeptoCusF irsti);

set (D ←− DeptoCusF irst);
set (N ′ ←− N ′ − DeptoCusF irst);
set (N∗ ←− N∗ − DeptoCusF irst);

until (N∗ = {});
do //* Local search phase *//

set (NList:={shift(1, 0),shift(2, 0),k − shift});
choose (a random move ∈ NList);
find (the best neighbourhood of current solution );

if (Obj(best neigh.sol.) < Obj(current sol .))
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set (current sol:=best neigh.sol .);

endif

while (# of iters.without improve.in obj.func. < |N ′|);
for i=1 to m //* Routing phase *//

set (N ←− I,B ←− {k∗}, m:=1);

build (1 HVRPSPD for the ith tour);

solve (model for the 1HVRPSPD );

set (the new order of customers in the tour);

next

report (the solution and its objective function );

end.

4 Computational Results

In order to investigate the performance of MatH-LS, the results of the algorithm
are compared with the upper bounds obtained by the MIP formulation on a
set of test instances. Since there does not exist any benchmark problems for
HVRPSPD, two problem sets for the HVRP are used to generate HVRPSPD
test instances. The first HVRP test set was derived by Taillard [7] from the
VRP test problems of Golden et al. [4]. This set includes 4 instances with 50
customers, 2 instances with 75 customers and 2 instances with 100 customers.
The second HVRP test set was derived by Liu and Shen [27] from the Solomons
[28] VRP test problems. This set consists of 18 instances with 100 customers.
A HVRPSPD test instances can be easily obtained from a HVRP instance by
using a demand separation approach.

In this study, we utilize two demand separation approaches to generate the
delivery and pickup demands of customers in each HVRPSPD test instance. The
first strategy was proposed by Salhi and Nagy [29]. In the first approach a ratio
ri = min {xi/yi, yi/xi} is calculated and the original demands were split into
the pickup and delivery demands according to this ratio. For example, let qi be
the original demand of the customer i. Then the delivery demand is di = riqi
and the pickup demand pi = (1−ri)qi. We call this type of problems as Type X.
Similarly, another problem type that is briefly referred to as Type Y is obtained
by shifting each demand of the customer to the next one’s demand. In this study,
we also proposed another demand separation approach. This approach splits the
original demands into the pickup and delivery demands according to the Golden
Ratio. In mathematics two quantities are in the Golden Ratio if the ratio of the
sum of the quantities to the larger quantity is equal to the ratio of the larger
quantity to the smaller one. For instance when we divide a line segment |AB|
into two parts according to the Golden Ratio, this segment should be divided by
a point of C such that the ratio of the bigger part |CB| to the smaller part |AC|
is equal to the ratio of the whole line segment |AB| to the bigger part |CB|;
i.e. |CB|/|AC| = |AB|/|CB| = ϕ. ϕ is an irrational number like π or e and it
is equal to 1 +

√
5/2 in fractional and is equal to 1.6180339887... in decimal as

well. According to these definitions, the original demand qi of the customer i is
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split in to the pickup and delivery demands as di = �2qi/(1 +
√

5)�, pi = qi − di
in case i is odd and as pi = �2qi/(1 +

√
5)�, di = qi − pi in case i is even. We

call this type of problems as Type W and similarly Type Z of problems are
generated with shifting each demand of the customer to the next customer as
it is explained previously. As a result, 520 (5× 4× 26) small and medium-sized
instances are generated by using the first 20, 25, 30, 35 and 40 customers of the
problems in each problem set which are generated by using 26 (8+18) original
HVRP test problems and 4 different separation procedures (X, Y, W, and Z).

The OPL language and CPLEX 12.6 solver engine are used in coding and
solving the MIP formulations, respectively. The proposed MatH-LS algorithm
interacting with the CPLEX Concert Technology is coded in C++ programming
language in Visual Studio 2010 compiler and all experiments are performed on a
computer with Intel Core i5 750 CPU @2,67 @2,67 GHz processor and 2 GB RAM.

The valid inequalities (20), (21), (22) and (24) are adapted for the MABF to
strengthen the MABF and used to be able to solve as big sub-problem as possible.
Based on our preliminary experiments, we take the cardinality of sub-problem
σ = 10 and keep the first β = 1 nodes visited just after the node(s) in {0}∪D at
each iteration. Each test instance is run 5 times by the proposed algorithm with
different random seeds and the computation time of MIP formulation is limited
with 2 CPU hours.

In the comparison of MatH-LS and the ABF, following performance measures
are used: percentage gap and computation time. The percentage gap is calcu-
lated as 100−[(UB−LB)/LB] where LB is the LP relaxation bound of the ABF
obtained within two hours and UB is the optimal/best solution obtained by the
ABF within two hours / the proposed MatH-LS. Table 1 presents the computa-
tional results for the MatH-LS and the ABF on HVRPSPD instances obtained
by using two demand separation approaches. In the table, the first two columns
show the number of customers in a HVRPSPD instance and the demand sep-
aration strategy, respectively. Subsequent five columns show the average value
of percentage gap, the minimum percentage gap, the maximum percentage gap,
the number of problems solved optimally and the average computation time with
the MatH-LS, respectively. Finally, the last four columns stand for the average
percentage gap of upper bound obtained by ABF, the minimum percentage gap,
the maximum percentage gap and the average computation time of ABF. As
seen from the Table 1, the proposed algorithm obtains good quality solutions
within a very short computational time. The average computation time of the
MatH-LS is 48.57 s while the ABF needs 5700 s on average to solve HVRPSPD
instances. The average computation time of the MatH-LS changes between 12.33
and 138.17 s. The average percentage gap of the MatH-LS is 22.81%, while this
value is 116.68% for the MIP formulation. The performance of the ABF quickly
degenerates for the instances bigger than 30 customers. The MatH-LS algorithm
optimally solves the 78 of 198 instances, which are optimally solved by MIP
formulation. Also, it improves upper bounds obtained by MIP formulation for
242 instances. These results show that the MatH-LS is superior to the MIP
formulation.
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Table 1. Computational results of the proposed MatH-LS algorithm

n Type MatH-LS ABF

Gap(%) Opt Cpu(s.) Gap(%) Cpu(s.)

Avg. Min. Max. Avg. Min. Max.

20 X 5.38 0.00 27.58 8 16.53 0.28 0.00 3.74 1449.59

Y 5.49 0.00 21.67 7 13.60 0.28 0.00 5.02 1450.67

W 4.38 0.00 18.67 12 13.24 0.38 0.00 9.76 749.21

Z 5.23 0.00 19.45 11 12.33 0.37 0.00 5.79 1203.81

Avg (Sum) 5.12 0.00 21.84 (38) 13.93 0.33 0.00 6.08 1213.32

25 X 9.35 0.00 29.85 5 18.48 8.70 0.00 167.45 4018.89

Y 8.87 0.00 27.90 7 17.52 7.63 0.00 159.98 3719.02

W 7.21 0.00 32.39 7 16.74 5.98 0.00 104.33 3049.56

Z 9.69 0.00 30.31 7 15.25 7.64 0.00 148.72 3358.76

Avg (Sum) 8.78 0.00 30.11 (26) 17.00 7.49 0.00 145.12 3536.56

30 X 13.06 0.00 36.22 1 21.95 13.39 0.00 76.44 6529.80

Y 12.95 0.00 37.77 2 28.12 23.84 0.00 135.80 5945.95

W 11.11 0.00 28.50 5 22.58 30.33 0.00 267.74 5398.19

Z 11.56 0.00 41.41 4 18.93 28.03 0.00 267.79 5858.95

Avg (Sum) 12.17 0.00 35.97 (12) 22.89 23.90 0.00 186.94 5933.22

35 X 26.08 0.06 193.74 1 32.78 35.27 0.00 261.75 7076.00

Y 16.14 1.12 41.21 0 31.31 37.78 0.00 259.06 7167.35

W 14.92 0.19 34.35 0 25.42 26.74 0.00 258.78 5721.41

Z 13.69 0.00 35.03 1 26.26 43.00 0.00 259.24 6727.05

Avg (Sum) 17.71 0.34 76.08 (2) 28.94 35.70 0.00 259.71 6672.95

40 X 27.66 1.27 184.91 0 41.16 50.27 4.13 404.00 7203.54

Y 19.28 1.49 50.42 0 46.15 48.84 1.34 417.09 7202.97

W 15.68 1.23 33.49 0 28.66 44.95 0.00 244.86 6683.07

Z 11.87 0.52 33.30 0 28.79 42.65 0.00 395.48 5981.91

Avg (Sum) 18.62 1.13 75.53 (0) 36.19 46.67 1.37 365.36 6767.87

50 X 16.12 5.49 21.00 0 42.90 54.41 17.24 147.34 7203.89

Y 18.06 5.51 29.12 0 109.39 63.47 6.47 156.65 7202.92

W 18.82 5.68 24.95 0 83.16 58.68 15.89 156.50 7202.10

Z 18.31 6.77 27.69 0 62.63 59.97 20.45 148.29 7204.40

Avg (Sum) 17.83 5.86 25.69 (0) 74.52 59.13 15.01 152.20 7203.33

75 X 36.52 34.59 38.45 0 125.75 400.00a 400.00a 400.00a 7200.00

Y 35.67 35.23 36.11 0 138.17 400.00a 400.00a 400.00a 7200.00

W 33.22 33.02 33.42 0 107.77 400.00a 400.00a 400.00a 7200.00

Z 35.35 32.14 38.55 0 76.05 250.72 101.44 400.00a 7200.03

Avg (Sum) 35.19 33.74 36.63 (0) 111.94 362.68 325.36 400.00a 7200.01

100 X 84.35 10.21 316.36 0 91.12 400.00a 400.00a 400.00a 7200.00

Y 50.12 14.37 125.41 0 95.21 389.13 182.66 400.00a 7200.07

W 63.05 12.21 267.92 0 70.62 412.24 97.33 772.16 7200.04

Z 70.63 10.73 351.02 0 75.60 388.77 175.36 400.00a 7200.01

Avg (Sum) 67.04 11.88 265.18 (0) 83.14 397.54 213.84 493.04 7200.03

Avg (Sum) 22.81 6.62 70.88 (78) 48.57 116.68 69.45 251.06 5715.91
aThis is intentionally given since no UB can be obtained in any instance.
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5 Conclusion

In this study, we consider the heterogeneous vehicle routing problem with simul-
taneous pickup and delivery, HVRPSPD. We propose an arc based MIP formu-
lation and a hybrid mat-heuristic approach to solve the problem. The proposed
approach, which constitutes three phases, is based on the MIP formulation and
the LS, called MatH-LS. In the MatH-LS, the model based part is used as a con-
structive structure especially in the clustering phase. The LS part is intended to
improve the solution, which is obtained by the model based part, just before the
routing phase. With the model based part in the MatH-LS it is easy to construct
a feasible solution in terms of the heterogeneous vehicle capacity restrictions
without implementing additional feasibility check and repair procedures/mech-
anisms. We analyse the performance of proposed algorithm in comparison with
the MIP formulation on a set of instances adapted from the literature. Com-
putational results indicate that the good quality solutions (23% in average)
are obtained in a reasonable computation time (approximately 49 s). Because
of the strict page limitation it is not possible to put further detailed compu-
tational results especially in comparison with some other solution approaches.
Nevertheless, previous experimentations show that when the simple constructive
heuristics used instead of the model based part, the solution quality becomes
41% in average with the use of Nearest Neighbour Algorithm. Further more, the
proposed algorithm can be used to obtain an initial solution for any exact algo-
rithm (i.e. branch and bound, branch and cut, column generation) to shorten
the optimization process of exact algorithm.
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toplamalı araç rotalama problemleri: Matematiksel model. Int. J. Research Dev.
3(1), 19–27 (2011)

15. Dethloff, J.: Vehicle routing and reverse logistics: the vehicle routing problem with
simultaneous delivery and pick-up. OR-Spektrum 23(1), 79–96 (2001)

16. Ŕıos-Mercado, R.Z., López-Pérez, J.F., Castrillón-Escobar, A.: A GRASP for a
multi-depot multi-commodity pickup and delivery problem with time windows and
heterogeneous fleet in the bottled beverage industry. In: Pacino, D., Voß, S., Jensen,
R.M. (eds.) ICCL 2013. LNCS, vol. 8197, pp. 143–157. Springer, Heidelberg (2013)
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Abstract. A method is proposed to generate multi-objective optimiza-
tion problem instances from a corresponding single-objective instance.
The user of the method can specify the correlations between the gen-
erated the objectives. Different from existing instance generation meth-
ods the new method allows to keep certain properties of the original
single-objective instance. In particular, we consider optimization prob-
lems where the objective is defined by a matrix, e.g., a distance matrix
for the Traveling Salesperson problem (TSP) or a flow matrix for the
Quadratic Assignment problem. It is shown that the method creates
new distance matrices with specific correlations between each other and
also have the same average distance and variance of distances as the dis-
tance matrix of the original instance. This property is important, e.g.,
when the influence of correlations between the objectives on the behav-
ior of metaheuristics for the multi-objective TSP are investigated. Some
properties of the new method are shown theoretically. In an empirical
analysis the new method is compared with instance generation methods
from the literature.

Keywords: Multi-objective optimization · Problem instance genera-
tion · Traveling salesperson problem

1 Introduction

The empirical analysis of a metaheuristic or other types of algorithms for an
optimization problem is usually done on a set of (benchmark) test instances.
These have various property values to study how their properties influence the
optimization behavior. Considering the Traveling Salesperson Problem (TSP)
an increased standard deviation of the distances between the cities of a TSP
instance increases its difficulty for Ant Colony Optimization (ACO) [22].
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Other relevant properties that might influence the difficulty of a TSP instance
for an optimization algorithm are the distribution of the distances between the
cities, if the cities occur clustered or not, and the size of the convex hull of the
cities [16]. The state of such properties might also influence the best choice of
parameter values for a metaheuristic (e.g. shown in [19] for ACO).

For applications it is important to have real world test instances or at least
test instances that reflect the properties of real world instances. However, for
many optimization problems only a relatively small number of real world test
instances is available. In those cases it is difficult to find real world instances with
specific and varying properties and a method for generating problem instances
with such properties and similarities to given real world instances is helpful.

In this paper such a problem instance generation method for multi-objective
optimization problems (MOOPs) is proposed. An important and characteristic
property of MOOPs is if and how the objectives are correlated. Many real world
MOOP instances have inter-dependencies between their objectives that influence
the characteristics of their fitness landscape [25]. It was shown that correlations
between the objectives can influence the correlation between the Pareto optimal
solutions [13]. In general, it holds that objectives which are not positively corre-
lated lead to a diverse and large set of Pareto optimal solutions [9]. In contrast,
positively correlated objectives decrease the number of Pareto optimal solutions,
e.g. for NK-landscapes [23].

It has been demonstrated for various MOOPs that the correlations between
objectives can influence the performance of optimization algorithms. If some
objectives have a strong positive correlation, a dimensionality reduction can
have positive effects on the performance of a metaheuristic [1,5]. To this end,
groups of positively correlated objectives can often be aggregated into a single
objective [18]. Several studies have demonstrated the influence of the correlation
between objectives on the performance of metaheuristics, e.g. [4]. A co-influence
of the correlation between objectives, the dimension of the objective space, and
the degree of non-linearity on the size of the Pareto set was shown in [24].

Often, a multi-objective problem is an extension of a corresponding single-
objective problem. One example is the multi-objective TSP (MO-TSP) which is
to find a round trip through n given cities that minimizes the traveled distance
with respect to multiple n × n distance matrices. For the MO-TSP it has been
demonstrated that correlated objectives influence the optimization behavior of
population based ACO (P-ACO) algorithms [17]. Another example is the multi-
objective 0/1 Knapsack problem which is to find an assignment of a subset of
n items to k knapsacks, where each knapsack has a weight capacity limit and
the items have knapsack specific weights and profits that are defined by n × k
matrices, such that the total profit is maximized and the weights in the knap-
sacks satisfy the capacity constraints. The influence of correlated objectives on
evolutionary multi-objective algorithms for this problem has been investigated
in [6–8]. The performance of MOEA/D is severely degraded by an increase in the
number of objectives when they are strongly correlated [7]. Algorithms NSGA-II
and SPEA2, on the other hand, perform well on multi-objective problems with
strongly correlated objectives [6]. Also, the search behavior of the hypervolume-
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based SMS-EMOA algorithm is biased toward the region of the Pareto front
for duplicated (i.e. strongly correlated) objectives [8]. The last example is the
Quadratic Assignment Problem (QAP) where given are n facilities, n locations,
a flow matrix F = [fij ] where fij is the flow from facility i to j, and a dis-
tance matrix D = [dij ] where dij is the distance between locations i and j. The
problem is to find an assignment π of the facilities to the locations such that∑

i,j∈[1:n] fijdπ(i)π(j) is minimized. The multi-objective QAP considers multi-
ple flows, where each flow defines one objective. It was shown in [20] that the
performance of local search operators (which are a central component of many
metaheuristic algorithms) for the multi-objective QAP are strongly influenced
by the strength of the correlation between the objectives. ACO algorithms for
multi-objective QAPs perform better with ‘less aggressive’ search strategies (e.g.
with iteration-best pheromone update instead of best-so-far pheromone update)
when the objectives have a strong positive correlation [14]. On instances with
weak or negative correlation between the objectives this does not hold.

As shown by the above examples, various combinatorial MOOP instances
are defined mainly by a set of matrices where each objective is represented by
one matrix. In the examples there is one distance matrix for each objective
of the multi-objective TSP, one flow matrix for each objective of the multi-
objective QAP, and one profit matrix for each objective of the multi-objective
0/1 Knapsack problem. In all these cases, the values of the objective functions
depend directly on the values of the matrix. Moreover, correlations between the
matrices result in a correlation between the respective objectives.

The discussion shows that it would be very helpful for analyzing the opti-
mization behavior of metaheuristics for MOOPs to have the following type of
methods for generating MOOP instances. Starting from a given real world single-
objective problem instance a method generates new MOOP instances such that:

1. the correlation between the objectives of a MOOP instance can be controlled
by the user and

2. some important properties of the single-objective problem instance also hold
for a newly generated MOOP instances.

In this paper such an instance generationmethod forMOOPswhere each objec-
tive is defined by a matrix is presented. In particular, the method generates new
matrices fromagivenmatrix such that the following twoproperties hold: (i) the cor-
relation between the generated matrices (and the given matrix) can be controlled
by the user and (ii) the mean value and the variance of the values of each generated
matrix are equal to the corresponding values for the given matrix. Thus, the pre-
sented instance generation method is suitable to generate correlated cost matrices
for different MOOPs. The new method improves a method that we have presented
in [17] which can generate correlated matrices from a given matrix such that prop-
erty (i) is guaranteed (to a certain extend) whereas property (ii) does not hold.

In the following section related work is described. Our new instance genera-
tion method and its properties are described in Sect. 3. Experimental results for
the new instance generation method when applied to the TSP are presented in
Sect. 4. Conclusions are given in Sect. 5.
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2 Related Work

Two common approaches to generate instances of combinatorial MOOPs are to
generate (usually uniformly distributed) random cost matrices (e.g. [10]) and
to combine single-objective test instances of the same size (as done, e.g. in [9]
by combining instances of the TSPLIB [21]). The latter approach creates test
instances with a potentially larger practical relevance, but the number of gener-
atable instances is very limited. Both approaches are certainly a useful practice
but do not allow to control the correlation between the objectives. The creation
of correlated objective functions by using different linear combinations of two
random single objective functions using two parameters α, β ∈ (−1, 1) has been
suggested in [7,8] and applied to the multi-objective 0/1 Knapsack problem.
The practical relevance of this approach is limited due to the use of strict linear
(cor)relations. Related problems also occur in multi objectivization approaches
which try to avoid local optima by adding objectives to single objective problems
such that the global optimum is not affected. Typically subproblems are used
as additional objectives, e.g. [11] suggested to use the length of a sub-tour as
second objective for the TSP. Also for MOOPs subproblems could define large
sets of objectives, but the correlation can not be controlled easily.

The first problem instance generator for MOOPs with correlated objectives
was proposed for the multi-objective QAP with k flow matrices that define the
different objectives [2,13]. Entries of the flow matrices are defined by a (expo-
nential) function of a random variable. For the first matrix a uniformly random
variable X is used and for jth matrix, j ∈ [2 : k], some entries are generated
using a random variable Xj that is correlated with X and the remaining with
an independent random variable X ′

j . The correlation and the random fraction of
the matrix is set with parameters. Several authors have used the QAP generator
to study the influence of correlation – mostly for bi-objective problems – on the
optimization behavior of metaheuristics and local search operators [4,14,20].

The generation of instances of the multi-objective TSP with correlated objec-
tives was covered by [12]. For each pair of cities (i, j) k distance values dh(i, j),
h ∈ [2 : k] were created with

dh(i, j) = α · dh−1(i, j) + (1 − α) · rand (1)

where the values d1(i, j) are chosen uniformly at random from [0, 1], α ∈ [−1, 1]
is a “correlation parameter”, and rand is a uniform random number from [0, 1].
Let us observe here, that (1) has the following potential problems: (i) since the
distance values can become > 1 for α < 0 even for distance values from [0, 1] for
the original matrix it might lead to an uneven influence of different objectives
on the behavior of metaheuristics, (ii) the distance values are randomized to a
different extent for α and −α.

All methods mentioned above generate problem instances that have an inho-
mogeneous correlation structure, i.e. different strengths of pairwise correlations
occur between the objectives. In the method of [2,13] each of the objectives
2 to k has a defined (possibly identical) correlation with the first objective.
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But the correlation between pairs of the objectives 2 to k might be different.
In the method from [12] each objective h, h ∈ [2 : k] has a defined correlation
with objective h− 1. But there are many different pairwise correlations between
objectives i and j with |i−j| ≥ 2. Also, for each of the problem instances created
by the methods of [7] different pairwise correlations occur.

A simple method to create multi-objective TSP test instances with a homoge-
neous correlation structure was presented in [17]. The method solves some of the
possible disadvantages of [12] by using the following equation that differentiates
between the cases of positive and negative correlation:

dh(i, j) =
{

α · d(i, j) +(1 − α ) · rand for 0 ≤ α ≤ 1
|α| · (1 − d(i, j)) +(1 − |α|) · rand for − 1 ≤ α < 0.

(2)

The authors suggested to use normalized real world instances for the original
matrix, e.g. from the TSPLIB. The homogeneity is achieved by creating all k
objectives on the same original distance matrix which is then discarded. It was
shown that the Pearson correlation coefficient of the pairs of matrices depends
on the parameter α and the variance of the original distance matrix.

A method to design MOOP instances where the correlation between the
objectives is defined by a correlation matrix has been presented in [23]. In par-
ticular, NK-landscapes have been investigated, but according to [23] the method
can also be applied more generally to other MOOPs. For their empirical inves-
tigations the same correlation strength was used for each pair of objectives.

A topic that is related to the generation of MOOP instances is the generation
of test instances for dynamic optimization problems. These problems are often
single-objective problems, but the objective function changes over time. Here
it is interesting to study how the strength of the modification of the objective
function, e.g. measured by the correlation between the new function and the old
function, influences the optimization behavior of metaheuristics. For the dynamic
TSP it has been suggested to create the dynamics by renaming a subset of the
cities [15]. The size of the renamed subset influences the extent of the change.

3 Method

In the following we present our method to generate a multi-objective TSP
instance from a given distance matrix such that the generated distance matrices
are expected to (i) correlated to each other (and to the original matrix) in a
user defined way and (ii) have the similar statistical properties as the original
matrix, in particular, they have the same expected mean value and variance.

From now, we consider only distance matrices D = (dij) that are symmetric,
i.e. dij = dji and where all diagonal values are zero, i.e. dii = 0, for i, j ∈ [1 : n]. Let
D be such a distance matrix. Then, d̄ = 2/(n2−n)

∑
i<j dij is the mean value of all

elements in the upper triangular submatrix and s2 = 2/(n2−n−1)
∑

i�=j(dij −d̄)2

is the sample variance of all elements in the upper triangular submatrix.
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The instance generation method uses matrix D to create k symmetric dis-
tance matrices D1, . . . , Dk that define the k objectives of a multi-objective TSP
instance. Using the parameters q ∈ [1 : k] and α ∈ [0, 1] to determine the cor-
relation structure the method creates a set of distance matrices {D1, . . . , Dk}
such that each matrix Di with i ∈ [1 : q] is positively correlated with D and
each matrix in Di with i ∈ [q + 1 : k] is negatively correlated with D. For
D+ ∈ {D1, . . . , Dq} or D− ∈ {Dq+1, . . . , Dk} the method works as follows:

Step 1: Two random symmetric distance matrices R1 and R2 are created by
randomly sampling with uniform probability and with replacement from
the elements within D. In order to create a symmetric matrix with
all diagonal values being zero only values in the corresponding upper
triangular matrices are considered and the values in the other half are
set accordingly.

Step 2: Matrix D+ (respectively D−) is created by:

D+ = α D + (1 − α)R1 +
√

2α(1 − α)(R2 − d) (3)

D− = α(2d − D) + (1 − α)R1 +
√

2α(1 − α)(R2 − d). (4)

Note that different randomized matrices R1, R2 need to be used for each Di,
i ∈ [1 : k].

Similar to the methods proposed in [12,17], see also (1) and (2), the first (resp.
second) summand in (3) and (4) represent the non-random influence (resp. the
random influence) which is controlled by α. The main differences are (i) that the
random influence by R1 is realized via sampling from D (which has the effect
that the mean is preserved) and (ii) that a third summand is added (which has
the effect that the variance is preserved). Furthermore, the mean d̄ of D is used
for determining the influencing of the non-random component in (4).

Observe, that the newly generated matrices can contain negative distance
values. Therefore, we propose to add the absolute value of the smallest negative
value that is contained in the generated matrices (let this value be dmin) to
all (nondiagonal) values in all distance matrices. Adding dmin does not change
the correlation and variance and it increases the mean value for all matrices by
exactly dmin. Hence after such an operation, all matrices are still expected to
share the same variance and mean value. In case zero values are undesired a
larger constant value can be added, e.g. the sum dmin and the minimum of the
original matrix which would yield a matrix with the same minimum.

For the following theoretical results we specify the method in terms of ran-
dom variables. Analogous to the creation of the matrices a set of random variables
{X1, . . . , Xk} can be created such that each X+ ∈ {X1, . . . , Xq} is positively cor-
related with X and each X− ∈ {Xq+1, . . . , Xk} is negatively correlated with X.
For a given random variable X and independent random variables Z1, Z2 that have
the same distribution as X we define

X+ = α X + (1 − α)Z1 +
√

2α(1 − α)(Z2 − E[X]) (5)

X− = α(2E[X] − X) + (1 − α)Z1 +
√

2α(1 − α)(Z2 − E[X]). (6)
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The relation to our method is as follows. The distance values in the upper tri-
angular submatrix of D can be considered to represent the distribution of a
random variable X with E[X] = d̄ and V [X] = s2. By sampling R1 and R2

from D with replacement the corresponding random variables Z1, Z2 are inde-
pendent to X and from the same distribution as X. Correlation between two
random variables X and Y is measured in this paper by the correlation coeffi-
cient ρ(X,Y ) = σ(X,Y )/

√
V [X]V [Y ] where σ(X,Y ) = E[XY ] − E[X]E[Y ] is

the covariance. The following theorem shows how X+ and X− are related to X.

Theorem 1. For random variables X+ and X− as given in (5) and (6), respec-
tively, it holds that: (i) E[X] = E[X+] = E[X−], (ii) V [X] = V [X+] = V [X−],
and (iii) ρ(X+,X) = α and ρ(X−,X) = −α.

Proof. By definition E[Zi] = E[X] and V [Zi] = V [X], i ∈ {1, 2}. Due to space
limitations the proof is shown only for ρ(X+,X). For ease of readability set
β :=

√
2α(1 − α). Since Z1, Z2, and X are independent random variables it

holds that

ρ(X,X−) =
E[XX−] − E[X]E[X−]√

V [X]V [X−]
=

E[XX−] − E[X]2

E[X2] − E[X]2

=
E [X (α(2E[X] − X) + (1 − α)Z1 + β(Z2 − E[X]))] − E[X]2

X2 − E[X]2

=
α(2E[X]2 − E[X2]) + (1 − α)E[X]2 − E[X]2

E[X2] − E[X]2
= −α.

The theorem shows that the generated distance matrices are expected to
(i) maintain basic characteristics (mean and variance) of a specific initial single
objective benchmark instance and (ii) have all the same strength of correla-
tion (potentially with different sign) to the given matrix. Mean and variance
of a distance matrix are certainly not the only properties that characterize a
TSP instance, however, they are basic properties that are well defined, easily
computable, and (potentially) have a strong influence on the behavior of opti-
mization algorithms. The correlation between the generated matrices is covered
by the following theorem.

Theorem 2. For random variables X+, Y + and X−, Y − that are gener-
ated according to (5) and (6), respectively, it holds that: (i) ρ(X+, Y +) =
ρ(X−, Y −) = α2 and (ii) ρ(X+,X−) = ρ(X−,X+) = −α2.

Proof. Note, that for each random variable different random variables Zi, i ∈
N

+ are used. These do not appear explicitly in the proof since E[Zi] = E[X].
Because E[Zi−E[X]] = 0 we omit all terms involving the last summands of (5) and
(6), respectively. For readability we abbreviate 2E[X] − X with X̂. Due to space
limitations cases ρ(X+, Y +) and ρ(X+, Y +) are omitted. The following holds
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ρ(X+, X−) =
E[X+X−] − E[X+]E[X−]

√
V [X+]V [X−]

=
E[X+X−] − E[X]2

E[X2] − E[X]2

=
α2E[XX̂] + α(1 − α)E[X](E[X] + E[X̂]) + (1 − α)2E[X]2 − E[X]2

E[X2] − E[X]2

=
α2(2E[X]2 − E[X2]) + 2α(1 − α)E[X]2 + (1 − α)2E[X]2 − E[X]2

E[X2] − E[X]2

=
α2(E[X]2 − E[X2])

E[X2] − E[X]2
= −α2.

The theorem shows that for the partition {X1, . . . , Xq} and {Xq+1, . . . , Xk}
it holds that two random variables from the same set are positively correlated and
two random variables from different sets are negatively correlated. By choosing
q = k the special case of homogeneous correlations, which was advocated in [17],
is covered. Clearly, also the iterated application of the procedure as suggested
in [12] is possible. The corresponding correlations are as follows.

Theorem 3. Let X+0 := X and X+i be the result of applying (5) on X+i−1.
Then ρ(X,X+i) = αi holds.

Proof. Theorem 1 implies E[X+i] = E[X] and V [X+i] = V [X]. We set γi =
(1 − α)Z2i−1 +

√
2α(1 − α)(Z2i − E[X]). Then

ρ(X,Xi) =
E[XXi] − E[X]E[Xi]√

V [X]V [Xi]
=

E[XXi] − E[X]2

E[X2] − E[X]2

=
E [X (α(. . . α(αX + γi) + γi−1) . . . + γ1)] − E[X]2

E[X2] − E[X]2

=
E

[
X(αiX +

∑i
k=1 αk−1γk)

]
− E[X]2

E[X2] − E[X]2

=
αiE[X2] + E[X

∑i
k=1 αk−1γk] − E[X]2

E[X2] − E[X]2

=
αiE[X2] +

∑i
k=1 αk−1E[Xγk] − E[X]2

E[X2] − E[X]2

=
αiE[X2] +

∑i
k=1 αk−1(1 − α)E[XZ2k−1] − E[X]2

E[X2] − E[X]2

=
αiE[X2] + (1 − αi)E[X]2 − E[X]2

E[X2] − E[X]2

=
αiE[X2] − αiE[X]2

E[X2] − E[X]2
= αi.

Theorem 3 also holds analogously if (6) is applied in some or all recursive steps
(instead of (5)), however, with a sign switch for each such step.
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Fig. 1. Violin plot and boxplot of the distance values of six TSPLIB instances (top
row) and of the distance matrices that are generated with the new method from these
instances with different α ∈ {0.1, 0.5, 0.9} using (3) and (4), the latter indicated by
negative values of α.

4 Empirical Analysis

To visualize and complement our theoretical results we performed a series of
experiments. For the experiments we used all 85 benchmark instances from the
TSPLIB that have at most 7400 cities. A more detailed analysis has been done
for the following six of these instances which have been chosen to represent
different types of distributions of the distance values that can be found within
the instances in the TSPLIB (see topmost row in Fig. 1):

(i) Instances gr202 and a280 represent a negatively skewed distance distribu-
tion. For gr202 the number of city pairs decreases almost linearly with an
increasing distances, whereas, for a280 this relation is more irregular.

(ii) Instance ch150 represents a distance distribution with a single peak that is
similar to a normal distribution (it is only slightly negatively skewed).

(iii) Instances pr152, tsp225, and pr264 represent distance distributions that
have more than one pronounced peak. Instance pr264 and pr152 have a
non-symmetric distribution with two, respectively three, peaks of different
height. Instance tsp225 has two peaks but is more symmetrical and the
peaks are less pronounced.
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Fig. 2. Distribution of relative mean value (top) and relative standard deviation (mid-
dle) of generated matrix with respect to the corresponding value of the original TSPLIB
instance over all 85 test instances; also shown is the distribution of the correlation
between the generated matrix with the original TSPLIB instance divided by α (bot-
tom for all 85 test instances; shown are the results for the new method; shown are the
values for positively (left column) and negatively (right column); α ∈ {0.1, 0.5, 0.9}.

Note that for the results that involve a comparison with the results of the meth-
ods of [12,17], i.e. (1) and (2), the distance matrices have been normalized.

The result of applying the instance generation method on the selected 85
TSPLIB instances is shown in Fig. 2. For each of the TSPLIB instances and
combinations of α ∈ {0.1, 0.5, 0.9} and q ∈ {0, 1} one new matrix was gener-
ated, i.e. k = 1. The shown distributions of the relative mean values and the
relative standard deviations shows that the generated matrices have (with small
random fluctuations) the same mean value and the same standard deviation as
the corresponding original TSPLIB instances. Note, that the scale of the hori-
zontal axis is logarithmic to base 2 such that 0 corresponds to the fact that the
values of the new matrix and the old matrix are equal. The figure also shows
that the correlation between the new matrix and the original TSPLIB matrix
equals α (with minor random influence). This confirms our theoretical results
for the mean, variance, and correlation.

Figure 3 shows the corresponding results when the method of [17], i.e. (2) is
applied. The results show a potential disadvantage of this method. The distribu-
tion of the distance values in the matrices that is generated with this method is
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Fig. 3. Distribution of relative mean value (top) and relative standard deviation (mid-
dle) relative correlation (bottom) for the 85 test instances from the TSPLIB; shown
are the results for the method of [12]; see caption of Fig. 2.

very different compared to the distribution of the values of the original matrices.
Their mean values for smaller α approach 0.5 which is the expected value of the
random part from (2). Thus, the lower the correlation parameter α is set, the
higher the similarity of the resulting distribution to a uniform distribution from
0 to 1. Since most TSPLIB instances have a normalized mean below 0.5 this
behavior results in an increase of the mean value for positive correlations and a
decrease for negative correlations.

Equation (2) has a notable influence on the standard deviation of the dis-
tances in the generated matrices which depends on the values chosen for α. The
standard deviation is on average lower for α ∈ {0.5, 0.9} and higher for α = 0.1
compared to the original TSPLIB matrix. Moreover, the resulting correlations
are virtually never equal to α and they vary strongly, in particular for smaller α.
This has been predicted by [17] where it was shown that the observed correlation
depends on the variance of the original TSPLIB instance.

As shown, our instance generation method is able to maintain the mean value
and variance of the distance distribution of the original matrix. But clearly, other
statistical measures might not be preserved by the method. For instance, the
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Fig. 4. Correlation ρ(i, j) between all pairs of rows i and j of six TSPLIB distance
matrices ; black: ρ = 1, white: ρ = −1.

median value of the distance distribution might change in the newly generated
matrices. This is illustrated in the boxplots in Fig. 1 and can be seen in particular
for the asymmetrically clustered instance pr264. With correlation values closer
to zero, bulges in the distribution are flattened out. Obviously, this is an effect
of the increased random influence on the values in the newly generated matrices.
Note, that our instance generation method produces negative distance values,
particularly for negative correlations. Since negative distance or cost values could
be unrealistic (or impossible) in some application we suggest to deal with them
in such cases by a post processing step as described in Sect. 3.

In the following we consider the correlations between the different rows of
the distance matrix. More exactly, for an n×n matrix M = [mij ] the correlation
between rows i and j - denoted by ρ(i, j) - is computed over all pairs of values
(mih,mjh) for all h ∈ [1 : n]\{i, j}. Note, that the values in row i of the distance
matrix are the distances from city i to all other cities. Hence, for a Euclidean TSP
instance two cities which are very close to each other have similar distances to all
other cities and thus have a high positive correlation between their corresponding
rows in the distance matrix. Figure 4 shows the correlations ρ(i, j) for all pairs
of rows i and j for each of the six test matrices. Off course, care has to be taken
when interpreting the figure because a renumbering of the cities would lead to a
reordering of the rows and columns. However, the different characteristics of the
six TSPLIB instances can be seen. Instances tsp225, pr264, and pr152 show a
clustering of the cities into two (tsp225, pr264) or three (pr152) clusters. Instance
gr202 (and to a much lesser extend also instance a280) shows a gradient away
from the antidiagonal from positive to negative correlations. Only instance ch150
does not show a clear structure within the correlation plot.
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Fig. 5. Correlation ρ(i, j) for all pairs of rows i and j: gr202 (left) and matrices gener-
ated from gr202 (middle: α = 0.9, right: α = 0.7); black: ρ = 1, white: ρ = −1.

Fig. 6. Distribution of correlations ρ(i, j) between each two rows i and j of matrices
generated with α ∈ {0.2, 0.4, 0.6, 0.8, 1.0} for six instances of the TSPLIB; α = 1.0
corresponds to the original TSPLIB instance.

In Fig. 5 the correlations between rows in the original TSPLIB matrix and
the matrices generated with α ∈ {0.7, 0.9} are shown for gr202. Only results
for positively correlated matrices are shown because the results for negative
correlation are similar. The general structure of the original matrix is still visible
in the generated matrices. Clearly, the random influence introduces considerable
noise and reduces the correlation between the rows. This effect is stronger for
smaller α.

Indeed, in Fig. 6 it can be seen that the row correlations approach zero for
increased random influence, i.e. smaller α. For 0 < α < 1 the distribution of the
row correlations is a mixture of the original TSPLIB instance distribution and
the distribution of correlation coefficients of a random sample with correlation
zero. The latter distribution was described by Fisher in [3].

Our instance generation method can also provide problem instances where the
objectives exhibit different correlations. This can be achieved, for example, by a
recursive application of the method. Clearly, each recursive application decreases
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Fig. 7. Mean value and standard deviation (SD) of the distance matrices generated by
up to 30 recursive applications of (1), (2), (3) and (4), start matrix is the normalized
distance matrix of TSPLIB instance ch150; α ∈ {0.5, 0.9}; left: positive correlation;
right: negative correlation

the correlation to the original matrix. Other instance generation methods also pro-
vide such an option [12,17]. However, a potential disadvantage of these methods is
that they change the mean and standard deviation of the generated matrices and
therefore important characteristics of the corresponding optimization problems.
This effect becomes stronger the more iterations are applied, such that the derived
matrices are very different from the original benchmark matrices. This is shown in
Fig. 7 where all three methods (i.e. the method from [12] using (1), the method
from [17] using (2), and the newly proposed method using (3) and (4)) are com-
pared. It can be seen that for the methods from [12,17] the mean value approaches
0.5 and either increases the standard deviation vastly [12] or reduces it [17]. When
we compare the results for positive and negative correlations the compared meth-
ods behave asymmetrically. In contrast our method maintains the mean value and
standard deviation of the original matrix for positively as well as for negatively for
correlated matrices (up to small random influences).

5 Conclusion

We have proposed a new method to generate multi-objective optimization prob-
lem instances from a corresponding single-objective instance. The method pro-
vides the option to choose specific correlations between the objectives, while
maintaining important characteristics of the original single-objective instance.
In particular, the proposed method can be applied to optimization problems
were the objective is defined by a matrix. Examples are the Traveling Salesper-
son problem (TSP) which uses a distance matrix and the Quadratic Assignment
problem which uses a flow matrix. It was shown that the new method provides
the option to choose specific correlations between the generated objectives, while
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maintaining the mean value and variance of the given single-objective problem
instance. This is not guaranteed by existing instance generation methods that
have been proposed in the literature. However, maintaining mean value and
variance can be important since these characteristics been shown to be of great
influence on the difficulty of TSP instances [22]. Our method was analyzed the-
oretically and it was experimentally compared for the TSP to other instance
generation methods from the literature.

It should be noted the application of the proposed instance generation
method to problems other than the TSP but where each objective is controlled by
a matrix, e.g. the QAP and the multi objective 0/1 Knapsack problem, requires
some minor problem specific modifications. For example, the independent gen-
eration of both triangular matrices for the flow matrices of the QAP and the
generation of all element of the profit matrices of the Knapsack problem.
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Abstract. Real-World problems usually consist of several different
small sub-problems interacting with each other. These interactions pro-
mote a relation of interdependence, where the quality of a solution to one
sub-problem influences the quality of another partial solution. The Trav-
eling Thief Problem (TTP) is a recent benchmark that results from the
combination of the Traveling Salesman Problem (TSP) and the Knap-
sack Problem (KP). Thus far, existing approaches solve the TTP by fix-
ing one of the components, usually the TSP, and then tackling the KP.
We follow in a different direction and propose an Evolutionary Algorithm
that addresses both sub-problems at the same time. Experimental results
show that solving the TTP as whole creates conditions for discovering
solutions with enhanced quality, and that fixing one of the components
might compromise the overall results.

Keywords: Evolutionary algorithms · Combinatorial problems · Trav-
eling thief problem

1 Introduction

Heuristic problem solving, e.g., based on Evolutionary Algorithms (EA), is a
successful approach for solving problems for which an analytical solution does
not exist, or, when it does, it is computationally intractable. To assess the perfor-
mance of heuristic-based EAs, researchers usually rely on benchmark problems
combined with a sound statistical analysis. Choosing good benchmarks is thus
critical, and, over time, discussing which ones should be used has gained rele-
vance in the EA community [13].

Many real world problems comprise a non-linear combination of several sub-
problems. The existing interactions between partial solutions impact the quality
of the global solution, thus complicating the task of optimization algorithms.
Unfortunately, benchmarks adopted by EA researchers tend to ignore this ques-
tion and the impact of non-linear interactions between problem components is
usually outside the discussion of algorithmic effectiveness. The Traveling Thief
Problem (TTP) is a recent benchmark [2] that considers the interdependence
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between two well known problems: the Traveling Salesman Problem (TSP) and
the Knapsack Problem (KP). The underlying idea behind the TTP is to maxi-
mize the profit of a thief that is traveling through a certain number cities stealing
items. The thief uses a knapsack with a limited capacity and pays a rent for it,
that depends on the time needed to visit all the cities. The interdependence of
the TTP emerges from the fact that the speed of the thief depends (non-linearly)
on the weight of the items picked so far.

There are a few heuristic approaches to tackle the TTP [3,5,11]. However,
most of them seek for solutions by fixing one of the components, while solving
the other. The typical approach is to initially set the shortest TSP route for the
cities comprising the problem and then solve the remaining KP component. By
doing this, a bias towards solutions with small tour lengths is clearly created.
Also, it is not guaranteed that the best solutions for the TTP can be found, as
large portions of the search space are ignored. The interactions between the two
sub-problems ensue that there is a tradeoff between the distance the thief travels
and the value that he is able to gather. Since the weights of the items affect the
speed of the thief, it is likely that the thief should sometimes slightly increase
the tour length, providing that is allows him to pick an heavy, but valuable, item
near the end of the tour.

In this paper we present an evolutionary unbiased approach for the TTP, that
seeks for complete solutions by simultaneously considering the two sub-problems
and the existing interdependence between them. In concrete we rely on an EA
where each individual has a tour and a packing plan (items that should be picked
at each city). The variation operators modify both components, and a packing
heuristic helps creating good packing plans for each individual. The performance
of the approach is tested in some TTP benchmarks instances proposed in [11].
Experimental results confirm that it is important to simultaneously take into
account both components of the problem.

The remainder of the paper is organized as follows: in Sect. 2 we describe the
TTP, whereas Sect. 3 reviews some recent approaches to solve the this problem.
Section 4 details our approach to the problem. In Sect. 5 we present and detail the
experimental results obtained. Finally, in Sect. 6 we gather the main conclusions
and point towards future work.

2 The Traveling Thief Problem

The TTP is a recent benchmark that was created to mimic the interdependence
between problems that occur in real-world applications [2]. It is defined as fol-
lows: consider a set of cities N = 1, ..., n and a set of items M = 1, ...,m, which
are distributed among the cities. The distance dij , with i, j ∈ N is known. Each
city i, except the first one, has a subset of items Mi = 1, ...,mi. Each item k
placed in the city i is described by its profit pik and weight wik. The thief departs
from the first city, visits each city exactly once, and returns to the starting point.
Any item may be collected at any city, as long as the total weight of the items
in the knapsack do not exceed its capacity W . Additionally the thief has to pay
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a rent R for the use of the knapsack for each time unit. When the thief does not
have any item in the knapsack it can travel at maximum speed, υmax, whilst
when the knapsack is full it travels at a minimum speed υmin. The goal is to find
a tour and a packing plan that results in the maximum profit for the thief. Let
yik be a binary variable that is 1 if the item k is picked at city i. The objective
function for a given tour Π = (x1, ...xn, x1), xi ∈ N and a given packing plan
P = (y21, ..., ynmi

) is:

Z(Π,P ) =
n∑

i=1

mi∑

k=1

pikyik − R ∗ (
dxnx1

υmax − νWxn

+
n−1∑

i=1

dxixi+1

υmax − νWxi

)

s.t.
n∑

i=1

mi∑

k=1

wikyik ≤ W

(1)

where ν = υmax−υmin

W , and Wxi is the total weight of collected items that the
thief has at city i. The first term of the equation represents the total profit of
all picked items, whilst the second term is the total cost of the thief’s trip.

Consider the example with 4 cities and corresponding distances depicted
in Fig. 1, which was adapted from [11]. Every city, with the exception of the
first one, has a set of available items that the thief might choose to pack. As
an example, city 2 was two items: I21 : {profit21 = 20, weight21 = 2} and
I22 : {profit22 = 30, weight22 = 3}. Specifying that the renting rate R = 1,
υmax = 1, υmin = 0.1, and that the maximum capacity of the of the sack is
W = 3 completely defines the instance.

A possible solution for this instances defines a tour Π : (1, 2, 4, 3, 1) and a
packing plan P : (I21 = 0, I22 = 0, I31 = 0, I32 = 1, I33 = 1, I41 = 0). In this
solution, the thief starts in city 1 and moves to cities 2 and 4 without any items.
It then moves to city 3, and, at this moment, the cost of the solution is 15
(5+6+4). In city 3, the thief picks up the items I32 and I33, which gives a total
profit of 80. When returning to city 1 to complete the tour, the knapsack has a
weight of 2, thus reducing the velocity of the thief, corresponding to a traveling
cost of 15. All in all, the final fitness value is Z(Π,P ) = 80 − 15 − 15 = 50.

3 Review of the Literature

The TTP problem is a benchmark to study the interdependence between dif-
ferent sub-problems and it was proposed by Bonyadi et al. in [2]. In concrete,
the TTP results from the combination of the TSP and KP. The authors propose
a method to create instances of the TTP, so that researchers can compare the
results of different approaches. Additionally, the work shows a simple experiment,
which studies how the two problems are connected. In concrete they created a
simple instance of the TTP, and separately solved the TSP and KP parts to
optimality. Then the best solutions found for each sub-problem are combined,
and it is shown that this combination does not correspond to the best solution
for the TTP.



An Evolutionary Approach to the Full Optimization 37

Fig. 1. Example of a TTP instance with 4 cities and 6 items. Adapted from [11]

Later, Polyakovskiy et al. in [11] proposes an ensemble of benchmark
instances and heuristic methods to tackle the TTP problem. Regarding the
instances, they considered the TSPLIB1 [12] dataset as a starting point. For
the KP part of the TTP they created several sets of items following the rec-
ommendations of [8]. To generate the TTP instances they considered different
combinations of the TSPLIB instances with the KP dataset2. Although the cre-
ation of a comprehensive dataset was the main goal of the work, it also suggests
some simple heuristics to solve the TTP problem. Although the heuristics con-
sider the two sub-problems independently. Firstly they solve the TSP problem
to obtain a good tour, disregarding the KP part of the problem. Once a good
tour is found, it is kept fixed for the remaining part of the optimization. Then
a local search algorithm is used to create a packing plan that achieves a good
objective value for the TTP. This work was extended by Faulkner et al. [5] and
a set of new heuristics were proposed. However the underlying idea is the same:
find a good solution for one of the components and then fix it. Although, fixing
one of the components of the TTP and neglecting the dependence that exist
between the two sub-problems, might prevent the discovery of best solution for
the problem.

The work of Mei et al. [9] focus on solving large TTP instances with low
resource consuming heuristics. They analyze the computational complexity of
several different algorithms, and propose a new two-stage local search procedure
to create packing plans. The main idea of the algorithm is to first prioritize the
insertion of items. Then, as more items are added they check how the addition
of a item worsen the thief’s speed. They compute some thresholds to decide
whether it is worth to add item or not. They incorporate the proposed heuristic
into a memetic algorithm, where several initial tour solutions are generated and
optimized by the Lin-Kerninghan heuristic (LK) [1]. The algorithm iteratively
combines the different solutions to create new packing plans. The approach was

1 http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/.
2 The TTP instances are available at:

http://cs.adelaide.edu.au/∼optlog/CEC2014COMP InstancesNew/.

http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/
http://cs.adelaide.edu.au/~optlog/CEC2014COMP_InstancesNew/
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applied to different instances of the TTP, and they show that it was able to
outperform previous heuristics when used to solve large instances.

The work presented in [3] puts forward two methods to solve the TTP prob-
lem. The first is called Density-based Heuristic (DH). The DH starts by using the
LK heuristic to create a tour as short as possible for the TSP. Then it computes
the profit that the thief would get if only one item was picked, after completing
the tour. They do this for all available items. After it iteratively adds the items
to the packing plan. An item is only packed if it does not worsen the overall
profit of the TTP.

The second method attempts to solve the TTP by decomposing it in two sub-
problems and trying two solve them in parallel. Each component communicates
with each other, and from time to time the algorithm tries to combine the
solutions of the sub-problems to create an overall approximated solution for
the TTP.

4 Evolutionary Approach

The approaches presented in the previous section are the state-of-art for the
TTP problem. Despite their relative success there is margin for progress, mostly
because they fix one of the TTP’s sub-problems. Our approach tries to overcome
this by tackling both sub-problems at the same time. For each new tour generated
by the optimization algorithm, the packing plan is rearranged.

Our proposal relies on an Evolutionary Algorithm (EA) to search for good
solutions for the TTP. The underlying idea behind EA is the simulation of evo-
lution by natural selection of a population of artificial individuals via application
of selection, variation operators, and reproduction. These components are guided
by a fitness function that evaluates each individual, measuring the quality of the
solution it represents. In our approach each individual is composed by a tour
and by a packing plan. The tour is a permutation of integers that represents the
order in which each city should be visited by the thief. Note that each tour starts
and ends in the first city of the instance (city 0). The packing plan is a binary
string, that indicates if an item should be picked at a certain city. Fig. 2 shows
a simple example of a solution for a TTP instance with 5 cities and 2 items per
city.

The EA starts by randomly generating a population of tours for the TTP.
Then, for each generated tour, we rely on the packing heuristic described in
[11] to create a valid packing plan for the specific tour of the individual. The

Fig. 2. Example of an EA individual for a TTP instance with 5 cities and 2 items per
city
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heuristic calculates a score that estimates how profitable an item is, according
to a certain tour. Consider that an item Ixik can be picked at a city xi, and that
dxi

and txik are the total traveling distance and the total traveling time with
Ixik being carried until the end of the tour, respectively. The score of each item
is computed has follows:

scorexik = pxik − R ∗ txik (2)

where
txik =

dxi

υmax − νwxik
(3)

The scorexik is the total profit that the thief would obtain if only the item
Ixik is picked during the whole tour. Using this we iteratively select the items
that have the highest score. We stop when there are no more items to add, or
the knapsack is full. Then each solution is evaluated using the objective function
defined by in Eq. 1.

After being evaluated, each solution is improved by a straightforward local
search procedure (Algorithm 1), which tries to refine the packing plan over a
limited number of iterations. In this procedure we randomly select an item in
the current plan and flip its status: if the item is in the knapsack it is removed,
else it is added. If this flip results in a better solution to the problem, we keep
the new packing plan, else, it is discard. We repeat this until an improvement is
found or the maximum number of flips is reached.

Tournament selection chooses the individuals that undergo reproduction. We
rely on two variation operators to create new solutions, by modifying existing
ones. The first is an adaptation of the Partially Mapped Crossover (PMX) [6].
The second is the Inversion mutation operator for permutations [4]. The recombi-
nation operator creates offspring by exchanging the information about the tours
as well as the items that the thief picked at each city. When switching cities in
the tour, the operators also move the items that were picked at that city (Fig. 3).

Fig. 3. Example of the application of the mutation operation

It is known that the PMX operator alone is not particularly effective, partially
because it does not transmit common edges between the parents to the offspring.
However using it together with inversion mutation yielded better results than
using, for instance, edge recombination. This is in accordance with the observa-
tions made by [7]: using inversion mutation (2-opt) in solutions that have been
already improved by other methods can result in poorer overall results than
using inversion mutation on worst solutions.

Having a new tour, the packing plan is corrected/improved to take into
account the new routes that the thief has to travel. We rely again on the packing
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heuristic described above to select the most promising items and/or to remove
the items that are in excess. Subsequently the new solutions are evaluated, and
the packing plan undergoes a new iteration of the local search. Algorithm 2
outlines the proposal described.

Algorithm 1. Local Search
function localImprovement(ind)

tempInd ← ind
i ← 0
while i < MaximumLocalImprovementIterations do

posToInvert ← randomInteger(0, length(tempInd.packingP lan))
if tempInd.packingP lan[posToInvert] = 1 then

tempInd.packingP lan[posToInvert] ← 0
else

tempInd.packingP lan[posToInvert] ← 1
end if
evaluate tempInd using Eq. 1
if tempInd.F itness > ind.F itness then

ind ← tempInd
return ind

end if
end while
return ind

end function

5 Experiments

In this section we report the results attained by our approach, and compare
it with an implementation of the DH heuristic described in [3]. We conducted
the experimental study using instances with a number of cities ranging from
51 to 100. Each instance is composed by a group of cities, a set of items, the
maximum (υmax) and minimum (υmin) velocity at which the thief can travel,
the maximum capacity W of the knapsack, the renting ratio R, and the number
of items available per city. In the instances considered every city (except the
first) has the same number of items, which are either 1 or 3 items. For this study
we selected instances whose items have their profit strongly correlated to their
weight. The higher the correlation between weight and profit, the more time
consuming is the KP to solve [8,10].

The experimental parameters for the EA are described in Table 1. The
algorithm is composed by 100 individuals that are evolved for 2.5 ∗ 105 func-
tion evaluations. Contrary to previous approaches to this problem, we use the
number of evaluations instead of time as stop criterion, as this simplifies the
reproducibility of results. We performed 30 independent runs of the EA on each
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Algorithm 2. Evolutionary Algorithm for the TTP
1: create population Pop randomly
2: evaluations ← 0
3: for all ind ∈ Pop do
4: ind.PackingP lan ← packingHeuristic(ind.Tour)
5: evaluate ind using Eq. 1
6: ind ← localImprovement(ind)
7: end for
8: while evaluations < maximumNumberEvaluations do
9: Parents ← parentSelection(Pop)

10: Offspring ← AdaptedPMX(RecombinationRate, Parents)
11: Offspring ← InversionMutation(MutationRate,Offspring)
12: for all ind ∈ Offspring do
13: ind.PackingP lan ← packingHeuristic(ind.Tour)
14: evaluate ind using Eq. 1
15: ind ← localImprovement(ind)
16: end for
17: Pop ← selectSurvivors(Pop,Offspring)
18: end while
19: return best Solution discovered

instance considered in this study. We do not present a statistical analysis com-
paring the results of the EA and the DH heuristic, since for this second method
we only have access to the best solutions found.

5.1 Results

A summary of the optimization results is presented in Table 2. The first column
identifies the instance, with the number indicating how many cities the thief has
to visit (e.g., eil51 has 51 cities). The second column (Items per City) shows the

Table 1. Parameter Settings

Parameter Value

Runs 30

Population Size 100

Evaluations 2.5 ∗ 105

Parent Selection Tournament with size 5

Replacement Generational

Recombination Operator Partially Mapped Crossover

Mutation Operator Inversion

Recombination Rate 0.9

Mutation Rate 0.1

Local Search Iterations #cities * #items
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Table 2. Results obtained using the Evolutionary Approach proposed in this work and
the DH heuristic

Algorithms

Instance Items Per City DH EA

Best MBF

eil51 1 2591.95 4706.54 4088.90 (± 309.95)

3 9163.66 10115.55 8247.07 (± 1067.26)

eil76 1 4264.13 5506.92 4502.23 (± 737.26)

3 10583.40 12040.77 8871.19 (± 1805.64)

kroA100 1 7095.97 6442.41 4392.21 (± 1035.68)

3 25923.00 22325.30 17989.43 (± 2757.97)

number of items that are available in each city. The remaining columns contain
the results obtained by the DH heuristics and by the EA proposed in this paper.
The outcomes of the EA include the fitness of the best solution found (column
Best) and the average and standard deviation of the best solutions found in the
30 runs (Mean Best Fitness - column MBF ).

An overview of the results reveals that the EA is able to find promising solu-
tions and is competitive with existing state-of-the-art approaches for the TTP.
In concrete, it discovered clearly better solutions than DH in 4 of the selected
instances. For the two larger instances (kroA100 with 1 and 3 items), it found
solutions whose quality is not worse than 9 % and 13 %, respectively. The diffi-
culties in the larger instances are not unexpected and are probably related to the
increasing size of the search space. The DH heuristic breaks the problems in two
independent components: it firstly finds an high quality tour and fixes it. Then it
tries to create the best packing plan that fits into that tour. By doing this, DH
narrows the search space to a region of solutions that are based on (near) opti-
mal tours. Although this simplifies the task of creating a packing plan, there is no
guarantee that the best solution for the compete problem is found. On the con-
trary, the EA is performing its search in the space of all possible TTP solutions.
Increasing the number of cities and/or the number of items results in larger search
spaces. Since the number of evaluations is kept fixed for all instances considered in
the study, it is likely that there is degradation in the performance of the algorithm,
since it does not have time to effectively sample the search space and discover the
region(s) where the promising solutions are.

The results from the last column of Table 2 show that the number of items avail-
able per city impact the variance of the results: for all considered instances, more
items lead to a higher standard deviation. This is another piece of evidence that
confirms the decreased performance of the EA when dealing with larger instances.

5.2 Solution Analysis

Our approach is based on the argument that solving one of the sub-problems
(namely the TSP) and then solving the other provides compromises the quality
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of the global solution and prevents a meaningful exploration of the search space.
Results presented in the previous section revealed that solving the TTP as a
whole is advantageous and creates conditions for the discovery of enhanced solu-
tions. Here we analyse some features of the solutions discovered by the EA to
gain a better insight into the optimization behavior of this approach. Specifi-
cally, we are interested in comparing the tour that provides the best fitness for
the TTP, with the best tour for the corresponding TSP problem. If they are
different, it supports the claim that non-linear components of an optimization
problem should not be solved independently.

The comparison of the tours is performed as follows. We take the permutation
set that represent the best TSP tour for each instance and compute a set G1

with the number of transitions. A transition is a tuple (xi, xi+1), that indicates
a direct move from city xi to city xi+1. The same procedure is followed to create
the set G2 with all transitions from the best tour found by the EA. Finally we
created a set G3 = G1∩G2, containing all transitions that are shared between G1

and G2. Table 3 present the percentage of transitions that are different between
the best TSP tour and the best TTP tour found by the EA. The results show
that the TTP tours tend to be substantially different from the TSP tours. The
percentage of different transitions ranges from 31.4 % to 71.1 %. Moreover, in
all cases but one, the difference exceeds 50 %. These values indicate that the
tours are substantially different, and that fixing the tour might compromise the
discovery of effective solutions for the TTP.

Table 4 compares the distances of the best TTP tours with the optimal dis-
tance of the TSP tour. The column TSP Optimal Distance represents the best
known solution for the TSP, whereas column TTP Distance represents the dis-
tance of the tour associated with the best TTP solution. A brief perusal show
that the TTP tours are longer, suggesting that sometimes it is worth to delay the
pick of a valuable item that is in a particular city. This might result in slightly
longer tours, but in lower carrying cost.

The results presented in this section help to justify why it is important to
solve the TTP problem as a whole. Solving one of the sub-problems and then
solving the other compromises the interdependence between components, leading
to poorer global results. The study presented here is a first step towards a better

Table 3. Percentage of transitions that are different between the TSP best known tour
and the tour belonging to the best TTP solution found by the EA

Instance Items Per City #Different Edges (in %)

eil51 1 58.8

3 31.4

eil76 1 71.1

3 51.3

kroA100 1 69.0

3 52.0
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Table 4. Difference between the distance of the TSP tours and the TTP tours.

Instance TSP Optimal Distance Items Per City TTP Distance Absolute Difference (in %)

eil51 426 1 495 16.2

3 470 10.3

eil76 538 1 695 29.2

3 641 19.1

kroA100 21282 1 26691 25.4

3 24847 16.8

understanding of the non-linear interconnections occurring in the TTP. It still
has some limitations, as only a subset of instances were considered and the
analysis focuses just on the influence of relying in fixed TSP optimal tours.
A logical next step if to study the impact of fixing the set of items, while trying
to evolve a tour.

6 Conclusions and Future Work

In this paper we proposed an unbiased approach to the Traveling Thief Problem
(TTP). The TTP is a new benchmark that results form the combination of
two well-known problems, the Traveling Salesman Problem and the Knapsack
Problem. The benchmark is created in such a way that it promotes a relation of
interdependence between the two sub-problems. This means that the solution of
one sub-problem influences the quality of the solutions for the other sub-problem.
Based on this, solving one sub-problem alone, even to optimality, might result
in a inferior performance, when considering thew global optimization scenario.

Almost all of the existing approaches described in the literature solve the
TTP problem by fixing one of its sub-problems, thus creating a bias towards
some solutions. These approaches create a reasonably good TSP tour (most of
the times they use the optimal solution), fix it, and try to find the set of items
the give the maximum profit for that tour.

Our approach follows a different direction. We proposed an Evolutionary
Algorithm (EA) that solves the TTP as a whole. The EA evolves a population
of individual solutions, where each solution is a tour and a packing plan. During
the evolutionary process both components are modified, keeping the synergy
that exists between the sub-problems of the TTP. The results obtained confirm
the potential of the approach, as the EA was able to find good quality solutions
in most of the instances used. We also performed an analysis on the structure of
the best solutions found. Specifically, we compared the optimal TSP tours with
the tours proposed by the EA to the corresponding TTP problem and verified
that, in all but one case, they differ in more than 50 % of the transitions. This
is an important result for it shows that fixing one of the sub-problems might
compromise the discovery of global effective solutions.

More experiments are still needed to fully comprehend the relation between
the two problems. In the near future we will focus our efforts in understand-
ing how the distribution of items through the cities affects the quality of the
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results. Also, we intended to address the scalability issues, in order to solve larger
instances. Finally, we plan to develop alternative representations that create a
more symbiotic relationship between the two sub-problems.
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Abstract. In this paper we present the application of a recently
proposed, general, algorithm for combinatorial optimization to the
repetition-free longest common subsequence problem. The applied algo-
rithm, which is labelled Construct, Merge, Solve & Adapt, gener-
ates sub-instances based on merging the solution components found in
randomly constructed solutions. These sub-instances are subsequently
solved by means of an exact solver. Moreover, the considered sub-
instances are dynamically changing due to adding new solution com-
ponents at each iteration, and removing existing solution components on
the basis of indicators about their usefulness. The results of applying this
algorithm to the repetition-free longest common subsequence problem
show that the algorithm generally outperforms competing approaches
from the literature. Moreover, they show that the algorithm is competi-
tive with CPLEX for small and medium size problem instances, whereas
it outperforms CPLEX for larger problem instances.

Keywords: Hybrid algorithm · Combining metaheuristics with ILP
solvers · Repetition-free longest common subsequence problem

1 Introduction

The problem that is often encountered when applying exact solvers to combina-
torial optimization problems is that they are not applicable to problem instances

This work was supported by project TIN2012-37930-C02-02 (Spanish Ministry for
Economy and Competitiveness, FEDER funds from the European Union) and
project SGR 2014-1034 (AGAUR, Generalitat de Catalunya). Additionally, Chris-
tian Blum acknowledges support from IKERBASQUE. Our experiments have been
executed in the High Performance Computing environment managed by RDlab
(http://rdlab.cs.upc.edu) and we would like to thank them for their support.

c© Springer International Publishing Switzerland 2016
F. Chicano et al. (Eds.): EvoCOP 2016, LNCS 9595, pp. 46–57, 2016.
DOI: 10.1007/978-3-319-30698-8 4

http://rdlab.cs.upc.edu


Construct, Merge, Solve and Adapt 47

of realistic sizes. However, for smaller problem instances, exact solvers are often
surprisingly efficient. This is because the operations research community has
invested a lot of time, effort and expertise into the development of exact solvers.
Prime examples are general-purpose mathematical programming solvers such as
CPLEX and Gurobi. Therefore, recent research efforts have focused on ways in
which efficient exact solvers can be used within heuristic frameworks even in the
context of large problem instances. One of the most recent examples of these
research efforts is an algorithm labelled Construct, Merge, Solve & Adapt
(CMSA) [1,2]. This algorithm works as follows. At each iteration, solutions to
the tackled problem instance are generated in a probabilistic way. The solution
components found in these solutions are then added to a sub-instance of the
original problem instance. Subsequently, an exact solver such as, for example,
CPLEX is used to solve the sub-instance to optimality. Moreover, the algorithm
is equipped with a mechanism for deleting seemingly useless solution components
from the sub-instance. This is done such that the sub-instance has a moderate
size and can be solved rather quickly to optimality.

In this work we apply the CMSA algorithm to the so-called repetition-free
longest common subsequence problem [3]. This problem, which is NP-hard, is
a special case of the well-known longest common subsequence problem. The
repetition-free longest common subsequence problem seems to be well-suited
for being solved with CMSA, because the standard integer linear programming
(ILP) model for the problem can only be solved to optimality in the context
of rather small problem instance. Both the number of variables and constraints
in this model (which is outlined later in Sect. 2) are exponential in the input
parameters of the problem. The obtained results show that, indeed, the applica-
tion of CMSA obtains state-of-the-art results, especially in the context of large
problem instances.

The remaining part of the paper is organized as follows. In Sect. 2 we provide a
technical description of the repetition-free longest common subsequence problem.
Moreover, we describe the standard ILP model for this problem. Next, in Sect. 3,
the application of CMSA to the tackled problem is outlined. Finally, Sect. 4
provides an extensive experimental evaluation and Sect. 5 offers a discussion and
an outlook to future work.

2 Repetition-Free Longest Common Subsequence
Problem

The longest common subsequence (LCS) problem is a string problem with
numerous applications, for example, in computational biology [4–6]. A prob-
lem instance (S,Σ) consists of a set S = {s1, s2, . . . , sn} of n input strings over
a finite alphabet Σ. The goal consists in finding the longest possible subsequence
of all strings in S. A string t is a subsequence of a string s, if t can be produced
from s by deleting zero or more characters. For example, dga can be produced
from adagtta by deleting the first two occurrences of letter a and the two occur-
rences of letter t. Apart from applications in computational biology, the LCS
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problem finds applications, for example, in data compression and file compari-
son [7,8]. Moreover, note that the LCS problem was shown to be NP-hard [9]
for an arbitrary number n of input strings.

In this work we consider a restricted version of the LCS problem, the so-called
repetition-free longest common subsequence (RFLCS) problem. Given exactly
two input strings x and y over a finite alphabet Σ, the goal is to find a longest
common subsequence with the additional restriction that no letter may appear
more than once. This problem was introduced in [3] as a comparison measure
for two sequences of biological origin. In the same paper, the authors proposed
three heuristics for solving this problem. Other algorithms from the literature
for solving the RFLCS problem include a Beam-ACO approach [10] and an
evolutionary algorithm [11]. Among these techniques, the Beam-ACO approach
can be regarded as the current state-of-the-art method.

The RFLCS problem can be stated in terms of an integer linear program
(ILP) in the following way. First, let us denote the length of x by lx and the
length of y by ly. Furthermore, the positions in x and y are numbered from 1
to lx, respectively from 1 to ly. The letter at position i of x is denoted by x[i],
and the letter at position j of y is denoted by y[j]. The set Z of binary variables
that is required for the ILP model is composed as follows. For each combination
of i = 1, . . . , lx and j = 1, . . . , ly such that x[i] = y[j], set Z contains a binary
variable zi,j . Moreover, we say that two variables zi,j and zk,l are in conflict, if
and only if either i < k and j > l or i > k and j < l. Finally, for each letter
a ∈ Σ, set Za ⊂ Z contains all variables zi,j such that x[i] = y[j] = a. The
RFLCS problem can then be rephrased as the problem of selecting a maximal
number of non-conflicting variables from Z provided that, among all variables
representing a letter a ∈ Σ, at most one variable is chosen. Given these notations,
the ILP is stated as follows.

max
∑

zi,j∈Z

zi,j

subject to:
∑

zi,j∈Za

zi,j ≤ 1 for a ∈ Σ

zi,j + zk,l ≤ 1 for all zi,j and zk,l being in conflict
zi,j ∈ {0, 1} for zi,j ∈ Z

(1)

(2)

(3)
(4)

Hereby, constraints (2) ensure that each letter from the alphabet is chosen at
most once, and constraints (3) ensure that selected variables are not in conflict.

3 Application of CMSA to the RFLCS Problem

The application of CMSA to the RFLCS problem is pseudo-coded in Algorithm1.
Note that, in the context of this algorithm, solutions to the problem and sub-
instances are both subsets of the complete set Z of variables. If a solution S
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Algorithm 1. CMSA for the RFLCS problem
1: input: strings x and y over alphabet Σ, values for parameters na and agemax

2: Sbsf := null, Zsub := ∅
3: age[zi,j ] := 0 for all zi,j ∈ Z
4: while CPU time limit not reached do
5: for i = 1, . . . , na do
6: S := ProbabilisticSolutionConstruction(Z)
7: for all zi,j ∈ S and zi,j /∈ Zsub do
8: age[zi,j ] := 0
9: Zsub := Zsub ∪ {zi,j}
10: end for
11: end for
12: S′

opt := ApplyILPSolver(Zsub)
13: if |S′

opt| > |Sbsf | then Sbsf := S′
opt

14: Adapt(Zsub, S′
opt, agemax)

15: end while
16: output: Sbsf

contains a variable zi,j , this means that this variable must be given value one in
order to produce the corresponding solution. The main loop of CMSA is executed
while the CPU time limit is not reached. It consists of the following actions. First,
the best-so-far solution Sbsf is initialized to null, and the restricted problem
instance (Zsub) to the empty set. Then, at each iteration a number of na solutions
is probabilistically constructed in function ProbabilisticSolutionConstruction(Z)
in line 6 of Algorithm 1. The variables contained in these solutions are added
to Zsub. The age of a newly added variable zi,j (age[zi,j ]) is set to 0. After the
construction of na solutions, an ILP solver is applied to find the best solution
S′
opt in the sub-instance Zsub (see function ApplyILPSolver(Zsub) in line 12 of

Algorithm 1). In case S′
opt is better than the current best-so-far solution Sbsf ,

solution S′
opt is stored as the new best-so-far solution (line 13). Next, sub-instance

Zsub is adapted, based on solution S′
opt and on the age values of the variables.

This is done in function Adapt(Zsub, S′
opt, agemax) in line 14 as follows. First,

the age of each variable in Zsub is increased by one, and, subsequently, the age
of each variable in S′

opt ⊆ Zsub is re-initialized to zero. Finally, those solution
components from Zsub whose age has reached the maximum component age
(agemax) are deleted from Zsub. The motivation behind the aging mechanism
is that variables which never appear in an optimal solution of Zsub should be
removed from Zsub after a while, because they simply slow down the ILP solver.
On the other side, components which appear in optimal solutions seem to be
useful and should therefore remain in Zsub.

In the following we will describe in detail the remaining component of the
algorithm: the probabilistic construction of solutions in function ProbabilisticSo-
lutionConstruction(Z). Such a solution construction starts with an empty solution
S = ∅, and the first step consists in generating the set of variables that serve
as options to be added to S. More specifically, the initial set C is generated in
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order to contain for each letter a ∈ Σ the variable zi,j ∈ Za (if any) such that
i < k and j < l, ∀zk,l ∈ Za. Moreover, options zi,j ∈ C are given a weight
value w(zi,j) := i

lx
+ j

ly
, which is a known greedy function for longest common

subsequence problems. At each construction step, exactly one variable is chosen
from C and added to S. For doing so, first, a value r is chosen uniformly at ran-
dom from [0, 1]. In case r ≤ drate, where drate is a parameter of the algorithm,
the variable zi,j ∈ C with the smallest weight value is deterministically chosen.
Otherwise, a candidate list L ⊆ C of size min{lsize, |C|} containing the options
with the lowest weight values is generated and exactly one variable zi,j ∈ L is
then chosen uniformly at random and added to S. Note that lsize is another
parameter of the solution construction process. Finally, the set of options C for
the next construction step is generated. This is done such that C only contains
variables that represent letters that are not already represented by one of the
variables in S. Moreover, being zi,j the last variable that was added to S, C
contains for each non-represented letter a ∈ Σ the variable zr,s ∈ Za (if any)
with the lowest weight value w(zr,s) calculated as w(zr,s) := r−i

lx−i + s−j
ly−j . The

construction of a complete (valid) solution is finished when the set of options is
empty.

4 Experimental Evaluation

We implemented the proposed algorithm in ANSI C++ using GCC 4.7.3, with-
out the use of any external libraries. The ILP models, both the ones of the
original RFLCS instances and the ones of sub-instances within CMSA, were
solved with IBM ILOG CPLEX v12.1 in one-threaded mode. The experimental
evaluation has been performed on a cluster of PCs with Intel(R) Xeon(R) CPU
5670 CPUs of 12 nuclei of 2933 MHz and at least 40 Gigabytes of RAM. In the
following we first describe the set of benchmark instances that we generated to
test the CMSA algorithm. Then, we describe the tuning experiments that were
performed in order to determine a proper setting for the parameters. Finally, an
exhaustive experimental evaluation is presented.

4.1 Problem Instances

Two sets of problem instances were adopted from [10]. These sets were generated
with the same procedure as described in [3]. The first set (henceforth called Set1)
consists for each combination of input sequence length n ∈ {32, 64, 128, 256, 512}
and alphabet size |Σ| ∈ {n/8, n/4, 3n/8, n/2, 5n/8, 3n/4, 7n/8} of exactly 10
problem instances. The second set of instances (henceforth called Set2) is gen-
erated on the basis of alphabet sizes |Σ| ∈ {4, 8, 16, 32, 64} and the maximal
repetition of each letter rep ∈ {3, 4, 5, 6, 7, 8} in each input string. For each
combination of |Σ| and rep this instance set consists of 10 randomly generated
problem instances. In addition, we generated an extension of Set2 consisting of
larger problem instances. More specifically, we generated for each combination
of |Σ| ∈ {128, 256} and rep ∈ {3, 4, 5, 6, 7, 8} ten problem instances. All the
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results to be shown in the forthcoming sections are averages over the 10 problem
instances of each type.

4.2 Tuning of CMSA

There are several parameters involved in Cmsa for which well-working values
must be found: (na) the number of solution constructions per iteration, (agemax)
the maximum allowed age of solution components, (drate) the determinism rate,
(lsize) the candidate list size, and (tmax) the maximum time in seconds allowed
for CPLEX per application to a sub-instance. The last parameter is necessary,
because even when applied to reduced problem instances, CPLEX might still
need too much computation time for solving such sub-instances to optimality.
In any case, CPLEX always returns the best feasible solution found within the
given computation time.

We decided to make use of the automatic configuration tool irace[12] for the
tuning of the five parameters. In fact, irace was applied to tune Cmsa sepa-
rately for each alphabet size, which—after initial experiments—seems to have
more influence on the behavior of the algorithm than the length of the input
strings. In the context of Set1 we randomly generated two tuning instances for
each combination of string length and alphabet size, whereas for Set2 (and its
extension) we randomly generated two tuning instances for each combination of
alphabet size and number of repetitions.

The tuning process for each alphabet size was given a budget of 200 runs of
Cmsa, where each run was given a computation time limit of lx/10 CPU seconds
for instances of Set1 (remember that for instances of Set1 it holds that lx = ly)
and (|Σ|∗reps)/10 CPU seconds for instances of Set2 and its extension. Finally,
the following parameter value ranges were chosen concerning the five parameters
of Cmsa:

– na ∈ {10, 30, 50}
– agemax ∈ {1, 5, 10, inf}, where inf means that solution components are never

removed from Zsub.
– drate ∈ {0.0, 0.3, 0.5, 0.7, 0.9}, where a value of 0.0 means that the selection

of the next variable to be added to the partial solution under construction is
always done randomly from the candidate list, while a value of 0.9 means that
solution constructions are nearly deterministic.

– lsize ∈ {3, 5, 10}
– tmax ∈ {0.5, 1.0, 5.0} (in seconds) for instances of Set1 and Set2, and tmax ∈

{1.0, 10.0, 100.0} for the instances of the extension of Set2.

The tuning runs with iraceproduced the configurations of Cmsa as shown in
Table 1.

4.3 Experimental Results

Three algorithms were included in the comparison. Beam-ACO is currently a
state-of-the-art method for the RFLCS problem [10], CPLEX refers to the appli-
cation of CPLEX to the complete problem instances, and CMSA is the algorithm
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Table 1. Results of tuning CMSA with irace.

(a) Tuning results for the seven alphabet
sizes of Set1.

|Σ| na agemax drate lsize tmax

0n/8 30 5 0.7 5 0.5
0n/4 10 1 0.7 10 1.0
3n/8 30 1 0.3 10 5.0
0n/2 50 1 0.3 3 5.0
5n/8 30 5 0.7 10 5.0
3n/4 30 5 0.5 5 5.0
7n/8 30 5 0.0 10 5.0

(b) Tuning results for the seven alphabet
sizes of Set2 and its extension.

|Σ| na agemax drate lsize tmax

4 10 inf 0.9 10 1.0
8 10 10 0.9 5 0.5
16 50 inf 0.7 3 0.5
32 50 inf 0.5 10 5.0
64 10 10 0.5 5 1.0
128 30 1 0.5 5 10.0
256 10 1 0.7 3 10.0

proposed in this work. The results of Beam-ACO for the instances of Set1 and
Set2 were taken from [10], where Beam-ACO was applied once to each problem
instance with a computation time limit of 5 CPU seconds per run, a beam width
of 10, and a determinism rate of 0.9. Note that the low computation time limit
of 5 CPU seconds was adopted in [10], because Beam-ACO always produced its
best results during the first seconds of a run. For the application to the larger
problem instances that were generated as an extension of Set2 Beam-ACO was
applied with the same parameter values for beam with and determinism rate,
but with the same computation time limit as CMSA. In particular, CMSA was
applied to each problem instance with a computation time limit of lx/10 CPU
seconds for instances of Set1 (remember that for instances of Set1 it holds that
lx = ly) and (|Σ| ∗ reps)/10 CPU seconds for instances of Set2 and its exten-
sion. The stand-alone application of CPLEX to each problem instances was given
more computation time, namely, 600 CPU seconds for each run, regardless of
the instance/alphabet size. Moreover, a memory limit of 2 GB were used for each
application of CPLEX.

The numerical results are presented in Table 2 concerning Set1, Table 3 con-
cerning Set2, and Table 4 concerning the extension of Set2. Each table row
presents the results averaged over 10 problem instances of the same type. The
results of Beam-ACO and CMSA are provided in two columns each. The first
one (with heading result) provides the result of the corresponding algorithm
averaged over 10 problem instances, while the second column (with heading
time (s)) provides the average computation time necessary for finding the cor-
responding solutions. The same information is given for CPLEX. However, in
this case we also provide the average optimality gaps (in percent), that is, the
average gaps between the upper bounds and the values of the best solutions
when stopping a run.
The results allow to make the following observations:

– First of all, CPLEX is able to provide optimal solutions for all instances of
29 out of 35 instance types (that is, table rows) concerning Set1, and for all
instances of 27 out of 30 instance types concerning Set2. This means, on one
side, that the instances of these two benchmark sets are, in their majority,



Construct, Merge, Solve and Adapt 53

Table 2. Experimental results concerning the instances of Set1.

|Σ| n Beam-ACO CPLEX CMSA
result time (s) result time (s) gap (%) result time (s)

n/8

32 4.0 < 0.1 4.0 0.1 0.0 4.0 < 0.1
64 8.0 < 0.1 8.0 0.8 0.0 8.0 < 0.1

128 16.0 < 0.1 16.0 9.6 0.0 16.0 < 0.1
256 31.9 < 0.1 n.a. n.a. n.a. 31.8 0.1
512 62.3 1.8 n.a. n.a. n.a. 60.4 13.3

n/4

32 7.9 < 0.1 7.9 0.1 0.0 7.9 < 0.1
64 14.3 < 0.1 14.4 0.3 0.0 14.4 < 0.1

128 25.3 0.2 25.9 17.2 0.0 25.7 1.1
256 42.4 0.7 41.6 495.1 8.6 42.6 3.6
512 68.0 0.8 n.a. n.a. n.a. 68.7 7.1

3n/8

32 8.7 < 0.1 9.0 < 0.1 0.0 9.0 < 0.1
64 14.4 < 0.1 14.8 0.2 0.0 14.8 < 0.1

128 25.1 < 0.1 25.3 3.1 0.0 25.3 < 0.1
256 39.7 0.2 40.1 133.5 0.0 40.1 1.5
512 59.4 1.3 7.0 36.2 > 100.0 59.5 3.2

n/2

32 8.8 < 0.1 8.8 < 0.1 0.0 8.8 < 0.1
64 14.5 < 0.1 14.6 0.1 0.0 14.6 < 0.1

128 23.4 < 0.1 23.4 1.0 0.0 23.3 < 0.1
256 34.1 0.2 34.3 30.5 0.0 34.1 0.3
512 53.1 0.6 14.9 207.5 > 100.0 53.1 5.9

5n/8

32 7.9 < 0.1 7.9 < 0.1 0.0 7.9 < 0.1
64 13.7 < 0.1 13.7 < 0.1 0.0 13.7 < 0.1

128 21.1 < 0.1 21.1 0.5 0.0 21.1 < 0.1
256 31.1 0.2 31.2 10.4 0.0 31.2 1.6
512 47.8 0.3 47.9 308.3 0.0 47.8 2.9

3n/4

32 7.8 < 0.1 7.8 < 0.1 0.0 7.8 < 0.1
64 13.1 < 0.1 13.3 < 0.1 0.0 13.3 < 0.1

128 19.1 < 0.1 19.1 0.2 0.0 19.1 < 0.1
256 30.0 < 0.1 30.1 4.3 0.0 30.1 1.3
512 44.7 0.5 44.8 115.5 0.0 44.8 1.3

7n/8

32 7.6 < 0.1 7.6 < 0.1 0.0 7.6 < 0.1
64 12.2 < 0.1 12.2 < 0.1 0.0 12.2 < 0.1

128 18.5 < 0.1 18.5 0.2 0.0 18.5 < 0.1
256 27.2 < 0.1 27.2 2.2 0.0 27.1 0.1
512 40.7 0.3 40.9 59.4 0.0 40.8 4.3

not very difficult to be solved. On the other side, there seems to be a kind
of phase transition between instances that can be solved to optimality quite
easily, and instances that are difficult to be solved. In three out of six instance
types of Set1 which CPLEX cannot solve to optimality within the allocated
CPU time, the allocated memory is not sufficient, and for other two instance
types the average optimality gap is greater than 100%.
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Table 3. Experimental results concerning the instances of Set2.

|Σ| n Beam-ACO CPLEX CMSA
result time (s) result time (s) gap (%) result time (s)

4

3 3.4 < 0.1 3.4 < 0.1 0.0 3.4 < 0.1
4 3.8 < 0.1 3.8 < 0.1 0.0 3.8 < 0.1
5 3.8 < 0.1 3.8 < 0.1 0.0 3.8 < 0.1
6 3.8 < 0.1 3.8 < 0.1 0.0 3.8 < 0.1
7 3.9 < 0.1 3.9 < 0.1 0.0 3.9 < 0.1
8 4.0 < 0.1 4.0 < 0.1 0.0 4.0 < 0.1

8

3 5.9 < 0.1 5.9 < 0.1 0.0 5.9 < 0.1
4 6.7 < 0.1 6.7 < 0.1 0.0 6.7 < 0.1
5 6.8 < 0.1 7.0 < 0.1 0.0 7.0 < 0.1
6 7.3 < 0.1 7.3 < 0.1 0.0 7.3 < 0.1
7 7.6 < 0.1 7.7 < 0.1 0.0 7.7 < 0.1
8 7.5 < 0.1 7.5 < 0.1 0.0 7.5 < 0.1

16

3 9.6 < 0.1 9.6 < 0.1 0.0 9.6 < 0.1
4 11.1 < 0.1 11.1 < 0.1 0.0 10.9 < 0.1
5 13.7 0.2 13.8 < 0.1 0.0 13.6 0.2
6 13.0 < 0.1 13.2 0.1 0.0 13.1 < 0.1
7 14.5 < 0.1 14.7 0.3 0.0 14.7 < 0.1
8 14.7 < 0.1 15.2 0.6 0.0 15.1 0.3

32

3 16.1 < 0.1 16.1 < 0.1 0.0 16.1 < 0.1
4 19.2 < 0.1 19.2 0.4 0.0 19.2 < 0.1
5 20.6 0.1 20.9 1.3 0.0 20.9 < 0.1
6 24.0 0.5 24.4 5.8 0.0 24.4 0.2
7 24.9 < 0.1 25.8 9.4 0.0 25.8 2.8
8 26.8 0.4 27.4 32.2 0.0 27.4 1.5

64

3 24.8 < 0.1 24.9 1.8 0.0 24.9 0.3
4 30.1 0.1 30.3 8.7 0.0 30.3 0.9
5 34.5 0.2 34.8 70.5 0.0 34.7 1.8
6 38.4 0.4 38.8 231.4 1.7 39.0 8.4
7 42.3 0.4 42.8 435.7 5.2 44.0 6.0
8 45.1 0.9 35.4 413.1 53.1 45.7 17.0

– Concerning Set1, both Beam-ACO and CMSA provide (near-)optimal solu-
tions and both outperform CPLEX once the average optimality gaps start to
increase. However, no clear trend about the superiority of CMSA over Beam-
ACO (or the other way around) is noticeable.

– Concerning Set2, the performance of Beam-ACO and CMSA is comparable
for instances of alphabet sizes |Σ| ∈ {4, 8, 16}, both providing (near-)optimal
solutions. However, starting from alphabet size |Σ| = 32, CMSA outperforms
Beam-ACO. This becomes even more clear in the case of the extension of
Set2, consisting of larger problem instances. In the context of these instances,
CMSA outperforms both CPLEX and Beam-ACO.
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Table 4. Experimental results for larger problem instances.

|Σ| n Beam-ACO CPLEX CMSA
result time (s) result time (s) gap (%) result time (s)

128

3 38.3 < 0.1 38.4 50.1 0.0 38.4 0.1
4 44.3 < 0.1 45.3 296.1 0.0 45.2 3.8
5 52.6 1.8 23.3 85.8 > 100.0 53.7 1.3
6 58.6 < 0.1 18.1 78.3 > 100.0 61.2 9.2
7 66.3 5.3 n.a. n.a. n.a. 68.7 26.0
8 73.7 6.9 n.a. n.a. n.a. 75.8 32.1

256

3 53.6 < 0.1 7.10 102.2 > 100.0 53.6 0.7
4 66.8 0.9 0.10 143.2 > 100.0 67.0 12.1
5 79.4 0.6 n.a. n.a. n.a. 81.0 7.6
6 90.2 22.1 n.a. n.a. n.a. 92.1 35.0
7 99.4 16.5 n.a. n.a. n.a. 102.2 47.7
8 109.0 23.1 n.a. n.a. n.a. 111.3 62.7
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(a) Sub-instance size for instances of Set1.
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(b) Sub-instance size for instances of Set2and larger instances.

Fig. 1. Graphical presentation of the sizes of the sub-instances in percent with respect
to the size of the original problem instances.
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Finally, we studied the (average) size of the sub-instances that are generated
(and maintained) within CMSA in comparison to the size of the original problem
instances. These sub-instance sizes are provided in a graphical way in Fig. 1a for
instances of Set1, and in Fig. 1b for instances of Set2 and its extension. Note
that these graphics show the sub-instance sizes averaged over all instances of
the same alphabet size. In both cases, the x-axis ranges from small alphabet
size (left) to large alphabet sizes (right). Interestingly, when the alphabet size is
rather small, the tackled sub-instances in CMSA are rather large (up to ≈70 %
of the size of the original problem instances). With growing alphabet size, the
size of the tackled sub-instances decreases. This is more clearly visible in the
context of instances of Set1. However, this trend also becomes clear starting
from alphabet size 32 in the context of instances of Set2. The reason for this
trend is as follows. As CPLEX is very efficient for problem instances based on
rather small alphabet sizes, the parameter values of CMSA are chosen during
the tuning process of iracesuch that the sub-instance sizes become quite large.
On the contrary, with growing alphabet size, the parameter values chosen during
tuning lead to smaller sub-instances, simply because CPLEX is not so efficient
anymore when applied to sub-instances that are not much smaller than the
original problem instances.

5 Discussion and Future Work

CMSA is a new, general, algorithm for combinatorial optimization which is based
on a simple, but apparently successful, idea: the generation of sub-instances
based on merging the solution components found in randomly constructed solu-
tions, and their subsequent solution by means of an exact solver. Moreover, the
considered sub-instances are dynamically changing due to adding new solution
components at each iteration, and removing existing solution components on
the basis of indicators about their usefulness. In this work, the CMSA algorithm
has been applied to the repetition-free longest common subsequence problem.
The general picture of the results, in comparison to CPLEX, is similar to the
one observed in earlier applications of CMSA to the minimum common string
partition problem and a minimum weight arborescence problem in [1]. CMSA is
generally competitive with CPLEX for small to medium size problem instances,
whereas it outperforms CPLEX with growing problem instances size. In our
opinion, this algorithm is quite appealing, especially for the following reasons:

– CMSA can be applied to any problem for which a constructive heuristic and
an exact solver are known.

– In comparison to other metaheuristics, CMSA can generally be implemented
with few lines of code.

– When using an ILP solver for solving sub-instances, CMSA allows to make
use of the valuable operations research expertise that has gone into the devel-
opment of the ILP solver, without the need of being an expert in operations
research.
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Finally, note that the idea behind CMSA is similar, in some sense, to the basic
idea of large neighborhood search (LNS) [13]. However, while exact solvers in
LNS are used to search the best solution in a large neighborhood of the current
solution which is generally obtained by a partial destruction of the current solu-
tion, exact solvers in the context of CMSA are applied to sub-instances of the
original problem instances.

Concerning future work, we first plan to extend the conducted experimental
study to even larger problem instances. Second, we intent to study the incor-
poration of potentially valuable knowledge about, for example, the reduced
costs of variables, in order to develop a more sophisticated—and hopefully
more effective—mechanism for the removal of variables from the considered sub-
instances.
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Abstract. The big valley hypothesis suggests that, in combinatorial
optimisation, local optima of good quality are clustered and surround
the global optimum. We show here that the idea of a single valley does
not always hold. Instead the big valley seems to de-construct into several
valleys, also called ‘funnels’ in theoretical chemistry. We use the local
optima networks model and propose an effective procedure for extracting
the network data. We conduct a detailed study on four selected TSP
instances of moderate size and observe that the big valley decomposes
into a number of sub-valleys of different sizes and fitness distributions.
Sometimes the global optimum is located in the largest valley, which
suggests an easy to search landscape, but this is not generally the case.
The global optimum might be located in a small valley, which offers a
clear and visual explanation of the increased search difficulty in these
cases. Our study opens up new possibilities for analysing and visualising
combinatorial landscapes as complex networks.

Keywords: Fitness landscapes · Local optima networks · Funnels ·
Traveling salesman problem

1 Introduction

In the mid 1990s, it was conjectured that the search space of travelling sales-
man instances had a “globally convex” or “big valley” structure, in which local
optima are clustered around one central global optimum [3]. This globally convex
structure has subsequently been observed in other combinatorial problems such
as the NK family of landscapes [7,8], graph bipartitioning [13], and flowshop
scheduling [21]. Under this view, there are many local optima but they are easy
to escape from, with the coarse level gradient leading to the global optimum
(see Fig. 1). This hypothesis has become generally accepted and has inspired the
design of modern search heuristics.

We argue that this view of combinatorial search spaces is not complete. We
challenge the existence of a single valley, and present compelling and visual
evidence of examples where the big valley de-constructs into several valleys, also
called ‘funnels’ in the study of energy surfaces in theoretical chemistry [9,14].
The multi-funnel concept implies that local optima are organised into clusters,
so that a particular local optimum largely belongs to a particular cluster.
c© Springer International Publishing Switzerland 2016
F. Chicano et al. (Eds.): EvoCOP 2016, LNCS 9595, pp. 58–73, 2016.
DOI: 10.1007/978-3-319-30698-8 5
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Fig. 1. Depiction of the ‘big-valley’ structure.

Using the travelling salesman problem (TSP) as a case study, we found that
this decomposition into clusters does not only occur near the global optimum as
has been observed recently [6,19]. It occurs earlier on in the search process, even
among local optima tours with relatively high costs. This finding improves our
understanding of search difficulty in combinatorial optimisation. It explains why,
when using current local search heuristics, random restarts are generally required
to consistently find globally optimal solutions. When trapped in a sub-optimal
funnel, a local search heuristic will not be able to escape even with relatively
large random perturbations. This insight will foster research into more informed
escaping and tunnelling mechanisms [6,17,24].

We use the local optima networks model to analyse and visualise the big
valley deconstruction. Local optima networks compress the whole search space
into a graph, where nodes are local optima and edges are transitions among them
with a given search operator [18,20,23]. Local optima are key features of fitness
landscapes as they can be seen as obstacles for reaching high quality solutions.
The local optima networks model emphasises the number, distribution and most
importantly, the connectivity pattern of local optima in the underlying search
space. They are therefore an ideal tool for modelling and visualising the big
valley structure.

We propose a new and effective sampling procedure for extracting the net-
work data of large instances. Local optima and escape edges are collected from
several runs of Chained Lin-Kerninghan, a state-of the-art TSP heuristic [12].
This data is gathered to construct the local optima networks.

The remainder of this article is organised as follows. The next section gives an
overview of Chained Lin-Kerninghan. Section 3 defines the local optima network
model considered, and describes the procedure for extracting the data and con-
structing the networks. Section 4 describes the TSP instances studied. Section 5
presents the analysis and visualisation of the extracted local optima networks.
Finally, Sect. 6 summarises our main findings and suggests directions of future
work.

2 Chained Lin-Kernighan

Lin-Kernighan (LK) [10], is a powerful and well-known heuristic for solving the
TSP. For about two decades, it was the best local search method, and nowadays it
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is a key component of state-of-the-art TSP solvers. LK search is based on the idea
of k-changes: take the current tour and remove k different links from it, which are
then reconnected in a new way to achieve a legal tour. A tour is considered to be
‘k-opt’ if no k-change exists which decreases its length. Figure 2a illustrates a 2-
change move. LK applies 2, 3 and higher-order k-changes. The order of a change
is not predetermined, rather k is increased until a stopping criterion is met. Thus
many kinds of k-changes and all 3-changes are included. There are many ways to
choose the stopping criteria and the best implementations are rather involved.
Here, we use the implementation available in the Concorde software package [1],
which uses do not look bits and candidate lists.

i i + 1

j
j + 1

(a) 2-change

i i + 1

j

j + 1

k
k + 1

l

l + 1

(b) Double-bridge

Fig. 2. Illustration of tours obtained after 2-change and double-bridge moves.

The overall tour-finding strategy using LK-search was to repeatedly start the
basic LK routine from different starting points keeping the best solution found.
This practice ended in the 1990 s with the seminal work of Martin, Otto and
Felten [12], who proposed the alternative of kicking (perturbing slightly) the LK
tour and reapplying the algorithm. If a better tour is produced, we discard the
old LK tour and keep the new one. Otherwise, we continue with the old tour
and kick it gain. This simple yet powerful strategy is nowadays best known as
iterated local search [11]. It was named Chained Lin-Kernighan (Chained LK)
by Applegate et al. [2], who also provided an improved implementation to solve
large TSP instances.

The kick or escape operator in Chained-LK is a type of 4-change, named
double-bridge by Martin et al. [12] (drawn in Fig. 2b). It consists of two improper
2-changes, each of which is a ‘bridge’ as it takes a legal, connected tour into two
disconnected parts. The combination of both bridges, must then be chosen in
order to produce a legal final tour.

3 Local Optima Networks for TSP

To construct the networks we need to define their nodes and edges. The definition
is closely linked to the methodology for extracting the network data, which
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is based on a number of runs of the Chained-LK algorithm described above.
Clearly, a full enumeration of the local optima for TSP instances of non-trivial
size becomes unmanageable. Therefore, the networks are based on a sample
of high-quality local optima in the search space. We first provide some basic
definitions, below, before describing the sampling algorithm.

3.1 Definitions

Definition 1. A tour is a local optimum if no tour in its neighbourhood is
shorter than it. The neighbourhood is imposed by LK-search, which considers
variable values of k. The local optimality criterion is, therefore, rather stringent.
Only a small proportion of all possible tours are LK-optimum. The set of local
optima is denoted by LO.

Definition 2. Edges are directed and based on the double-bridge operator.
There is an escape edge from local optimum LOi to local optimum LOj , if
LOj can be obtained after applying a double-bridge kick to LOi followed by
LK-Search. The set of escape edges is denoted by Eesc.

Definition 3. The local optima network, LON, is the graph LON = (LO,Eesc)
where nodes are the local optima LO, and edges Eesc are the escape edges.

3.2 Gathering Network Data

To extract the network data, we instrumented the Chained-LK implementation
of Concorde (see Algorithm 1). We simply store, in LO, every unique local optima
obtained after an LK application, and create and store, in Eesc, an edge between
the starting and end optima after a double-bridge move.

A hundred independent runs of Chained-LK are executed. We chose to use
two different starting mechanisms, one producing “better” solutions, the other
“worse” solutions, to have a broader picture of the search space. Half of the runs
start from a relatively good solution, built using the Quick-Bor̊uvka method.
The latter is the default initialisation for Concorde’s Chained-LK and is based
on the minimum-weight spanning tree algorithm of Bor̊uvka [15]. The other half
starts from a random solution.

Each run performs n kicks, where n is the size of the tour (number of cities).
The default kicking procedure in Concorde is used: the edges involved in the
double bridge are selected using random walks along connected vertices.

Since nodes and edges are collected from a combination of several runs, it is
possible that each of them is found more than once. Therefore, weights could be
associated to edges indicating the number of times they were encountered. We
recorded such weights, but chose to analyse unweighted networks. Future work
will consider this information in the analysis.
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Data: I, a TSP instance
Result: LO, the set of local optima,

Eesc, the set of edges between local optima
n ← numberOfCities(I); LO ← {}; Eesc ← {}
for i ← 1 to 100 do

s ← initialSolution()
s ← LK(s)
LO ← LO ∪ {s}
for k ← 1 to n do

sstart ← s
send ← applyKick(s)
send ← LK(send)
LO ← LO ∪ {send}
Eesc ← Eesc ∪ {(sstart, send)}
if fitness(send) < fitness(sstart) then s ← send

end

end
Algorithm 1. Local optima network sampling for 100 runs of Chained-LK.

4 Selected TSP Instances

Our study considers four TSPLIB [22] instances of a few hundred cities belonging
to different types (see Table 1). By exploring and comparing the local optima
networks of instances of similar size, we aim to discover structural differences
distinguishing the hard from the easy to solve instances.

Table 1. Selected TSP instances

Property Instances

att532 u574 rat575 gr666

Cities 532 574 575 666

Edge Weight Type ATT EUC-2D EUC-2D GEO

Description US cities Drilling problem Rattled grid World cities

Optimum 27686 36905 6773 294358

Concorde run time (s) 8.9 3.8 18.9 6.5

Concorde B&B nodes 5.2 1.7 17.7 3.2

Chained-LK success rate 0.06 0.47 0.01 0.04

The types of edge weights are as follows. EUC-2D refers to the Euclidean
distance of points in a 2D plane rounded to the nearest integer. ATT refers to
a pseudo-Euclidean distance: the sum of the squares is divided by 10 and the
square root of this value is then rounded to an integer. GEO refers to the integer
geographical distance computed from latitude and longitude coordinates on the
surface of a sphere representing an idealised Earth.
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The bottom portion of Table 1 gives information on the solving difficulty of
each instance. Specifically, we report the mean run time and the mean number
of branch-and-bound nodes required by Concorde (interfaced with IBM ILOG
CPLEX 12.6) to solve the instances to optimality on a 3.4 GHz Intel Core i7-
3770 CPU across 10 runs. Although Concorde is an exact solver, the means are
computed since randomised heuristics, including Chained-LK, are used. This
leads to different execution times and branch-and-bound trees. The last row
reports the success rate of the 100 Chained-LK runs used for extracting the
network data (described in Sect. 3.2). By success rate, we mean the ratio of
runs that found at least one global optimum. According to this information, the
easiest instance to solve is u574 (by far) and the hardest is rat575.

5 Results

When extracting local optima networks from large instances, it is important to
decide which sample to consider. We chose here to analyse two sets: (i) the whole
set of local optima collected with the procedure described in Sect. 3.2, and (ii)
the subset containing the best 10% local optima according to fitness. For each
TSP instance in Table 1, we consider the two sets and construct the local optima
networks as defined in Sect. 3.

Results are presented in the following two subsections, which conduct a net-
work analysis and a fitness distance correlation analysis, respectively.

5.1 Network Analysis and Visualisation

Over the years, an extensive set of tools – mathematical, computational, and
statistical – have been developed for analysing and understanding networks [16].
We select here a set of network features (see Table 2) which we consider relevant
to search dynamics.

Table 2. Main local optima network features.

Feature Description

nv Total umber of vertices (local optima)

ne Total number of edges

ngo Number of different global optima

nc Number of connected components (or clusters)

cgo Cluster containing the global optimum (or optima), where the clusters are
ordered by decreasing size.

We argue that the decomposition into clusters (connected components in
our study) is one of the most relevant features impacting search. Indeed, we
hypothesise that the notion of multiple funnels, originally studied in theoretical
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chemistry [9,14], and more recently also in combinatorial optimisation [6,17],
is captured by the connected components in the networks studied. Specifically,
funnels correspond to connected components. Once trapped in a connected com-
ponent, it is not easy for the search process to hop to another component. There
are no connections among components with the underlying escaping mechanism
according to our sampling procedure. Some connections may exist, but of low
probability. We, therefore, explore in detail the connected components decom-
position of the studied networks.

Table 3 reports the main network features for each instance and local optima
sample. All instances have more than one global optima, and all decompose
into several clusters. Indeed, several components are found on both samples,
indicating that the deconstruction occurs not only among solutions near the
global optima, but early on in the search process (solutions with higher costs).
The last row in the table (cgo) shows that global optima are not always found
in a large connected component.

Table 3. Network metrics (as described in Table 2) for the four TSP instances and the
two local optima samples:all and best 10%.

att532 u574 rat575 gr666

all best 10% all best 10% all best 10% all best 10%

nv 35,512 3,678 37,780 3,842 41,536 4,805 46,021 4,611

ne 37,730 4,435 40,161 4,660 44,643 5,842 47,939 5,039

ngo 2 2 4 4 2 2 2 2

nc 6 7 8 5 69 47 53 25

cgo 1 2 1 1 60 8 4 2

It is interesting to note that for the hardest instance studied, rat575 (see the
bottom of Table 1 for an indication of search difficulty), the global optima were
not found in any of the 5 largest connected components. They are located in
cluster number 60 when considering the whole sample and cluster 8, when con-
sidering the best 10% local optima. On the other hand, for the easiest instance,
u574, the global optima are found in the largest connected component for both
samples. Table 4 reports sizes (as percentages) of the 5 largest connected compo-
nents for each instance and local optima sample. Bold fonts indicate the compo-
nent containing the global optima. As mentioned before, global optima are not
found in the top 5 connected components of instance rat575, they are located in
the 8th component, which contains only 2.67% of the local optima sample.

A useful approach to explore the structure of networks is to visualise them.
Software for analysing and visualising networks is currently available in various
languages and environments. Here we use the R statistical language together
with the igraph package [4]. The graph layout algorithm used is the Fruchterman
and Reingold method [5], which is based on exploiting analogies between the
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Table 4. Sizes (as percentages) of the top 5 connected components for the four TSP
instances and the two local optima samples: all and best 10 %. Bold fonts highlight
the connected component containing the global optima. For instance rat575, the global
optima are located in the 8th component, which contains only 2.67 % of the local optima
sample

att532 u574 rat575 gr666

all best 10% all best 10% all best 10% all best 10%

c1 93.62 50.33 58.56 85.84 17.55 33.47 17.20 29.75

c2 2.17 48.15 15.97 11.63 4.93 7.62 7.12 13.42

c3 1.12 1.20 10.30 1.54 4.89 3.79 7.05 12.67

c4 1.04 0.19 8.72 0.60 2.03 3.33 6.22 6.66

c5 1.04 0.08 3.20 0.39 2.01 2.93 3.90 4.49

relational structure in graphs and the forces among elements in physical systems.
The heuristic is concerned with drawing graphs according to some generally
accepted aesthetic criteria such as (a) distribute the vertices evenly in the frame
(a circle in this case), (b) minimise edge crossings, (c) make edge lengths uniform,
and (d) reflect inherent symmetry [5].

In order to have manageable images, we plotted the networks corresponding
to the subset containing the best 10% local optima. We also pruned some of
the nodes of degree one, and removed self-loops for improved visibility. Figure 3
shows the local optima for instances att532 and u574, and Fig. 4 shows the
networks for rat575 and gr666. Nodes are LK-search local optima and edges
represent escape transitions according to double-bridge moves.

We decorated the network images according to the two most relevant features
impacting search dynamics: fitness and connectivity. The fitness of a solution is
reflected by its node size, with size inversely proportional to tour cost (so the
best solutions are larger in size). The connected components are distinguished
with different colours: red shows the largest connected component, blue the 2nd

largest and so on, as indicated in the legends of Figs. 3 and 4. Global optima
nodes are highlighted with a yellow outline.

The networks show strikingly different structures. In instance att532 (Fig. 3,
top), the two largest connected components (red and blue) show similar sizes,
with the remaining components having small sizes (see also Table 4 for percent-
ages). The two global optima are located in the blue component. In instance
u574 (Fig. 3, top), the largest component (red) clearly dominates, containing
the four global optima and many good local optima as indicated by the node
sizes. This is consistent with the fact that u574 is the easiest instance to solve,
as indicated in the bottom of Table 1.

In the first two instances considered (Fig. 3), the two largest components (red
and blue) dominate the network images. This is not the case for instances rat575
and gr666 (Fig. 4), where the smaller connected components are more visible.
In rat575, the global optima are not found in the top 5 components. Instead, the
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Fig. 3. Local optima networks for att532 (top) and u574 (bottom). Nodes are LK-
search local optima, and edges represent escape transitions according to double-bridge
moves. Node colours identify connected components as indicated in the legend, while
node sizes are inversely proportional to tour cost (so the best solutions are larger in
size). Global optima nodes are highlighted with a yellow outline (Color figure online).

two global optima are located in component number 8, visualised in dark green
at the bottom right of the network plot. This is a small component containing
only 2.67% of the local optima sample: this provides a clear visual indication of
the increased search difficulty of this instance. For the gr666 instance, the global
optima are located in the 2nd largest connected component (blue) visualised
at the bottom left portion of the image. This component contains 13.42% of
the local optima, suggesting an easier to search instance despite having a larger
number of cities.
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Fig. 4. Local optima networks for rat575 (top) and gr666 (bottom). Nodes are LK-
search local optima, and edges represent escape transitions according to double-bridge
moves. Node colours identify connected components as indicated in the legend, while
node sizes are inversely proportional to tour cost. Global optima nodes are highlighted
with a yellow outline (Color figure online).

This study only considers instances where the number of connected compo-
nents was less than the number of runs. Yet, the maximum number of com-
ponents that could be discovered by the sampling method corresponds to the
number of runs if no local optimum is repeated in any two runs. It is neverthe-
less possible that some instances actually have many more components than this
number. It is also important to note that the sampling mechanism, including the
parameter values for the number of kicks and runs, introduces a bias generating
an approximation of the search space and not the complete picture.
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5.2 Fitness-Distance Analysis

While the network analyses provide insight into the connected nature of the
search space, it is also useful to examine the landscapes through more traditional
tools. In particular, we now look at the relationship between fitness and bond
distance [3]. The latter is defined as the difference in the number of common
edges, or bonds, between two tours. It is computed by subtracting the number
of common edges from the number of cities. We specifically consider the distance
between a single randomly chosen global optimum and the other local optima.
Let us note that the global optima for each instance share the overwhelming
majority of their edges. The bond distances between the global optima are 2 for
att532, {2, 4, 6} for u574, 3 for rat575 and 13 for gr666. It is thus logical for them
to appear within the same component.

Figure 5 presents the fitness-distance plots for the best 10% sub-sampling
that is represented in the local optima networks and reuses the same colour-
component correspondence. Each of the 5 largest components is plotted in a
separate facet. When the global optima are found in a smaller component, the
points of the latter have their own facet. Any remaining components are grouped
in one final facet. Each plot also displays all the local optima across components
in the background.

Figure 6 provides a similar view of the local optima but considers (almost)
complete samples. Points with fitness above the 95th percentile are not plotted
because they are very spread out and thus interfere with visualisation. Compo-
nents, however, are computed with respect to all the points in the all sample.
Points in common with those in Fig. 5 are highlighted with the same colour
scheme, with the aim of exploring the correspondence of clusters between the
two studied samples.

In the best 10% sampling, smaller components containing a few solutions are
artefacts of the arbitrary threshold and actually form part of larger distinct clus-
ters. For att532, even though this is not visible due to points overlapping, all the
best 10% components are indeed at the bottom of a single massive component
in the all sampling.

We can observe that there is relatively little overlap between components
when the solution fitness is close to the best fitness (Fig. 5). This no longer the
case when the all sampling is observed. The components not containing the
global optima in instances att532 and u674, and to a lesser extent in gr666,
are relatively far away from the one with the global optima both in terms of
fitness and bond distance. In contrast, the best fitness values in the components
of rat575 are all within 4 units of the global optimum. Let us note that, for this
instance, the distribution of points appears to consist of distinct layers. This
is simply because the range of fitness values is very small and all values are
integers.

From Fig. 6, it can be seen that the presence of distinct components does not
match the big valley hypothesis, but rather that there are multiple distinct fun-
nels. On some instances, looking at the bottom of these components, or funnels,
reveals further splits into basins within funnels (Fig. 5).
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(a) att532

(b) u574

(c) rat575

(d) gr666

Fig. 5. Fitness-distance plots for the best 10 % sampling. All facets show the full set
of solutions of the sampling in the background. Facets 1 to 5 display the overlay of
the largest five connected components. Facet G shows the component containing the
global optima (when it is not among the first five, as in the case of rat575). Facet R
displays the remaining components if there are any.
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(a) att532

(b) u574

(c) rat575

(d) gr666

Fig. 6. Fitness distance plots for the all sampling. In the background (light grey),
all facets show the set of sampled solutions below the 95th fitness percentile. Points
within specific components are coloured in darker grey in each facet. Points in common
with Figure 5 use the same colours. Facets 1 to 5 display the overlay of the largest five
connected components. Facet G shows the component containing the global optima
(when it is not among the first 5, such as in rat575). Facet R displays the remaining
components.
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6 Conclusions

Our study suggest that there is not always a single valley in the fitness land-
scape of travelling salesman problems under LK-search and double-bridge escape
moves. Instead, local optima might decompose into a number of sub-valleys or
funnels, as illustrated in Fig. 7 for two funnels, but more than two are generally
present. This decomposition occurs not only among solutions near in evaluation
to the global optimum, but it may also happen among solutions with higher
cost. In our local optima network model, the funnels are clearly identified and
visualised as the connected components of the networks.

This has significant consequences in our understanding of iterated local
search. Once the search process is trapped in a sub-optimal funnel, it simply
cannot escape from it using the underlying escaping mechanism (double-bridge
moves in our study). Increasing the number of iterations will not improve the
performance, the search will stall, as transitions to other funnels are not pos-
sible. We foresee that this observation will inspire new escaping and tunnelling
mechanisms that allow the search process to navigate among funnels.

Fig. 7. Depiction of two funnels.

Future work will study the structure of larger, and more diverse TSP
instances and other combinatorial problems where the big valley has been
observed. More extensive sampling methods will need to be considered to con-
firm or infirm our results. We will also look at search strategies to escape from
sub-optimal funnels. We also aim to produce improved and informative images
of fitness landscapes using the local optima network model.
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11. Lourenço, H.R., Martin, O.C., Stützle, T.: Iterated local search. In: Handbook of

Metaheuristics, pp. 320–353 (2003)
12. Martin, O., Otto, S.W., Felten, E.W.: Large-step Markov chains for the TSP incor-

porating local search heuristics. Oper. Res. Lett. 11, 219–224 (1992)
13. Merz, P., Freisleben, B.: Memetic algorithms and the fitness landscape of the graph

bi-partitioning problem. In: Eiben, A.E., Bäck, T., Schoenauer, M., Schwefel, H.-P.
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Abstract. The contribution of this study is twofold: First, we show
that we can predict the performance of Iterated Local Search (ILS) in
different landscapes with the help of Local Optima Networks (LONs)
with escape edges. As a predictor, we use the PageRank Centrality of
the global optimum. Escape edges can be extracted with lower effort than
the edges used in a previous study. Second, we show that the PageRank
vector of a LON can be used to predict the solution quality (average
fitness) achievable by ILS in different landscapes.

Keywords: Fitness landscape analysis · Search difficulty · PageRank
centrality · Local optima networks · NK-landscapes

1 Introduction

Local Optima Networks [1] are a novel approach to study the structure of opti-
mization problems by using complex network analysis. A Local Optima Net-
work (LON) is a compressed representation of a combinatorial fitness landscape.
Mathematically, a LON is a graph in which the vertices are the search space’s
local optima. The edges are modeled to reflect the transitions between the local
optima and are weighted by transition probabilities. Three types of LON mod-
els have been introduced so far in order to represent different search operators:
edges with basin transition probabilities for the trajectory of Hill Climbing algo-
rithms [2], escape edges for Iterated Local Search [3] and LONs for Partition
Crossover [4].

An application of fitness landscape analysis is to predict the performance
of a search algorithm in a particular problem instance (search difficulty) [5,6].
Network features of LONs can in particular capture the search difficulty of land-
scapes [7]. Among the different network metrics, it was shown that the shortest
path to the global optimum [8] and its PageRank Centrality [9] are good pre-
dictors for local search-based methods. The PageRank of the global optimum
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predicts the empirical success rate of Hill Climbing with approx. 90 % accu-
racy. Success rate is the probability that a search algorithm hits the global opti-
mum. The explanation for this high correlation is that LONs are an approximate
Markov Chain representation of fitness landscapes. As the PageRank vector of
the nodes represents their stationary distribution in the stochastic process, the
PageRank of the global optimum approximates the probability that a search
algorithm finds it.

A major limitation of previous studies is that success rate is just one alterna-
tive of measuring search performance. Most heuristics are—in the first place—
not designed to solve a problem exactly. Instead, they make use of an existing
trade-off between computation time and solution quality, with the goal to gen-
erate a yet sub-optimal, but acceptable solution. Thus, predicting the expected
solution quality is a relevant issue. Another limitation of the PageRank study
[9] is that predicting success rates has only been tested for the LON model with
basin transition probabilities. However, the extraction procedure for this model
is computationally expensive.

In this paper, we take up previous efforts on determining search difficulty of
fitness landscapes with Local Optima Networks. We present a method to pre-
dict both success rate and solution quality (average fitness) with LONs with
escape edges (LONee, [3]) using PageRank Centrality. The escape edges can
be extracted with much lower computational effort than the basin transition
probabilities. To predict the average fitness, we make use of the fact that the
calculation of the PageRank results in a vector which covers the stationary dis-
tribution of the whole search space. We combine these probabilities with the
distribution of fitness in the search space to calculate an expected value for the
fitness. Using this value, we can predict the fitness that is achieved on average
by Iterated Local Search in different NK landscapes.

Our paper is structured as follows1: In Sect. 2, we describe the search heuris-
tic of which we aimed to predict its performance in our experiments, i.e. Iterated
Local Search. In Sect. 3, we give a short introduction to fitness landscapes and
provide a formal definition. In Sect. 4, we define LONs with escape edges. In
Sect. 5, we shortly describe the concept of PageRank Centrality. In Sect. 6, we
describe our experimental design and the search space used (NK family of land-
scapes). We present our results in Sect. 7 and draw our conclusions in Sect. 8.

2 Iterated Local Search

Iterated Local Search (ILS, [10]) has so far been used in a variety of studies on
local optima networks [3,8,11]. The concept of ILS is used in many practically
relevant search methods, e.g. the Chained Lin Kernighan heuristic [12,13]. This
section gives a brief review on the algorithm.
1 For the reader’s convenience, we wanted this paper to be self-contained. In the

introductory sections, we included descriptions and formal definitions for Fitness
Landscapes and PageRank following the explanations in [9].
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ILS combines the concept of intensification by local search with a num-
ber of perturbation steps to obtain some diversification. During intensification,
heuristics focus their search on promising areas of the search space, whereas
during diversification, new areas are explored [14]. Algorithm 1 describes the
search method in pseudo code. Given a search space of valid solutions S for an
optimization problem, we assign a fitness value to each s ∈ S by the function
f : S → R≥0. ILS starts with a randomly selected solution s0 ∈ S. Then, the
algorithm performs a hill climbing procedure with best improvement as selection
rule (Algorithm 2): from the neighborhood N(s), the best solution with higher
fitness is selected. This requires a scan of the whole neighborhood of s. The
neighborhood N(s) is the set of solutions that can be reached by performing an
incremental change to s. This hill climbing procedure is then repeated until it
reaches a local optimum s∗, i.e. no further improvement is possible. Then, ILS
performs a diversification step by applying a limited perturbation to the local
optimum, resulting in s′. As a next step, hill climbing is applied from s′, until the
next local optimum s∗′

is reached. If the new local optimum s∗′
is different from

the previous s∗ and has higher fitness, the algorithm has “escaped” to a new
local optimum, and the change is accepted. Otherwise, another perturbation is
applied to s∗. This procedure is repeated until a termination condition is met,
e.g. a fixed number of escapes without any further improvement.

Algorithm 1. Iterated Local Search (ILS)
Require: Solution space S, Fitness function f(S), Neighborhood function N(S),

Stopping Threshold t
1: Choose initial random solution s0 ∈ S
2: s∗ ← hillClimbBI(s0)
3: i ← 0
4: repeat
5: s′ ← perturbation(s∗)

6: s∗′ ← hillClimbBI(s
′
)

7: if (s∗′ �= s∗) ∧ (f(s∗′
) > f(s∗)) then

8: s∗ ← s∗′

9: i ← 0
10: end if
11: i ← i + 1
12: until i ≥ t
13: return s∗

3 Fitness Landscape Analysis

3.1 Concept

The notion of fitness landscapes originated from evolutionary biology [15]. The
idea is that there is a fitness for each genome of the different species, and by the
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Algorithm 2. Best Improvement Hill Climbing (hillClimbBI)
Require: Solution space S, Fitness function f(S), Neighborhood function N(S),

Initial solution s0
1: i ← 0
2: repeat
3: choose si+1 s.t. f(si+1) = maxx∈N(si)(f(x))
4: if f(si) < f(si+1) then
5: si ← si+1

6: end if
7: i ← i + 1
8: until si is local optimum: {s ∈ N(si) | f(s) < f(si)} = {}
9: return si

distances between the genomes a landscape is shaped in which the fitness is the
height. In combinatorial optimization, a motivation to analyze fitness landscapes
is to gain a better understanding of algorithm performance on a related set of
problem instances. Landscape characteristics reflect the difficulty for a variety
of heuristics [5,6], thus problem specific knowledge can help construct better
search methods [16]. In this chapter, we provide a short explanation of important
fundamentals of fitness landscape analysis.

3.2 Neighborhood Structure

In combinatorial optimization, a fitness landscape [15] is a triplet of the search
space S, the fitness function f , and the neighborhood structure N(S). S contains
all valid solution candidates. The fitness function f : S → R≥0 assigns a fitness
value to each s ∈ S. The neighborhood function N : S → P(S) assigns a set
of neighbors N(s) to every s ∈ S. The neighborhood structure determines the
position of each s in the landscape [17]. To determine the neighbors, we define
a distance function between all pairs of solutions s0 and s1 as

d : (s0, s1) → N0, s0 ∧ s1 ∈ S. (1)

The distance function depends on the search operator used. Starting from a
solution s0, local search uses a small distance dmax = ds0,s1 to choose a new
solution s1. We define the neighborhood function as

N : s0 → {s1 ∈ S | s1 �= s0 ∧ 0 < d(s0, s1) ≤ dmax}. (2)

Iterated Local Search varies dmax during run-time to obtain higher diversification
and to escape from a local optimum by using perturbation steps. This results
in changes in the landscape during the run of the algorithm, and makes static
analyses more difficult. Despite that, it is generally accepted to study a landscape
defined by a fitness function and one or several induced distances [16].
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3.3 Definition of Local Optima

A fitness landscape can have one or more local optima. A local optimum is a
solution that has no superior neighbors. For a maximization problem, we define
a function

Nsup(s) = {n ∈ S |n ∈ N(s) ∧ f(n) > (f(s)} (3)

which returns the neighbors of a solution s ∈ S that have a superior fitness. As
local optima have no superior neighbors, the set

LO = {lo ∈ S |Nsup(lo) = {} }. (4)

contains all the local optima, which also includes the global optimum.

3.4 Basins of Attraction

The basin of attraction is defined as the set of solution candidates from which
local search converges to a particular local or global optimum. Extracting the
basins of a fitness landscape is required in order to calculate the edges of LONs.
The extraction process depends on the selection rule of the hill climbing algo-
rithm [2]. Our implementation of ILS used best improvement hill climbing, (Algo-
rithm 2) which accepts only the best of all superior neighbor solutions. Conse-
quently, each solution in the search space belongs to the basin of exactly one
local optimum and the basins form a partition set of the search space. These
basins are referred to as unconditional basins [16]. The function

B : lo → P(S\LO) (5)

assigns a subset from the power set of solutions over the search space to each
local optimum lo ∈ LO, which is the basin of lo. In the following, we use B as a
function which returns the unconditional basins.

3.5 Landscape Features

Structural features of fitness landscapes are often used to predict the perfor-
mance of algorithms. A well-elaborated collection of such features is given by
[18]. Two of the frequently used features are ruggedness [19] and deceptiveness
[20]. The idea of ruggedness is that the smoother the landscape is, the easier
it is to search the landscape in order to find the global optimum. Ruggedness
is a consequence of modality, i.e. the presence of local optima. The higher the
number of local optima, the more rugged is the landscape. Ruggedness is usually
measured as the correlation of fitness values between pairs of neighboring solu-
tions ρnn (nearest-neighbor-correlation). The usual way to calculate ρnn is to
perform a random walk across the search space and draw samples of the fitness
of solution pairs that are neighbors.

A landscape is deceptive if the structure of the search space leads away
from the global optimum. A measurement for deceptiveness is the correlation
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between the fitness of the solutions and their distance to the global optimum [20].
For the calculation of the fitness-distance correlation ρfd, the global optimum
must be known in advance. A random sample of solutions is drawn and ρfd is
determined between their fitness and their distance to the global optimum. A
totally misleading landscape with a fitness-distance correlation ρfd ≈ −1 is often
referred to as a trap.

4 Local Optima Networks

4.1 Concept

LONs have been inspired by the study of energy landscapes in chemical physics
[1,21]. A LON is a graph representation of a fitness landscape. A graph G consists
of two sets each for vertices and edges G = (V,E). The vertex set V contains
all the local optima of the fitness landscape. E contains the edges that model
transitions between the local optima. In the case of LONs, the edges are directed
and weighted. The existence and weight of edges depend on the trajectory of the
search algorithm. To model the dynamics of Iterated Local Search, [3] introduced
the concept of escape edges.

4.2 Escape Edges

Escape edges are defined according to the distance function of the fitness land-
scape d (minimal number of moves between two solutions). There is an integer
D > 0 that is depicted as the distance that the ILS search applies to perform a
perturbation step. There is a directed edge Exy > 0 from local optimum lox to
loy if there exists a solution s such that

d(s, lox) ≤ D ∧ s ∈ B(loy). (6)

The weight of this edge reflects the probability that an algorithm escapes from
lox to loy. It is the number of solutions within reach of the escape step and which
belong to the basin of loy. Since our implementation used best improvement hill
climbing, the function B here returns the unconditional basin of attraction. The
number of solutions with an opportunity to escape is normalized by the total
number of solutions within reach:

Exy =
|{s ∈ S | d(s, lox) ≤ D ∧ s ∈ B(loy)}|

|{s ∈ S|d(s, lox) ≤ D}| . (7)

5 PageRank Centrality

The centrality of nodes is a concept of network analysis to identify important or
influential nodes [22]. Google were the first to assess the relevance and impor-
tance of web sites by their centrality in the linkage structure of the web. To this
purpose, they have been using PageRank Centrality [23], which is a variant of the
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Eigenvector centrality. It is based on the model of a user who surfs the web by
randomly clicking links. The PageRank value of a website reflects the probability
that the surfer currently is on this website. There are three factors determining
the PageRank of a web page: the number of links a page receives, the number
of outgoing links of the linking pages, and the PageRank of the linking pages.
Thus, PageRank is a recursively defined concept. For detailed information on
the notion and application of PageRank, we refer to [24].

To calculate the PageRank of websites, we need a transition matrix Π, which
is a stochastic matrix of the linkage structure matrix E with all rows and columns
normalized to sum up to 1. In LONs, the transition matrix E as defined by the
edge weights in lemma (7) is a normalized, stochastic matrix. Thus, we can set
Π = E.

A parameter of PageRank is the damping factor α, which reflects the fact
that a random surfer may—instead of following links—visit a totally random
page at some point. This probability is represented by 1 − α. A typical value is
α = 0.85, which says that a surfer chooses a random page after about five link
clicks. Hill climbing algorithms do not make any jumps in the search space, thus
α = 1.0 was set for analyzing the LONs with Basin Transition Probabilities in
previous work [9]. In the case of ILS, there is a perturbation operator. However,
the escape edges in the corresponding LON model already reflect this behavior.
Consequently, we set α = 1.0 for our analysis.

Then, the PageRank centrality of all nodes (local optima) is given by the
vector P , which is the Eigenvector of Π:

P = Π × P. (8)

If Π is a strongly connected graph, there exists a unique solution for P [25,
26]. These conditions are fulfilled in our case, since negative probabilities are
impossible by our definition of the LONs transition matrix. In addition, we did
not observe any disconnected components in our LONs. The vector P contains
the PageRank centralities of all the local optima in the search space’s LON.
Consequently, we define Popt as the PageRank value of the global optimum.

6 Experiment

6.1 Search Space: NK Model

For our experiment, we used the well-known Kauffman NK model [27], which is a
family of combinatorial optimization problems from the class of pseudo-boolean
functions. Each instance of the model can be generated by the two parameters
N and K. Each solution s ∈ S consists of N binary decision variables, forming
a search space of |S| = 2N possible states. The fitness function

fNK : [0, 1]N → [0, 1] (9)

assigns a score to every combination of bits. It consists of N sub-functions, which
assign a fitness for each bit i, depending on the state of bit i and the states of
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K other bits
fi : [0, 1]K+1 → [0, 1]. (10)

The total fitness fNK(s) is the average of the values of the N sub-functions. All
function values are normalized between 0 and 1, with 1.0 as the fitness of the
global optimum. The parameter K determines the number of co-variables per
decision variable and thus the complexity of an instance (epistasis). A value of
K = 0 results in a problem solvable in linear time. K = N −1 leads to a problem
where each decision variable can only be set to the optimal value if all other N−1
co-variables are considered. Even though it is commonly accepted that a higher
level of epistasis lead to higher search difficulty of landscapes, it is only a rough
measure for difficulty. Landscapes with an identical level of epistasis can have a
significant variety of search difficulty. Our results on the performance of ILS in
Sect. 7.1 underpin this assumption.

The distance between two binary solutions x, y ∈ S is calculated by the

Hamming-distance d(x, y) =
n∑

i=0

|xi − yi|, i.e., the number of bits that are set to

different values when comparing two solutions. For the hill climbing procedure in
ILS, we assumed that two solutions x, y are neighbors if their Hamming distance
equals one (dmax = 1). Thus, a local search step flips exactly one bit of the
current solution. As perturbation operator in ILS, we flipped two bits in one
step.

6.2 Implementation

The objective of our experiment is to predict the success rate ps and the aver-
age fitness avg(f) achieved by ILS in a variety of different search spaces. We
generated 300 instances in total of the NK model with N = 15 bits. To test
different levels of epistasis, we used 100 instances each for K ∈ {2, 7, 12}. A
search space contained 215 = 32, 768 solutions, which is small, but manageable
for our analysis. For each instance, we extracted the fitness landscape and the
LON with escape edges and calculated the following features:

1. P : the PageRank Vector, and Popt: the PageRank of the global optimum,
2. F : the vector containing the fitness values of all the local optima,
3. ρnn: the ruggedness of the fitness landscape, measured by the Pearson cor-

relation between the fitness of nearest neighbors [19] and
4. ρfd: the deceptiveness of the landscape, measured by the Pearson correlation

between fitness and distance to the global optimum [20].

For each problem instance, we performed 1,000 independent runs of ILS. The
initial solutions were randomly selected. As a stopping threshold for ILS, we
limited the running time by a reasonable number of function evaluations, which
was 1/5th of the search space size [8]. We examined two relationships: first,
we studied how the PageRank of the global optimum Popt predicts the success
rate of ILS in the different problem instances. The purpose of this approach is to
confirm that the findings from the previous study on LONs with basin transition
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probabilities [9] also hold for the LONee model. We have also compared the Page-
Rank to the average number of function evalutions avg(t) that were performed
in those runs in which the global optimum was found. Second, we aimed to
predict the solution quality of ILS (the average fitness) by the PageRank vectors
of the LONs. To achieve this, we used the PageRank vector P and the fitness
vector F of the local optima for each search space. We expect that P provides a
stationary distribution over the whole search space and is a probability vector,
s.t.

∑
P = 1. We use these probabilities to calculate an average of the fitness of

the local optima as given by F , weighted by their stationary probability:

E[f ] = P × F. (11)

The result is a scalar value which we call the expected fitness E[f ] achieved by
ILS in a distinct search space. We calculated E[f ] for all the problem instances.
We assessed the predictive power of the different predictor metrics by the deter-
mination coefficient R2 from a univariate, linear regression model. As a bench-
mark, we have also calculated the R2 between the performance measures and the
classical metrics from fitness landscapes analysis (ruggedness and deceptiveness).

We implemented our generator for NK landscapes, the extraction procedure
for LONs and the ILS algorithm in the Java programming language. For com-
putation, we utilized 20 nodes from an HPC cluster called Mogon with each 64
cores and 256 GB of RAM. To calculate the PageRank values of the nodes, we
used the NetworkX Library. Our statistical analysis was conducted using the
R framework.

7 Results

7.1 Empirical Performance of ILS

As a pre-test of our experiments, we examined the performance of ILS by success
rate ps, average fitness avg(f) and the number of fitness function evaluations
to find the global optimum avg(t). The results can be obtained from Fig. 1.
In the landscapes with low epistasis, we can see that ILS could easily find the
global optimum in the majority of the search spaces. With increasing value of
the exogenous parameter for epistasis K, the average success rate decreases, and
so does the average score achieved by ILS. The number of fitness evaluations
necessary to find the global optimum increases with the epistasis: more epistasis
lead to a higher modality, i.e. the number of local optima. The more local optima
are in a search space, the more perturbations are necessary to find the global
optimum. All of these observations are as expected: higher epistasis leads to a
higher search difficulty, and thus lead to a lower success rate, a lower average
fitness and longer running times. We can also see that there is as high variance
of all the performance measures within the different classes of K, indicating that
epistasis has only limited explanatory power for search difficulty.
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Fig. 1. The three performance measures of ILS over the epistasis K of the NK-
landscapes: Success Rate (left), Average Fitness (middle) and Running Time by the
Number of Fitness Evaluations (right).

7.2 Prediction of Success Rate and Average Fitness

To assess the predictive quality, we calculated all coefficients of determination
(R2) for each combination of predictor metric and performance measure. We
have also made separate calculations for different levels of epistasis. The results
for all combinations can be obtained from Table 1. In Fig. 2, we have plotted
the performance of ILS (success rate, average fitness and running time) over the
three predictor metrics. Each dot in the plot represents one search space.

As a first step, we take a look at the standard metrics that are frequently
used in literature. Over all K, ruggedness and deceptiveness each can explain
around 55 % of the variance of success rate and 44 %/35 % of average fitness.
This is an intermediate statistical correlation. This correlation becomes weaker
the higher the level of epistasis is. In the cases where K ∈ {7, 12}, the traditional
metrics fail to explain any variance in the performance of ILS over all metrics.
An explanation for this could be that the landscapes with high epistasis have a
low variance in their ruggedness ρnn and deceptiveness ρfd. A low variance in
the regressor variables then results in a low R2.

We will now take a look at the prediction by PageRank Centrality. Our
expectations were a high correlation between the PageRank of the global Opti-
mum and success rate, as well as between the average score of the local optima
(weighted by their PageRank) and the fitness achieved by ILS on average. We
observed the following patterns in our results:

– The PageRank of the global optimum in the LON with escape edges Popt

explains almost 97 % of the success rate of ILS ps. Obviously, the PageRank
as obtained from the LONee model is a good indicator of the search difficulty
for ILS.
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Table 1. R2 for the different performance measures and predictor metrics.

Performance Predictor ∀K K = 2 K = 7 K = 12

Success rate: ps NN correl.: ρnn 0.5567 0.5567 0.0019 0.0134

FD correl.: ρfd 0.5400 0.5400 0.0751 0.0897

PageRank: Popt 0.9675 0.9675 0.9683 0.8870

Average fitness: avg(f) NN correl.: ρnn 0.4497 0.4497 0.0235 0.0012

FD correl.: ρfd 0.3523 0.3524 0.0075 0.0295

PageRank weighted fitn.: E[f] 0.9714 0.9714 0.9668 0.9554

Running time: avg(t) NN correl.: ρnn 0.2090 0.0027 0.0019 0.0007

FD correl.: ρfd 0.1455 0.0006 0.0089 0.0069

PageRank: Popt 0.0006 0.1444 0.3081 0.3950

Fig. 2. The performance of ILS (Top: Success Rate, Bottom: Average Fitness) over
the Predictor Metrics (PageRank/PageRank Weighted Avg. Fitness, Ruggedness and
Deceptiveness, from left to right). Each of the Dots represents a single Problem
Instance.

– The expected average fitness E[f ] explains almost 97 % of the average score
achieved by ILS avg(f). Thus, the PageRank vector of a LON P seems to reflect
the dynamics of ILS in terms of the probability to achieve a certain state.

– These results are robust for different levels of epistasis K. For high values of
K, the R2 is slightly reduced for both predictors, but it is still a very strong
correlation and significantly better than traditional landscape metrics. Thus,
the LON with escape edges nearly approximates the dynamics of ILS.

– The number of fitness evaluations needed to locate the global optimum avg(t)
is only weakly correlated to all of the predictor metrics. Surprisingly, in the
case of medium and high epistasis, the PageRank seems to predict 30–40%
of the variance of running time. An explanation for this could be that in
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cases of high epistasis, the basins are very small. In landscapes with small
basins, the running time of ILS is dominated by perturbation steps, and there
is nearly no hill climbing. Since the escape edges in the LONee map these
perturbations, the LONee perfectly matches the stochastic process of ILS in
such cases. Then, the LON is more likely to reflect the running time than
in cases where ILS needs to spend many function evaluations for the hill
climbing procedure.

In summary, we have shown that the PageRank of the global optimum in LONs
with escape edges perfectly predicts the search difficulty of landscapes for ILS, i.e.
the empirical success rate. Moreover, we found that the stationary distribution of
the PageRank vector over all local optima is useful to make predictions about the
solution quality when running ILS in a certain search space2. Both predictions
work for all levels of epistasis, which is a clear advantage to the concepts of
ruggedness and deceptiveness.

8 Conclusions

In this study, we have contributed to recent research on predicting search dif-
ficulty of landscapes with the help of local optima networks and the metrics
from the network analysis framework. We have shown that the PageRank Cen-
trality of local optima can be used to predict the average fitness and success
rate achieved by search heuristics. This works because LONs are an approxi-
mation of the fitness landscape’s Markov Chain and the PageRank reflects the
stationary distribution of the states in this chain. Other than classical metrics
of landscape analysis, this method is robust against different levels of epistasis,
i.e. the number of interdependencies between the decision variables. The PageR-
ank of the global optimum also predicts the running time with limited accuracy
in landscapes with high epistasis. Thus, LONs can be used as a tool to draw
conclusions on the structure of problems. We have shown that predictions made
with PageRank in a previous study are applicable with a LON model that can
be extracted in reasonable time. A practical application of these findings could
be in the selection process of problem instances for benchmark purposes. In
benchmarks, test reliability is an important criterion, and the PageRank could
be easily used to select instances that guarantee a uniform search difficulty or
expected fitness outcome.

A limitation of our study is the size of the problem instances used. Even
though we are convinced that our results extrapolate to larger instances, it would
be interesting to perform further examinations on this, e.g. by sampling the
local optima instead of evolving the whole search space. Another limitation is
of fundamental nature: even though we have not made further tests in this
assumption, we think that it is not possible to make general statements on the
2 We have also replicated this result to predict the average fitness achieved by local

search with LONs with basin transition probabilities. Results are available from the
authors upon request.
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performance of an algorithm with an arbitrary LON model. Instead, the LON
model must match the dynamics of the search method. For instance, in the case
of ILS, the escape edges must consider the distance of the perturbation step.
However, this study provides evidence that the prediction by PageRank works
across different LON models in combination with a distinct search heuristic. For
future work, we suggest to conduct further analysis on the analysis of problem
structure by LONs. For instance, it would be worthwhile to study whether it
is possible to make assumptions over the search difficulty of landscapes for a
variety of search heuristics with the help of LONs. Furthermore, it would be
interesting to study the structure of larger problem instances with networks
(e.g. by sampling instead of fully evolving the search space) and see if there are
patterns in the distribution of local optima.
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10. Lourenço, H.R., Martin, O.C., Stützle, T.: Iterated local search. Handbook of Meta-
heuristics, pp. 320–353. Kluwer Academic Publishers, Boston (2003)

11. Ochoa, G., Veerapen, N., Whitley, D., Burke, E.K.: The multi-funnel structure of
TSP fitness landscapes : a visual exploration. In: Artificial Evolution (EA 2015).
Lyon (2015)

12. Applegate, D., Cook, W., Rohe, A.: Chained Lin-Kernighan for large traveling
salesman problems. INFORMS J. Comput. 15, 82–92 (2003)

13. Lin, S., Kernighan, B.W.: An effective heuristic algorithm for the traveling-
salesman problem. Oper. Res. 21, 498–516 (1973)

14. Rothlauf, F.: Design of Modern Heuristics: Principles and Application. Springer,
Heidelberg (2011)

15. Wright, S.: The roles of mutation, inbreeding, crossbreeding, and selection in evo-
lution. In: Proceedings of the 6th International Congress of Genetics, pp. 356–366
(1932)

16. Pitzer, E., Affenzeller, M.: A comprehensive survey on fitness landscape analy-
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Abstract. Local search algorithms and iterated local search algorithms
are a basic technique. Local search can be a stand-alone search method,
but it can also be hybridized with evolutionary algorithms. Recently, it
has been shown that it is possible to identify improving moves in Ham-
ming neighborhoods for k-bounded pseudo-Boolean optimization pro-
blems in constant time. This means that local search does not need to
enumerate neighborhoods to find improving moves. It also means that
evolutionary algorithms do not need to use random mutation as a ope-
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of solutions that are adjacent to the current solution. This paper will consider
k-bounded pseudo-Boolean functions, where the Hamming distance 1 neighbor-
hood is the most commonly used local search neighborhood.

Recently, it has been shown that the location of improving moves can be cal-
culated in constant time for the Hamming distance 1 “bit flip” neighborhood [16].
This has implications for both local search algorithms as well as simple evolu-
tionary algorithms such as the (1 + 1) Evolutionary Algorithm. Since we can
calculate the location of improving moves, we do not need to enumerate neigh-
borhoods to discover improving moves.

Chicano et al. [3] generalize this result to present a local search algorithm
that explores the solutions contained in a Hamming ball of radius r around a
solution in constant time. This means that evolutionary algorithms need not
use mutation to find improving moves; either mutation should be used to make
larger moves (that flip more than r bits), or mutation should be used to enable a
form of restart. It can also makes crossover more important. Goldman et al. [6]
combined local search that automatically calculates the location of improving
moves in constant time with recombination to achieve globally optimal results
on relatively large Adjacent NK Landscape problems (e.g. 10,000 variables).

Whitley [15] has introduced the notion of Mk Landspaces to replace NK
Landscapes. Mk Landscapes are k-bounded pseudo-Boolean optimization pro-
blems composed of a linear combination of M subfunctions, where each subfunc-
tion is a pseudo-Boolean optimization problem defined over k variables. This
definition is general enough to include NK landscapes, MAX-kSAT, as well as
spin glass problems.

In this paper, we extend these related concepts to multi-objective optimiza-
tion. We define a class of multi-objective Mk Landscapes and show how these
generalize over previous definitions of multi-objective NK Landscapes. We also
show how exact methods can be used to select improving moves in constant
time. In the multi-objective space, the notion of an “improving move” is com-
plex because improvement can be improvement in all objectives, or improvement
in only part of the objectives. When there are improvement in all objectives, then
clearly the improvement should be accepted. However, when there are improve-
ment in only a subset of objectives, it is less clear what moves should be accepted
because it is possible for search algorithms to cycle and to visit previously dis-
covered solutions. Methods are proposed that allow the identification of improv-
ing moves in constant time for multi-objective optimization. Methods are also
proposed to prevent local search algorithms from cycling and thus repeatedly
revisiting previously discovered solutions. The results of this work could also be
introduced in existing local search algorithms for multi-objective optimization,
like Anytime Pareto Local Search [5].

The rest of the paper is organized as follows. In the next section we intro-
duce multi-objective pseudo-Boolean optimization problems. Section 3 defines
the “Scores” of a solution. The Score vector tracks changes in the evaluation
function and makes it possible to track the locations of improving moves. An
algorithm is introduced to track multiple Scores and to efficiently update them
for multi-objective optimization. Section 4 considers how to address the problems
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of selecting improving moves in a multi-objective search space when the move
only improves some, but not all, of the objectives. Section 5 empirically evaluates
the proposed algorithms. Section 6 summarizes the conclusions and outline the
potential for future work.

2 Multi-Objective Pseudo-Boolean Optimization

In this paper we consider pseudo-Boolean vector functions with k-bounded epis-
tasis, where the component functions are embedded landscapes [7] or Mk Land-
scapes [15]. We will extend the concept of Mk Landscapes to the multi-objective
domain and, thus, we will base our nomenclature in that of Whitley [15].

Definition 1 (Vector Mk Landscape). Given two constants k and d, a vec-
tor Mk Landscape f : Bn → Rd is a d-dimensional vector pseudo-Boolean
function defined over Bn whose components are Mk Landscapes. That is, each
component fi can be written as a sum of mi subfunctions, each one depending
at most on k input variables1:

fi(x) =
mi∑

l=1

f
(l)
i (x) for 1 ≤ i ≤ d, (1)

where the subfunctions f
(l)
i depend only on k components of x ∈ Bn.

This definition generalizes that of Aguirre and Tanaka [1] for MNK Land-
scapes. In Fig. 1(a) we show a vector Mk Landscape with d = 2 dimensions. The
first objective function, f1, can be written as the sum of 5 subfunctions, f (1)

1 to
f
(5)
1 . The second objective function, f2, can be written as the sum of 3 subfunc-

tions, f (1)
2 to f

(3)
2 . All the subfunctions depend at most on k = 2 variables.

It could seem that the previous class of functions is restrictive because each
subfunction depends on a bounded number of variables. However, every com-
pressible pseudo-Boolean function can be transformed in polynomial time into
a quadratic pseudo-Boolean function (with k = 2) [12].

A useful tool for the forthcoming analysis is the co-ocurrence graph [4] G =
(V,E), where V is the set of Boolean variables and E contains all the pairs of
variables (xj1 , xj2) that co-occur in a subfunction f

(l)
i for any 1 ≤ i ≤ d and

1 ≤ l ≤ mi (both variables are arguments of the subfunction). In Fig. 1(b) we
show the variable co-occurrence graph of the vector Mk Landscape of Fig. 1(a).

We will consider, without loss of generality, that all the objectives (compo-
nents of the vector function) are to be maximized. Next, we include the definition
of some standard multi-objective concepts to make the paper self-contained.

1 In general, we will use boldface to denote vectors in Rd, as f , but we will use normal
weight for vectors in Bn, like x.
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(a) Vector Mk Landscape
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(b) Co-occurrence graph

Fig. 1. A vector Mk Landscape with k = 2, n = 5 variables and d = 2 dimensions
(top) and its corresponding co-occurrence graph (bottom).

Definition 2 (Dominance). Given a vector function f : Bn → Rd, we say
that solution x ∈ Bn dominates solution y ∈ Bn, denoted with x �f y, if and
only if fi(x) ≥ fi(y) for all 1 ≤ i ≤ d and there exists j ∈ {1, 2, . . . , d} such that
fj(x) > fj(y). When the vector function is clear from the context, we will use �
instead of �f .

Definition 3 (Pareto Optimal Set and Pareto Front). Given a vector
function f : Bn → Rd, the Pareto Optimal Set is the set of solutions P that
are not dominated by any other solution in Bn. That is:

P = {x ∈ Bn|�y ∈ Bn, y � x} . (2)

The Pareto Front is the image by f of the Pareto Optimal Set: PF = f(P ).

Definition 4 (Set of Non-dominated Solutions). Given a vector function
f : Bn → Rd, we say that a set X ⊆ Bn is a set of non-dominated solutions when
there is no pair of solutions x, y ∈ X where y � x, that is, ∀x ∈ X,�y ∈ X, y � x.

Definition 5 (Local Optimum [11]). Given a vector function f : Bn → Rd,
and a neighborhood function N : Bn → 2B

n

, we say that solution x is a local
optimum if it is not dominated by any other solution in its neighborhood: �y ∈
N(x), y � x.

3 Moves in a Hamming Ball

We can characterize a move in Bn by a binary string v ∈ Bn having 1 in all
the bits that change in the solution. Following [3] we will extend the concept of
Score2 to vector functions.
2 What we call Score here is also named Δ-evaluation by other authors [13].
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Definition 6 (Score). For v, x ∈ Bn, and a vector function f : Bn → Rd, we
denote the Score of x with respect to move v as Sv(x), defined as follows:

Sv(x) = f(x ⊕ v) − f(x), (3)

where ⊕ denotes the exclusive OR bitwise operation (sum in Z2).

The Score Sv(x) is the change in the vector function when we move from
solution x to solution x⊕v, that is obtained by flipping in x all the bits that are
1 in v. Our goal is to efficiently decide where to move from the current solution.
If possible, we want to apply improving moves to our current solution. While the
concept of “improving” move is clear in the single-objective case (an improving
move is one that increases the value of the objective function), in multi-objective
optimization any of the d component functions could be improving, disimproving
or neutral. Thus, we need to be more clear in this context, and define what we
mean by “improving” move. It is useful to define two kinds of improving moves:
the weak improving moves and the strong improving moves. The reason for this
distinction will be clear in Sect. 4.

Definition 7 (Strong and Weak Improving Moves). Given a solution
x ∈ Bn, a move v ∈ Bn and a vector function f : Bn → Rd, we say that
move v is a weak improving move if there exists i ∈ {1, 2, . . . , d} such that
fi(x⊕v) > fi(x). We say that move v is a strong improving move if it is a weak
improving move and for all j ∈ {1, 2, . . . , d} fj(x ⊕ v) ≥ fj(x).

Using our definition of Score, we can say that a move v is a weak improving
move if there exists a j ∈ {1, 2, . . . , d} for which Sj,v(x) > 0. It is a strong
improving move if Si,v(x) ≥ 0 for all i ∈ {1, 2, . . . , d} and there exists a j ∈
{1, 2, . . . , d} for which Sj,v(x) > 0.

From Definition 7 it can be noticed that if v is a strong improving move in
x then x ⊕ v � x, that is, the concept of strong improving move coincides with
that of dominance. It can also be noticed that in the single-objective case, d = 1,
both concepts are the same. Strong improving moves are clearly desirable, since
they cannot be disimproving for any objective and they will improve at least
one. Weak improving moves, on the other hand, improve at least one objective
but could disimprove other ones.

In particular, if v is a weak, but not strong, improving move in solution x,
then it will improve at least one objective, say i-th, and disimprove at least
another one, say j-th. If this move is taken, in the new solution, x⊕ v, the same
move v will be again a weak, but not strong, improving move. However, now
v will improve (at least) the j-th objective and will disimprove (at least) i-th.
Taking v again in x⊕v will lead to x, and the algorithm cycles. Any hill climber
taking weak improving moves should include a mechanism to avoid cycling.

Scores are introduced in order to efficiently identify where the (weak or
strong) improving moves are. For this purpose, we can have a data structure
where all the improving moves can be accessed in constant time. As the search
progresses the Score values change and they also move in the data structure
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to keep improving moves separated from the rest. A näıve approach to track
all improving moves in a Hamming Ball of radius r around a solution would
require to store all possible Scores for moves v with |v| ≤ r, where |v| denotes
the number of 1 bits in v.

If we naively use Eq. (3) to explicitly update the scores, we will have to
evaluate all

∑r
i=1

(
n
i

)
= O(nr) neighbors in the Hamming ball. Instead, if the

objective function is a vector Mk Landscape where each Boolean variable appears
in at most a constant number of subfunctions, we can design an efficient next
improvement hill climber for the radius r neighborhood that only stores a linear
number of Scores and requires a constant time to update them.

3.1 Scores Update

Using the fact that each component fi of the objective vector function is an Mk
Landscape, we can write:

Si,v(x) =
mi∑

l=1

(
f
(l)
i (x ⊕ v) − f

(l)
i (x)

)
=

mi∑

l=1

S
(l)
i,v(x), (4)

where we use S
(l)
i,v to represent the score of the subfunction f

(l)
i for move v. Let

us define wi,l ∈ Bn as the binary string such that the j-th element of wi,l is 1
if and only if f (l)

i depends on variable xj . The vector wi,l can be considered as
a mask that characterizes the variables that affect f

(l)
i . Since f

(l)
i has bounded

epistasis k, the number of ones in wi,l, denoted with |wi,l|, is at most k. By the
definition of wi,l, the next equalities immediately follow.

f
(l)
i (x ⊕ v) = f

(l)
i (x) for all v ∈ Bn with v ∧ wi,l = 0, (5)

S
(l)
i,v(x) =

{
0 if wi,l ∧ v = 0,
S
(l)
i,v∧wi,l

(x) otherwise.
(6)

Equation (6) claims that if none of the variables that change in the move
characterized by v is an argument of f (l)

i the Score of this subfunction is zero,
since the value of this subfunction will not change from f

(l)
i (x) to f

(l)
i (x ⊕ v).

On the other hand, if f
(l)
i depends on variables that change, we only need to

consider for the evaluation of S(l)
i,v(x) the changed variables that affect f (l)

i . These
variables are characterized by the mask vector v ∧ wi,l. With the help of (6) we
can re-write (4):

Si,v(x) =
mi∑

l=1
wi,l∧v �=0

S
(l)
i,v∧wi,l

(x). (7)

Equation (7) simply says that we don’t have to consider all the subfunctions
to compute a Score. This can reduce the runtime to compute the scores from
scratch.
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During the search, instead of computing the Scores using (7) after every move,
it is more efficient in time to store the Scores Sv(x) of the current solution x in
memory and update only those that are affected by the move.

In the following, and abusing of notation, given a move v ∈ Bn we will also
use v to represent the set of variables that will be flipped in the move (in addition
to the binary string).

For each of the Scores to update, the change related to subfunction f
(l)
i after

move t ∈ Bn can be computed with the help of S
(l)
i,v(x ⊕ t) = f

(l)
i (x ⊕ t ⊕

v) − f
(l)
i (x ⊕ t) and S

(l)
i,v(x) = f

(l)
i (x ⊕ v) − f

(l)
i (x). The component Si,v will be

updated by subtracting S
(l)
i,v(x) and adding S

(l)
i,v(x⊕ t). This procedure is shown

in Algorithm 1, where the term Si,v represents the i-th component of the Score
of move v stored in memory and Mr is the set of moves whose scores are stored.
In the worst (and näıve) case Mr is the set of all strings v with at most r ones,
Mr = {v|1 ≤ |v| ≤ r}, and |Mr| = O(nr). However, we will prove in Sect. 3.2
that, for some vector Mk Landscapes, we only need to store O(n) Scores to
identify improving moves in a ball of radius r.

Algorithm 1. Efficient algorithm for Scores update
Input: scores vector S, current solution x, move t
1: for (i, l) such that wi,l ∧ t �= 0 do
2: for v ∈ Mr such that wi,l ∧ v �= 0 do

3: Si,v ← Si,v + f
(l)
i (x ⊕ t ⊕ v) − f

(l)
i (x ⊕ t)

−f
(l)
i (x ⊕ v) + f

(l)
i (x)

4: end for
5: end for

3.2 Scores Decomposition

Some scores can be written as a sum of other scores. The benefit of such a
decomposition is that we do not really need to store all the scores in memory to
have complete information of the influence that the moves in a Hamming ball of
radius r have on the objective function f . The co-occurrence graph has a main
role in identifying the moves whose Scores are fundamental to recover all the
improving moves in the Hamming ball.

Let us denote with G[v] the subgraph of G induced by v, that is, the subgraph
containing only the vertices in v and the edges of E between vertices in v.

Proposition 1 (Score decomposition). Let v1, v2 ∈ Bn be two moves such
that v1∩v2 = ∅ and variables in v1 do not co-occur with variables in v2. In terms
of the co-occurrence graph this implies that there is no edge between a variable
in v1 and a variable in v2 and, thus, G[v1 ∪ v2] = G[v1] ∪G[v2]. Then, the score
function Sv1∪v2(x) can be written as:

Sv1∪v2(x) = Sv1(x) + Sv2(x). (8)
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Proof. Using (7) we can write:

Si,v1∪v2(x) =
mi∑

l=1
wi,l∧(v1∨v2)�=0

S
(l)
i,(v1∨v2)∧wi,l

(x)

=
mi∑

l=1
(wi,l∧v1)∨(wi,l∧v2)�=0

S
(l)
i,(v1∧wi,l)∨(v2∧wi,l)

(x).

Since variables in v1 do not co-occur with variables in v2, there is no wi,l

such that v1 ∧ wi,l �= 0 and v2 ∧ wi,l �= 0 at the same time. Then we can write:

Si,v1∪v2(x) =
mi∑

l=1
wi,l∧v1 �=0

S
(l)
i,v1∧wi,l

(x) +
mi∑

l=1
wi,l∧v2 �=0

S
(l)
i,v2∧wi,l

(x) = Si,v1(x) + Si,v2(x),

and the result follows. ��
For example, in the vector Mk Landscape of Fig. 1 the scoring function S1,3,4

can be written as the sum of the scoring functions S1 and S3,4, where we used
i1, i2, ... to denote the binary string having 1 in positions i1, i2, . . ., and the rest
set to 0.

A consequence of Proposition 1 is that we only need to store scores for moves
v where G[v] is a connected subgraph. If G[v] is not a connected subgraph, then
there are sets of variables v1 and v2 such that v = v1 ∪ v2 and v1 ∩ v2 = ∅ and,
applying Proposition 1 we have Sv(x) = Sv1(x) + Sv2(x). Thus, we can recover
all the scores in the Hamming ball of radius r from the ones for moves v where
1 ≤ |v| ≤ r and G[v] is connected. In the following we will assume that the set
Mr of Algorithm 1 is:

Mr = {v ∈ Bn|1 ≤ |v| ≤ r and G[v] is connected} . (9)

3.3 Memory and Time Complexity of Scores Update

We will now address the question of how many of these Scores exist and what
is the cost in time of updating them after a move.

Lemma 1. Let f : Bn → Rd be a vector Mk Landscape where each Boolean
variable appears in at most c subfunctions f

(l)
i . Then, the number of connected

subgraphs with size no greater than r of the co-occurrence graph G containing a
given variable xj is O((3ck)r).

Proof. For each connected subgraph of G containing xj we can find a spanning
tree with xj at the root. The degree of any node in G is bounded by ck, since
each variable appears at most in c subfunctions and each subfunction depends
at most on k variables. Given a tree of l nodes with xj at the root, we have
to assign variables to the rest of the nodes in such a way that two connected
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nodes have variables that are adjacent in G. The ways in which we can do this
is bounded by (ck)l−1. We have to repeat the same operation for all the possible
rooted trees of size no greater than r. If Tl is the number of rooted trees with l
vertices, then the number of connected subgraphs of G containing xj and with
size no greater than r nodes is bounded by

r∑

l=1

Tl(ck)l−1 ≤
r∑

l=1

3l(ck)l−1 ≤ 3(3ck)r, (10)

where we used the result in [10] for the asymptotic behaviour of Tl:

lim
l→∞

Tl

Tl−1
≈ 2.955765. (11)

��
Lemma 1 provides a bound for the number of moves in Mr that contains

an arbitrary variable xj . In effect, the connected subgraphs in G containing xj

corresponds to the moves in Mr that flip variable xj . An important consequence
is given by the following theorem.

Theorem 1. Let f : Bn → Rd be a vector Mk Landscape where each Boolean
variable appears in at most c subfunctions. Then, the number of connected sub-
graphs of G of size no greater than r is O(n(3ck)r), which is linear in n if c is
independent of n. This is the cardinality of Mr given in (9).

Proof. The set of connected subgraphs of G with size no greater than r is the
union of connected subgraphs of G of size no greater than r that contains each
of the n variables. According to Lemma 1 the cardinality of this set must be
O(n(3ck)r). ��

The next Theorem bounds the time required to update the scores.

Theorem 2. Let f : Bn → Rd be a vector Mk Landscape where each Boolean
variable appears in at most c subfunctions f

(l)
i . The time required to update the

Scores using Algorithm 1 is O(b(k)|t|(3ck)r+1) where b(k) is a bound on the time
required to evaluate any subfunction f

(l)
i .

Proof. Since each variable appears in at most c subfunctions, the number of
subfunctions containing at least one of the bits in t is at most c|t|, and this
is the number of times that the body of the outer loop starting in Line 1 of
Algorithm 1 is executed. Once the outer loop has fixed a pair (i, l), the number
of moves v ∈ Mr with wi,l ∧ v �= 0 is the number of moves v ∈ Mr that contains
a variable in wi,l. Since |wi,l| ≤ k and using Lemma 1, this number of moves is
O(k(3ck)r). Line 3 of the algorithm is, thus, executed O(|t|ck(3ck)r) times, and
considering the bound on the time to evaluate the subfunctions, b(k) the result
follows. ��
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Since |t| ≤ r, the time required to update the Scores is Θ(1) if c does not
depend on n. Observe that if c is O(1), then the number of subfunctions of the
vector Mk Landscape is m =

∑d
i=1 mi = O(n). On the other hand, if every

variable appears in at least one subfunction (otherwise the variable could be
removed), m = Ω(n). Thus, a consequence of c = O(1) is that m = Θ(n).

4 Multi-Objective Hamming-Ball Hill Climber

We have seen that, under the hypothesis of Theorem 1, a linear number of Scores
can provide information of all the Scores in a Hamming ball of radius r around a
solution. However, we need to sum some of the scores to get complete information
of where all the improving moves are, and this is not more efficient than exploring
the Hamming ball. In order to efficiently identify improving moves we have to
discard some of them. In particular, we will discard all the improving moves
whose scores are not stored in memory. In [3] the authors proved for the single-
objective case that if none of the O(n) stored scores is improving, then it cannot
exist an improving move in the Hamming ball of radius r around the current
solution. Although not all the improving moves can be identified, it is possible
to identify local optima in constant time when the hill climber reaches them.
This is a desirable property for any hill climber. We will prove in the following
that this result can be adapted to the multi-objective case.

If one of the scores stored indicates a strong improving move, then it is clear
that the hill climber is not in a local optima, and it can take the move to improve
the current solution. However, if only weak improving moves can be found in
the Scores store, it is not possible to certify that the hill climber reached a local
optima. The reason is that two weak improving moves taken together could give
a strong improving move in the Hamming ball. For example, let us say that we
are exploring a Hamming ball of radius r = 2, variables x1 and x2 do not co-
occur in a two-dimensional vector function, and S1 = (−1, 3) and S2 = (3,−1).
Moves 1 and 2 are weak improving moves, but the move S1,2 = S1 +S2 = (2, 2)
is a strong improving move. We should not miss that strong improving move
during our exploration.

To discover all strong improving moves in the Hamming ball we have to con-
sider weak improving moves. But we saw in Sect. 3 that taking weak improving
moves is dangerous because they could make the algorithm to cycle. One very
simple and effective mechanism to avoid cycling is to classify weak improving
moves according to a weighted sum of their score components.

Definition 8 (w-improving move and w-score). Let f : Bn → Rd be a
vector Mk Landscape, and w ∈ Rd a d-dimensional weight vector. We say that a
move v ∈ Bn is w-improving for solution x if w ·Sv(x) > 0, where · denotes the
dot product of vectors. We call w · Sv(x) the w-score of move v for solution x.

Proposition 2. Let f : Bn → Rd be a vector Mk Landscape, and w ∈ Rd a
d-dimensional weight vector with wi > 0 for 1 ≤ i ≤ d. If there exists a strong
improving move in a ball of radius r around solution x, then there exists v ∈ Mr

such that w · Sv(x) > 0.
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Proof. Let us say that v is a strong improving move in the Hamming ball of radius
r. Then there exist moves v1, v2, . . . vj ∈ Mr such thatSv(x) =

∑j
l=1 Svl

(x). Since
v is strong improving and all wi > 0, we have w · Sv(x) =

∑j
l=1 w · Svl

(x) > 0.
There must be a vl with 1 ≤ l ≤ j such that w · Svl

(x) > 0. ��
Proposition 2 ensures that we will not miss any strong improving move in

the Hamming ball if we take the weak improving moves with an improving
w-score. Thus, our proposed Hill Climber, shown in Algorithm 2, will select
strong improving moves in first place (Line 4) and w-improving moves when
no strong improving moves are available (Line 6). In this last case, we should
report the value of solution x, since it could be a non-dominated solution (Line 7).
The algorithm will stop when no w-improving move is available. In this case, a
local optima has been reached, and we should report this final (locally optimal)
solution (Line 12). The algorithm cannot cycle, since only w-improving moves
are selected, and this means that an improvement is required in the direction
of w. A cycle would require to take a w-disimproving move at some step of the
climb.

Algorithm 2. Multi-objective Hamming-Ball Hill Climber.
Input: scores vector S, weight vector w, initial solution x
Output: local optimum in x (and potentially non-dominated intermediate solutions)
1: S ← computeScores(x);
2: while w · Sv > 0 for some v ∈ Mr do
3: if there is a strong improving move v ∈ Mr then
4: t ← selectStrongImprovingMove(S);
5: else
6: t ← selectWImprovingMove(S);
7: report(x);
8: end if
9: updateScores(S,x,t);

10: x ← x ⊕ t;
11: end while
12: report(x);

The procedure report in Algorithm 2 should add the reported solution to
an external set of non-dominated solutions. This set should be managed by the
high-level algorithm invoking the Hamming Ball Hill Climber.

For an efficient implementation of Algorithm 2, the scores stored in memory
can be classified in three categories, each one stored in a different bucket: strong
improving moves, w-improving moves that are not strong improving moves, and
the rest. The scores can be moved from one of the buckets to the other as they
are updated. The move from one bucket to another requires constant time, and
thus, the expected time per move in Algorithm 2 is Θ(1), excluding the time
required by report. This implementation corresponds to a next improvement
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hill climber. An approximate form of best improvement hill climber could also
be implemented following the guidelines in [14].

The weight vector w in the hill climber determines a direction to explore
in the objective space. The use of w to select the weak improving moves is
equivalent to consider improving moves of the single-objective function w · f .
However, there are two main reasons why it is more convenient to update and
deal with the vector scores S rather than using scalar scores S of w · f . First,
using vector scores we can identify strong improving moves stored in memory,
while using scalar scores of w · f it is not possible to distinguish between weak
and strong improving moves. And second, it is possible to change w during the
search without re-computing all the scores. The only operation to do after a
change of w is a re-classification of the moves that are not strong improving3.

Regarding the selection of improving moves in selectStrongImprovingMove
and selectWImprovingMove, our implementation selects always a random one
with the lowest Hamming distance to the current solution, that is, the move t
with the lowest value of |t|. As stated by Theorem 2, such moves are faster, in
principle, than other more distant moves, since the time required for updating
the Scores is proportional to |t|.

5 Experimental Results

We implemented a simple Multi-Start Hill Climber algorithm to measure the
runtime speedup of the proposed Multi-Objective Hamming Ball Hill Climber of
Algorithm 2. The algorithm iterates a loop where a solution and a weight vector
are randomly generated and Algorithm 2 is executed starting on them. The
algorithm keeps a set of non-dominated solutions, that is potentially updated
whenever Algorithm 2 reports a solution. The loop stops when a given time limit
is reached. In our experiments shown here this time limit was 1 min. The machine
used in all the experiments has an Intel Core 2 Quad CPU (Q9400) at 2.7 GHz,
3 GB of memory and Ubuntu 14.04 LTS. Only one core of the Processor is used.
The algorithm was implemented in Java 1.6 and the source code is publicly
available in GitHub4.

To test the algorithm we have focused on MNK Landscapes [1]. An MNK
Landscape is a vector Mk Landscape where all mi = N for all 1 ≤ i ≤ d and each
subfunction f

(l)
i depends on xi and other K more variables (thus, k = K+1). The

subfunctions f
(l)
i are randomly generated using real values between 0 and 1. In

order to avoid inaccuracy problems with floating point arithmetic, instead of real
numbers we use integer numbers between 0 and q−1 and the sum of subfunctions
are not divided by N . That is, each component fi is an NKq Landscape [2].
We also focused on the adjacent model of NKq Landscape. In this model the

3 Distinguishing the weak, but not strong, improving moves from the strong disim-
proving moves in the implementation would reduce the runtime here, since only weak
improving moves need to be re-classified.

4 https://github.com/jfrchicanog/EfficientHillClimbers.

https://github.com/jfrchicanog/EfficientHillClimbers
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variables each f
(l)
i depends on are consecutive, that is, xi, xi+1, . . . , xi+K . This

ensures that the number of subfunctions a given variable appears in is bounded
by a constant, in particular, K+1, and Theorems 1 and 2 apply. Although these
functions are not very common in pseudo-Boolean multi-objective optimization
they are appropriate to empirically illustrate the theoretical results.

5.1 Runtime

There are two procedures in the hill climber that requires Ω(n) time. The first
one is a problem-dependent initialization procedure, where the scores to be stored
in memory are determined. This procedure is run only once in one run of the
multi-start algorithm. In our experiments this time varies from 284 to 5,377
milliseconds.

The second procedure is a solution-dependent initialization of the hill climber
starting from random solution and weight vector. This procedure is run once in
each iteration of the multi-start hill climber loop, and can have an important
impact on algorithm runtime, especially when there are no many moves during
the execution of Algorithm 2. On the other hand, as the search progresses and
the non-dominated set of solutions grows, the procedure to update it could also
require a non-negligible runtime that depends on the number of solutions in the
non-dominated set, which could be proportional to the number of moves done
during the search.

In Fig. 2 we show the average time per move in microseconds (µs) for the
Multi-Start Hill Climber solving MNK Landscapes with a time limit of 1 min,
where N varies from 10, 000 to 100, 000, q = 100, K = 3, the dimensions are
d = 2 and d = 3, and the exploration radius r varies from 1 to 3. We performed
30 independent runs of the algorithm for each configuration, and the results are
the average of these 30 runs. To compute the average, we excluded the time
required by the problem-dependent initialization procedure.

We can observe that moves are done very fast (tens to hundreds of microsec-
onds). This is especially surprising if we consider the number of solutions
“explored” in a neighborhood. For N = 100, 000 and r = 3 the neighborhood
contains around 166 trillion solutions that are explored in around 1 millisec-
ond. For all values of r and d the increase in the average time per move is very
slow (if any) when N grows. This slight growth in the average runtime is due
to the solution-dependent initialization and the non-dominated set update, and
contrasts with the theoretical Ω(nr) time required by a black box algorithm.

As we could expect, the value of r has a great influence in the average time
per move. In fact, the time is exponential in r. Regarding the memory required
to store the Scores, we have already seen that it is Θ(n). In the particular case
of the MNK Landscapes with an adjacent interaction model and r ≤ N/K, it
is not hard to conclude that the exact number of scores is N(Kr − 1)/(K − 1),
which is linear in N .
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Fig. 2. Average time per move in µs for the Multi-Start Hill Climber based on Algo-
rithm 2 for a MNK Landscape with d = 2, 3, K = 3, q = 100, N = 10, 000 to 100, 000
and r = 1 to 3.

5.2 Quality of the Solutions

In a second experiment we want to check if a large value of r leads to better
solutions. This highly depends on the algorithm that includes the hill climber.
In our case, since the algorithm is a multi-start hill climber, we would expect
an improvement in solution quality as we increase r. But at the same time,
the average time per move is increased. Thus, there must be a value of r at
which the time is so large that lower values for the radius can lead to the same
solution quality. In Fig. 3 we show the 50 %-empirical attainment surfaces of the
fronts obtained in the 30 independent runs of the multi-start hill climber for
N = 10, 000, d = 2, q = 100 and r varying from 1 to 3. The 50 %-empirical
attainment surface (50 %-EAS) limits the region in the objective space that is
dominated by half the runs of the algorithm. It generalizes the concept of median
to the multi-objective case (see [9] for more details).

We can see in Fig. 3 that the 50 %-EAS obtained for r = 2 completely domi-
nates the one obtained for r = 1, and the 50 %-EAS for r = 3 dominates that of
r = 2. That is, increasing r we obtained better approximated Pareto fronts, in
spite of the fact that the time per move is increased. This means that less moves
are done in the given time limit (1 min) but they are more effective.
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Fig. 3. 50 %-empirical attainment surfaces of the 30 independent runs of the Multi-
Start Hill Climber based on Algorithm 2 for a MNK Landscape with d = 2, K = 3,
q = 100, N = 10, 000 and r = 1 to 3.

6 Conclusions and Future Work

We proposed in this paper a hill climber based on an efficient mechanism to identify
improving moves in a Hamming ball of radius r around a solution of a k-bounded
pseudo-Boolean multi-objective optimization problem. With this paper we con-
tribute to an active line of research, sometimes called Gray-Box optimization [6],
that suggests the use of as much information of the problems as possible to provide
better search methods, in contrast to the Black-Box optimization.

Our proposed hill climber performs each move in bounded constant time if the
variables of the problem appears in at most a constant number of subfunctions. In
practice, the experiments on adjacent MNK Landscapes show that when K = 3
the average time per move varies from tenths to hundreds of microseconds if the
exploration radius r varies from 1 to 3. This number is independent of n despite
the fact that the hill climber is considering a Hamming Ball of radius r with
O(nr) solutions.

Further work is needed to integrate this hill climber in a higher-level algo-
rithm including mechanisms to escape from plateaus and local optima. On the
other hand, one important limitation of our hill climber is that is does not take
into account constraints in the search space. Constraint management and the
combination with other components to build an efficient search algorithm seem
two promising and challenging directions to work in the near future.
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Abstract. Meta-heuristics and hybrid heuristic approaches have been
successfully applied to Periodic Vehicle Routing Problems (PVRPs).
However, to be competitive, these methods require careful design of spe-
cific search strategies for each problem. By contrast, hyperheuristics use
the performance of low level heuristics to automatically select and tai-
lor search strategies. Hyperheuristics have been successfully applied to
problem domains such as timetabling and production scheduling. In this
study, we present a comprehensive analysis of hyperheuristic approaches
to solving PVRPs. The performance of hyperheuristics is compared to
published performance of state-of-the-art meta-heuristics.

Keywords: Hyperheuristic · Computational analysis · PVRP

1 Introduction

Most (meta-)heuristic approaches applied to new search problem domains need
expert input in design. To automatize the process, hyperheuristics provide a
problem-independent approach that automatically applies an appropriate search
strategy, by calling low level heuristics (LLHs) at each decision point [1]. Whilst
various hyperheuristics have been tested for a range of optimization problems
(e.g. [1–4]), none has yet addressed PVRPs.

Hyperheuristic approaches operate at a management level, consisting of selec-
tion and acceptance stages. The LLH(s) to test at each search stage may be deter-
ministically or probabilistically selected. In more advanced selection strategies,
hyperheuristics can learn from the performance of previous selections; perfor-
mance is usually evaluated using problem-independent measures such as change
in the solution quality or elapsed CPU time. Acceptance determines whether
to replace the current solution with the one yielded by the selected LLH(s).
A large variety of acceptance strategies, such as only improved (OI) (e.g. [1])
and simulated annealing (e.g. [5]), have been tested in literature. Theoretically,
a hyperheuristic should adapt to any hard computational search problem, and
provides a mechanism for studying the strengths and weaknesses of LLHs for a
specific problem.
c© Springer International Publishing Switzerland 2016
F. Chicano et al. (Eds.): EvoCOP 2016, LNCS 9595, pp. 104–120, 2016.
DOI: 10.1007/978-3-319-30698-8 8
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In this paper, we provide a comprehensive analysis on three types of hyper-
heuristics and apply them to benchmark and real-world PVRP instances with
different characteristics. We also use the hyperheuristics to explore the strengths
and weaknesses of LLHs designed for PVRPs. Section 2, briefly introduces PVRP
and (meta-)heuristic solvers from literature. We then review LLHs designed for
PVRP in Sect. 3. Section 4 presents the hyperheuristics. Sections 5 and 6 present
the experimental design and analysis of the experiments respectively.

2 Periodic Routing Problem

PVRPs [6–9] provide a well-researched mathematical model for real-world prob-
lems such as inventory servicing, periodic maintenance, and on-site service plan-
ning. A PVRP comprises K vehicles which can be used to service the demands
of N customers over M days. Each PVRP has constraints that must be met by
legal solutions: vehicles start and end their journey at a depot; no more than
K routes are built each day; vehicle capacity restrictions are respected; each
customer request is serviced in one time slot by one vehicle; only one service
pattern is chosen for each customer. A feasible visit pattern, λi ∈ Λi, for a cus-
tomer i, is a pattern that meets all constraints and provides the level of servicing
required for customer i. For example, a customer might require two service visits
per week, on either Monday and Thursday or Tuesday and Friday, giving two
feasible patterns. The PVRP objective is to design a set of daily routes, com-
prising feasible patterns for each customer, that minimizes the total travelling
cost and satisfies the PVRP constraints.

2.1 Existing (Meta-)heuristic Solvers for PVRP

Heuristic approaches to PVRP developed since the 1970s [6,10–13] generate
solutions by determining customer-day patterns that group geographically close
customers. In 1995, Chao et al. [7] introduced a record-to-record meta-heuristic
that outperformed the earlier heuristics approaches. Subsequent meta-heuristics
approaches, including tabu search [8], scatter search [14] and variable neigh-
bourhood search (VNS) [5], have all produced new best solutions for benchmark
problems. Hybrid heuristics now present very competitive results: Gulczynski
et al. [9] use integer programming-based improvement heuristics combined with
routing-based local searches; Vidal et al. [15] propose a hybrid genetic algorithm
that combines local search and sophisticated population management strategies
to guide the search – an approach shown to perform better than all the above
algorithms. Cordeau and Maischberger [16] combine tabu search and iterated
local search to give a competitive, broad exploration of the search space.

3 Low Level Heuristics for the PVRP

A hyperheuristic has a repository of LLHs that operate directly on the solution
space, and should provide good coverage of the solution space.
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3.1 Constructive Heuristics

To construct a valid PVRP initial solution, most PVRP solvers first assign cus-
tomers to days, then build a solution of a vehicle routing problem (VRP) for
each day. For assignment, Cordeau et al. [8,16], Hemmelmayr et al. [5] and
Vidal et al. [15] randomly select a feasible customer-day pattern for each cus-
tomer; Chao et al. [7] and Gulczynski et al. [9] minimize the maximum demand
serviced each day; Christofides and Beasley [6] minimize the daily total dis-
tance from each customer to the depot. To construct daily routes, the Clarke
and Wright algorithm (CW) [17] and GENI insertion heuristic [18] are generally
applied. Our hyperheuristics use the same approach as [5]: random assignment
followed by a CW routes construction process for each day.

3.2 Perturbation Operators

From an initial solution, a hyperheuristic manages the application of perturba-
tion operators to either daily routes or customer patterns. Application may be
first improvement (FI) – seeking to improve the current solution, or mutation
(shaking) to derive a similar, but new solution from the current solution.

Route Related Operators. There are a number of common operators used to
modify single and multiple routes in PVRP (see VRP local search library [19]).

1. 2Opt: replace two edges from a route with two new edges (e.g. [7,9,15])
2. 3Opt: replace three edges from a route with three new edges (e.g. [5]).
3. Or-opt: remove a string of two to four nodes and insert it into a new position,

either in the same route (e.g. [14]) or in a different route (e.g. [15]).
4. One point move (1PM): relocate a point to a new position, either in the same

route or in a different route (e.g. [7,9]).
5. Two points swap (2PS): swap two points, either in the same route or between

different routes (e.g. [9]).
6. Relocate: relocate a string of points from one route to another (e.g. [5,15]).
7. Cross: swap two chains of points between two routes. ([5,14]).

Route-based perturbation is typically applied as FI, embedded in an itera-
tive local search (ILS) [7,9,14,15]; however, they can also be used as mutation
operators: Hemmelmayr [5] uses “Relocate” and “Cross”, for this purpose.

Pattern Related Operators. All these operators assign different valid pat-
terns for selected customers. A customer with a new pattern is removed from
their current routes and re-inserted to their new lowest-cost position on each
day in the new pattern, meaning that we always get a complete PVRP solution.

1. Random pattern reassign (Pa RR): randomly assign a new feasible visit pat-
tern to n customers drawn at random. A tabu mechanism prevents a customer
from being subject to reassignment again in the short term.
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2. Score based reassign (Pa SR): chooses n random customers, for each i ∈ n,
assign the pattern λi with the highest score, Q(λi). Q(λi) is updated after any
pattern related operator use; if no improvement is found, Q(λi) =

√
Q(λi).

3. Pattern reassign FI (Pa FIR): for each customer i, successively test each
feasible pattern, the first improvement found is executed.

4. Two points pattern swap (Pa 2SW): swaps the visit patterns of two customers
i and j which have the same available patterns, Λi = Λj and λi �= λj .

Mixed Operators. To improve flexibility, mixed operators support moves
between days, and potentially modify both routes structure and customer pat-
terns. Chao et al. [7] propose an operator that removes the current routing of
a customer’s current pattern, and inserts into a different set of routes, with or
without changing the customer’s current pattern. For our LLH repository, we
design two mixed operators that operate on chains; all customers moved must
have the same available patterns, and only customers with a single visit per
pattern are used.

1. Relocate with Pattern (MRPa): relocate a chain of points from one route to
another route in the same day or a different day.

2. Cross with Pattern (MCPa): swap two chains of points between two routes
within the same day or between days.

3.3 Reinitialization

If the current solution has not been improved for a certain number of iterations,
we assume the search is stuck in a local optimum that cannot be escaped by a
small mutation. A reinitialization mechanism, Algorithm 1, is applied. The new
solution is made feasible by repeatedly removing the customer with the greatest
load requirement from any route in the candidate solution that violates duration
or load constraints, and re-inserting in a route where the constraints are met.

Algorithm 1. Reinitialisation
Define:
De: xbest is the best found solution so far
De: prandom is the probability of generating a random initial solution
Reinitialisation(xbest, prandom)
if random(seed) < prandom then

random assignment and CW daily routes construction (Sect. 3.1).
else

Destroy w% of the longest routes in xbest.
For each customer in destroyed routes, randomly reassign feasible visit pattern.
Insert each customer greedily to cheapest position in each day of assigned pattern.

end if
Return the new (re)constructed solution x.
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4 Hyperheuristics

We consider three types of hyperheuristics: simple hyperheuristics, learning
based hyperheuristics and VNS based methods.

4.1 Simple Hyperheuristics

Simple hyperheuristics [1] have basic LLH selection mechanisms such as simple
random (SR), random descent (RD), random permutation, random permutation
descent, and greedy. Acceptance strategies, such as all moves or only improving
(OI) were originally tested on a sales summit problem [1]. Here, we implement SR
and RD combined with OI acceptance, designated SROI and RDOI, respectively.

SR randomly selects a LLH, based on a uniform distribution. RD randomly
selects a LLH and applies it repeatedly until there is no further improvement
in the solution. OI accepts a new solution only if it is better than the current
solution, evaluated by fitness.

4.2 Learning Based Hyperheuristics

Learning based hyperheuristics adapt the LLH trial set according to the histor-
ical performance of each LLH. In each iteration, a favourable LLH is applied,
based on predefined rules: in our implementation, the LLH from the trial set
that produces the most improved solution is applied. Three well known learning
based selection mechanisms are tested: binary exponential back off (BEBO) [3],
reinforcement learning (RL) [20] and a ranked choice function (CF) [1].

BEBO. [3] uses a tabu based learning mechanism. The tabu tenure, tabui,
changes dynamically, such that a LLH that performs poorly is disabled for a
number of iterations (which increases exponentially if the LLH subsequently
perform poorly). Each iteration only LLHs i with tabui = 0 are selected to
form the trial set, T .

RL. [20] uses positive reinforcement to reward good LLH choices and neg-
ative reinforcement to penalise bad LLH choices. The utility value of each
LLH is dynamically updated based on its performance, and the w% of LLHs
with the highest utility form the trial set, T , for the next iteration. We apply
hyperheuristic RL methods identified by Nareyek [20]. For each LLHi ∈ T ,
utilityi =

√
utilityi. After testing, the best performing LLHbest ∈ T that

improves the solution is rewarded by setting utilityi = utility2
i + 1.

CF. [1] provides a different utility adoption scheme. In each iteration, the utility
of each LLHi ∈ T is updated based on a linear function that considers the
LLH’s performance (evaluated by fitness change and execution time), the ability
of the LLH in collaboration (evaluated by successively applied pairs of LLHs),
and the elapsed time since the LLH was last called.
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4.3 General Variable Neighbourhood Search (GVNS) with Learning

GVNS [21,22] differs from the hyperheuristics above in its more intensive use
of local search (LS): the selected LLH is applied repeatedly rather than for one
iteration only. Shaking is another critical component for GVNS, meaning that
when no further improvement is found using LS, mutation operators are applied
to facilitate the search to jump out of a local optimum.

Define: kmax = |LLHMU |, the
number of mutation operators
GVNS(x, LLHMU , LLHFI , tmax)

while t < tmax do
k = 1
while k < kmax do
x′ = shaking(x, LLHk

MU )
x′′ = VND(x′, LLHFI)
If x′′ is better than x then
x = x′′ and k = 1
Otherwise k = k + 1

end while
end while

AlgorithAlgorithm 2. General VNS AlgorithAlgorithm 3. General VNSr

GVNSr(x, LLHMU , LLHFI ,
tmax)
while t < tmax do

randomly choose LLHk
MU from

LLHMU

x′ = shaking(x, LLHk
MU )

x′′ = VND(x′, LLHFI)
If x′′ is better than x then
x = x′′

end while

GVNS is a parameter-free approach; LLH selection uses a pre-ordered LLH
set [5]. Our experiments need to test a large number of LLHs, which is very
CPU-intensive. We propose variations to the GVNS: Algorithms 2 and 3 with,
respectively, fixed order and random selection strategies to manage the selection
of mutation operators (LLHMU ). The first stage of GVNS takes a candidate
solution, x, and shakes it by applying one mutation operator (from LLHMU ).
The second stage of GVNS calls a variable neighbourhood descent algorithm,
VND, which applies FI operators (LLHFI) to the shaken solution. VNS is run
over a fixed time, t < tmax.

Algorithm 4 describes the VND procedure called in Algorithms 2 and 3. The
VND manages selection of FI operators using either random ordering or one of
three RL-based LLH orderings: ascending, descending, and top w%. Although
utility is calculated in all cases, it is not used in random ordering selection.

5 Experimental Design

We design experiments that allow us to analyse the performance of hyperheuris-
tics from different angles. We use data (benchmark and real) with different
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Algorithm 4. VND(x, LLHFI)
Choose subset LLH ′

FI ⊆ LLHFI based on the LLH selection approach used.
Define: kmax = |LLH ′

FI |, the number of local search operators to be tested.
k = 1
while k < kmax do

x′ = ILS(x, LLHk
FI), where ILS applies the selected FI operator,

LLHk
FI , repeatedly until no further improvement occurs. In each iteration

of ILS, utilityk =
√
utilityk; if LLHk

FI makes an improvement, then
utilityk = utility2

k + 1.
If x′ is better than x then x = x′ and k = 1
Otherwise k = k + 1

end while

spatial characteristics. We also compare the performance of hyperheuristics with
that of meta-heuristics applied to the benchmark problems.

The experiments are designed to replicate benchmark conditions from [15].
In particular, the search is always terminated after the fixed amount of CPU
time stated in [15]. To check the suitability of this time limit for scalability
experiments (Sect. 6.3), we ran preliminary experiments using twice the CPU
time. We found no significant change in the quality of solutions, suggesting that
a performance plateau is attained, and the chosen CPU time is appropriate.

All experiments are implemented in C� and executed on a cluster composed
of 8 Windows computers, each with Intel Xeon E3-1230 CPU.

LLH Repository Settings. The operators introduced in Sect. 3 are classi-
fied according to whether we use them for mutation and/or FI, Table 1. Route
related operators are parametrized by route ID, day, length of chain and number
of points changed in one move; this makes it possible for an intelligent hyper-
heuristic to select a LLH specifically related to each sub-problem (e.g. daily

Table 1. LLH Repository used in our PVRP hyperheuristics

Type Operators

Route related: mutation 2 points swap (2PS), Relocate, Cross

Route related: FI 2Opt, 3Opt, 2PS, Relocate, Cross

Pattern related: mutation Random pattern reassign (Pa RR),

Score based reassign (Pa SR),

Two points pattern swap (Pa 2SW)

Pattern related: FI Pattern reassign first improvement (Pa FIR),

Two points pattern swap (Pa 2SW)

Mixed: FI Relocate with pattern (MRPa),

Cross with pattern (MCPa)
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VRP or single route optimization). Pattern related operators reassign the pat-
terns of n customers; we consider n = 1, 2, . . . , 6 in our experiments. Because of
the structure of LLH parameter design, our LLH repository contains 70 to 110
LLHs, depending on the problem instance.

Algorithm Frameworks. To test LLH management strategies, we use three
hyperheuristic frameworks, Fig. 1. The only difference between the first two
frameworks is the strategy used to organize different types of LLHs (mutation
and FI). Both the simple hyperheuristics and learning based hyperheuristics
(Sect. 4) can be applied in frameworks 1 and 2. The third framework supports a
VNS-based method (Sect. 4.3). Compared to framework 2, it replaces the second
stage (a single selection) with an ILS over a subset of the LLH repository.

(a) Framework 1 (b) Framework 2 (c) Framework 3

Fig. 1. Hyperheuristic frameworks (the first two are modified from [23])

5.1 Problem Instance

Our data comprises 42 benchmark problems (summarised by [5]) and six
instances from a real-world periodic maintenance problem1. We classify the prob-
lems according to their spatial characteristics (Fig. 2). Table 2 summarises each
class. The six real-world instances are all street type. The big random bench-
mark problems have both a larger number of customers and greater clustering
of data points than the small random class.

1 The real-world data and associated best-performance results (Sect. 6) can be found
at https://www-users.cs.york.ac.uk/∼yujiec/.

https://www-users.cs.york.ac.uk/~yujiec/
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(a) street style
(real world exam-
ple)

(b) Small random
(from benchmark
p02 [6])

(c) Big random
(from benchmark
pr05 [8])

(d) Symmetrical
(From benchmark
p32 [7])

Fig. 2. Examples of four types of spatial distributions in the PVRP instance set.

Table 2. PVRP instances. n is number of customers; m is number of vehicles; t is
length of planning period in days. Benchmark labelling is from [5].

Class n m t Average visit Number of problem

frequency instances

Street style 240–324 3–5 6 1.6-2.1 6

Small random 50–100 1–6 2–10 1–2.1 10 (benchmark p01-p10)

Big random 48–417 2–12 4–7 1.1–3 13 (benchmark p11-p13,

pr01-pr10)

Symmetrical 20–184 2–9 4–6 1.8-2 19 (benchmark p14-p32)

6 Experimental Results and Analysis

6.1 Random Vs Learning Based Selection Strategies

A hyperheuristic needs an efficient selection strategy, because it is impractical
to apply all LLHs exhaustively. The first experiment compares the SR selection
strategy to the learning based strategies, RL, CF and BEBO. The experiment
uses framework 1 (Fig. 1a) and OI acceptance. For RL and CF, we test using
both the best 30% and the best 80% of LLHs in each iteration (See Sect. 4.2).

Each selection strategy is run 20 times on each instance of each of the four
classes of problem, to give the percentage differences to the best-found bench-
mark route length of each instance. We then average the results for each class
of problems.

The results in Table 3 show that, whilst acceptable, none of our solutions
matches the best-found benchmark solution. Learning based selection strategies
consistently out-perform SR LLH selection, with BEBO performing best. For
both RL and CF, the limited CPU time makes it difficult for the hyperheuristics
to produce competitive results for w = 80. In subsequent experiments we only
use the best 30 % of LLHs.
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Table 3. The average percentage difference to the best found solution over all instances
in each group, for simple random (SR) and learning based hyperheuristics, using frame-
work 1 and OI acceptance.

SR RL(30 %) CF(30 %) RL(80 %) CF(80 %) BEBO

Street style +8.90 +5.36 +6.08 +6.47 +6.64 +4.90

Small random +4.67 +2.12 +2.28 +2.15 +2.33 +2.06

Big random +4.32 +4.14 +4.32 +4.28 +4.35 +4.13

Symmetrical +2.74 +1.46 +1.56 +1.55 +1.53 +1.50

6.2 Impact of Algorithm Framework

Having shown that learning based selection strategies can manage a large number
of LLHs in a simple hyperheuristic framework, we now consider the different
hyperheuristic frameworks.

In framework 1, the OI acceptance rule means that mutation LLHs are
unlikely to be favoured. In framework 2, a mutation operator is randomly
selected, and is applied as long as it generates valid solutions, then FI LLHs
are selected using a learning based strategy, as above. Framework 2 is similar to
framework 1 when we use the all-move-accept rule, but, whereas framework 1
evaluates the mutation and FI operators together, framework 2 allows separate
consideration.

The results in Table 4 show that framework 2 improves the performance of
both RL and CF hyperheuristics for all types of problem instances, and, BEBO
does not show obvious difference between framework 1 and 2.

Framework 3 uses the VNS-based algorithms; the main difference to frame-
work 2 lies in the use of ILS once a FI operator is selected. Five variants are
tested. The first two use GVNS (Algorithm 2), with VND using, respectively, ran-
domly ordered FI LLHs (VNS(R)) and the best 30 % of FI LLHs (VNS(30 %)).
Three variants use GVNSr (Algorithm 3), with random, ascending or descend-
ing FI LLH ordering determined using utility (respectively, VNSr(R), VNSr(A),
VNSr(D)). We compare performance with the above three framework 1 and

Table 4. The average percentage differences to the best found solutions over all
instances in each group, for learning based hyperheuristics using frameworks 1 and
2 (FW1, FW2)

Instances RL(30 %) CF(30 %) BEBO

FW1 FW2 FW1 FW2 FW1 FW2

Street style +5.36 +5.26 +6.08 +5.54 +4.90 +5.31

Small random +2.19 +1.88 +2.28 +1.90 +2.06 +2.03

Big random +4.14 +3.93 +4.32 +3.88 +4.13 +4.12

Symmetrical +1.46 +1.45 +1.56 +1.54 +1.50 +1.56
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(a) Street style (b) Small random

(c) Big random (d) Symmetrical

Fig. 3. Ranking of hyperheuristics for PVRPs. Higher rank is better.

three framework 2 strategies, plus random descent (RDOI) and simple random
(SROI) embedded in framework 1. We then rank the performance of the 12 com-
binations of framework and LLH selection strategy, awarding 16 points to the
best performing hyperheuristic, then 14, 12, 10, 8, 7, . . . 1, 0 points successively to
worse performing hyperheuristics.

Figure 3 shows a small difference in performance between frameworks 1 and 2.
Compared to the framework 3 results, they are both generally low-ranking for
all cases except the symmetrical benchmark problems. This shows the positive
impact of using ILS. Among framework 3, the five VNS-based algorithms show
similar ranking, except for big random, where VNS(R) is not highly ranked;
random selection of the shaking operator combined with random ordered FI
LLHs (VNSr(R)) is the most robust over all classes of problem.

6.3 Scalability

The PVRP is NP-hard [15]. One of its biggest challenges is the rate of growth in
complexity with problem size. In preliminary experiments, we determined that
the performance of algorithms on symmetrical and non-symmetrical problems is
very different. To test the scalability of our hyperheuristics, we first group the
problem instances into symmetrical and non-symmetrical problems and then
order them by the number of customers. Each method is runs 20 times.

Figure 4 shows that SROI has the worst scalability in both symmetrical and
non-symmetrical problems. For the other algorithms, there is little difference in
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Fig. 4. Performance of hyperheuristics tested on PVRP with various sizes

performance on problems with fewer than about 60 customers. VNS-based algo-
rithms are the most robust across non-symmetrical instances with 150 to 420
customers. However, performance decreases dramatically for VNS-based algo-
rithms applied to bigger problem instances in the symmetrical data set.

6.4 LLH Usage Analysis

Whilst hyperheuristics need little specialised design, the LLH repository does
need thought. In this experiment, we explore the usage of LLHs by the different
hyperheuristics. We use frameworks 2 and 3, which manage the mutation and
FI operators separately. The results focus on the 9 FI LLHs, since there is no
learning in mutation operator selection.

Figure 5 summarises average usage of FI LLHs for all learning based algo-
rithms using framework 2 (BeboFW2, RLFW2(30 %), CFFW2(30 %)) and all
VNS-based algorithms using framework 3 (VNS(R), VNS(30 %), VNSr(D),
VNSr(A), VNDr(R)). The stronger LLHs are favoured more in framework 3
than in framework 2. “Relocate with pattern” (MRPa) and “two points pattern
swap” (Pa 2SW) are the most applied LLHs by all hyperheuristics. Since we
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(a) Street style (b) Small random

(c) Big random (d) Symmetrical

Fig. 5. FI LLHs usage for different types of problem. Results show the mean value of
percentage of each LLH are applied during the search, where 0.1 stands for 10 %. Error
bars show 95 % confidence interval.

(a) Street style (b) Small random (c) Big random (d) Symmetrical

Fig. 6. Performance of RLFW2(30 %) and VNSr(R) using different subset of LLHs.
Error bars show 95 % confident interval. The subset1 removes the most used LLH
(Pa 2SW) and all mutation operators except Pa RR

are using an OI strategy, this implies that they consistently produce improved
solutions.

The “Relocate” operator is preferred in symmetrical problems, but not in
other instances. The importance of this operator is emphasised by the big reduc-
tion in performance when the “relocate” operator is removed (Fig. 6d).

To further explore the contribution of specific LLHs in improving PVRP
solutions, we test the two best performing hyperheuristics for frameworks 2 and
3 (RLFW2(30 %) and VNSr(R)) with different subsets of the original LLHs. Each
method is run over all problem instances; results are the average of 20 runs.
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Fig. 7. Impact of removing Pa 2SW on four hyperheuristics over all problem instances.
Error bars show 95 % confidence intervals.

Figure 6 shows a change in performance after removal of the most-used FI
LLH (Pa 2SW) and all mutation operators except Pa RR (Subset 1): the per-
formance of RLFW2(30 %) and VNSr(R) decreases dramatically for the small
random and symmetrical problems. However, there is little difference for the big
random instances, and we even find a small improvement for VNSr(R) on street
style problems. One interpretation of this result is that the strongly-performing
FI LLHs, which are most effective in small and symmetric problems, tend to
become stuck in local optima in the street style and big random problems. Fur-
ther work is needed to understand why removing the “relocate” operator affects
performance on street style problems more than less-structured spatial distrib-
utions.

To explore the robustness of different hyperheuristics when we remove
the strongest LLH (Pa 2SW), we extend the LLH subset experiments to
SROI and RDOI. VNSr(R) shows the best robustness (Fig. 7). Comparing the
RLFW2(30 %) with VNSr(R) and SROI with RDOI, the algorithms with ILS
mechanisms are more robust than the algorithms without ILS.

6.5 Comparison Between Hyperheuristics and Other
Meta-Heuristics

This section compares the two best performing hyperheuristics from framework
2 and 3 (RLFW2(30 %) and VNSr(R)), to published meta-heuristics which have
been designed or tailored for PVRP, including (parallel) tabu search [8,16], scat-
ter search [14], VNS [5], record-to-record ILP [9] and hybrid Genetic Algorithm
(GA) [15]. No comparative data exists for our street style data set.

Benchmark research uses 32 instances collected from early work on PVRP
(the old data set). Cordeau [8] presents 10 additional PVRP instances (the new
data set). We present our results for these two groups, because some research
has not tested both groups. Table 5 reports the percentage difference in average
performance from the best found (summarised in [15]) over these two data sets.
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Table 5. Performance on PVRP benchmarks compared with meta-heuristics; tabu
search (CGL) [8], scatter search (ALP)[14], VNS (HDH)[5], record-to-record ILP
(GGW) [9], hybrid-GA (VCGLR)[15], parallel tabu search (CM) [16]

RLFW2(30%) VNSr(R) CGL ALP HDH GGW VCGLR CM

Avg. Avg. Avg. Avg. 1 run - Avg. - Avg. Avg.

20 run (best) 20 run (best) 10 run 10 run 10 run

Old data (%) 1.86 1.08 1.77 0.93 1.8 1.57 1.6 1.11 0.032 0.044

New data (%) 3.88 2.40 3.44 2.12 2.82 - 1.86 - 0.071 0.091

Our hyperheuristics achieve competitive results compared to the tabu search
[8], scatter search [14] and VNS [5] for the “old data” set. For the relatively
larger “new data” set, we achieve close to the best found solutions in most cases.
The hyperheuristic approaches are about 1 % worse than these problem-specific
algorithms, in terms of total route distance.

Compared to the hybrid-GA, which out performs all the other algorithms,
our hyperheuristics produce routes that are about 2 % longer on average. How-
ever, hyperheuristics do not require any knowledge directly from the solution
space and require minimal design effort, whereas the meta-heuristics need to be
designed and tailored for each problem.

7 Conclusion

Our analysis of hyperheuristics for PVRP shows that both learning selection
strategy and ILS have positive impacts on an algorithm’s performance and
enhance the scalability. ILS also improves the robustness of hyperheuristics when
a poor LLH set is given, because ILS concentrates on a neighbourhood structure
until it reaches a local optimum, whilst approaches without ILS have a wider,
but shallower, exploration within the search space.

Our hyperheuristics find solutions that are almost as good as those published
for meta-heuristics. Since all experiments have limited CPU time, it is possible
that this is due to the hyperheuristics’ additional overhead in applying search at
the LLH selection level. The hyperheuristics are more adaptable to new prob-
lems: our results show that hyperheuristics can efficiently manage a large LLH
set and automatically select appropriate LLHs.

The tested hyperheuristics show similar performance on real-world street
style problem instances and random instances, but the symmetrical benchmarks
tend to favour different strategies and LLHs. This suggests that symmetri-
cal instances are not a good indicator of algorithm performance for real-world
PVRP.

“Relocate with pattern” and “two points pattern swap” are the most applied
LLHs across all PVRP hyperheuristics: these LLHs make most improvements
during the search. However, experiments on LLH subsets show that a strong
LLH may lead to premature local optima; further work is needed on the effect
of structure in real-world problems, and on ways to measure “strong” LLHs.
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For PVRP, we show that hyperheuristics perform similarly to problem-
specific meta-heuristics, despite their working mechanism potentially increasing
the complexity of solving a specific problem within limited time. We are work-
ing on improving hyperheuristic efficiency, and investigating whether the positive
impact of learning based selection and ILS translates to other problem domains.

Acknowledgement. The authors would like to thank Gaist Solutions Ltd. for pro-
viding data. This research is part of the LSCITS project funded by the EPSRC.
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Abstract. The problem of finding the shortest addition chain for a given
exponent is of great relevance in cryptography, but is also very difficult to
solve since it is an NP-hard problem. In this paper, we propose a genetic
algorithm with a novel representation of solutions and new crossover
and mutation operators to minimize the length of the addition chains
corresponding to a given exponent. We also develop a repair strategy
that significantly enhances the performance of our approach. The results
are compared with respect to those generated by other metaheuristics for
instances of moderate size, but we also investigate values up to 2127 − 3.
For those instances, we were unable to find any results produced by
other metaheuristics for comparison, and three additional strategies were
adopted in this case to serve as benchmarks. Our results indicate that
the proposed approach is a very promising alternative to deal with this
problem.
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1 Introduction

Field or modular exponentiation has several important applications in error-
correcting codes and cryptography. Well-known public-key cryptosystems such
as Rivest-Shamir-Adleman (RSA) [1] adopt modular exponentiation. In a sim-
plified way, modular exponentiation can be defined as the problem of finding the
(unique) integer B ∈ [1, . . . , p − 1] that satisfies:

B = Ac mod p, (1)

where A is an integer in the range [1, . . . , p−1], c is an arbitrary positive integer
and p is a large prime number. One possible way of reducing the computational
c© Springer International Publishing Switzerland 2016
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load of Eq. (1) is to minimize the total number of multiplications required to
compute the exponentiation.

Since the exponent in Eq. (1) is additive, the problem of computing powers
of the base element A can be formulated as an addition calculation, for which
so-called addition chains are used. Informally, an addition chain for the expo-
nent c of length l is a sequence V of positive integers v0 = 1, . . . , vl = c, such
that for each i > 1, vi = vj + vk for some j and k with 0 ≤ j ≤ k < i. An
addition chain provides the correct sequence of multiplications required for per-
forming an exponentiation. Thus, given an addition chain V that computes the
exponent c as indicated before, we can find B = Ac by successively computing:
A,Av1 , . . . , Avl−1 , Ac. For example, if we want to compute A60, the traditional
procedure would require 60 multiplications. However, if we use instead the fol-
lowing addition chain: [1 → 2 → 4 → 6 → 12 → 24 → 30 → 60], then only seven
multiplications are required:

A1;A2 = A1A1;A4 = A2A2;A6 = A4A2;A12 = A6A6;
A24 = A12A12;A30 = A24A6;A60 = A30A30. (2)

Thus, the length of the addition chain defines the number of multiplications
required for computing the exponentiation. The aim is to find the shortest addi-
tion chain for a given exponent c (several addition chains can be produced for
the same exponent). Naturally, as the exponent value grows, it becomes more
difficult to find a chain that forms the exponent in a minimal number of steps.

One simple algorithm that can be used (although, in general it will not give
optimal results) works in the following way. First, write the exponent in its
binary representation. Then, replace each occurrence of the digit 1 with the
letters “DA” and each occurrence of the digit 0 with the letter “D”. After all
digits are replaced, cross out the first “DA” that appears on the left. What
remains represents a rule to calculate the exponent, since the letter “A” stands
for addition (multiplication) and the letter “D” for doubling (squaring). If we
consider again the example A60, the exponent in binary representation would be
“111100”. After the replacement and the removal of “DA” at the left we have
“DADADADD”. Thus, the rule is: square, multiply, square, multiply, square,
multiply, square, square (1 → 2 → 3 → 6 → 7 → 14 → 15 → 30 → 60). This is a
simple example describing the binary method. We can immediately observe that
the binary method does not always give the shortest chain (cf. with the chain
given in Eq. (2)). In fact, already for the value 15, the binary method will not
produce the shortest chain [2]. However, the binary method can be generalized to
some more powerful methods as presented in Sect. 2. Unfortunately, in general,
the problem of finding the shortest addition chain is NP-hard [3]. This has
motivated the use of metaheuristics to tackle this problem as indicated in Sect. 3.

Here, we propose a genetic algorithm to find short addition chains for a
given exponent. Our main contributions are the following: the first one is a
new representation of solutions. With that representation, we can obtain a bet-
ter granularity than when using just the representation based on the values
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in the addition chains. Next, we present several mutation and crossover opera-
tors designed to improve convergence. The behavior of those operators is modeled
on the basis of several relevant test case scenarios as presented in Sect. 2. We
then design repair heuristics that we believe are an integral part of the algorithm
and we use several examples to justify our approach. From a more pragmatic
perspective, in Sect. 5, we investigate a number of exponents that we want to
obtain, whose values progress gradually from small ones up to the ones that are
relevant in real-world applications. Finally, we identify a possible oversight in
most of the relevant works that limits the applicability of those algorithms.

2 On Addition Chains

We start this section with basic notions about addition chains and, afterwards,
we give several important results we use when designing our algorithm. Next,
we briefly discuss algorithms that are commonly used to compute exponentia-
tions. We follow the notation and theoretical results presented in “The Art of
Computer Programming, Volume 2: Seminumerical Algorithms” [2]. For more
detailed information about addition chains, we refer the readers to Chap. 4.6.3.
“Evaluation of Powers” [2].

2.1 Theoretical Background

Definition 1. An addition chain is a sequence of positive values starting with
the value 1 and finishing with the desired exponent value n.

Definition 2. An addition chain is called ascending if:

1 = a0 < a1 < a2 < ... < ar = n. (3)

In this work, we focus only on ascending chains. From this point on, when we
talk about addition chains, we mean ascending addition chains.

The values in the addition chain have the property that they are the sum of
two values appearing previously in the chain. Formally, an addition chain is a
sequence a0 = 1, a1, ..., ar = n where:

ai = aj + ak, for some k ≤ j < i. (4)

The shortest length of any valid addition chain is denoted as l(n). In the
length of a chain, one does not count the initial step that has a value of one.

Next, it is possible to define types of steps in the addition chain based on
Eq. (4):

1. Doubling step; when j = k = i − 1. This step always gives the maximal
possible value at the position i.

2. Star step; when j but not necessarily k equals i − 1.
3. Small step; when log2(ai) = log2(ai−1).
4. Standard step; when ai = aj + ak where i > j > k.
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On the basis of the aforementioned steps, it is easy to infer the following
conclusions: [2]:

– The first step is always a doubling step.
– A doubling step is always a star step and never a small step.
– A doubling step must be followed by a star step.

Now, we focus on the shortest addition chains. Trivially, the shortest chain
for any number n must have at least log2(n) steps. To be more precise, any chain
length is equal to log2(n) plus the number of small steps [2].

Let ν(n) be the number of ones in the binary representation of the exponent
n. When ν(n) ≥ 9 then there are at least four small steps in any chain for
exponent length n [4]. That statement can be also generalized with the following
theorem [4]:

Theorem 1. If ν(n) ≥ 24·m−1 + 1, then l(n) ≥ log2(n) + m + 3 where m is a
nonnegative value.

Definition 3. A star chain is a chain that involves only star operations.

The minimal length of a star chain is denoted as l∗(n) and it holds:

l(n) ≤ l∗(n). (5)

Although it seems intuitive that the shortest addition chain is also a star
chain, in 1958, Walter Hansen proved that for certain large exponents n, the
value of l(n) is smaller than l∗(n) [2]. The smallest such exponent n equals
12 509.

Albeit counterintuitive, there exist values of n for which l(n) = l(2n) with
the smallest example being n = 191. Here, both n and 2n have length l equal
to 11. Furthermore, there exist values of n where l(n) > l(2n) [5]. The smallest
such n is 375 494 703 [6].

Finally, the length seems to be the most difficult to compute for one specific
class of numbers: let c(r) be the smallest value of n such that l(n) = r [2].
Therefore, c(r) is the first integer value requiring r steps in a shortest addition
chain [5]. To obtain such shortest addition chains is regarded more difficult than
to obtain a shortest addition chain for some other value (of course, with regards
to the size).

Up to now, we discussed only ascending addition chains, but there exists a
number of other types of chains, e.g. addition-subtraction chains [2], differential
addition chains [7] or differential addition-subtraction chains [7].

2.2 Techniques for Exponentiation

A number of techniques that are useful for cryptography, and that apply to both
exponentiation in a multiplicative group and elliptic curve point multiplication,
are explained in [3,8] and can be divided into three categories:
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1. techniques for general exponentiation,
2. techniques for fixed-base exponentiation and
3. techniques for fixed-exponent exponentiation.

In the following paragraphs, we use the term exponentiation, while all prin-
ciples hold for both exponentiation and elliptic curve point multiplication. In
the first category, the most straightforward ways to perform an exponentiation
or a point multiplication, are the left-to-right and right-to-left binary methods.
An option for speeding up these algorithms consists of evaluating more than
one bit of the exponent at a time after precomputing a number of multiples of
the base. An example is the window or k-ary method that evaluates k bits of
the exponent at a time. The precomputation of base multiples maximizes the
speed by minimizing the number of multiplications. However, the optimizations
require a larger memory usage for the storage of the precomputed values. When
the base is fixed, the precomputed multiples of the base can be prestored, which
shortens the time needed for the online exponentiation.

Another way of minimizing the number of multiplications without storing
precomputed multiples of the base is exponent recoding, which uses a repre-
sentation of the exponent that is different from the binary representation. The
recoding of the exponent requires additional resources on a chip (logic gates) or
a microprocessor (program memory).

For elliptic curve cryptography, further speed optimizations are possible by
considering elliptic curves with special properties, like the Gallant-Lambert-
Vanstone (GLV) curve [9], the Galbraith-Lin-Scott (GLS) curve [10] or the FourQ
curve [11]. In [12], side-channel security is taken into account in the derivation
of efficient algorithms for scalar multiplication on GLS-GLV curves.

In this paper, we focus on addition chains for fixed-exponent exponentiations
or fixed-scalar point multiplication without taking into account optimizations
using specific fields or curves. We do not consider side-channel analysis, but we
believe this does not undermine our results, since a number of side-channel coun-
termeasures can be applied on top of the proposed addition chains. Examples
are point blinding or randomized projective coordinates [13].

3 Related Work

In 1990, Bos and Coster present the Makesequence algorithm that produces an
addition sequence of a set of numbers [14]. The proposed method is able to
find chains of large dimensions, and the authors conclude that their method is
relatively more effective than the binary method. The heuristics in the algorithm
choose, on the basis of a weight function, which method will be used to produce
the sequence (the authors experiment with four methods). However, the authors
report that their current weight function does not give satisfactory results and
they experiment with simulated annealing, but without success.

Nedjah and de Macedo Mourelle experiment with a genetic algorithm (GA)
in order to find minimal addition chains [15]. They use binary encoding where
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value 1 means that the entry number is in the chain, and 0 means the opposite.
This representation is not suitable for large numbers and the authors experiment
with values of only up to 250. We note that the chromosome is of length 250 for
that value, and for any value of practical interest the chromosome would amount
to more than the memory of all computers in the world. The same authors focus
on optimizing addition-subtraction chains with GAs [16]. They use the same
representation and exponent values as in [15], which makes their work also far
from applicable. They also experiment with addition-subtraction chains with a
maximal value of 343 in [17].

Nedjah and de Macedo Mourelle use Ant Colony Optimization to find min-
imal addition chains working with exponent sizes of up to 128 bits [18]. How-
ever, since they do not provide the numbers themselves, but only their sizes, it
is impossible to assess the quality of this approach besides the fact that they
report it is better than the binary, quaternary, and octal method. The same
authors extend their work for exponent sizes up to 1 024 bits resulting in better
results for the Ant Colony Optimization algorithm than in cases when binary,
quaternary, octal, and GA methods are used [19].

Cruz-Cortés et al. propose a genetic algorithm approach for which the encod-
ing is the chain itself [20]. Besides that, the authors also propose dedicated
mutation and crossover operators. Using this approach, they report to suc-
cessfully find minimal addition chains for numbers up to 14 143 037. Cortés,
Rodŕıguez-Henŕıquez, and Coello present an Artificial Immune System for gen-
erating short addition chains of sizes up to 14 143 037 [21]. With that approach,
the authors were successful in finding almost all optimal addition chains for
exponents e < 4 096.

Osorio-Hernáandez et al. [22] propose a genetic algorithm coupled with a
local search algorithm and repair mechanism in order to find minimal short
addition chains. This work is of high relevance since it clearly discusses the need
for a repair mechanism when using heuristics for the addition chains problem.

León-Javier et al. [23] experiment with the Particle Swarm Optimization
algorithm in order to find optimal short addition chains. Nedjah and de Macedo
Mourelle [24] implement the Ant Colony Optimization algorithm on a SoC in
order to speed up the modular exponentiation in cryptographic applications.
Sarkar and Mandal [25] use Particle Swarm Optimization to obtain faster mod-
ular multiplication in cryptographic applications for wireless communication.

Rodriguez-Cristerna and Torres-Jimenez [26] use a GA to find minimal
Brauer chains where a Brauer chain is an addition chain in which each member
uses the previous member as a summand. Finally, Domı́nguez-Isidro et al. [27,28]
investigate the usage of evolutionary programming for minimizing the length of
addition chains.

4 The Design of the Proposed Algorithm

Before discussing the choice of the algorithm, we briefly enumerate some basic
rules our chains need to fulfill:
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1. Every chain (solution) needs to be an ascending chain.
2. Every chain needs to be non-redundant, i.e., there should not be two identical

numbers in a chain.
3. Every chain needs to be valid, i.e., every number in a chain needs to be a sum

of two previously appearing numbers.
4. Every chain needs to start with the value 1 and finish with the desired expo-

nent value.

When choosing the appropriate algorithm for the evolution of chains, we start
with the considerations about the representation. If we disregard the approach
where one encodes individuals in a binary way (i.e., for each possible value, we
use either zero if it is not a part of the chain, or one when it is a part of the
chain), up to now there is not much of a choice. Indeed, encoding solutions as
integer values where each value represents the number that occurs in the chain
seems rather natural. Accordingly, we also use that representation, which we
denote as encoding with chain values.

However, internally, our algorithm works with one more representation where
we represent each value n as a pair of positions i1 and i2 that hold the previ-
ous values n1 and n2 forming the value n, which is denoted as encoding with
summand positions.

Although such position based encoding gives longer chromosomes, for large
exponents the encoded values are much smaller and the memory requirements
for storing an individual are consequently smaller. Furthermore, it is possible to
use operators that work on the positions and to give an algorithm more options
to combine solutions (since we have two positions for every number, the length
of a chain encoded with positions is always twice as long as the one encoded
with values).

For both representations, a GA seems a natural choice, but there is one
important difference in both approaches. When using the representation based
on chain values for large numbers, the chromosome encoding needs to support
large numbers, while in the representation based on summand positions we only
need to support large numbers for calculating the chain elements, but not for
storing them.

However, one cannot aim to fulfill the aforementioned rules and use a stan-
dard GA. Therefore, we need to design a custom initialization procedure, muta-
tion, and crossover operators. In fact, only the selection algorithm can be used as
in the standard GA. In all our experiments, we work with k-tournament selection
where k = 3. In each tournament, the worst of k randomly selected individuals
is replaced by the offspring of the best two from the same tournament.

Since initialization and variation operators are expected to produce many
invalid solutions (in fact, for larger chains our experiments showed that it is
highly unlikely that genetic operators will produce valid solutions) we also need
to design a repair strategy. The repair strategy can be incorporated in each of
the previous parts or to be considered as a special kind of operator, which is the
approach we opted to follow. Next, we present the operators we use in our GA.
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4.1 Initialization Algorithm

We design the initialization algorithm in a way to offer as much diversity as
possible. We accomplish this by analyzing a number of known optimal chains
(both star and standard chains) and checking the necessary steps to obtain
them. Here, we note that if the initialization can produce only star chains and
the mutation can generate only star steps, the whole algorithm will be able
to produce only star chains. Naturally, one could circumvent this by adding
additional steps in the repair mechanism. In that case, the model would not
follow the intuition, since one expects that the repair mechanism only repairs
the chains and it should not possess additional mechanisms for the generation
of new values.

The initial population is generated via a set of hardcoded values that are
positioned at the beginning of the chain and randomly generated chain sequences
as presented below. The probability values are selected on the basis of a set of
tuning experiments.

1. Set the zeroth element to 1 and the first element to 2.
2. Uniformly at random select between all minimal subchains consisting of three

elements (i.e., the second, third, and fourth position in the chain) and a
random choice of the second element (according to the rules, either the value
3 or 4).

3. With a probability equal to 3/5, double the elements until they reach half of
the exponent size.

4. Check whether the current element and any previous element sum up to the
exponent value.

5. Uniformly at random, choose among the following mechanisms to obtain the
next value in the chain, under the constraint that it needs to be smaller than
the exponent value:
(a) Sum two preceding elements of the chain.
(b) Sum the previous element and a random element.
(c) Sum two random elements. One random element is chosen between the

zeroth position and the element in the middle of the chain and the second
one is chosen between the middle element and the final (exponent) value.

(d) Loop from the element on the position i−1 until the largest element that
can be summed up with the last element is found.

4.2 Variation Operators

Next, we present the mutation and crossover operators we use. They are very
similar to the operators provided, for instance, in [20,21]. For such a specific
problem as the one we study here, the task of devising new operators is difficult.
Furthermore, many operators reduce to the ones described here. For instance,
we present here something that is analogous to a single-point mutation, but
since the change in a single position will invalidate the chain, after the repair
mechanism, the mutation can also be regarded as a mixed mutation. Therefore,
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the number of mutation points is irrelevant since a single point change brings
changes in every position until the end of the chain.

Since we have several branches in the mutation operator, one can say that
those branches could be separated into different mutation operators. We note
that there are more possibilities on how to combine two values to form a new
value in a sequence and there could be possibilities for additional mutation
operators.

On the other hand, we implemented two crossover operators and we consider
advantageous to use both of them, since this promotes diversity. However, iden-
tifying which of them is better than the other is hard, since it depends on the
exponent value that we aim to reach.

Crossover. We implemented two versions on the crossover operator: one-point
crossover and two-point crossover. We provide the pseudocode for one-point
crossover in Algorithm 1 and note that the two-point version is analogous. Here,
the function FindLowestPair(P, i, pair1, pair2) determines the pair of elements
with lowest indexes (pair1, pair2) which give the target element i in a chain
P . The dominant difference between the mutation operator and the crossover
operator lies in the fact that in the crossover, we have defined the rules on how to
build elements while in the mutation we do not have such strict rules. However,
since both require the usage of the repair mechanism, that difference can become
rather fuzzy.

Algorithm 1. Crossover operator.
Require: Exponent exp > 0, Parent addition chains P1, P2

rand = random(3, exp − 1)
for all i such that 0 ≤ i ≤ rand do

ei = P1i

end for
for all i such that rand ≤ i + 1 ≤ n do

FindLowestPair(P2, i, pair1, pair2)
ei = epair1 + epair2

end for
RepairChain(e, exp)
return e = e0, e1, ..., en

Mutation. The mutation operator is again similar to those presented in the
related literature, but we allow more diversity in the generation process as pre-
sented in Algorithm 2. As already stated, since the mutation invalidates the
chain, it is impossible to expect small changes (except when the mutation point
is at the end of the chain) and therefore, this is actually a macromutation
operator.
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Algorithm 2. Mutation operator.
Require: Exponent exp > 0, e = e0, e1, ..., en

rand = random(2, exp − 1)
rand2 = random(0, 1)
if rand2 then

erand = erand−1 + erand−2

else
rand3 = random(2, rand − 1)
erand = erand−1 + erand3

end if
RepairChain(e, exp)
return e = e0, e1, ..., en

4.3 The Repair Algorithm

Function RepairChain(e, exp) takes the chain e and repairs it in the following
way:

1. Delete duplicate elements in the chain.
2. Delete elements greater than the exp value.
3. Check that all elements are in ascending order, if not, sort them.
4. Ensure that the chain finishes with the exp value by repeating operations in

the following order:
(a) Try to find two elements in the chain that result in exp.
(b) Uniformly at random apply:

i. Double the last element of the chain while it is smaller than exp.
ii. Add the last element and a random element.
iii. Add two random elements.

This function is in many ways similar to the Initialization procedure, but
here with the primary goal of removing redundant chain elements, rather than
maximizing diversity as is the case in the Initialization.

There are several places in our algorithm where we choose what branch to
enter based on random values. We decided to use uniform random values where
each branch has the same probability to be chosen. We believe this mechanism
can be further improved. One trivial modification would be with regards to
whether one wants to obtain a star chain or not. In the case when only star
chains are wanted, then the branches that cannot result in a star step can be
set either to a zero or some small value, analogous for the case when we want to
have a larger number of standard steps.

4.4 The Fitness Function

We use a simple fitness function where the goal is minimization. The number of
elements in the chain is minimized as given by the equation:

fitness = l(n). (6)



Evolutionary Algorithms for Finding Short Addition Chains 131

5 Results and Discussion

5.1 Experimental Setup

The number of independent runs for each experiment is 50. For the stopping
criterion we use stagnation which we set to 100 generations without improve-
ment. We set the total number of generations to 1 500. The population size is
set to 300 in all experiments. We note that larger population sizes perform even
better thanks to increased diversity from the initialization mechanism, but for
large exponent values the evolution then takes a long time. With the current
setting, even for larger exponent size, one evolutionary run finishes in less than
one hour.

5.2 Results

When discussing the efficiency of our algorithm, we need to establish a number
of test cases that will:

1. serve as a comparison with previous work,
2. serve as special test cases and
3. serve as real-world benchmark tests.

Tests Based on a Comparison with Previous Work
For the first category, we used a set of exponent values that are also used in
previous work. Namely, those are the exponents belonging to the class that
is the most difficult to calculate according to [2]. Recall, those values are the
minimal integers that form an addition chain of a certain length i. Up to now,
experiments were done for values of i up to 30 [20,21]. However, we wanted to
evaluate the performance of our algorithm with even higher values and, therefore,
we experimented with values up to i = 40. Furthermore, for each of those values
we give statistical indicators in order to understand better the performance of
our algorithm as well as to serve as a reference for future work.

Any comparison with previous work is difficult since it only reports the value
(and the chain) that presents the best obtained solution. From the reproducibil-
ity and the efficiency side, we find that approach somewhat incomplete since it
makes a difference if the algorithm found the best possible value in one instance
out of 100 runs or in 90 instances out of 100 runs.

We note that for exponent values n < 227 one can find optimal chains
online [6], while values of up to n = 231 can be obtained from the same web
page. Therefore, in a sense, we conclude it is easy to compare with all values up
to 231 and we do not investigate such cases any further. However, as n increases,
the situation changes since it becomes difficult to find any results for a direct
comparison. Therefore, besides our algorithm, we implement the binary algo-
rithm as well as two variants of the window method. In the first m-window
method, we set the value of k to four in the expression m = 2k. It has been
shown [5] that with this method the length of the chain is:

l(n) ≤ log2(n) + 2k−1 − (k − 1) + [log2(n)/k],∀k. (7)
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The second version of the window method tries to optimize Eq. (7) by choos-
ing the value k that minimizes 2k−1 − (k − 1) + [log2(n)/k]. We emphasize that
none of the aforementioned methods should be regarded as the state-of-the-art,
but as methods that give good results and should serve as the baseline cases. For
smaller values of the exponent, the first window method gives far worse results
than even the binary method and therefore we do not present such solutions.
We omit the results for the first five values of r where the exponent value c(r)
is smaller than 10 since it is trivial to find optimal values in this case (recall
Sect. 1 where we stated that the value 15 is the first exponent where the binary
method is not the optimal choice). Additionally, the initialization part of our
algorithm has all optimal combinations for the first five exponents hardcoded
and therefore the comparison is not fair. The results are given in Table 1 where
it is easy to observe that the GA performs better than the binary and optimized
window methods.

Special Test Cases
Tests constituting special cases deal with the theoretical results we enumerated in
Sect. 2. Here, we test the smallest value where l(n) = l(2n) which is 191. Next, we
test the smallest number n where the optimal chain is not a star chain, which is
12 509. We present the values that form the chain since it is interesting to observe
several things. The smallest chain is 1 → 2 → 3 → 6 → 12 → 13 → 24 → 48 →
96 → 192 → 384 → 768 → 781 → 1 562 → 3 124 → 6 248 → 12 496 → 12 509.
Note that this is not the only combination giving this chain of shortest length,
but the following observations hold for others. Here, we are interested in values
12 → 13 → 24, which is the part that does not follow the rules of a star chain.

If we compare this sequence with those obtainable from related work
(cf. [20,21]), we notice that in those approaches there exist no steps that can
produce such a sequence. Therefore, although related work presented heuristic
algorithms that are good on selected test cases, we show that they would not
work for this case and therefore are not general enough for every addition chain,
but only for star chains. The final special test case is the number n = 375 494 703
since l(n) = 35 while l(2n) = 34. Results for all special cases are given in Table 2.
As in the first set of experiments, the GA approach again easily outperforms the
binary and optimized window methods.

Real-World Benchmark Tests
As a real-world benchmark, we investigate values up to 2127 − 3. We select
that upper limit since it has applications in certain high speed Diffie-Hellman
implementations [29]. To provide additional experiments for a comparison, we
start with a value 237 − 3 and we progress by increasing the exponent in steps
of ten, i.e., the following value is 247 − 3. We finish the experiments with the
exponent 2127 − 3 (170 141 183 460 469 231 731 687 303 715 884 105 725). We also
present the results for the window method with a fixed value of k (k = 4) since it
produces better results than the binary method. The results are given in Table 3.
Similarly as in the previous cases, the GA approach is again superior while the
differences between the results are even more striking than before.
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Table 1. c(r) family of the exponent values.

r c(r) Binary Optimized window GA

Min Avg Stdev

5 11 5 5 5 5 0

6 19 6 11 6 6 0

7 29 7 11 7 7 0

8 47 9 12 8 8 0

9 71 9 13 9 9 0

10 127 12 13 10 10 0

11 191 13 14 11 11 0

12 379 14 16 12 12 0

13 607 15 17 13 13 0

14 1 087 16 18 14 14 0

15 1 903 18 18 15 15 0

16 3 583 21 19 16 16 0

17 6 271 20 20 17 17 0

18 11 231 23 22 18 18 0

19 18 287 23 23 19 19 0

20 34 303 25 24 20 20 0

21 65 131 26 24 21 21 0

22 110 591 30 25 22 22.08 0.27

23 196 591 32 27 23 23.04 0.19

24 357 887 32 28 24 24.28 1.26

25 685 951 33 29 25 25.1 0.58

26 1 176 431 33 31 26 26.18 1.27

27 2 211 837 36 32 27 27.18 1.68

28 4 169 527 37 32 28 28.18 0.38

29 7 624 319 36 33 29 30.16 0.71

30 14 143 037 38 34 30 30.92 0.6

31 25 450 463 38 35 31 32.62 0.66

32 46 444 543 42 36 32 33.5 0.54

33 89 209 343 42 38 33 34.46 0.81

34 155 691 199 42 39 34 35.44 1.03

35 298 695 487 46 41 35 35.67 0.74

36 550 040 063 45 41 36 37.96 0.83

37 994 660 991 46 42 37 38.76 1.47

38 1 886 023 151 48 42 38 40.28 1.21

39 3 502 562 143 48 43 39 41.36 1.19

40 6 490 123 999 52 45 41 41.77 0.63
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Table 2. Special test cases.

n l(n) Binary Optimized window GA

Min Avg Stdev

191 11 13 14 11 11 0

382 11 14 16 11 11.1 0.3

12 509 17 20 21 17 17.96 0.19

375 494 703 35 41 40 35 36.36 0.87

750 989 406 34 42 40 34 36.56 0.81

Table 3. Exponents up to 2127 − 3.

Exponent log2(n) ν(n) Binary Window Optimized win. GA

Min Avg Stdev

237 − 3 36 35 71 57 51 43 45.32 0.99

247 − 3 46 45 91 69 63 54 56.25 1.11

257 − 3 56 55 111 82 76 64 64.9 0.87

267 − 3 66 65 131 94 88 73 73.2 0.43

277 − 3 76 75 151 107 101 85 85.4 0.51

287 − 3 86 85 171 119 113 97 104.3 3.56

297 − 3 96 95 191 132 126 106 107.2 0.91

2107 − 3 106 105 211 144 138 115 115.71 0.75

2117 − 3 116 115 231 157 151 126 126.6 0.89

2127 − 3 126 125 251 169 163 136 136.8 0.83

We note that the shortest known chain for the exponent value 2127−3 has 136
elements, which is the same value our algorithm reached. The question is whether
this should be regarded as a success or a failure. In a sense, it depends on the
perspective; if one knows that the value 136 was obtained (somewhat surprising)
by a pen and paper approach in a matter of a few hours by an expert, then our
result does not seem impressive. However, recall Definition 1 where it is easy to
calculate that l(2127 − 3) has a chain of a length at least equal to 130 since this
exponent has 125 ones in its binary representation. On the other hand, the GA
found the chain of the same length without any problems and in less than 30 min
on average. Furthermore, maybe there are no shorter chains for that exponent,
so the GA actually reaches the optimal value. Unfortunately, the answer to this
question seems out of our reach without some new analytical breakthrough or
until the processing power increases sufficiently to run an exhaustive search.
Since both of those perspectives are unlikely at this moment, we consider our
algorithm useful since it gives us an option to effortlessly find many short chains
for a wide range of exponent values.
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6 Conclusions and Future Work

In this work, we showed that GAs can be used to find shortest addition chains
for a wide set of exponent sizes. However, we note this problem is not as easy
as could be perceived from a number of related works. Indeed, the first step is
the design of a custom GA and then one needs to carefully tune the parameters.
Here, we managed to find chains that are either optimal (where it was possible
to confirm based on related work) or as short as possible for a number of values.
From that perspective, we see this work also as a reference work against which
new heuristics should be tested, since it is undoubtedly possible to compare the
results. As far as we know, we are the first to investigate this kind of heuristics
for an exponent value that has a real world usage.

As part of our future work we plan to investigate even larger values that are
useful in practice. We also note that our position based representation actually
corresponds to the Cartesian Genetic Programming (CGP) encoding. There,
we always use one function (plus) and for each node the indexes from the two
previous nodes are recorded, which can be encoded as a graph of size 1 × N ,
which motivates us to experiment with CGP in the future.
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tosystems. In: Ko, Ç.K., Paar, C. (eds.) CHES 1999. LNCS, vol. 1717, pp. 292–302.
Springer, Heidelberg (1999)

14. Bos, J.N.E., Coster, M.J.: Addition chain heuristics. In: Brassard, G. (ed.)
CRYPTO 1989. LNCS, vol. 435, pp. 400–407. Springer, Heidelberg (1990)

15. Nedjah, N., de Macedo Mourelle, L.: Minimal addition chain for efficient modular
exponentiation using genetic algorithms. In: Hendtlass, T., Ali, M. (eds.) IEA/AIE
2002. LNCS (LNAI), vol. 2358, p. 88. Springer, Heidelberg (2002)

16. Nedjah, N., de Macedo Mourelle, L.: Minimal addition-subtraction chains using
genetic algorithms. In: Yakhno, T. (ed.) ADVIS 2002. LNCS, vol. 2457, pp. 303–
313. Springer, Heidelberg (2002)

17. Nedjah, N., de Macedo Mourelle, L.: Minimal addition-subtraction sequences
for efficient pre-processing in large window-based modular exponentiation using
genetic algorithms. In: Liu, J., Cheung, Y.M., Yin, H. (eds.) IDEAL 2003. LNCS,
vol. 2690, pp. 329–336. Springer, Heidelberg (2003)

18. Nedjah, N., de Macedo Mourelle, L.: Finding minimal addition chains using ant
colony. In: Yang, Z.R., Yin, H., Everson, R.M. (eds.) IDEAL 2004. LNCS, vol. 3177,
pp. 642–647. Springer, Heidelberg (2004)

19. Nedjah, N., de Macedo Mourelle, L.: Towards minimal addition chains using ant
colony optimisation. J. Math. Model. Algorithms 5(4), 525–543 (2006)
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Abstract. We consider two approaches to formulation and solving of
optimal recombination problems arising as supplementary problems in
genetic algorithms for the Asymmetric Travelling Salesman Problem and
the Makespan Minimization Problem on a Single Machine. All four opti-
mal recombination problems under consideration are NP-hard but rela-
tively fast exponential-time algorithms are known for solving them. The
experimental evaluation carried out in this paper shows that the two
approaches to optimal recombination are competitive with each other.

Keywords: Genetic algorithm · Optimal recombination problem · Per-
mutation

1 Introduction

Performance of genetic algorithms (GA) depends significantly upon the choice of
the crossover operator, where the components of parent solutions are combined
to build the offspring. Optimal recombination problem (ORP) consists in finding
the best possible offspring as a result of a crossover operator, given two feasible
parent solutions. The ORP is a supplementary problem (usually) of smaller
dimension than the original problem, formulated in view of the basic principles of
crossover [21]. The experimental results of Yagiura and Ibaraki [26], Cotta et al.
[6], Cook and Seymour [4], Tinós et al. [24] indicate that optimal recombination
may be used successfully in the genetic algorithms for problems on permutations.

This paper is devoted to analysis and comparison of two approaches to con-
struct the optimal recombination operators for Asymmetric Travelling Salesman
Problem (ATSP) and Makespan Minimization Problem on a Single Machine
(1|svu|Cmax).

The first approach is based on the preservation of elements in positions of
the parent permutations. Following this approach for ATSP and 1|svu|Cmax we
show that on one hand the ORP with position-based representation is strongly
c© Springer International Publishing Switzerland 2016
F. Chicano et al. (Eds.): EvoCOP 2016, LNCS 9595, pp. 138–153, 2016.
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NP-hard, on the other hand, almost all of the ORP instances are efficiently
solvable. We develop an exact algorithm for solving the ORP, using enumeration
of all possible combinations of the maximal matchings in cycles of a special
bipartite graph. A crossover operator, where this ORP is solved by means of the
proposed algorithm, is called here Optimized Cycle Crossover (OCX) and may
be considered as a derandomization of Uniform Cycle Crossover [7].

The second approach is based on the preservation of the adjacencies found
in the parents. Strong NP-hardness of the ORP with adjacency-based represen-
tation is proven and a solution method is proposed. A crossover operator, which
solves this ORP, is called here Optimized Directed Edge Crossover (ODEC) and
may be considered as a “direct descendant” of Directed Edge Crossover [25].

The theoretical worst-case and average-case upper bounds on time complex-
ity of optimized crossovers obtained in this paper and in [11] are not sufficient to
estimate efficiency of GAs based on such operators. Even if the time complexity
of one optimized crossover is greater than the other, this does not necessarily
mean that a GA using the slower crossover will require more time to find an
optimal solution. Note that given the same pair of parent solutions, the slower
crossover operator may be choosing the best offspring from a larger set of pos-
sible offspring solutions, thus giving more advantage to the GA. Therefore, a
deeper analysis is required in order to decide which of the two approaches is the
most appropriate for a given problem. We perform computational experiments
to compare the behavior of GAs that use the optimized crossovers based on the
two approaches mentioned above.

A wide spectrum of metaheuristics and heuristics has been proposed to the
ATSP problem (see e.g. [1,3,20]). Many of these algorithms solve the ATSP
instances from [22] very quickly. Note, however, that the present paper is aimed,
first of all, at comparison of the optimized crossovers, rather than constructing
fast algorithms for ATSP problem. In particular, in the computational experi-
ments we test the optimized crossovers in a very basic GA with elitist recom-
bination without any problem-specific local search procedures or fine tuning of
parameters.

The paper is organized as follows. In Sect. 2, we provide a formal description
of the Optimal Recombination Problem. Section 3 is devoted to the theoretical
analysis of computational complexity of the two ORPs for Makespan Minimiza-
tion Problem on a Single Machine. A similar analysis for Asymmetric Travelling
Salesman Problem is provided in Sect. 4. The computational experiments are
described in Sect. 5 and the concluding remarks are given in Sect. 6.

2 Optimal Recombination Problem

The genetic algorithm is a random search method that models a process of evo-
lution of a population of individuals [18]. Each individual is a sample solution
to the optimization problem being solved. For the sake of generality in this
section we can consider combinatorial optimization problems, where the solu-
tions are represented by strings of length n, composed of symbols from some
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finite alphabet. The components of these stings are called genes. Individuals of
a new population are built by means of variation operators (crossover and/or
mutation).

Performance of the GA depends significantly upon the choice of the crossover
operator, where genes of parent individuals are combined to build the offspring.
Optimal Recombination Problem consists in finding the best possible offspring
as a result of a crossover operator, given two parent individuals. The following
definition of the optimal recombination problem is motivated by the principles
of (strictly) gene transmitting recombination formulated by Radcliffe [21].

Given: an instance I of combinatorial optimization problem with the set of
feasible solutions Sol, objective function f : Sol → R, and two parent solutions
x1 = (x1

1, . . . , x
1
n),x2 = (x2

1, . . . , x
2
n) from Sol.

Find: a feasible solution (offspring) x′ = (x′
1, . . . , x

′
n) such that

(i) x′
j = x1

j or x′
j = x2

j for all j = 1, . . . , n;
(ii) for each x ∈ Sol such that xj = x1

j or xj = x2
j , j = 1, . . . , n, the inequality

f(x′) ≤ f(x) holds in the case of minimization problem,

or
f(x′) ≥ f(x) holds in the case of maximization problem.

Note that in the case of permutation problems, the set of feasible solutions Sol
consists of permutations, so the offspring is required to be a permutation too.

3 Makespan Minimization Problem on a Single Machine

Consider the Makespan Minimization Problem on a Single Machine (1|svu|Cmax),
which is equivalent to the problem of finding the shortest Hamiltonian path in
a digraph.

The input consists of a set of jobs V = {v1, . . . , vk} with positive processing
times dv, v ∈ V . All jobs are available for processing at time zero, and preemption
is not allowed. A sequence dependent setup time is required to switch a machine
from one job to another. Let svu be the a non-negative setup time from job v to
job u for all v, u ∈ V , where v �= u. The goal is to schedule the jobs on a single
machine so as to minimize the maximum job completion time, the so-called
makespan Cmax.

Problem 1|svu|Cmax is strongly NP-hard [15], and cannot be approximated
with any constant or polynomial factor of the optimum in polynomial time,
unless P=NP. Therefore metaheuristics, in particular, genetic algorithms, are
appropriate for this problem.

The feasible solutions of 1|svu|Cmax can be represented in two natural ways
in a GA: (I) genes encode jobs and (II) genes encode adjacencies. Let us consider
these representations and the ORPs that correspond to them.
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3.1 Optimal Recombination with Position-Based Representation

Let π = (π1, . . . , πk) denote a permutation of the jobs, i.e. πi is the i-th job on the

machine, i = 1, . . . , k. Put s(π) =
k−1∑
i=1

sπi,πi+1 . Then the problem 1|svu|Cmax is

equivalent to finding a permutation π∗ that minimizes the total setup time s(π∗).
The ORP for problem 1|svu|Cmax with position-based representation, given

two parent solutions π1 and π2, asks for a permutation π′ such that:

(i) π′
i = π1

i or π′
i = π2

i for all i = 1, . . . , k;
(ii) π′ has the minimum value of objective function s(π′) among all permutations

that satisfy condition (i).

The following theorem is obtained in [11].

Theorem 1. The ORP for problem 1|svu|Cmax with position-based representa-
tion is strongly NP-hard.

We build an algorithm for solving the formulated ORP, using the approach of
Serdyukov [23] which was developed for solving the travelling salesman problem
with vertex requisitions.

Let us consider a bipartite graph G = (Vn, V, U) where the two subsets
of vertices of bipartition Vn = {1, . . . , n} and V have equal sizes and the set
of edges is U = {{i, v} : i ∈ Vn, v = π1

i or v = π2
i }. Now there is a one-to-one

correspondence between the set of perfect matchings in graph G and the set
of feasible solutions to an ORP instance with parents π1, π2: Given a perfect
matching of the form {{1, v1}, {2, v2}, . . . , {n, vn}}, this mapping produces the
permutation of jobs (v1, v2, . . . , vn).

An edge {i, v} ∈ U is called special, if {i, v} belongs to all perfect matchings
in graph G. Note that a maximal (by inclusion) connected subgraph of graph G
with at least two edges is a cycle. Let q(G) denote the number of cycles in
graph G. The edges {i, v} ∈ U , such that π1

i = π2
i , are special and belong to

none of the cycles, while the edges {i, v} ∈ U , such that π1
i �= π2

i , belong to some
cycles. Besides that, each cycle j, j = 1, . . . , q(G), of graph G contains exactly
two maximal (edge disjoint) matchings, so it does not contain the special edges.
Hence an edge {i, v} ∈ U is special iff π1

i = π2
i , and every perfect matching in G

is defined by a combination of maximal matchings chosen in each of the cycles
and the set of all special edges.

The cycles of graph G may be computed in O(k) time, e.g. by means of the
“depth first” algorithm [5]. The special edges and maximal matchings in cycles
may be found easily in O(k) time.

Therefore, the ORP with position-based representation is solvable by the
following algorithm: Build the bipartite graph G, identify the set of special
edges and cycles and find all maximal matchings in cycles. Enumerate all perfect
matchings of graph G by combining the maximal matchings of cycles and joining
them with special edges. During enumeration, each of the perfect matchings is
assigned the corresponding permutation π of jobs and s(π) is computed. As a
result, one can find the required permutation π′.
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The total number of perfect matchings in graph G is equal to 2q(G), so the
time complexity of the above algorithm is O(k2q(G)), where q(G) ≤ �k

2 � and this
bound is tight. Note that the proposed algorithm can be used for different objec-
tive functions defined on the set of permutations (see examples in [6,7,17,26]).

In [11], a modification of the described algorithm was proposed to speed up
the evaluation of makespan function in the process of perfect matching enu-
meration. This modification performs a preprocessing stage, where the values
of makespan function for cycle contacts are computed, and solves the ORP
for 1|svu|Cmax in O

(
q(G)2q(G) + q(G)k

)
time.

Moreover in [11], it was shown that for almost all pairs of parent solutions
q(G) ≤ ln(k)

ln(2) , i.e. the cardinality of the set of feasible solutions is at most k. To
describe this result precisely, let us give the following

Definition 1. [23] A graph G = (Vk, V, U) is called “good” if it satisfies the
inequality q(G) ≤ ln(k)

ln(2) .

Let 	̄k denote the set of pairs of parent solutions with k jobs which corre-
spond to “good” bipartite graphs G and let 	k be the set of all pairs of parent
solutions with k jobs. The results from [11] imply

Theorem 2. |	̄k|/|	k| −→ 1 as k → ∞.

According to the frequently used terminology (see e.g. [2]), this theorem
means that almost all of the ORP instances have at most k feasible solutions
and thus solvable in O(kln(k)) time.

In what follows, the crossover operator, solving the ORP by means of the algo-
rithm described above, will be called Optimized Cycle Crossover. Such crossover
may be considered as a derandomization of Uniform Cycle Crossover, which con-
structs an offspring so that maximal matching is chosen randomly in each of the
cycles [7].

3.2 Optimal Recombination with Adjacency-Based Representation

Consider representation of solutions based on adjacencies. Here a solution is
encoded as a vector p = (p1, . . . , pk), where pi is the job that immediately
precedes job vi, i = 1, . . . , k. We assume that pi = v0 marks the first element of
the sequence, where v0 is an artificial job and sv0v = 0 for all v ∈ V . Then s(p) =
k∑

i=1

spi,vi
. The problem 1|svu|Cmax is equivalent to finding a permutation p∗ that

minimizes the total setup time s(p∗).
The ORP for problem 1|svu|Cmax with adjacency-based representation, given

two parent solutions p1 and p2, asks for a feasible solution p′ such that:

(i) p′
i = p1i or p′

i = p2i for all i = 1, . . . , k;
(ii) p′ has the minimum value of objective function s(p′) among all solutions

that satisfy condition (i).
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Theorem 3. The ORP for problem 1|svu|Cmax with adjacency-based represen-
tation is strongly NP-hard.

The proof is based on the known result from [11] about NP-hardness of the
ORP for ATSP with adjacency-based representation (see Sect. 4). In the proof
of NP-hardness of this ORP in Theorem 1.3 in [11], the vertex cover problem
is reduced to it in such a way that there are arcs belonging to both parent
tours (and thus should belong to the offspring tour). Let us take one of these
arcs (v�, v�′) and delete it from both of the parent tours. The remaining two
Hamilton paths will be used now to build a pair of parents for the 1|svu|Cmax

ORP.
Suppose that an instance of ATSP (an n-vertex graph and arc weights cij ,

i = 1, . . . , n, j = 1, . . . , n) is given as defined in the proof of Theorem 1.3
from [11]. Let us construct an instance of 1|svu|Cmax problem with k = n + 1,
where svi,vj

= cij for all i = 1, . . . , n, j = 1, . . . , n. The job vn+1 is intro-
duced to ensure that the offspring solution will end with job v�. The setup times
associated with vn+1 are set to zero, i.e. svi,vn+1 = svn+1,vi

= 0. Suppose that
two tours v�′ = vi1 , vi2 , . . . , vin = v�, v�′ and v�′ = vj1 , vj2 . . . , vjn = v�, v�′ are
the parent solutions of the ORP instance for ATSP constructed in the proof
of Theorem 1.3 from [11]. Then the two parent solutions p1 and p2 for the
1|svu|Cmax ORP problem with adjacency-based representation are defined as
follows: p1i1 = v0, p1i2 = vi1 , . . . , p

1
in

= vin−1 , p1n+1 = vin and p2j1 = v0, p2j2 =
vj1 , . . . , p

2
jn

= vjn−1 , p2n+1 = vjn . The first and the last setups are the same in
these schedules so an optimal ORP solution to 1|svu|Cmax will define an optimal
ORP solution for ATSP, which is NP-hard. The described transformations are
efficiently computable, so the ORP for 1|svu|Cmax problem is NP-hard as well.
Q.E.D.

The optimized crossover operator, which solves the ORP for 1|svu|Cmax

with adjacency-based representation, will be called Optimized Directed Edge
Crossover and may be considered as a deterministic “direct descendant” of
Directed Edge Crossover [25]. However, unlike the latter one, Optimized Directed
Edge Crossover guarantees a gene transmitting recombination.

The following theorem gives an upper bound on time-complexity of ODEC.

Theorem 4. The ORP for problem 1|svu|Cmax with adjacency-based represen-
tation is solvable in O(k22

k
2 ) time.

The proof is based on a Turing reduction of the ORP to O(k) instances of
Travelling Salesman Problem with forced edges on cubic graphs, i.e. the graphs
with maximal degree three. Let us consider the ORP for 1|svu|Cmax with parent
solutions p1 and p2 as a Shortest Hamilton Path problem on (k + 1)-vertex
digraph G′ = (V ∪ {v0}, A) where the arcs correspond to setups presented in p1

and p2 and the arc costs cij are equal to the setup times svivj
, i = 0, 1, . . . , k, j =

1, . . . , k. Add a zero-cost arc (v, v0) where v ∈ V (enumerate all O(k) options
to choose v ∈ V ). The resulting digraph is denoted by G′

v. This digraph may
be transformed into a cubic graph Gv with forced edges the same way as in the
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ORP for ATSP [11]. The graph Gv is constructed so that the setups presented
in both parent solutions p1 and p2 correspond to forced edges.

All Hamiltonian cycles in Gv w.r.t. the set of forced edges are enumerated in
time O(2

k
2 ) by the algorithm of Eppstein [10]. Then, for each Hamiltonian cycle

C from Gv in each of the two directions we can check if it is possible to pass
a circuit in G′

v through the arcs corresponding to edges of C, and if possible,
compute the cost of the circuit. So, the ATSP problem on graph G′

v is solvable
in O(k2

k
2 ) time and, therefore, solving the ATSP problems on graphs G′

v for all
v ∈ V requires O(k22

k
2 ) time. Q.E.D.

4 Asymmetric Travelling Salesman Problem

In this section, we briefly consider the Travelling Salesman Problem (TSP). Sup-
pose a complete digraph Ḡ is given. The set of vertices of Ḡ is V = {v1, . . . , vn}
and a set of arcs is A = {(vi, vj) : vi, vj ∈ V, i �= j}. A weight (length) cij ≥ 0 of
each arc (vi, vj) ∈ A is given as well. It is required to find a Hamiltonian circuit
of minimum length. If cij �= cji for at least one (vi, vj) then the TSP is called
Asymmetric Travelling Salesman Problem (ATSP).

Feasible solution to the ATSP may be encoded as a sequence of the vertices
in the TSP tour (without loss of generality we assume that the first position con-
tains vertex v1), or as a vector of adjacencies, where the immediate predecessor
is indicated for each vertex.

Position-Based Representation. In the case of position-based encoding of solu-
tions in ATSP, the ORP may be solved by the means of the algorithm described
in Subsect. 3.1. A slight modification of the speed-up method from [11] is applica-
ble here as well. Therefore, the ORP for ATSP with position-based represen-
tation is solvable in O(n2

n
2 ) time and almost all of its instances are solvable

in O(nln(n)) time.
The following theorem is proved analogously to Theorem 2.2 form [11].

Theorem 5. The ORP for ATSP with position-based representation is strongly
NP-hard.

Adjacency-Based Representation. The ORP for the ATSP with adjacency-based
representation is shown to be strongly NP-hard but solvable in O(n2

n
2 ) time [11].

5 Computational Experiment on TSPLIB Instances

5.1 Genetic Algorithm

Yagiura and Ibaraki [26] applied a genetic algorithm with elitist recombina-
tion [16] to a number of combinatorial optimization problems on permutations.
Let us consider the scheme of the GA with elitist recombination in a general
form as it may be applied to a combinatorial minimization problem from Sect. 2.



Experimental Evaluation of Two Approaches to Optimal Recombination 145

Genetic Algorithm with Elitist Recombination

Step 1. Construct the initial population.
Step 2. Assign t := 1.
Step 3. Repeat steps 3.1-3.4 until some stopping criterion is satisfied:

3.1. Choose randomly two parent individuals x1,x2 from the population.
3.2. Create an offspring x′, applying a crossover to x1 and x2.
3.3. Replace one of the two parents by x′.
3.4. t := t + 1.

Step 4. The result is the best found individual w.r.t. objective function.

In our implementation of the GA with elitist recombination the arbitrary
insertion method [26] is used for generating individuals of the initial population
on Step 1. The population size N remains constant during the execution of the
GA.

We apply an optimized crossover (ODEC or OCX) to generate a new indi-
vidual on Step 3.2. One of the parents x1, x2 is replaced by the offspring as
follows. We suppose without loss of generality that f(x1) ≤ f(x2). Replace x2

by x′ with probability P (Δ1/Δ2), otherwise replace x1 by x′, where

Δi = f(xi) − f(x′), i = 1, 2, (1)

P (Δ1/Δ2) = min
{Δ1/Δ2

a
, 1

}
. (2)

Note that Δ2 ≥ Δ1 ≥ 0 by the definition, and hence Δ1/Δ2 ∈ [0, 1] (we
consider Δ1/Δ2 = 1 if Δ1 = Δ2 = 0). The constant a ≥ 0 is a tunable parameter.
If a = 0, then p′ always replaces p2, and if a = ∞, then p′ always replaces p1.

The described GA was programmed in Java (NetBeans IDE 7.2.1) and tested
on a computer with Intel Core 2 Duo CPU E7200 2,53 GHz processor, 2 Gb RAM.

5.2 Testing Problems and Experimental Outline

In the computational experiment, the described above GA was applied to ATSP
and 1|svu|Cmax problems for evaluation of the effects of different optimized
crossovers. Population size N was set to 50 and the tunable parameter a was set
to 0.5.

In the experiments, we used the ATSP instances from TSPLIB [22] library.
The ATSP collection includes instances from different applications [12–14]. The
rbg instances come from a stacker crane application. The two ft instances arise in
a problem of optimal sequencing tasks in the coloring plant of a resin production
department. The ftv instances are from vehicle routing. Instances ry48p and
kro124p are perturbed random Euclidean instances.

The names of the 1|svu|Cmax problems, their dimensions and optimal val-
ues C∗

max of makespan function are listed in Tables 1, 2 and 3. The optimal
solutions to ATSP instances may be found in [22]. To find the optimal solu-
tions to 1|svu|Cmax instances, we employed CPLEX MIP solver with addition of
problem specific cuts which were constructed using the well-known approach [8].
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Table 1. Instances of 1|svu|Cmax problems in series ftv

Instance ftv33 ftv35 ftv38 ftv44 ftv47 ftv55 ftv64 ftv70 ftv90

k 34 36 39 45 48 56 65 71 91

C∗
max 1159 1323 1399 1488 1634 1485 1656 1818 1482

Instance ftv100 ftv110 ftv120 ftv130 ftv140 ftv150 ftv160 ftv170

k 101 111 121 131 141 151 161 171

C∗
max 1691 1857 2023 2189 2320 2511 2561 2642

Table 2. Instances of 1|svu|Cmax problems in series rbg

Instance rbg323 rbg358 rbg403 rbg443

k 323 358 403 443

C∗
max 1299 1130 2432 2687

The experiment consisted of two stages. On the first stage, the competing
GAs were run for a given number of iterations in order to estimate the influence
of different crossover operators upon the CPU cost of one GA iteration. Besides
that, the shortest average execution time, denoted tmin, was identified for each
problem instance. On the second stage of experiments, a number of independent
runs of competing GAs were made with each instance, given the time budget tmin

seconds for each run. This stage was aimed at evaluation of frequency of finding
optimal solutions.

5.3 Makespan Minimization Problem on a Single Machine

First we consider 1|svu|Cmax problem. In what follows, GA1 denotes the GA
with position-based representation employing the Optimized Cycle Crossover.
We use the notation GA2 for the GA with adjacency-based representation where
the ORP is solved approximately with only one application of the algorithm of
Eppstein. This corresponds to testing at most two options for vertex v among
the vertices that correspond to the last jobs of parent schedules. Exact solving
of this ORP requires enumeration of O(k) options for vertex v and it was not
used in the experiments due to high computational burden.

On the first stage of the experiment, the GA with elitist recombination was
run 1000 times for each instance and each run continued for 4000 iterations for all

Table 3. Other 1|svu|Cmax instances

Instance ry48p ft53 ft70 kro124p

k 48 53 70 100

C∗
max 13451 5846 36981 35227
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Table 4. Average execution time for 1|svu|Cmax instances in series ftv

Instance ftv33 ftv35 ftv38 ftv44 ftv47 ftv55 ftv64 ftv70 ftv90

tavrGA1 0.26 0.25 0.27 0.29 0.3 0.75 0.72 0.95 1.27

tavrGA2 0.35 0.38 0.44 0.51 0.58 0.71 0.87 1.15 1.49

Instance ftv100 ftv110 ftv120 ftv130 ftv140 ftv150 ftv160 ftv170

tavrGA1 1.59 1.93 2.93 4.34 5.07 3.76 4.41 4.52

tavrGA2 1.8 2.5 2.84 3.23 4.09 4.88 5.82 8.51

Table 5. Average execution time for other 1|svu|Cmax instances

Instance ry48p ft53 ft70 kro124p

tavrGA1 0.43 0.32 0.35 8.1

tavrGA2 0.66 0.67 1.03 2.03

problems except rbg series. In the case of rbg series, each run continued for 8000
iterations. These termination conditions were chosen on the basis of preliminary
experiments which showed that such numbers of iterations were enough for GA1
to find the optimal solutions with a sufficiently high probability (more than 5 %).

Average execution times of GAs (in seconds) denoted by tavrGA1 and tavrGA2 are
shown in Tables 4 and 5.

On majority of the problem instances (16 out of 21) presented in Tables 4
and 5, algorithm GA1 terminated faster compared to GA2. However the average
execution time of GA2 is at most twice the average execution time of GA1 on
all instances, except ft53 and ft70.

On the second stage of experiments, both GAs were run 1000 times for equal
amount of time tmin = min{tavrGA1, t

avr
GA2}. The results of this stage are displayed in

Tables 6 and 7. Here F opt
GA1 and F opt

GA2 are the frequencies of finding an optimum
for GA1 and GA2 (respectively).

The statistical analysis of experimental data was carried out using the fol-
lowing approach. For each problem, the testing of an algorithm is considered
as a sequence of ν Bernoulli trials, where “success” corresponds to finding an
optimal solution. In our experiments, we performed ν = 1000 trials with GA1
and GA2 algorithms. The confidence intervals for the success probability p∗ are
built using the standard method [19] applied to the Bernoulli distribution and
presented in Tables 6 and 7 (the confidence level is set to 5 %). These tables show
that on most of the instances the considered GAs have similar performance.

On the first stage of experiments with rbg series the execution time of GA2
was much longer than that of GA1. Therefore both algorithms were given tavrGA1

seconds on the second stage. The execution times tavrGA1 and the frequencies of
finding an optimum in 1000 runs are presented in Table 8. GA1 has a significant
advantage on this series, which is due to large computational cost of crossover
in GA2.
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Table 6. Frequencies of finding the optimum and confidence intervals for 1|svu|Cmax

instances in series ftv

Instance ftv33 ftv35 ftv38 ftv44 ftv47 ftv55

F opt
GA1 0.69 0.6 0.6 0.6 0.5 0.49

IconfGA1 (0.66;0.72) (0.57;0.63) (0.57;0.63) (0.57;0.63) (0.47;0.53) (0.46;0.52)

F opt
GA2 0.65 0.59 0.59 0.44 0.4 0.5

IconfGA2 (0.62;0.68) (0.56;0.62) (0.56;0.62) (0.41;0.47) (0.37;0.43) (0.47;0.53)

Instance ftv64 ftv70 ftv90 ftv100 ftv110 ftv120

F opt
GA1 0.49 0.51 0.4 0.37 0.31 0.24

IconfGA1 (0.46;0.52) (0.48;0.54) (0.37;0.43) (0.34;0.4) (0.28;0.34) (0.21;0.27)

F opt
GA2 0.49 0.53 0.39 0.33 0.35 0.27

IconfGA2 (0.46;0.52) (0.5;0.56) (0.36;0.42) (0.3;0.36) (0.32;0.38) (0.24;0.3)

Instance ftv130 ftv140 ftv150 ftv160 ftv170

F opt
GA1 0.27 0.31 0.29 0.4 0.36

IconfGA1 (0.24;0.3) (0.28;0.34) (0.26;0.32) (0.37;0.43) (0.33;0.39)

F opt
GA2 0.31 0.41 0.31 0.39 0.3

IconfGA2 (0.28;0.34) (0.38;0.44) (0.28; 0.34) (0.36;0.42) (0.27;0.33)

Table 7. Frequencies of finding the optimum and confidence intervals for other
1|svu|Cmax instances

Instance ry48p ft53 ft70 kro124p

F opt
GA1 0.4 0.55 0.43 0.22

IconfGA1 (0.37;0.43) (0,52;0,58) (0.4;0.46) (0.19;0.25)

F opt
GA2 0.4 0.35 0.32 0.53

IconfGA2 (0.37;0.43) (0.32;0.38) (0.29;0.35) (0.5;0.56)

Table 8. Average time and frequency of finding the optimum for 1|svu|Cmax instances
in series rbg

Instance rbg323 rbg358 rbg403 rbg443

tavrGA1 7.02 7.47 7.54 7.53

F opt
GA1 0.195 0.111 0.107 0.091

F opt
GA2 0 0 0 0

We carried out additional experiment in order to find out whether this drastic
difference in computational cost of the two crossovers is due to specific problems
structure in rbg series or it is due to high dimension of these problems. To this
end, we generated testing instances with the same numbers of jobs as in rbg and
chose the setup times uniformly from [smax/2, smax], where smax is the largest
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Fig. 1. Average CPU time of crossover on 1|svu|Cmax instances in series ftv. The left
plot corresponds to GA1, the right plot corresponds to GA2.

Fig. 2. Average CPU time of crossover in GA1 on series rbg.

setup time on the corresponding instance from series rbg. It turned out that
there was no drastic difference between the CPU times of GA1 and GA2 in this
additional experiment, so we conclude that the cause of poor performance of
GA1 on series rbg might be in the specific structure of these instances.

As seen from the tables, GA1 in general demonstrates more stable results
than GA2.

The dynamics of CPU time required for solving ORPs in GA1 and GA2
on instances ftv100, ftv130, ftv150, ftv170 is displayed in Fig. 1. The plots for
the remaining problems of ftv series were analogous and they are skipped here.
The CPU time required for solving ORPs in GA1 on series rbg is shown in
Fig. 2. It can be seen that the time-complexity of crossover operators decreases
with iterations count, which is due to decreasing population diversity. The CPU
cost of optimized crossover in the case of the position-based representation is
somewhat smaller compared to the adjacency-based representation. The ORPs
for instance ftv170 are especially hard for GA2. This observation agrees with the
greater execution time of GA2 and its lower frequency of obtaining the optimum
on ftv170.
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It was mentioned in Subsect. 3.1 that with probability approaching to 1, as
k → ∞, randomly chosen parent solutions define an ORP instance with “good”
graph G and the Optimized Cycle Crossover requires O(kln(k)) time. The high
frequency of such ORP instances was observed in the experiments, e.g. on ftv
series the “good” graphs G were observed in more than 60 % of crossover calls,
and in more than 80 % of the calls on rbg series. In process of GA execution this
frequency increased.

5.4 Asymmetric Travelling Salesman Problem

Experiments with ATSP were carried out following the same outline as with
1|svu|Cmax on instances of TSPLIB. In what follows, GA1’ denotes the GA for
ATSP based on Optimized Cycle Crossover and GA2’ denotes the GA for ATSP
based on Optimized Directed Edge Crossover, where the ORP with adjacency-
based representation is solved exactly (see Sect. 4).

Average execution times of GA1’ and GA2’ (tavrGA1’ and tavrGA2’) are close to
those of GA1 and GA2 respectively. A rough comparison on the basis of com-
puters performance table [9] suggests that the CPU resource given to GAs in our
experiments is approximately 3 times the resource used by SAX/RAI memetic
algorithm in [1] on all instances, except for series rbg. The latter series is excluded
in this comparison because in [1], a problem-specific heuristic of Zhang [27] was
used in construction of initial populations. This heuristic of Zhang is very effi-
cient on series rbg and most likely the optimal solutions to all rbg instances were
found in SAX/RAI memetic algorithm at the initialization stage.

Tables 9, 10 and 11 present the frequencies of finding an optimum in 1000
runs, given tmin = min{tavrGA1’, t

avr
GA2’} CPU seconds for each run, and the confi-

dence intervals for the probability of obtaining an optimum (the confidence level
is 5 %).

On majority of the problems (19 out of 25) GA2’ finds an optimum more
frequently than GA1’ (in 14 cases among these the confidence intervals for p∗ do
not intersect), although GA1’ is still more successful on rbg series. Better results
of GA2’ with adjacency-based representation in the case of ATSP, compared to
the results of GA2 on 1|svu|Cmax problem, are presumably due to exact solving
of the ORP in Optimized Directed Edge Crossover.

Comparing GA2’ and SAX/RAI memetic algorithm from [1] in terms of
frequencies of finding optimal solutions, we estimate the frequency of GA2’ as
approximately 70 % of the frequency reported for SAX/RAI memetic algorithm
on all instances, except for series rbg. This outcome seems to be promising since
the general GA outline and tunable parameters were chosen quite straightfor-
wardly in this paper.

Summing up the experimental results for 1|svu|Cmax problem and ATSP in
terms of frequency of finding optimal solutions we can conclude that the two
compared approaches are competitive with each other. In the case of 1|svu|Cmax

problem, GA1 tends to outperform GA2 on larger instances such as ftv170,
rbg323, rbg358, rbg403 and rbg443. In the case of ATSP, GA2’ dominates GA1’,
except for series rbg where instances have special structure.
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Table 9. Frequencies of finding the optimum and confidence intervals for ATSP series
ftv

Instance ftv33 ftv35 ftv38 ftv44 ftv47 ftv55

F opt
GA1’ 0.51 0.53 0.52 0.51 0.47 0.4

IconfGA1’ (0.48;0.54) (0.5;0.56) (0.49;0.55) (0.48;0.54) (0.44;0.5) (0.37;0.43)

F opt
GA2’ 0.93 0.76 0.75 0.7 0.86 0.67

IconfGA2’ (0.91;0.95) (0.73;0.79) (0.72;0.78) (0.67;0.73) (0.84;0.88) (0.64;0.7)

Instance ftv64 ftv70 ftv90 ftv100 ftv110 ftv120

F opt
GA1’ 0.4 0.39 0.35 0.33 0.29 0.22

IconfGA1’ (0.37;0.43) (0.36;0.42) (0.32;0.38) (0.3;0.36) (0.26;0.32) (0.19;0.25)

F opt
GA2’ 0.79 0.65 0.38 0.47 0.32 0.26

IconfGA2’ (0.76;0.82) (0.62;0.68) (0.35;0.41) (0.44;0.5) (0.29;0.35) (0.23;0.29)

Instance ftv130 ftv140 ftv150 ftv160 ftv170

F opt
GA1’ 0.29 0.2 0.22 0.38 0.31

IconfGA1’ (0.26;0.32) (0.17;0.23) (0.19;0.25) (0.35;0.41) (0.28;0.34)

F opt
GA2’ 0.41 0.42 0.43 0.41 0.3

IconfGA2’ (0.38;0.44) (0.39;0.45) (0.4;0.46) (0.38;0.44) (0.27;0.33)

Table 10. Frequencies of finding the optimum and confidence intervals for other ATSP
instances

Instance ry48p ft53 ft70 kro124p

F opt
GA1’ 0.37 0.53 0.42 0.1

IconfGA1’ (0.34;0.4) (0.5;0.56) (0.39;0.45) (0.08;0.12)

F opt
GA2’ 0.42 0.64 0.42 0.47

IconfGA2’ (0.39;0.45) (0.61;0.67) (0.39;0.45) (0.44;0.5)

Table 11. Frequency of finding the optimum for ATSP series rbg

Instance rbg323 rbg358 rbg403 rbg443

F opt
GA1’ 0.145 0.105 0.086 0.079

F opt
GA2’ 0 0.001 0 0

We carried out an additional experiment in order to compare the optimized
crossovers ODEC and OCX to their randomized prototypes DEC and RCX. It
clearly showed an advantage of ODEC and OCX over DEC and RCX. For the
large-scale problems such as ftv110, ftv120, ftv150, kro124p, rbg323, and rbg358
the GA with operators DEC and RCX found optimal solution within the same
CPU time limit tmin no more than once out of 1000 runs. A similar situation
was observed in the case of 1|svu|Cmax problem.
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6 Conclusions

Optimal recombination problems for Makespan Minimization Problem on a Sin-
gle Machine and for Asymmetric Travelling Salesman Problem are shown to be
NP-hard under two “natural” solutions encodings (position-based representation
and adjacency-based representation). In the case of position-based representa-
tion, almost all instances of the optimal recombination problem are polynomi-
ally solvable both for 1|svu|Cmax and ATSP. The worst case time-complexity of
optimized crossover operators is O(k22

k
2 ) in the case of adjacency-based rep-

resentation for 1|svu|Cmax and it is O(k2
k
2 ) (or O(n2

n
2 )) in the other cases

considered in this paper. The computational experiment indicates that the two
approaches to optimal recombination yield competitive results. However GA
with position-based representation dominates GA with adjacency-based repre-
sentation on problems with special structure.

Further research might extend the analysis to other problems on permuta-
tions and reduce some of the known upper bounds on the time complexity of
optimal recombination. In particular, we hypothesize that the time complexity
of the optimized crossover for 1|svu|Cmax with adjacency-based representation
may be reduced to O(k2

k
2 ). We expect that the GA behavior observed in this

paper might be helpful for improvement of state-of-the-art metaheuristics for
problems on permutations.
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Abstract. Examining the properties of local optima is a common
method for understanding combinatorial-problem landscapes. Unfortu-
nately, exhaustive algorithms for finding local optima are limited to
very small problem sizes. We propose a method for exploiting problem
structure to skip hyperplanes that cannot contain local optima, allowing
runtime to scale with the number of local optima instead of with the
landscape size. We prove optimality for linear functions and Concate-
nated Traps, and we provide empirical evidence of optimality on NKq
Landscapes and Ising Spin Glasses. We further refine this method to find
solutions that cannot be improved by flipping r or fewer bits, which coun-
terintuitively can reduce total runtime. While previous methods were
limited to landscapes with at most 234 binary strings, hyperplane elim-
ination can enumerate the same problems with 277 binary strings, and
find all 4-bit local optima of problems with 2200 binary strings.

Keywords: Landscape understanding · Gray-Box · Mk Landscapes

1 Introduction

The ruggedness and high dimensionality of most problem landscapes makes them
challenging to analyze and understand. However, doing so can be helpful in quan-
tifying the difficulty of a problem. Furthermore, this understanding can be used
to design search algorithms that specifically deal with those difficulties. Simi-
larly, knowing problem characteristics that favor a particular algorithm can help
researchers choose the algorithm most likely to perform well on their problem.

A common way of analyzing landscapes is to examine both the frequency and
distribution of local optima [1], as well as how different search operators transi-
tion between these optima [9,13,14]. However, finding all of the local optima of a
complex problem is prohibitively time-consuming even for small problems. Many
studies have been limited to 18-bit problems [13,14] due to this time constraint.
By leveraging recent advancements in Gray-Box optimization that allow for con-
stant time local search [2], this limit was raised to 30-bit problems [9]. While
sampling methods can approximate the number and distribution of local optima
for much larger landscapes [7], they do not provide enough detail necessary for
some metrics [9].
c© Springer International Publishing Switzerland 2016
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Here we introduce a method for finding all local optima for the same prob-
lems using up to 77 bits. The cornerstone of this method is the identification
of hyperplanes that cannot contain any local optima, allowing large portions of
the search space to be skipped during enumeration. The techniques developed
here can be applied to the generalized problem class of Mk Landscapes, which
contains many real world and benchmark combinatorial problems.

2 Mk Landscapes as a Tool for Problem Generalization

An Mk Landscape [15] is any function whose value is equal to the sum of a set of
subfunctions. Each subfunction uses a small subset of variables from the original
function’s input. Combined with limits on the number of subfunctions and the
size of each subfunction’s subset, Mk Landscapes can be efficiently searched for
both local [2,16] and global [4,12] optima.

Formally, an Mk Landscape is any function f : BN → R that can be expressed
in the following form:

f(x) =
M∑

i=1

fi(mask(x, si)) (1)

In this equation fi is a subfunction such that fi : B|si| → R. Each si is a set
of variables in x, such that |si| ≤ k. The mask function returns the values in
x associated with each variable in si. The total number of subfunctions M is
constrained to grow at O(N), and k is constant with respect to N .

This formulation can represent many problems of real-world interest, as well
as the most commonly used combinatorial benchmark problems. In this work we
examine 5 problems in particular: Concatenated Traps, Adjacent and Random
NKq Landscapes, Ising Spin Glasses, and MAX-kSAT.

The Concatenated Trap problem [3] is a composition of k-order deceptive,
separable subfunctions. In Mk Landscape terms, M = N/k such that ∀i|si| = k
and ∀i�=jsi∩sj = ∅. Each fi applies an identical subfunction based on the number
of variables set to 1:

trap(t) =
{

k − 1 − t, t < k
k, t = k

(2)

While this problem is still in common use [6,8], most advanced methods can
solve it trivially [5] and when expressed as an Mk Landscape it can be solved
exactly in O(N) time [15]. We therefore include it only because its structure
allows for straight forward algorithm analysis. Here we set k = 5 to ensure
sufficient deceptiveness.

NKq Landscapes specify a class of randomly generated problem instances
using 3 paramters: (1) the number of problem variables N , (2) the amount of
variable epistasis K where k = K +1, and (3) the number of unique subfunction
values q. From these parameters a landscape is generated by creating M = N
subfunctions fi, where fi uses variable xi and K others to look up a fitness value
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in the range [0..q − 1] from a randomly generated table. As NKq Landscapes
are structured as a sum of bounded subfunctions, they are a natural fit for Mk
Landscapes and are the most studied problem class for Gray-Box optimization [2,
4,9,12,15,16]. We set k = 3 and q = 2K+1 = 2k = 8 in line with previous work.

We use two common variants of NKq in our experiments that specify how the
K additional variables in each subfunction are chosen: Adjacent and Random.
In Adjacent NKq, fi depends on variable indices [i..(i + k) mod N ]. In Random
NKq, fi depends on xi and a random set of K unique variables that does not
include xi. While Random NKq is NP-Hard, the structure of Adjacent NKq
allows for a polynomial time solution [17].

Ising Spin Glasses are a type of MAX-CUT problem derived from statistical
physics. Each atom in the glass (vertex) can be assigned a spin, with the goal
being to find the set of assignments that minimize the energy between nearby
atoms (edges). Similar to Adjacent NKq, the 2D±J subset of Ising Spin Glasses
can be polynomially solved [10]. In this subset, the graph is defined as a square
two-dimensional grid with periodic boundaries such that each edge weight is
chosen from {−1, 1}. Each vertex is assigned a spin from {−1, 1} with the energy
in the glass equal to

∑

eij∈E

xieijxj (3)

where eij is the weight of the edge connecting vertex i to vertex j. In Mk Land-
scape terms this type of spin glass has M = 2N and k = 2.

Our final problem is randomly generated maximum satisfiability or MAX-
kSAT. This version of the canonical NP-Complete boolean satisfiability problem
is formulated as the maximization of M = 4.27N clauses, each containing exactly
k = 3 unique literals [11]. A clause is satisfied if any of its literals match how a
solution’s variables are set.

3 Gray-Box Enumeration of Mk Landscapes

When considered as a black box, the process of finding all local optima in a
landscape requires Ω(N2N ) time. This is because each of the 2N solutions must
be compared with each of its N neighbors. Extending this method to look for
solutions that cannot be improved by flipping r or fewer bits requires Ω(Nr2N )
time. However, by exploiting Gray-Box optimization methods, previous work [9]
was able to find all r-bit local optima of Mk Landscapes in O(2N ) for small r.

The first major result in Gray-Box optimization was the proof that the list
of fitness-improving moves from a solution can be updated after a bit flip in
O(1) time [16]. The fitness effect of flipping xj only changes after flipping xi

if there is a non-linear relationship between xi and xj . In an Mk Landscape,
variables can only have a non-linear relationship if they appear together in at
least one si. By definition the total number of non-linear relationships in an
Mk Landscape is linear with N , meaning on average the amortized number of
non-linear relationships per variable is O(1).
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This result has been extended, with no increase in asymptotic costs, to
include search for solutions that cannot be improved by flipping r or fewer
bits [2]. Consider two variables xi and xj that do not appear in the same si.
By definition the fitness effect of flipping both xi and xj is equal to the sum
of flipping each independently. As a result, if neither individual flip is fitness-
improving, flipping both together cannot be fitness-improving. By examining the
graph of non-linear interactions between variables, this principle can be extended
to any collection of r variables, with the number of useful collections growing
at O(N) when r is a small constant. As a result, the time to update the list of
improving moves after up to r bit-flips is still O(1).

These advances can be applied directly to the task of finding all local optima
in a landscape [9]. Instead of requiring O(N) time to evaluate each solution and
to check if it is a local optima, only O(1) time is needed. Consider an enumeration
of the landscape that uses gray-codes, meaning that each transition between
solutions requires exactly 1 bit flip. In Gray-Box optimization updating fitness
and the list of improving moves after a single bit flip takes O(1) time. That
property holds even when looking for r-bit fitness-improving moves. Therefore
Gray-Box enumeration is able to find all local optima in O(2N ) time.

4 Hyperplane Elimination

Due to the limited non-linearity of the Gray-Box domain, it is possible to exclude
large parts of the search space without missing any local optima. Consider the
representation presented in the top of Fig. 1. In a Black-Box domain, enumer-
ation would progress as a binary counter, treating index 0 (symbol A in the
solution) as the least significant bit. This ordering ensures that before changing
index i, all possible settings of index 0 through i − 1 have been tested. This
corresponds to examining the hyperplane where the lowest i positions can vary
and all other positions remain fixed. The Gray-Box domain makes it possible to
skip hyperplanes that cannot contain local optima. In Fig. 1, move mi, which
flips variable F , is a fitness improvement when enumeration starts (all variables
set to 0). Due to the known relationships between variables, we know that the
quality of mi only depends on variables C, E, F , and H. Therefore, until one of
those four variables is modified, the solution cannot be a local optimum. As a

Fig. 1. Example reordering. The gray variables are all dependencies for move mi which
flips variable F . Reordering improves mi’s lowest index dependency from 2 to 4.
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result, the hyperplane **0*00*0 cannot contain a local optima and can therefore
be eliminated from consideration during enumeration. More generally, if at any
point during enumeration there exists a fitness-improving move, no local optima
can exist until at least one dependency of that move is modified. Any hyperplane
that has all of a fitness-improving move’s dependencies fixed cannot contain any
local optima.

Algorithm 1. Find all local optima using Hyperplane Elimination.
Input: solution ← {0}N

Input: move bin (Count of improving moves at each minimum dependency)
Input: FlipBit (Function that flips index in solution and updates move bin)
Output: found (list of all local optima)
1: found ← [ ]
2: index ← N − 1
3: while index < N do
4: while index ≥ 0 and move bin[index] = 0 do
5: index ← index − 1

6: if index = −1 then
7: found ← found + [solution]
8: index ← 0
9: while index < N and solution[index] = 1 do

10: FlipBit(index)
11: index ← index + 1

12: if index < N then
13: FlipBit(index)

This knowledge can be exploited to skip parts of the enumeration, as shown in
Algorithm 1. Initially all variables are set to 0 and each fitness-improving move
is put into a table move bin based on that move’s lowest index dependency.
This is the first index that can be modified by enumeration that can potentially
change the fitness effect of making that move. Algorithm 1 works by finding the
highest index in move bin that is not empty (Line 4) and then adding a 1 to
that index in solution. Initially all bins could contain a fitness-improving move,
so index starts at N − 1. If at any point all bins are empty, then the solution
is added to the list of local optima found. Algorithm 1 then adds a 1 to index,
using the loop on Line 9 to perform carry operations and Line 13 to create the
new 1 value. Iteration stops when the carry exceeds the solution length.

When performing subsequent iterations, not all bins need to be checked.
Instead, the highest index bin that must be tested is the highest index flipped
by the previous iteration. This simplification is possible because the previous iter-
ations have verified that all moves in higher index bins are not fitness-improving,
and no action performed during that iteration can make them fitness-improving.
Furthermore, index is always the location of the lowest index 1 bit in solution,
meaning iteration can continue immediately from the found index. This is true
by construction. Initially solution contains all 0s. Each time a 1 is inserted, its
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position is equal to index and index is only increased by carry operations which
reset a position to 0 before increasing index.

Extending Algorithm 1 to search for r-bit optima only requires adding the
necessary r-bit moves to move bin. As discussed in Sect. 3, we know the number
of these moves is O(N) and can be kept updated in O(1) time per flip. Therefore,
for small r, the cost of finding r-bit local optima is no more than a constant slower
than finding 1-bit local optima. In fact, we will provide evidence in Sect. 7.2 that
increasing r can actually decrease runtime.

5 Reordering Variables

Changing the order in which variables are indexed can provide further efficiency
gains. When a move is fitness-improving, the amount of search space that is
skipped depends on how high its lowest index dependency is. Therefore, by
rearranging the order to make its lowest index dependency higher, more search
space can be skipped. Figure 1 shows how changing the index order of variables
improves mi’s lowest index dependency from two to four. Consider that before
reordering mi allows the hyperplane **000000 to be skipped by Algorithm 1,
while after reordering the hyperplane that can be skipped is ****0000. Now,
whenever mi is a fitness improvement, four times as many solutions are skipped.

We perform this reordering in a greedy fashion, such that the move with the
least-unmapped dependencies has all of its remaining dependencies mapped to
the highest remaining indices. Before iteration, each move is binned based on
its number of dependencies, and dictionaries are created to convert a move to
its bin location and a variable to the moves that depend on that variable. Each
of these requires O(N) time as for each move (O(N)) you must consider all
variables (O(N)) in all subfunctions (O(1)) it overlaps. The algorithm then iter-
atively queries the move bins in ascending order (requiring at most kM/N =O(1)
amortized steps) until the first non-empty bin is found. All dependencies of that
move are assigned positions, and all moves that depend on that variable are
updated in the move bin (requiring at most O(1) amortized updates). Each
iteration finishes a move, meaning after O(N) iterations the process is complete.

The quality of an ordering is determined by how many solutions Algorithm 1
can skip when using that ordering. Each time the loop on Line 4 stops with
index > 0, 2index solutions have been skipped. For practical purposes we will
assume that all moves are equally likely to be fitness-improving.

Lemma 1. All optimal orderings of variables are orderings of moves, such that
all remaining dependencies of each move are sequentially assigned the highest
remaining position in the enumeration ordering.

Proof. Any ordering of variables that cannot be described by an ordering of
moves must contain positions i and j with the following properties: (1) i < j
(2) i is the minimum dependency of a move m (3) no move with minimum
dependency of i or higher depends on xj . In this situation, swapping the order
of xi and xj will raise m’s minimum dependency by at least one, but it will
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not lower the minimum dependency of any move. Therefore, any ordering which
contains this property cannot be optimal. ��

Moves can have their dependencies assigned in some permutation P of all
possible moves, such that P0 is the first move to have its dependencies assigned.
DP (i,m) is a function that returns how many unassigned dependencies move m
has after all moves in P before i have been assigned. A greedy solution to this
problem is one such that Pi is set to be the move that minimizes DP (i,m).

Theorem 1. All optimal orderings of variables are greedy orderings of moves.

Proof. All non-greedy solutions must have some i such that DP (i, Pi) >
DP (i, Pi+1). This is because DP (i,m) can only decrease as i increases, meaning
that if some m has a lower value at i than Pi, this property must hold for some
index between i and when m appears in P . Finally, all non-greedy solutions must
have some î that is the maximum i value for which DP (i, Pi) > DP (i, Pi+1) is
true.

Consider the optimal ordering P � that is not greedy and that has the mini-
mum value for î. Swapping P �

î
and P �

î+1
cannot change the minimum dependency

of any other moves. Performing the swap causes P �
î

to have the minimum depen-
dency P �

î+1
had before the swap, while P �

î+1
’s minimum dependency is raised by

at least DP � (̂i, P �
î
)−DP � (̂i, P �

î+1
). This value cannot be negative, meaning that

we have now constructed a solution that either skips more solutions than P � or
has a lower î than P �, contradicting our assertions. ��
Theorem 2. Not all greedy orderings are optimal orderings.

Proof. Consider a problem with move dependencies m0 = {A,B}, m1 =
{C,D}, and m2 = {C,D,E}. There are two greedy orderings, [m0,m1,m2] and
[m1,m2,m0]. The former skips 23 + 21 solutions, while the latter skips 23 + 22.
This is because m1 and m2 overlap. Even though both are greedy, only the
second is optimal. ��

We suspect finding the optimal ordering of moves is NP-Hard and therefore
rely on the greedy method as it is probabilistically optimal.

6 Complexity Classes for Simple Landscapes

Understanding the runtime complexity of Algorithm 1 requires knowledge of how
often each move is fitness-improving. For most landscapes, this is intractable to
do theoretically. However, for some restricted problem types it is possible to
rigorously determine Algorithm 1’s complexity class.
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6.1 Linear Functions

A linear function is any f : BN → R which contains no non-linear terms between
variables. These functions are of the form:

f(x) =
N−1∑

i=0

wixi (4)

In Mk Landscape terms, M = N and k = 1. The most well known linear function
is OneMax, in which wi = 1 for all i.

Theorem 3. Algorithm 1 finds all local optima of any linear function where
∀iwi 	= 0 in O(N) time.

Proof. When Algorithm 1 is applied to a linear function, an index i of move bin
is non-zero if and only if xi disagrees with the global optimum. Initially index is
set to N − 1, and is decreased by at least one in every step after the first. Each
step will flip a bit that disagrees with the global optimum. No carry operations
can occur before finding the global optimum, meaning the cost of each iteration
is equal to the amount by which index is decreased. Therefore, Algorithm 1
requires O(N) time to reach the global optimum.

After finding the global optimum, index is set to 0. One iteration is then spent
adding a 1 to index 0, which in the worst case requires O(N) carry operations.
For all future iterations, index is the position of the highest fitness-improving
move which is currently set to 1. In these iterations at least 1 carry operation
must occur, and index cannot be decreased. Iteration ends when index exceeds
N , which requires at most N carry operations. Therefore, Algorithm 1 requires
O(N) time to reach termination after finding the global optimum. Combined
with initialization and the time to find the global optimum, the total complexity
is O(N), which is the lowest possible bound for this problem. ��

6.2 k-Bound Separable Problems

A k-bound separable problem is any problem that is composed of non-
overlapping subfunctions, each using k or fewer bits. Formally this means
∀i|si| ≤ k and ∀i�=jsi ∩ sj = ∅. Let li be the set of ways fi can be set such
that it contains no fitness improving moves.

Theorem 4. Algorithm 1 with reordering finds all
∏M−1

i=0 |li| local optima in a
k-bound problem in at most 2k

∑M−1
j=0

∏M−1
i=M−j |li|+ O(M) time.

Proof. While there is no restriction on how variables are ordered in the problem,
performing reordering will ensure that all variables that appear in the same si

are consecutive. As such, it is possible to create a numbering of fi such that if
i < j then all of si’s variables appear before sj ’s in enumeration ordering.
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Algorithm 1 finds the fi with the highest i that contains a fitness-improving
move and enumerates its variables until it no longer contains an improving move.
In total, enumerating fi requires at most 2k steps. Each fi is considered sequen-
tially until none contains an improving move, meaning the first local optimum
is found in O(2kM) time.

Once the first local optimum is found, Algorithm 1 proceeds by finding all local
optima in larger and larger hyperplanes. Initially, f0 is enumerated to find all local
optima in the hyperplane where all fi, i > 0 remain fixed. This process ends when a
carry operation modifies a bit of f1. At this point, f1 is enumerated such that each
time f1 contains no improving moves f0 is enumerated again. This finds all local
optima in the hyperplane where fi, i > 1 remain fixed. T (i) represents the time
required to find all local optima in the hyperplane with fj , j > i fixed. T (0) = 2k

as all values of f0 must be enumerated, and T (i) = |li| ∗T (i−1)+2k. Each setting
in li exposes a new hyperplane that can contain local optima, which causes the
recursive call to T (i − 1). The time required to find all local optima is therefore
T (M − 1) = 2k

∑M−1
j=0

∏M−1
i=M−j |li|. ��

When looking for only r-bit local optima of k-bound separable problems,
Algorithm 1’s complexity only increases by a constant. For r < k, the additional
moves may reduce |li| without increasing the cost by more than a constant.
When r ≥ k there can only be one local optimum: the global optimum. Further-
more, as only non-linearly related subsets of variables must be checked for fitness
improvements, no subsets can be added that are larger than k. Therefore, even
if r = N − 1, the number of subsets only grows at O(N). Because all |li| = 1 in
this case, the cost of finding the single global optimum only requires the O(M)
time, which is optimal.

Theorem 5. If ∀i|li| = c and c > 1 in a k-bound problem, Algorithm 1 with
reordering finds all cM local optima in at most 2kcM+ O(M) time.

Proof. From Theorem 4, the number of local optima can be expressed as∏M−1
i=0 |li| =

∏M−1
i=0 c = cM . Similarly 2k

∑M−1
j=0

∏M−1
i=M−j |li| = 2k

∑M−1
j=0 cj−1 <

2kcM . ��
Concatenated Traps is a commonly used k-bound separable problem with

c = 2 and M = N/k. Algorithm 1 requires 2k2N/k time to find all 2N/k local
optima in this problem. Note also that in the degenerate case of k = 1, a k-bound
separable problem is a linear function. As such, when k = 1 and c = 1, 2kcM+
O(M) = O(N).

Importance of Reordering. The order of variables for k-bound separable
problems has a significant impact on Algorithm 1’s complexity. Instead of using
the normal reordering procedure, consider an ordering such that if i < j, all
variables in si appear before the second variable in sj and after the first variable
in sj .

In order to flip the second variable in si, all of si−1 must be enumerated.
This is because only carry operations can result in index being set to the second
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variable in si. Each time fi contains a fitness-improving move, index is set to
the first variable in si, which comes before all variables in si−1. As a result, the
time to solve this ordering becomes T (i) = 2k−1 ∗ T (i − 1) + 2k. Therefore, if
li < 2k−1 this ordering performs much worse than optimal.

7 Experiments

We compare three methods for finding all local optima: Gray-Box, Hyper, and
Hyper-Reorder. The Gray-Box method refers to previous work [9] that does not
perform hyperplane elimination. Hyper is Algorithm 1 without the order improve-
ments discuss ed in Sect. 5. Hyper-Reorder is Algorithm 1 with reordering.

For each of the five types of Mk Landscape outlined in Sect. 2, we tested
all algorithms for all N in [15..100] and r in [1..4]. For each problem size we
generated 30 problem instances, with each r of each algorithm run once per
instance. Variables were randomly ordered in the genome for problems with
natural structure. For example, variables in the same si of an Adjacent NKq
instance are not likely to be consecutive in the genome. However, si still overlaps
si+1 in all but 1 variable.

Each algorithm was given a maximum of four hours to find all r-bit local
optima. Runs were distributed across a cluster using 2.5 GHz Intel Xeon E5-
2670v2 processors. Any run which failed was rerun once to prevent cluster issues
from introducing noise. For the same reason, any run which was over ten times
slower than the next slowest run of the same configuration with a different seed
was rerun. This resulted in 33 out of 36,000 runs being rerun. If the algorithm
failed to complete in the alloted time for an instance, we declared it unsuccessful
for that combination of r and N of that problem. All results we report are for
successful combinations. For timing purposes, local optima were counted but not
recorded. All of our code, data, and statistical analysis can be downloaded from
our website.1

7.1 Finding Local Optima

We tested 932 task configurations (problem, N , r), with 681 completed by at
least one method. Of those, Hyper-Reorder had the lowest mean time to find all
local optima in all but 2. In both of those cases, Hyper-Reorder was within a
tenth of a second of the best method. Figure 2 shows the variance in runtime for
the largest problem size where all three methods were successful. In all cases it
is clear that Hyper-Reorder outperforms the other methods.

More critically, Fig. 3 shows how each method scales with problem size. Not
only does Hyper-Reorder outperform the alternatives on all sizes, the rate at
which it scales to problem complexity is better. Table 1 shows the model fit for
each method on each problem. This value is the slope of each line shown in
Fig. 3. As expected, Gray-Box scales at almost exactly 2N . Using hyperplane

1 https://github.com/brianwgoldman/Enumerate-Local-Optima/releases.

https://github.com/brianwgoldman/Enumerate-Local-Optima/releases
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elimination without reordering reduces this complexity, and reordering makes
further improvements. In the final column we show the growth rate of the num-
ber of local optima. It is impossible for any method that enumerates all local
optima to grow slower than this rate. However, Hyper-Reorder has an estimated
slope better than optimal on Concatenated Traps, Adjacent NKq, and Ising Spin
Glass. This is due to lower order terms dominating runtime for small problem
sizes, as can be see in Fig. 3. For instance, fitting the curve only to problems
where N > 60 makes Hyper-Reorder have m = 0.199 on Concatenated Traps
and m = 0.358 on Adjacent NKq. For Concatenated Traps this matches our
theoretical predictions that Hyper-Reorder scales at 2k2N/k as 1

k = 0.2.

Concatenated Traps, N=30 Adjacent NKq, N=34 Random NKq, N=34

Ising Spin Glass, N=25 MAX−kSAT, N=33
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Fig. 2. Comparison of completion time variance for the largest size of each problem
where all three methods were successful at finding all 1-bit local optima.

This reduction in growth complexity translates into a substantial increase in
the size of problems which can be enumerated in reasonable time. For instance,
using the previous best enumeration methods [9], the largest Adjacent NKq
problem size that can be enumerated in 4 h is 34 bits. Given the same amount
of time, Hyper-Reorder can enumerate problems with 77 bits. Using the regres-
sion model, we estimate solving a 77 bit problem using Gray-Box would require
900 million years. Similarly, Hyper-Reorder’s largest Random NKq size of 69
bits would require Gray-Box 3 million years. We believe these larger problems
are more likely to share characteristics with those where search algorithms are
actually applied.

With the exception of MAX-kSAT, Hyper-Reorder’s time required to find
all local optima appears to be growing at the same rate as the total number
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Fig. 3. Comparison of how each method scales with problem size when finding 1-bit
local optima on log-linear scales. Each point is the mean runtime over 30 instances and
each line the linear model. All confidence intervals too tight to see.

Table 1. Value of m when fitting a model to y = 2c2mN where y is number of seconds
required to find all 1-bit local optima of a problem using N bits. Optimal refers to
the same model where y is the number of local optima. All R2 values over 0.95 except
Hyper on Concatenated Traps which has 0.898.

Gray-Box Hyper Hyper-Reorder Optimal

Concatenated Traps 0.9809 0.5831 0.1620 0.2000

Adjacent NKq 0.9922 0.5972 0.3419 0.3603

Random NKq 0.9920 0.6229 0.3989 0.3531

Ising Spin Glass 0.9821 0.6722 0.5976 0.6015

MAX-kSAT 0.9949 0.8922 0.7737 0.5393

of local optima. We suspect some of this deficiency on MAX-kSAT is due to
its significantly higher number of non-linear interactions. Concatenated Traps,
Adjacent NKq, and Ising Spin Glass all have exactly 4 non-linear relationships
per variable. For small problem sizes, the number of non-linear relationships per
variable in Random NKq and MAX-kSAT both increase with problem size. Ran-
dom NKq’s average ranges between 5 and 6 on problems we tested. With N = 15,
MAX-kSAT has, on average, nearly 12 non-linear relationships per variable. By
N = 30, this grows to just over 17. Having each variable depend on over half the
genome significantly limits the size of hyperplanes that can be eliminated. While
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the number of non-linear relationships per variable is asymptotically constant,
this growth on small problems is likely affecting runtime.

7.2 Finding r-Bit Local Optima

A major advantage of Gray-Box enumeration is that it can find r-bit local optima
with only a constant increase in runtime. Figure 4 shows the estimated growth
rate for each method as r increases. On Concatenated Traps, Adjacent NKq,
Ising Spin Glass, and to a lesser extent Random NKq, none of our enumeration
methods have an increase in growth complexity with increasing r. In all cases,
using Hyper-Reorder has a lower growth rate than the other two methods using
the same r. On every problem except MAX-kSAT, Hyper-Reorder’s slowest r is
faster than the fastest r of any other configuration.

Perhaps most striking in Fig. 4 is that on Adjacent NKq, Random NKq,
and Ising Spin Glass, increasing r reduces Hyper-Reorder’s growth complex-
ity. Increasing r creates more moves which can be fitness-improving. As a result
there are more hyperplanes that can potentially be detected and eliminated. On
Concatenated Traps, no flip using 1 < r < k bits can be fitness-improving with-
out a 1-bit flip being fitness-improving, meaning no additional hyperplanes can
be skipped. For MAX-kSAT, increasing r likely compounds the high dependency
problems discussed in Sect. 7.1.

Concatenated Traps Adjacent NKq Random NKq

Ising Spin Glass MAX−kSAT
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Fig. 4. Estimated slope with 95 % confidence intervals for each method to find r-bit
local optima. Slope is m in the model y = 2c2mN where y is number of seconds required
to find all local optima of a problem using N bits.
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Increasing r also results in a substantial reduction in the total number of
local optima, as shown in Fig. 5. For every problem except Concatenated Traps,
increasing r not only reduces the number of local optima, it decreases the growth
rate with respect to N . As there are fewer local optima to enumerate, Algorithm 1
requires less time to enumerate them all. In Concatenated Traps, each trap
requires exactly k flips in order to move between local optima. Therefore, while
r < k the number of local optima cannot change, and once r ≥ k there is exactly
one local optima.

R=1 R=2 R=3

R=4

100

102

104

106

108

100

102

104

106

108

25 50 75 100 25 50 75 100 25 50 75 100

25 50 75 100
Length

C
ou

nt

Problem

Concatenated Traps

Adjacent NKq

Random NKq

Ising Spin Glass

MAX−kSAT

Fig. 5. Number of r-bit local optima for each size of each problem. Note that the
number of local optima in Concatenated Traps does not change while r < k.

Previous work [9] noted that, counter-intuitively, Adjacent NKq has more
local optima than Random NKq for r = 1 and N = 20, even though the former
is generally easier to solve. However, many of these optima are “weak” in the
sense that they are not also 2-bit local optima. Here we extend those observa-
tions for up to N = 59 and up to r = 4. Adjacent NKq tends to have more 1-bit
local optima than Random NKq, most of which disappear as r increases. Fur-
thermore, the growth rate of local optima between the two landscapes diverges
as r increases.

MAX-kSAT and Ising Spin Glasses generally appear to contain far more
local optima than any of the other problems we enumerated. With just N = 49,
Ising Spin Glasses average nearly 800 million local optima. For comparison,
Adjacent NKq with N = 49 averages fewer than 300 thousand, and with N = 77
Adjacent NKq still has fewer than 500 million. As with NKq, the polynomially-
solvable Ising Spin Glass problem has more 1-bit local optima than the NP-Hard
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MAX-kSAT. Unlike with NKq, this relationship generally does not change as r
increases. However, both do still see large decreases in the number and growth
rate of local optima. With N = 49 the number of 4-bit local optima in an
Ising Spin Glass is on average under 70 thousand, a reduction of four orders of
magnitude.

In our original experiments we tested problems up to size N = 100, which
was sufficient to cause all three methods using r = 1 to fail all problems except
for Hyper-Reorder on Concatenated Traps. For Gray-Box and Hyper, increasing
r only decreased the largest size they could enumerate. However, using higher
r values, Hyper-Reorder is able to significantly extend its range. On Random
NKq, Hyper-Reorder was successful at finding 2-bit local optima for N = 73.
On Adjacent NKq for all r tested except 1, Hyper-Reorder was successful on
N = 100. To push Algorithm 1 to the extreme, we tested Adjacent NKq with
N = 200 and r = 4, with all 30 runs successful. On average, these runs required
5.6 min to complete. However, there was substantial variance in both the runtime
and number of local optima. Eighteen runs completed in under one minute, while
the slowest run took 1.5 h. Three had fewer than 50 4-bit local optima, while
five had over 100,000.

8 Conclusions and Future Work

By expressing a function as an Mk Landscape, we have developed a method
to find all local optima of that function very efficiently. The structure imposed
by an Mk Landscape allows for the identification of hyperplanes in the search
space that cannot contain any local optima and can therefore be eliminated
from enumeration. Combined with a greedy method to change the ordering of
variables, we were able to show this method’s runtime complexity scales with the
number of local optima, unlike previous methods that scale with the number of
possible solutions. When applied to NKq Landscapes and Ising Spin Glasses, this
allowed for a dramatic increase in the size of problems which can be enumerated.
We believe that these larger problem sizes will be more representative of the types
of search spaces where optimization is performed.

We further refined this hyperplane elimination to find only solutions that
cannot be improved by flipping r or fewer bits. For some problems this coun-
terintuitively reduces search times, and on Adjacent NKq allowed us to find all
4-bit local optima of 200 bit problems.

The obvious next step is to use the results of hyperplane elimination in con-
junction with landscape analysis techniques [9,13,14]. We are especially inter-
ested to see how landscape properties change for larger N and r. As to the
algorithm itself, we suspect there may be room for improvement in enumeration
ordering. While we are able to prove that all optimal orderings are greedy, the
reverse is not true due to how ties are broken. Therefore, more gains may be
possible by improving this ordering. Furthermore, we assumed that all moves
are equally likely to be fitness-improving. It is likely possible to determine the
true probability of a move being fitness-improving, resulting in potentially better
ordering.
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Abstract. Learning mechanisms in selection hyper-heuristics are used
to identify the most appropriate subset of heuristics when solving a given
problem. Several experimental studies have used additive reinforcement
learning mechanisms, however, these are inconclusive with regard to the
performance of selection hyper-heuristics with these learning mechanisms.
This paper points out limitations to learning with additive reinforcement
learning mechanisms. Our theoretical results show that if the probability
of improving the candidate solution in each point of the search process
is less than 1/2 which is a mild assumption, then additive reinforcement
learning mechanisms perform asymptotically similar to the simple random
mechanism which chooses heuristics uniformly at random. In addition, fre-
quently used adaptation schemes can affect the memory of reinforcement
learning mechanisms negatively. We also conducted experiments on two
well-known combinatorial optimisation problems, bin-packing and flow-
shop, and the obtained results confirm the theoretical findings. This study
suggests that alternatives to the additive updates in reinforcement learn-
ing mechanisms should be considered.

Keywords: Hyper-heuristics · Reinforcement learning · Runtime
analysis

1 Introduction

The term ’hyper-heuristic’ refers to a search methodology that automatically
selects or generates heuristics to solve a given optimisation problem. One main
goal of this line of research is to design general-purpose optimisation meth-
ods that can adapt to different problem instances and domains. There are two
main categories of hyper-heuristics; selection hyper-heuristics and generation
hyper-heuristics. This paper focuses on the former. Typically, a selection hyper-
heuristic framework evolves an initial randomly generated solution by iteratively
(i) selecting a heuristic from a repository of pre-chosen low-level heuristics; (ii)
applying the selected heuristic, thus generating new offspring; (iii) evaluating the
offspring and deciding whether it should replace the current candidate solution
or be discarded. This process is iterated until a predetermined termination con-
dition is satisfied. A growing body of literature has assessed the effectiveness of
applications of hyper-heuristics on different optimisation problems. An overview
can be found in Burke et al. [4].
c© Springer International Publishing Switzerland 2016
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Learning mechanisms in selection hyper-heuristics are heuristic selection
techniques that specify which heuristic to apply in a given point of the search
process. Reinforcement learning is sufficiently general in nature, and thus
describes several learning mechanisms [14]. Conceptually, all reinforcement learn-
ing mechanisms aim to iteratively solve the appropriate heuristics identification
task by trial-and-error interactions with the search environment. Traditional
reinforcement learning hyper-heuristics associate every heuristic with a weight
(rank), and each heuristic is subject to a positive or a negative reinforcement
based on its performance [16]. This reinforcement increases or decreases the
probability of the heuristic being chosen in the next points of the search process
(e.g., each heuristic is chosen with probability proportional to its weight). All
the weights of low-level heuristics are initialised to the same value and adapted
during the search process by a pre-chosen weights adaptation scheme. The adap-
tation scheme determines how the weights of the heuristics should be updated.
The additive weights adaptation scheme is the most frequently used adapta-
tion scheme which combines slow additive and subtractive adaptation rates so
that, if an improvement in the candidate solution is found, the weight of the
selected heuristic is increased by a small value; otherwise, the weight is mini-
mally degraded by of same value. Several experimental studies have used the rein-
forcement learning mechanisms on different search and optimisation problems.
However, non-conclusive results about the performance of hyper-heuristics with
the reinforcement learning mechanisms were obtained (see e.g. [3,5,8,16,18,19]).

This study investigates theoretically the learning behaviour of reinforcement
learning mechanisms in hyper-heuristics. A theoretical foundation of learning
mechanisms in hyper-heuristics is largely absent. Lehre and Özcan [15] showed that
mixing low-level heuristics can be necessary for certain benchmark problems. He
et al. [11], demonstrated that (1 + 1) Evolutionary Algorithms (EAs) that com-
bine several mutation operators can outperform the (1 + 1) EAs that use any one
of the operators alone. Alanazi and Lehre [1] showed that several classical learning
mechanisms have roughly the same performance on both a benchmark problem
and a general model of fitness landscapes. To the best of our knowledge, this is
one of the first theoretical studies of reinforcement learning mechanisms within a
hyper-heuristic framework. We perform rigorous runtime analyses (see e.g. [13])
to investigate how reinforcement learning mechanisms choose low-level heuristics.
Additionally, we investigate empirically the performance of the additive reinforce-
ment learning mechanism on a set of instances of two different problems.

The paper is organised as follows: Sect. 2 presents notation used in this paper;
Sect. 3 describes briefly reinforcement learning hype-heuristics; Sect. 4 provides
a theoretical investigation of the reinforcement learning mechanisms; Sect. 5
presents an empirical investigation of additive reinforcement learning mecha-
nisms; Sect. 6 draws the conclusions of this study.

2 Notation

This paper uses the following notation. For any integer n, let [n] := {1, . . . , n}.
We use s ∼ Unif(S) to signify that s is sampled uniformly at random from S.
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Standard asymptotic notation (e.g. O, Ω, Θ) is used (see e.g. [6]). An event
occurs with high probability (w.h.p.) with respect to a parameter n, if the prob-
ability of the event is bounded from below by at least 1 − O(1/n).

3 Reinforcement Learning Hyper-heuristics

We begin by briefly reviewing reinforcement learning hyper-heuristics [16]. The
framework consists of a finite set of states S, an objective function f : S →
R mapping states to real numbers, a set H := {h1, . . . , hm} of m low-level
heuristics, and an adaptation scheme A : S × H → R. We define low-level
heuristics as follows.

Definition 1. Given a finite set S and an integer k ≥ 1, a low-level heuristic h
of arity k is a random mapping

h : Sk → S

A low-level heuristic in this paper is a function that generates a new search
point given one or more search points. Reinforcement learning mechanisms asso-
ciate each low-level heuristic i ∈ [m] with a positive weight. Denote by w

(t)
i

the weight of heuristic i in iteration t. Initially, w
(0)
i = w

(0)
j for all i, j ∈ [m].

The weight of each heuristic is restricted to be within a user-defined interval
[wmin, wmax] such that w

(t)
i ∈ [wmin, wmax] for all i ∈ [m] and t ≥ 0. At each

iteration t, a heuristic selection strategy is used to decide which heuristic to
apply based on a distribution p(t) := (p(t)1 , . . . , p

(t)
m ). For example, the roulette

wheel selection strategy chooses each heuristic with probability proportional to

its weight, i.e., p
(t)
i := w

(t)
i∑m

j=1 w
(t)
j

. The reinforcement learning hyper-heuristic is

given in Algorithm 1. For our theoretical investigation, the additive adaptation
scheme is considered (see line 11 in Algorithm 1). The adaptation rates α and β
are usually fixed beforehand, however, they can also be functions of the current
heuristic weight or of the heuristic performance. The move-acceptance strategy
determines whether to accept or reject the new generated solution. We assume
a maximisation problem in all algorithms in this paper.

4 Theoretical Analysis

This section theoretically investigates the learning behaviour of Algorithm 1. Due
to the space restriction, all technical proofs are omitted. These proofs employ
standard techniques from runtime analysis [9,10,12]. We use the simple ran-
dom hyper-heuristic as a baseline hyper-heuristic with which Algorithm 1 is
compared. The simple random hyper-heuristic [7] chooses low-level heuristics
uniformly at random, and hence it does not learn (see Algorithm 2).

Obviously, the user-defined bounds of the weights (wmin, wmax) also imply
bounds on the selection probabilities of low-level heuristics. Proposition 2 shows
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Algorithm 1. Reinforcement Learning Hyper-heuristic
1: Given a finite set S, and an objective function f : S → R.
2: Let H := {h1, . . . , hm} be a set of m low-level heuristics, where hi : S → S.
3: Fix wmin and wmax such that wmin, wmax ≥ 0.
4: Let α and β ∈ [0, wmax] be a rewarding and punishing rates respectively.

5: For all i ∈ [m], let w
(0)
i := wmin.

6: Let s ∼ Unif(S) be an initial solution generated uniformly at random.
7: Let τ be the maximum admissible number of iterations.
8: for t = 0, 1, . . . , τ do

9: Pick heuristic i ∈ [m], with probability p
(t)
i :=

w
(t)
i

∑m
j=1 w

(t)
j

10: s′ := hi(s)

11: w
(t+1)
i :=

{
min(w

(t)
i + α ,wmax) if f(s′) > f(s) , and

max(w
(t)
i − β ,wmin) otherwise

12: if move-acceptance(s, s′) then
13: s := s′

14: end if
15: end for

Algorithm 2. Simple Random Hyper-heuristic
1: Given a finite set S, and an objective function f : S → R.
2: Let H := {h1, . . . , hm} be a set of m low-level heuristics, where hi : S → S.
3: Let τ be the maximum admissible number of iterations.
4: for t = 0, 1, . . . , τ do
5: Pick heuristic i ∈ [m], with probability p

(t)
i := 1

m

6: s′ := hi(s)
7: if move-acceptance(s, s′) then
8: s := s′

9: end if
10: end for

that if these bounds are constant with respect to the number of low-level heuris-
tics m (i.e. wmax

wmin
= O(1)), then Algorithm 1 assigns asymptotically, w.r.t. the

number of heuristics, the same selection probability to each low-level heuristic
(i.e. similar to the simple random mechanism).

Proposition 2. If wmin and wmax are constants with respect to m, then ∀i ∈ [m]
and t ≥ 0 Algorithm 1 chooses low-level heuristic i with probability p

(t)
i = Θ

(
1
m

)
.

This implies that if these bounds are constants w.r.t. m, then no selection prob-
ability is larger than (c/m) for some constant c > 0. Typical low-level heuristics
perform differently on different search states, and hence Algorithm 1 faces an
obvious issue of exploration versus exploitation. The bounds of the weights main-
tain a non-zero selection probability for each heuristic in every iteration of the
algorithm. These bounds, however, are predefined parameters that need to be
tuned correctly beforehand.
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Definition 3. Let S be a finite set, and f : S → R be an objective function. Let
s′ ∈ S be the offspring of s ∈ S generated by the low-level heuristic i in iteration
t. In Algorithm 1 and 2, the success probability of the low-level heuristic i in
iteration t is

q
(t)
i (s) := Pr (f (hi(s′)) > f (s))

The objective of reinforcement learning mechanisms is to learn the effectiveness
and the differences between the success probabilities of low-level heuristics. The
following proposition shows that if the success probabilities of heuristics are
less than 1/2 and the most common settings for the adaptation rates are used,
where they are chosen so that α ≤ β, then the probability that the total weights
of low-level heuristics is much larger than the initial total weights is small. A
consequence of this is that Algorithm 1 generates selection probabilities which
are almost the same.

Proposition 4. Consider Algorithm 1 with α ≤ β. Let Φ(t) :=
∑m

i=1 w
(t)
j be

the total weights of low-level heuristics in iteration t. Let q
(t)
i (s) be the success

probability of heuristic i ∈ [m] in iteration t. If there exists a constant ε ∈]0, 1]
such that q

(t)
i (s) ≤ 1

2 · (1 − ε) for all s ∈ S, i ∈ [m] and t ≥ 0, then for every
iteration t ≥ 0

Pr(Φ(t) ≥ Φ(0) + k · α) ≤ 2(1 − ε)kα (1)

The proof idea is based on tracking the progress in the total weights of low-level
heuristics using so-called drift analysis. It follows from Proposition 4 that if the
success probabilities of low-level heuristics are less than 1/2, then the weight
of each heuristic is, with high probability, not much larger than the minimum
weight. Formally, for any i ∈ [m] and t ≥ 0 we have

Pr(w(t)
i ≥ w

(0)
i + k · α) ≤ 2(1 − ε)kα. (2)

Corollary 5 shows that if the success probabilities of heuristics are less than
1
2 (1 − ε), then reinforcement learning mechanisms with the additive adaptation
scheme choose low-level heuristics almost uniformly at random.

Corollary 5. Suppose that wmin and α are constants. If there exists a constant
ε ∈]0, 1] such that q

(t)
i (s) ≤ (1/2)(1 − ε) for all s ∈ S, i ∈ [m] and t ≥ 0, then

for any δ > 0 , i ∈ [m], and t ≥ 0, with probability at least 1 − 2(1 − ε)αmδ

,
p
(t)
i = O

(
m−(1−δ)

)
and E[p(t)i ] = O (1/m).

The success probabilities of heuristics are small (i.e. less than 1/2), so if α is no
larger than β, the reinforcement learning mechanism with roulette wheel selec-
tion strategy performs asymptotically similar to the simple random mechanism.
The weights of heuristics quickly converge to the minimum weight if their success
probabilities are less than 1/2. As a result, Algorithm 1 assigns roughly the same
probability to each heuristic. Corollary 5 also shows that the probability that
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Algorithm 1 chooses roughly low-level heuristics with probability 1
m increases

as the number of low-level heuristics m increases. Therefore, alternatives to the
roulette wheel selection strategy should be considered.

The so-called max strategy has been used as an alternative to the roulette
wheel selection strategy (see line 7 in Algorithm 1). It deterministically chooses
the heuristic with the maximal weight (see e.g. [5,18]).

Proposition 6. Suppose that Algorithm 1 uses the following heuristic selection
strategy:

p
(t)
i :=

⎧
⎨

⎩
1 if i = arg max

j∈[m]
{w

(t)
j }, and

0 otherwise

Let α := β, and k := wmax−wmin
α . Assume that w

(t)
i := wmin +α and w

(t)
j = wmin

∀j ∈ [m] and j �= i. Let Twmin := min{t′|wt+t′
i = wmin}. If there exists a constant

ε ∈]0, 1] such that q
(t)
i (s) ≤ 1

2 (1 − ε) for any s ∈ S, t ≥ 0, then with probability

at least 1 −
(

1+ε
1−ε

)w
(t)
i −k

, the weight reaches w
(t′)
i = wmin before w

(t′)
i = wmax

and

E[Twmin |w(t)
i = wmin + α] ≤ 1

ε

⎛

⎝w
(t)
i + k ·

(
1 + ε

1 − ε

)w
(t)
i −k

⎞

⎠

We consider the scenario of the so-called gambler’s ruin problem [9] to prove
Proposition 6. When w

(t)
i > wmin, Proposition 6 suggests that the expected num-

ber of iterations until the weight of heuristic i returns to the minimum weight,
and hence the reinforcement learning mechanism starts choosing heuristics uni-
formly at random, is small if the success probability of heuristic i is smaller than
1/2.

4.1 Runtime Analysis

Runtime analysis is a theoretical investigation that evaluates the efficiency of
optimisation algorithms through their expected runtimes and probabilities of
finding satisfactory solutions [2,13]. The runtime of an algorithm is the number
of times the objective function is evaluated until the algorithm produces an
optimal solution for the first time. We analyse the expected runtime of the
reinforcement learning hyper-heuristic on a simple search scenario. We consider
a frequently used theoretical benchmark function in runtime analysis, the so-
called LeadingOnes problem.

Definition 7. For all s ∈ {0, 1}n,

LeadingOnes(s) :=
n∑

i=1

i∏

j=1

sj
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The LeadingOnes value of a bit-string is the number of consecutive, leading
1-bits in the bit-string. In order to improve the candidate solution, at least the
left-most 0-bit should be flipped and the leading 1-bits should remain the same.
We assume that there are m low-level heuristics, but only one of them has success
probability larger than 0 and all the other heuristics have success probability 0.
In such a simple search scenario, if the reinforcement learning mechanism is
unable to identify the successful heuristic, then it might not be able to identify
the appropriate heuristics in more complex problems. The successful low-level
heuristic is a mutation operator that flips one bit uniformly at random, and
hence its success probability is 1/n. We use the improve-or-equal strategy as
move-acceptance operator in both Algorithms 1 and 2.

Definition 8. Let S be a finite set, and f : S → R be an objective function.
Let s′ be the offspring the candidate solution s. In the case of a maximisation
problem, the improve-or-equal move-acceptance strategy accepts s′ if and only if
f(s′) ≥ f(s).

Suppose that qi is the success probability of the i-th low-level heuristic. The
following lemma shows that if qi < 1/8, then the probability that its weight is
larger than (wmin) is O(qi).

Lemma 9. Suppose that α = β, if

1. Pr
(
w

(t+1)
i = wmin + α|w(t)

i = wmin

)
= qi

m

2. Pr
(
w

(t+1)
i = w

(t)
i + α|w(t)

i > wmin

)
= qi

3. Pr
(
w

(t+1)
i = w

(t)
i − β|w(t)

i > wmin

)
= 1 − qi

and qi < 1/8, then

Pr
(
w

(t)
i ≥ wmin + α

)
= O(qi)

Theorem 10. The expected runtime of the reinforcement learning hyper-
heuristic with both roulette wheel and max selection strategies with α = β,
and the prescribed settings above on LeadingOnes is Θ

(
mn2

)
.

Theorem 11. The expected runtime of the simple random hyper-heuristic with
the prescribed settings above on LeadingOnes is Θ

(
mn2

)
.

Additive reinforcement learning and simple random hyper-heuristics have asymp-
totically the same expected runtime on the LeadingOnes problem. The analysis
shows that the expected runtime of both algorithms increase linearly with the
number of low-level heuristics. We make no assumption about the number of
low-level heuristics, so m can be a function of n. In this case, the expected
runtime of both algorithms are asymptotically different from n2.
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4.2 Frequently Used Adaptation Rates

The adaptation rates in Algorithm 1 are usually set so that α := 1 =: β (see e.g.
[5,8,18]). As shown above, this adaptation scheme leads reinforcement learning
mechanisms to quickly forget how low-level heuristics performed in the recent
past iterations if the success probabilities of the low-level heuristics are less than
1/2. The following adaptation scheme was suggested by Nareyek [16], and it has
been argued to be the most appropriate adaptation scheme.

Definition 12. Consider Algorithm 1 with max strategy, and let wmin := 1.
For all t ≥ 0, update the weight of the selected heuristic i in the iteration t as
follows.

w
(t+1)
i =

{
min(w(t)

i + 1 ,wmax) if f(s′) > f(s), and

max(
√

w
(t)
i ,wmin) otherwise

(3)

If Algorithm 1 uses the prescribed adaptation scheme in Definition 12, then
the weight of the first rewarded low-level heuristic remains the one with max-
imal weight, because

√
x > 1 for all x > 1. Therefore, Algorithm 1 with the

above adaptation scheme chooses the first rewarded heuristic (which is selected
uniformly at random) continuously throughout the entire run and ignores the
other heuristics. However, this adaptation scheme works due to the fact that the
weight of the selected heuristic after sufficiently large number of punishments
is eventually rounded to 1 by the computer, and the algorithm starts again
choosing low-level heuristics uniformly at random.

5 Empirical Investigations

A set of experiments is conducted to investigate the performance of the rein-
forcement learning hyper-heuristic on several instances of two different com-
binatorial optimisation problems. We use common settings for the adaptation
rates of the reinforcement learning mechanism, where the rates are set so that
α := 1 =: β. We implement the hyper-heuristics as extensions to the Hyflex
framework [17]. Hyflex is a public object-oriented hyper-heuristic framework
that provides several problem domains, each with various instances and a set of
low-level heuristics. The performances of the reinforcement learning mechanism
and simple random hyper-heuristics are examined on different instances of the
bin-packing (BP) and permutation flow-shop (PF). To provide fair comparisons,
each hyper-heuristic is allowed to evaluate the objective function 2 · 106 times.
A single run is repeated 1000 times, each run with a different seed. Both hyper-
heuristics are used to minimise the objective functions. The experimental results
are presented in the following charts.

Figure 1 shows the results of the simple random and reinforcement learning
hyper-heuristics on 6 instances of the bin-packing problem. As can be seen from
the figure, the hyper-heuristics perform almost the same on all instances. Com-
parable results are obtained on different instances of the permutation flow-shop
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Fig. 1. The box plots show comparisons between the performance of simple random
(SR), and reinforcement learning (RL) hyper-heuristics on six instances of the bin-
packing (BP) problem.
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Fig. 2. The box plots show comparisons between the performance of simple random
(SR), and reinforcement learning (RL) hyper-heuristics on six instances of the permu-
tation flow-shop (PF) problem.
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Fig. 3. The estimated success probabilities of low-level heuristics on the second instance
(BP 2) of the bin-packing problem.
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Fig. 4. Heuristics usage with the reinforcement learning hyper-heuristic on six instances
of the bin-packing (BP) problem.
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Fig. 5. Heuristics usage with the reinforcement learning hyper-heuristic on six instances
of the permutation flow-shop (PF) problem.
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scheduling, as shown in Fig. 2. This is consistent with the theoretical results in
Sect. 4. We have shown that if the success probabilities of low-level heuristics are
smaller than 1/2, then the additive reinforcement learning mechanism provides
roughly the same probability of being chosen to each heuristic, similarly to the
simple random. We track the success probabilities of low-level heuristics on the
considered problems. A success probability of a heuristic can be estimated as
a ratio of the number of times the heuristic has improved the candidate solu-
tion divided by the number of times it has been executed. The results show
that the success probabilities of low-level heuristics are very small and varies
between search states. Figure 3 shows the estimated success probabilities of 6
low-level heuristics out of 8 available heuristics on a randomly chosen instance
of the bin-packing problem (the success probability of the remaining heuristics
were zero during the entire running time). The estimated success probabilities
of low-level heuristics in permutation flow-shop are also very small. Figure 4
shows that the total number of times each low-level heuristic was invoked by the
additive reinforcement learning mechanism is almost the same in all instances
of the bin-packing problem. The same observations can be seen in Fig. 5 where
the reinforcement learning hyper-heuristic was applied to different instances of
the permutation flow-shop problem. This shows that the additive reinforcement
learning mechanism provides roughly the same number of invocations to all low-
level heuristics (i.e. similar to simple random). This indicates that if the success
probability of low-level heuristics are smaller than (1/2)(1−ε) the additive rein-
forcement learning mechanisms almost choose low-level heuristics uniformly at
random (as shown in Sect. 4).

6 Conclusion

The main goal of this paper was to determine the limitation of learning in addi-
tive reinforcement learning hyper-heuristics. We have shown that if the success
probabilities of the low-level heuristics under consideration are less than 1/2,
then these hyper-heuristics assign approximately the same probability of being
chosen to each heuristic which is similar to using the simple random mechanism.
Consistently with this, we have shown that both additive reinforcement learning
and simple random hyper-heuristics have asymptotically the same expected run-
time on the LeadingOnes problem. The experimental analysis shows that the
estimated success probabilities of typical low-level heuristics are much smaller
than 1/2. In addition, we found that several frequently used adaptation schemes
either reduce the memory length of reinforcement learning mechanisms or lead
them to pick systematically a specific heuristic. The study suggests that additive
reinforcement learning mechanisms are not necessarily capable of distinguishing
between the performances of the heuristics. In future work, we intend to identify
learning mechanisms that adapt themselves to cope with the dynamic change in
the success probabilities of low-level heuristics.
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Abstract. Many real world operational research problems can be for-
mulated as graph colouring problems. Algorithms for this problem usu-
ally operate under the assumption that the size and constraints of a
problem are fixed, allowing us to model the problem using a static graph.
For many problems however, this is not the case and it would be more
appropriate to model such problems using dynamic graphs. In this paper
we will explore whether feasible colourings for one graph at time-step t
can be modified into a colouring for a similar graph at time-step t+ 1 in
some beneficial manner.

Keywords: Graph colouring · Dynamic graphs · Heuristics

1 Introduction

The graph colouring problem (GCP) aims to colour each vertex of a graph
G = (V,E) such that no adjacent vertices have the same colour and the number
of colours used is minimised. The minimum number of colours required to colour
a graph G is called the chromatic number of G, denoted by χ(G).

By considering the different aspects of a given problem instance and how
they might relate to the components of a graph (vertices, edges and colours),
one can reformulate many real world problems into a GCP. One example is fre-
quency assignment [1] where each geographical site is represented by a vertex,
an edge exists between two vertices if their respective sites are within a cer-
tain proximity of one another, and colours represent communication frequencies
(e.g. radio frequencies). Other examples include exam timetabling [5,15], reg-
ister allocation [3], designing seating plans [11] and grouping people in social
networks [16].

Most GCP methods can only be applied to such problems under the assump-
tion that the size and constraints of a problem are fixed (i. e. V and E are fixed
in the associated graph G = (V,E)). However, in areas such as the frequency
assignment problem [4] this is not always appropriate as sites can be added or
removed from the communication network, or the location of sites can themselves
move. The aim of this particular research, therefore, is to explore graph colouring
on dynamic graphs. More specifically, we wish to look at methods which modify
a feasible colouring for one graph into a colouring for a “similar” graph.
c© Springer International Publishing Switzerland 2016
F. Chicano et al. (Eds.): EvoCOP 2016, LNCS 9595, pp. 186–201, 2016.
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The rest of the paper will be structured as follows: Sect. 2 will formerly define
dynamic graphs and their associated problems and Sect. 3 will then discuss the
various search spaces for graph colouring problems. Section 4 will then outline a
general approach and define the different modification methods used, Sect. 5 will
contain the experimentation details, and in Sect. 6 we will present the results.
Finally, Sect. 7 will summarise the findings of the experiments and discuss future
work.

2 Dynamic Graph Colouring Problems

The importance of studying dynamic graphs and their associated problems has
been highlighted by Harary and Gupta [7] who outlined many applications, espe-
cially in the area of computer science, and postulated that techniques applied to
static graphs should be extended for dynamic graphs. However, there has been
very little research regarding methods designed explicitly for dynamic graphs.

Two methods for finding colourings for dynamic graphs are given in [13,14].
The first of these proposes a genetic algorithm that uses the same population
of colourings between time-steps for vertex dynamic graphs and the second pro-
poses an agent-based approach for repairing colourings between time-steps for
edge dynamic graphs. Both of these methods are only concerned with the quality
of initial colourings, whereas this research will presume that optimisation can
take place between time-steps.

We define a dynamic graph G = (G0, G1, . . . , GT ) as a series of T + 1 static
graphs where Gt = (Vt, Et) ∈ G is the static graph defined for time-step t ∈
{0, 1, . . . , T}. At every time-step, the objective in analogous to the static GCP.
In terms of methodology, this means using heuristic methods to find a feasible
kt-colouring for each time-step t, where kt is a good approximation of χ(Gt).
Objectively, this is an attempt to minimise

∑T
t=0 kt.

In this work we choose to split the concept of dynamic graphs into two
cases: edge dynamic graphs and vertex dynamic graphs. In the edge dynamic
graph colouring problem, changes can only occur on the edge set Et; therefore
V0 = V1 = · · · = VT = V for all time-steps. For an edge dynamic graph G,
consider the graph Gt = (V,Et) for time-step t. To get to time-step t+1 we must
define a set of deleted edges E−

t+1 ⊆ Et and a set of new edges E+
t+1 ⊆ (E\Et)

where E is the set of all possible edges between vertices in V . The edge set for
time-step t + 1 is then defined as Et+1 = (Et\E−

t+1) ∪ E+
t+1.

In the vertex dynamic graph colouring problem, changes are applied to the
vertex set Vt. This in turn affects the edge set Et, as edges incident to deleted ver-
tices will themselves need to be deleted. Similarly, new vertices will also require
the addition of new edges unless the new vertex is intended to be isolated. For
a vertex dynamic graph G, consider the graph Gt = (Vt, Et) for time-step t.
To get to time-step t + 1 we must define a set of deleted vertices V −

t+1 ⊆ Vt

and a set of new vertices V +
t+1. Once these are defined, the set of deleted edges

E−
t+1 ⊆ Et is defined to be the set of all edges incident to the deleted vertices (i. e.

E−
t+1 contains all the edges {u, v} ∈ Et such that either u ∈ V −

t+1 or v ∈ V −
t+1).
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The set of new edges E+
t+1 is a set of connecting edges from the set of new ver-

tices to any of the vertices in Vt+1 (i. e. E+
t+1 contains edges {u, v} ∈ Et+1 where

Et+1 is the set of all possible edges between vertices in Vt+1 and either u ∈ V +
t+1

or v ∈ V +
t+1). The vertex and edge sets for time-step t + 1 are then defined as

Vt+1 = (Vt\V −
t+1) ∪ V +

t+1 and Et+1 = (Et\E−
t+1) ∪ E+

t+1 respectively.
In fact, edge dynamic graphs can be considered as a special case of vertex

dynamic graphs where |V −
t | = |V +

t | = |Vt−1| and E−
t = Et−1, ∀t ∈ {1, . . . , T}.

Another special case is on-line graph colouring, where exactly one vertex is added
at each time-step (i. e. V −

t = ∅ and |V +
t | = 1, ∀t ∈ {1, . . . , T}). On-line graph

colouring has the additional constraint that, once coloured, a vertex cannot
be transferred to a different colour class. Research concerning on-line graph
colouring mainly consists of worst case behaviour analysis of algorithms [6,12].

3 Search Spaces of the GCP

In this paper we will approach dynamic graph colouring problems by adapting
methods for the static problem. In general, the literature suggest three main
search spaces for the static GCP: (i) feasible colourings only, where every vertex
is coloured, there are no clashes (i. e. all adjacent vertices are coloured differently)
and the number of colour classes is allowed to vary; (ii) complete, improper
colourings, where every vertex is coloured but clashes are permitted; and (iii)
partial, proper colourings, where no clashes occur but there may be “uncoloured”
vertices.

The search space of feasible colourings only is rarely used in the literature as
it is often difficult to determine which of two k-colourings is closer to becoming
a colouring with k − 1 colour classes. One example of a heuristic method in this
search space is a simulated annealing approach outlined in [9].

In the complete, improper search space a colouring S = {S1, . . . , Sk} is a
partition of V into k disjoint subsets (i. e. V =

⋃k
i=1 Si and Si ∩ Sj = ∅, ∀i, j ∈

{1, . . . , k} and i �= j). Si is called the ith colour class of the colouring S and the
colouring function c : V → {1, . . . , k} is defined such that c(v) = i for all v ∈ Si.
One well-known algorithm that operates in this search space is TabuCol [8].
In this algorithm, to move from one colouring S to a neighbouring colouring S ′,
a vertex v is transferred from its current colour class Si to a different colour
class Sj where i �= j. Then S becomes S ′ = {S′

1, . . . , S
′
k} with S′

i = Si\{v},
S′
j = Sj ∪ {v} and S′

l = Sl, ∀l ∈ {1, . . . , k}\{i, j}. The vertex v to be moved can
also be chosen exclusively from the set of currently clashing vertices (i. e. we can
move v ∈ Si if and only if ∃u ∈ Si such that u �= v and {u, v} ∈ E). For a given
solution S, the associated cost function in this algorithm is given by

f(S) =
k∑

i=1

|E(i)| (1)

where E(i) is the set of edges with both end points in Si. This cost function is
equivalent to the number clashes in the colouring. If f(S) = 0 then the colouring
S has no clashes and is therefore a feasible k-colouring.
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In the partial, proper search space a colouring S = {S1, . . . , Sk, Sk+1} is
defined by a partition of V into k + 1 disjoint subsets. The first k subsets are
independent sets (i. e. E(i) = ∅, ∀i ∈ {1, . . . , k}) and the remaining vertices
v ∈ V \(

⋃k
i=1 Si) are placed in the additional subset Sk+1 of “uncoloured” ver-

tices, in which clashes are also permitted.
PartialCol [2] (a modification of TabuCol) is an example of an algorithm

that operates in this search space. In this algorithm, to move from one colouring
S to a neighbouring colouring S ′, we transfer an uncoloured vertex v ∈ Sk+1 to
a colour class Si where i ≤ k and move the set of vertices adjacent to v, Ui ⊆ Si,
to Sk+1. Then S becomes S ′ = {S′

1, . . . , S
′
k, S

′
k+1} with S′

i = (Si\Ui) ∪ {v},
S′
k+1 = (Sk+1 ∪ Ui)\{v} and S′

l = Sl, ∀l ∈ {1, . . . , k}\{i}.
For a given solution S, the associated cost function in this algorithm is

given by
f(S) = |Sk+1| (2)

which is equivalent to the number of uncoloured vertices. An alternative cost
function is

f(S) =
∑

v∈Sk+1

deg(v) (3)

where deg(v) is the degree of vertex v. If the vertices in Sk+1 have low degrees
then, in theory, they will be easier to move into colour classes without causing
clashes. For both of these cost functions, if f(S) = 0 then there are no uncoloured
vertices and S is therefore a feasible k-colouring.

4 Methods

Our approach for solving a dynamic graph G = {G0, G1, . . . , GT } will follow the
process outlined in Algorithm 1. Notice that for G0 a method for the static GCP
needs to be applied.

Algorithm 1. Generic DGCP Algorithm
Input: a dynamic graph G = (G0, G1, . . . , GT )
Output: a set S = {S0,S1, . . . ,ST } where St is a feasible colourings for Gt ∈ G
1: S0 ← Static GCP Algorithm (G0)
2: for t = 1 to T do
3: St ← Dynamic GCP Time-step Algorithm (Gt,St−1) (i. e. Algorithm 2)
4: return S = {S0,S1, . . . ,ST }

For each time-step t, suppose a feasible colouring St for Gt has been found;
that is, a colouring where all vertices are coloured and no clashes occur. This
colouring might then be saved and possibly modified in some way to be used as
a colouring for Gt+1. Using this modified colouring with k ≥ |St| colour classes
as a starting point, we then wish to find a feasible k-colouring for Gt+1. If we
succeed, then we search for a feasible colouring with one fewer colour class and
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so on until some stopping criteria (e.g. a time or iteration limit) is reached. It
may of course be impossible to find a feasible k-colouring for Gt+1. In order
to accommodate this eventuality, if some timing criteria is met and a feasible
colouring (of any size) has not be found, then we increase k by 1, we allow
the target number of colour classes to be increased indefinitely until a feasible
colouring is found or the algorithm’s stopping criteria is met. This process is
outlined in Algorithm 2.

The focus of this particular piece of research is to explore the different meth-
ods for modifying a feasible colouring achieved in time-step t into an initial
colouring for time-step t + 1 (i. e. line 2 of Algorithm 2). The essential question
to be answered is: can a feasible colouring for one graph Gt be used in some
advantageous way to find a feasible colouring for a similar graph Gt+1?

Algorithm 2. Generic DGCP Time-step Algorithm
Input: a graph Gt+1 and a feasible colouring St for Gt

Output: a feasible colouring St+1 for Gt+1

1: Sbest ← ∅
2: St+1 ← St modified in some way (see Sects. 4.1 and 4.2)
3: k ← |St+1|
4: while not stopping criterion do
5: attempt to make St+1 a feasible k-colouring for Gt+1

6: if St+1 is a feasible k-colouring for Gt+1 then
7: Sbest ← St+1

8: k ← k − 1
9: if Sbest = ∅ and a computation limit is reached then

10: k ← k + 1
11: St+1 ← Sbest

12: return St+1

4.1 Modification for Edge Dynamic Graphs

For all of the following methods, the final feasible colouring St for Gt can be
considered as a complete, improper colouring for Gt+1 with k = |St| colour
classes. We can do this because every vertex v ∈ V will be coloured but the new
edges E+

t+1 are likely to cause clashes. With this knowledge we can then apply
one of the following modification methods.

(1) Calculate the number of clashes: Calculate the initial number of clashes
and then pass St directly to the tabu search operator which will attempt to find
a feasible k-colouring for Gt+1.

(2) Uncolour clashing vertices: By identifying pairs of clashing vertices in St

and transferring one of the vertices in each of these pairs to a set of uncoloured
vertices, one produces a partial, proper colouring S̃t+1 for Gt+1. S̃t+1 along with
the set of uncoloured vertices can now be passed to the tabu search operator
which will attempt to find a feasible k-colouring for Gt+1.
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(3) Solve clashing vertices: In a similar manner to Method (2), clashing ver-
tices are “uncoloured” to produce a partial, proper colouring S̃t+1 for Gt+1. An
attempt is then made to re-insert each of these uncoloured vertices into a colour
class in S̃t+1 such that no clashes are incurred. The remaining uncoloured ver-
tices and any appropriate edges are then considered as a residual graph G′

t+1

of Gt+1. This residual graph is passed to the constructive operator (specifically,
the recursive largest first (RLF) algorithm [10]) which produces a feasible k′-
colouring for G′

t+1. The feasible colouring for G′
t+1 is then combined with S̃t+1 to

produce a feasible colouring for Gt+1 with k +k′ colour classes. The tabu search
operator will then attempt to find a feasible (k + k′ − 1)-colouring for Gt+1.

4.2 Modification for Vertex Dynamic Graphs

The final feasible colouring St achieved for Gt will be neither a complete,
improper colouring or a partial, proper colouring for Gt+1 as it will include
the deleted vertices V −

t+1 and won’t include the new vertices V +
t+1. For each of

the following methods, every deleted vertex v ∈ V −
t+1 must first be removed from

St in order to produce a partial, proper colouring S̃t+1 for Gt+1 with k = |St|
colour classes. We can then apply one of the following modification methods.

(4) Randomly assign new vertices: Each new vertex v ∈ V +
t+1 is randomly

assigned to a colour class in S̃t+1 to produce a complete, improper colouring for
Gt+1. This can then be passed to the tabu search operator which will attempt
to find a feasible k-colouring for Gt+1.

(5) Uncolour new vertices: Unlike Method (4), the new vertices V +
t+1 are not

assigned to colour classes in S̃t+1. Instead the new vertices V +
t+1 are considered

as a set of uncoloured vertices. Along with S̃t+1, this set of uncoloured vertices is
passed to the tabu search operator which attempts to find a feasible k-colouring
for Gt+1.

(6) Solve new vertices: An attempt is made to insert each of the new ver-
tex v ∈ V +

t+1 into an a colour class in S̃t+1 such that no clashes are incurred.
The remaining new vertices and any appropriate edges are then considered as
a residual graph G′

t+1 of Gt+1. This residual graph is passed to the construc-
tive operator (again, RLF) which produces a feasible k′-colouring for G′

t+1. The
feasible colouring for G′

t+1 is then combined with S̃t+1 to produce a feasible
colouring for Gt+1 with k +k′ colour classes. The tabu search operator will then
attempt to find a feasible (k + k′ − 1)-colouring for Gt+1.

5 Experimentation Details

In our experiments we considered dynamic random graphs. For each dynamic
random graph we specify an initial number of vertices n, a desired density d, a
change probability p and a number of time-steps T . To construct a sequence of
graphs G we use the following methods.

For an edge dynamic graph consider the graph Gt = (V,Et). To construct
Gt+1, every edge {u, v} ∈ Et is copied to the set of deleted edges E−

t+1 with
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probability p and every currently non-existent edge {u, v} ∈ E\Et is copied to
the set of new edges E+

t+1 with probability dp
1−d .

For a vertex dynamic graph, consider the graph Gt = (Vt, Et). To construct
Gt+1, every vertex v ∈ Vt is copied to the set of deleted vertices V −

t+1 with
probability p and the set of new vertices is constructed such that |V +

t+1| is an
integer between np(1−p) and np(1+p). Every edge {u, v} ∈ Et+1 with u ∈ Vt+1,
v ∈ V +

t+1 and u �= v is then added to the set of new edges E+
t+1 with probability d.

For both the edge and vertex dynamic graphs, the following parameters were
used: n = 500, d ∈ {0.1, 0.5, 0.9}, p ∈ {0.005, 0.01, . . . , 0.05} and T = 10, and
for each combination of these parameters, 20 graphs were produced. The RLF
algorithm [10] was applied to obtain an initial colouring for G0. Note that all
results corresponding to these initial graphs are ignored; however, the colourings
they produced were used in the modification methods for G1.

In our case, each time-step was given a time limit of 10 s1 (i. e. line 4 of
Algorithm 2). If this time limit had been set much longer, say hours, then the
advantage of modifying colourings between time-steps would obviously diminish.

TabuCol [8] and PartialCol [2] were used to find feasible colourings in the
complete, improper search space and partial, proper search space respectively
(i. e. line 5 of Algorithm 2). These algorithms use the neighbourhood moves
outlined in Sect. 3 and, upon performing a move, the inverse moves are made
“tabu” for 0.6×f(S ′)+r iterations, where f is the cost function given in Eqs. (1)
and (2) respectively, S ′ is the resultant colouring after the neighbourhood move,
and r is a random integer from the set {0, 1, . . . , 9}. This tabu tenure has been
used in both [8] and [2].

During execution, the target number of colour classes is adjusted in the fol-
lowing way. Let k be the target number of colour classes, initially defined by
the modification method being implemented. If a feasible k-colouring cannot be
obtained within half of the allotted time limit then k is increased by 1. If a feasi-
ble k-colouring cannot then be obtained within half of this remaining time limit
then k is again increased by 1, and so on (i. e. lines 9 and 10 of Algorithm 2). For
example, say the target number of colour classes for Gt is initially set as k = 23,
if a feasible 23-colouring cannot be found within 5 s then the tabu search opera-
tor attempts to find a feasible 24-colouring for Gt, if this cannot be found within
a further 2.5 s then the tabu search attempts to find a feasible 25-colouring for
Gt, and so on.

For a base-line comparison, the following control method was also imple-
mented:

(0) Reset : The static graph Gt ∈ G for each time-step t ∈ {1, . . . , T} is
considered without any information about colourings achieved in the previous
time-steps. As with G0, the RLF algorithm is applied to obtain an initial colour-
ing for Gt (i. e., RLF replaces line 2 of Algorithm 2). Tabu search is then applied
iteratively in an attempt to find colourings with fewer colour classes. The number

1 All algorithms were programmed in C++ and executed on a 3.3 GHZ Windows 7
PC with an Intel Core i3-2120 processor and 8 GB RAM.
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of colour classes in the final, feasible colouring achieved and the time required
to obtain this colouring is then recorded.

Note that Methods (1) and (4) operate exclusively in the complete, improper
search space, Methods (2) and (5) operate exclusively in the partial, proper
search space, and Methods (0), (3) and (6) can operate in either search space
as required. Because of this, only comparisons between methods designed for
the same problem and operating in the same search space are compared. For
example, for the edge dynamic GCP operating in the complete, improper search
space only Methods (0), (1) and (3) are compared against one another.

In all of our results, unless otherwise stated, all statistical tests are Wilcoxon
signed rank tests with significance level α = 0.05.

6 Results

6.1 Initial Colourings for the Edge Dynamic GCP

Let us first consider the initial feasible colourings produced for the edge dynamic
GCP. For all densities d and change probabilities p, Methods (1) and (2) were
found to produce initial, feasible colourings with significantly fewer colour classes
than both Methods (0) and (3). This is clearly illustrated in Fig. 1.

We have observed a significant increase in the time required by Methods (1)
and (2) to achieve their initial, feasible colourings compared to Methods (0) and
(3) for all values of d and p, as seen in Table 1. A main contributing factor to this
may be found in the nature of the different methods: Methods (0) and (3) both
start from feasible colourings whereas Methods (1) and (2) do not and therefore
require more time to move to a feasible region of the search space. For similar
reasons, as p increases so too does the time required by Methods (1) and (2) to
achieve an initial, feasible colouring.

For d = 0.1 with p = 0.005, d = 0.5 with p ≤ 0.02, and d = 0.9 with p ≤ 0.01
Method (3) was found to produce initial, feasible colourings with significantly
fewer colour classes than Method (0). However, for higher settings of p, specif-
ically for d = 0.1 with p ≥ 0.01, d = 0.5 with p ≥ 0.03, and d = 0.9 with
p ≥ 0.015, the opposite holds. This is again clearly illustrated in Fig. 1. Hence
we can conclude that for these high levels of p, modifying feasible colourings
for Gt is of no benefit when attempting to achieve initial, feasible colourings
for Gt+1.

Considering computational effort, we have found that the time required by
Method (3) to achieve initial, feasible colourings is significantly less compared
to Method (0) for d ∈ {0.5, 0.9} with all values of p. Both Methods (0) and (3)
employ RLF; however, Method (0) applies it to the whole graph Gt = (V,Et)
at each time-step t as opposed to Method (3) which only applies it to a residual
graph G′

t = (V ′, E′
t) of Gt where V ′ ⊆ V (which implies |V ′| ≤ |V |). We therefore

see that applying Method (3) with low levels of p is advantageous with regards
to both the number of colour classes in initial, feasible colourings and the time
required to obtain them.
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Fig. 1. Mean initial, feasible colourings for the edge dynamic GCP. Graphs on the left
represents results from trials in the complete, improper search space and those on the
right for trials in the partial, proper search space. From top to bottom, rows represent
d = 0.1, 0.5, and 0.9 respectively.

6.2 Initial Colourings for the Vertex Dynamic GCP

Let us now consider initial colourings for the vertex dynamic GCP. It is first
worth mentioning that a small change to the edge set of a graph will affect more
vertices than a comparable change to its vertex set. It is therefore not surprising
that the following results are similar to those presented in Sect. 6.1 but for higher
values of p.

Comparable to Methods (1) and (2) for the edge dynamic problem, the initial,
feasible colourings achieved by Methods (4) and (5) have significantly fewer
colour classes than Methods (0) and (6) but require significantly more time to
obtain them. The time required by Methods (4) and (5) also has a positive
relationship with the change probability p. These observations can be seen in
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Table 1. Median time (in seconds) required to obtain an initial, feasible colouring for
the edge dynamic GCP (a 0∗ entry implies that the recorded time is less than 10−3 s).

p(%)

d Method 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0

0.1 (0) 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗

(1) 0∗ 0.015 0.016 0.031 0.031 0.031 0.031 0.047 0.047 0.047

(2) 0∗ 0∗ 0.015 0.015 0.015 0.015 0.015 0.016 0.016 0.016

(3) 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗

0.5 (0) 0.016 0.016 0.031 0.031 0.031 0.016 0.016 0.016 0.016 0.016

(1) 1.692 2.246 2.777 2.948 3.182 3.268 3.363 3.791 4.181 3.713

(2) 1.545 1.872 2.083 2.996 2.325 2.590 2.824 2.519 2.730 2.972

(3) 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗

0.9 (0) 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031

(1) 5.008 5.125 5.335 5.140 5.288 5.421 5.366 5.171 5.327 5.304

(2) 4.376 4.235 5.016 5.070 5.047 5.031 5.008 4.789 5.038 5.023

(3) 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗

Fig. 2 and Table 2. The reasons for this behaviour are the same as those given
for Methods (1) and (2) in Sect. 6.1.

Again, as with Method (3) for the edge dynamic problem, Method (6) pro-
duces initial, feasible colourings with both significantly fewer and significantly
more colour classes than Method (0) depending on the change probability p.
However, Method (6) only produces initial, feasible colourings with significantly
more colour classes for d = 0.1 with p ≥ 0.035. In fact, for d = 0.1 with p ≤ 0.02,
and d ∈ {0.5, 0.9} with all values of p, Method (6) achieves initial, feasible
colourings with significantly fewer colour classes. This is clearly illustrated in
Fig. 2.

As with Method (3), Method (6) requires significantly less time than Method
(0) in all instances except for d = 0.1 with p ≤ 0.03 (as seen in Table 2). This
is again likely because Method (6) applies RLF to a smaller graph G′

t with
|V ′

t | = |V +
t | ≈ np as opposed to applying it to Gt with |Vt| ≈ n.

6.3 Final Colourings for the Edge Dynamic GCP

Next let us consider final colourings for the edge dynamic GCP. The Friedman test
with α = 0.05 shows that for d = 0.1 there is no significant difference between the
number of colour classes in the final, feasible colourings achieved when applying
Methods (0), (1), (2) and (3). However, Methods (1) and (2) both achieve final,
feasible colourings with significantly more colour classes than those achieved by
Method (0) for d = 0.9 with p ≥ 0.01 and p ≥ 0.035 respectively. Methods (1) and
(2) also achieve final, feasible colourings with significantly more colour classes than
those achieved by Method (3) for d = 0.9 with some values of p. This observation
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Fig. 2. Mean initial, feasible colourings for the vertex dynamic GCP. Graphs on the
left represents results from trials in the complete, improper search space and those
on the right for trials in the partial, proper search space. From top to bottom, rows
represent d = 0.1, 0.5, and 0.9 respectively.

is likely due to the relatively large amount of time required by Methods (1) and (2)
to find an initial, feasible colouring compared to Methods (0) and (3) (see Sect. 6.1
and Table 1). This “wasted” time then translates to time not being allocated to
finding feasible colourings with fewer colour classes.

For d = 0.5 and some values of p, Method (3) was found to achieve final, fea-
sible colourings with significantly fewer colour classes than Method (0). However,
for d = 0.9 with p ≥ 0.04 the opposite holds which is unsurprising as Method (3)
produces initial, feasible colourings with significantly more colour classes under
these parameter settings.
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Table 2. Median time (in seconds) required to obtain an initial, feasible colouring for
the vertex dynamic GCP (a 0∗ entry implies that the recorded time is less than 10−3 s).

p(%)

d Method 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0

0.1 (0) 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0.015 0.015

(4) 0∗ 0∗ 0.015 0.015 0.016 0.031 0.031 0.031 0.031 0.046

(5) 0∗ 0∗ 0.015 0.015 0.015 0.016 0.015 0.016 0.016 0.016

(6) 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗

0.5 (0) 0.016 0.031 0.016 0.016 0.016 0.016 0.016 0.016 0.016 0.016

(4) 0.320 1.131 1.240 1.724 1.482 1.724 1.935 2.411 2.114 2.785

(5) 0.663 0.983 1.537 1.529 1.630 1.537 1.973 1.794 1.841 2.340

(6) 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗

0.9 (0) 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031

(4) 1.069 1.997 2.941 3.830 3.565 4.189 4.820 4.938 4.852 5.007

(5) 1.163 1.731 2.644 3.222 2.387 3.416 3.339 3.424 2.816 3.346

(6) 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗ 0∗

The following time comparisons correspond only to trials where the number of
colour classes in the final, feasible colourings achieved by the compared methods
were equal to one another. This will also be the case in Sect. 6.4.

Method (1) was found to reach final, feasible colourings significantly faster
than Method (0) for d = 0.1 with p ≤ 0.035, and d = 0.5 with p ≤ 0.01 as
seen in Table 3. Similarly, Method (2) also achieves final, feasible colourings in
significantly less time than Method (0) for d = 0.1 with all values of p, and
d = 0.5 with p = 0.005. Both of these methods were also able to reach final,
feasible colourings significantly faster than Method (3) for d = 0.1 with some
values of p. These observations are likely due to the fact that the initial, feasible
colourings achieved by Methods (1) and (2) are also the final, feasible colourings
achieved for d ∈ {0.1, 0.5} with low values of p.

On the other hand, Method (1) was found to require significantly more time
than Method (0) to achieve final, feasible colourings for d = 0.5 with p ≥ 0.035,
and d = 0.9 with all values of p. The same was also found for Method (2) for
d = 0.9 with most values of p. In a similar fashion, these two methods require
significantly more time to achieve final, feasible colourings than Method (3) for
d ∈ {0.5, 09} with most values of p. This is probably due to the same arguments
presented with regards to the number of colour classes in the final, feasible
colourings achieved by these methods for d = 0.9.

Unlike Methods (1) and (2), Method (3) was not found to require significantly
more time than Method (0) for any parameter settings. On the contrary, for
d = 0.1 with p ≤ 0.035, and d = 0.5 with p ≤ 0.02, Method (3) requires
significantly less time to achieve final, feasible colourings. It should be highlighted
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Table 3. Median time (in seconds) required to obtain final, feasible colourings with
the same numbers of colour classes for the edge dynamic GCP (a 0∗ entry implies that
the recorded time is less than 10−3 s).

p(%)

d S.S. Method 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0

0.1 C.I. (0) 0.047 0.046 0.047 0.046 0.047 0.046 0.047 0.046 0.047 0.047

(1) 0∗ 0.015 0.016 0.031 0.031 0.031 0.031 0.047 0.047 0.047

(3) 0.015 0.016 0.031 0.031 0.046 0.031 0.047 0.047 0.047 0.047

P.P. (0) 0.016 0.016 0.031 0.016 0.031 0.031 0.031 0.031 0.031 0.031

(2) 0∗ 0∗ 0.015 0.015 0.015 0.015 0.015 0.016 0.016 0.016

(3) 0∗ 0.015 0.015 0.015 0.016 0.016 0.016 0.031 0.031 0.031

0.5 C.I. (0) 3.478 2.996 3.034 3.128 2.442 2.855 2.528 3.136 2.941 2.754

(1) 1.653 2.371 3.190 3.097 3.424 3.417 3.869 4.259 4.321 4.275

(3) 1.077 1.794 2.130 2.683 2.239 2.652 2.754 2.465 3.284 2.762

P.P. (0) 2.933 2.910 3.081 2.870 2.278 2.730 2.636 2.559 2.309 2.676

(2) 1.872 1.888 2.356 3.783 2.356 2.722 3.058 2.847 2.746 3.331

(3) 1.435 2.160 2.060 2.356 2.246 2.699 2.169 2.442 2.168 2.598

0.9 C.I. (0) 5.492 5.476 5.008 4.836 5.569 5.912 4.851 5.694 4.430 4.602

(1) 6.225 7.122 7.691 7.074 7.964 7.550 7.535 8.455 7.176 7.488

(3) 4.181 4.906 4.415 4.353 5.694 5.195 4.649 5.234 5.039 4.882

P.P. (0) 4.181 5.242 5.179 4.166 5.273 4.914 3.681 4.602 4.212 4.633

(2) 5.141 5.616 5.975 6.365 6.365 5.741 6.038 5.506 5.452 5.866

(3) 3.877 4.649 5.070 4.275 4.352 4.025 4.196 4.618 4.688 4.977

that these are similar parameter settings for which Method (3) is able to produce
initial, feasible colourings with significantly fewer colour classes than Method (0).

6.4 Final Colourings for the Vertex Dynamic GCP

Finally, let us consider final colourings for the vertex dynamic GCP. As men-
tioned in Sect. 6.2, a small change to the edge set will usually affect more vertices
than a comparable change to its vertex set.

Method (4) was found to achieve final, feasible colourings with significantly
fewer colour classes than Method (0) for d = 0.5 with most values of p, and
d = 0.9 with p ≤ 0.03. Similarly, Method (5) was also found to achieve final,
feasible colourings with significantly fewer colour classes than Method (0) for
d ∈ {0.5, 0.9} with some values of p. On the other hand, Method (4) achieves
final, feasible colourings with significantly more colour classes than Method (6)
for d = 0.9 with p ≥ 0.025. Although Methods (4) and (5) require significantly
more time to produce initial, feasible colourings (see Sect. 6.2 and Table 1) it
is likely that Methods (0) and (6) still require more time to reach a feasible
colouring with equivalent numbers of colour classes for low levels of p. This
would imply that Methods (4) and (5) attempt to find feasible colourings with
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Table 4. Median time (in seconds) required to obtain final, feasible colourings with
the same numbers of colour classes for the vertex dynamic GCP (a 0∗ entry implies
that the recorded time is less than 10−3 s).

p(%)

d S.S. Method 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0

0.1 C.I. (0) 0.046 0.046 0.047 0.047 0.047 0.047 0.047 0.047 0.047 0.062

(4) 0∗ 0∗ 0.015 0.015 0.016 0.031 0.031 0.031 0.031 0.046

(6) 0∗ 0∗ 0.015 0.016 0.031 0.031 0.031 0.046 0.031 0.047

P.P. (0) 0.016 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031 0.031

(5) 0∗ 0∗ 0.015 0.015 0.016 0.016 0.016 0.031 0.031 0.031

(6) 0∗ 0.015 0.015 0.015 0.016 0.016 0.016 0.031 0.031 0.031

0.5 C.I. (0) 5.141 3.682 4.321 4.610 4.212 3.619 3.884 3.713 3.666 3.612

(4) 0.515 1.224 1.996 1.747 2.738 2.699 3.713 2.551 4.103 4.470

(6) 0.328 1.084 1.045 1.303 2.028 1.740 1.981 2.020 2.013 2.247

P.P. (0) 2.652 3.073 3.276 3.151 2.980 2.504 2.964 2.457 2.933 2.855

(5) 1.505 1.264 2.574 2.621 2.341 3.066 2.566 2.551 3.167 2.980

(6) 0.203 1.068 1.092 1.529 1.544 1.420 1.381 2.192 2.387 2.293

0.9 C.I. (0) 5.702 6.069 6.318 6.146 6.053 6.021 6.209 5.843 5.881 6.186

(4) 1.428 5.007 5.007 4.399 5.460 5.148 5.507 6.069 6.381 6.459

(6) 1.786 2.090 3.019 3.307 4.033 3.681 3.667 4.227 3.791 4.142

P.P. (0) 4.867 5.281 4.680 5.492 5.585 4.267 4.181 4.665 4.602 4.462

(5) 2.964 3.362 4.665 5.194 4.446 4.196 6.255 5.585 5.054 5.281

(6) 1.373 2.013 2.566 1.981 3.261 3.330 3.416 2.745 3.884 4.189

fewer colour classes earlier than Methods (0) and (6). Further analysis should
be conducted in order to investigate the validity of this proposition.

Unlike Method (3) for the edge dynamic problem, Method (6) was only found
to reach final, feasible colourings with the same or significantly fewer colour
classes than Method (0). Both Methods (0) and (6) start each time-step from
a feasible colouring; however, Method (6) achieves initial colouring with signif-
icantly fewer colour classes than Method (0) for most combinations of d and
p (see Sect. 6.2 and Fig. 2). Method (6) will therefore attempt to find feasible
colourings with fewer colour classes earlier than Method (0).

It was found that Methods (4) and (5) achieve final, feasible colourings in
significantly less time than Method (0) for d = 0.1 with all values of p, and
d ∈ {0.5, 0.9} with p ≤ 0.01. Additionally, Method (4) was found to achieve
final, feasible colourings in significantly less time for d = 0.5 with p ≤ 0.04, and
d = 0.9 with p ≤ 0.025 also. This can be seen in Table 4. The reason for these
observations is likely to be the same as that given with regards to the number
of colour classes in the final, feasible colourings achieved with low levels of p.

On the contrary, Methods (4) and (5) require significantly more time to
achieve final, feasible colourings than Method (6) for d ∈ {0.5, 0.9} with most
values of p. In comparison to Method (0), Method (6) starts from a feasible
colouring with significantly fewer colour classes for d ∈ {0.5, 0.9} with all values
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of p (see Sect. 6.2 and Fig. 2). This will likely translate to Method (6) attempting
to find feasible colourings with fewer colour classes before Methods (4) and (5)
are able to produce initial, feasible colourings.

Method (6) was also found to require significantly less time to achieve final,
feasible colourings than Method (0) for all values of d with most values of p
(again, see Table 4). This is probably due to the same argument given earlier
with regards to the number of colour classes in the final, feasible colourings
achieved by Method (6) compared to Method (0).

7 Conclusions and Future Work

In this paper we have presented several methods for modifying feasible colourings
from one time-step of a dynamic random graph in order to help find a feasible
colouring for the next time-step.

Our experiments have shown that, for both edge and vertex dynamic graphs,
initial colourings with significantly fewer colour classes can be achieved by ini-
tially modifying a feasible k-colouring for Gt into an infeasible k-colouring for
Gt+1 and then passing this directly to the tabu search operator. However, there
is a significant trade off with respect to the time required to achieve an initial,
feasible colouring when these modification methods are applied. These methods
were also found to achieve final, feasible colourings with the significantly more
colour classes for some edge dynamic problems but significantly fewer colour
classes for some vertex dynamic problems. The time required to achieve compa-
rable final colourings via these methods is dependent on p.

It has also been shown that reducing a feasible colouring for Gt into a par-
tial, proper colouring for Gt+1 and then applying a constructive algorithm to
the residual graph induced by the “uncoloured” vertices can also achieve ini-
tial, feasible colourings with significantly fewer colour classes when p is small
enough. These modification methods were also shown to produce initial, feasible
colourings in significantly less time for d ∈ {0.5, 0.9}. Finally, these methods also
resulted in final, feasible colourings with the same or significantly fewer colour
classes and require equal or significantly less time to do so.

Note that in this piece of work, all changes between time-steps of dynamic
graphs have occurred completely at random; however, for some real world appli-
cations there may be some level of predictability. More specifically, we might have
some knowledge of how edges and vertices are likely to change in the future. We
wish to extend this research and explore how this sort of information can be
used to our advantage in order to produce more robust colourings.
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Abstract. Automated Web service composition, which refers to the cre-
ation of a complex application from pre-existing building blocks (Web
services), has been an active research topic in the past years. The advan-
tage of having an automated composition system is that it allows users
to create new applications simply by providing the required parameters,
instead of having to manually assemble the services. Existing approaches
to automated composition rely on planning techniques or evolutionary
computing (EC) to modify and optimise composition solutions directly
in their tree/graph form, a complex process that requires several con-
straints to be considered before each alteration. To improve the search
efficiency and simplify the checking of constraints, this work proposes an
indirect Particle Swarm Optimisation (PSO)-based approach. The key
idea of the indirect approach is to optimise a service queue which is
then decoded into a composition solution by using a planning algorithm.
This approach is compared to a previously proposed graph-based direct
representation method, and experiment results show that the indirect
representation can lead to a greater (or equivalent) quality while requir-
ing a lower execution time. The analysis conducted shows that this is
due to the design of the algorithms used for building and evaluating the
fitness of solutions.

Keywords: Web service composition · Particle swarm optimisation ·
Quality of Service · Candidate representation

1 Introduction

Software developers around the world are well acquainted with Web services,
which may be defined as applications that provide operations and/or data and
are accessible via the network using communication protocols [7]. The modular
nature of Web services has led users to think of them as building blocks for
more complex applications, selected and integrated as needed from a repository
of available candidates in a process known as Web service composition [5]. As the
number of candidates in the repository grows and as composition tasks become
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more complex, performing the selection and integration of services manually
becomes increasingly difficult [12]. Additionally, if the repository contains multi-
ple candidates with equivalent functionality but different quality attributes, then
manually choosing the ideal alternative to include in a composition may become
infeasible [8]. To overcome these challenges, researchers have been investigating
the development of techniques to perform automated Web service composition
[15]. By using these techniques, the composition requestor would be able to sim-
ply specify the inputs and outputs of the desired application, and an automated
composition system would then correctly select and integrate services into a
correct composition solution.

There are normally two tasks to be considered in Web service composition:
maintaining the correctness of solutions, i.e. ensuring atomic services are con-
nected in a way that can be executed at run time, and optimising solutions
according to their overall Quality of Service. To accomplish this, there are typ-
ically three different kinds of methods: the first group focuses on creating a
correct composition [18]; the second group optimises the quality of composi-
tions assuming that an abstract workflow is already known [25]; the third group
attempts to address both of these concerns simultaneously, creating a correct
workflow and at the same time optimising the quality of the services included
in the composition [20]. However, simultaneously accomplishing these two tasks
increases the complexity of these approaches, since the optimisation must also
respect a number of interrelated constraints [22].

The overall goal of this paper is to investigate an indirect representation to
the problem of Web service composition, proposing a Particle Swarm Optimi-
sation (PSO)-based approach [6] that represents each solution candidate as a
queue of services. Each queue is decoded into the corresponding composition
workflow by using a specific graph-planning algorithm, verifying the correctness
of the connections between services. To the best of our knowledge, the idea of
encoding/decoding solutions has not been used before in the field of Web service
composition. This work accomplishes three objectives:

1. It identifies suitable encodings for representing a queue of services within a
PSO particle vector.

2. It proposes decoding algorithms that efficiently create composition workflows
from a service queue as efficiently as possible.

3. It compares the indirect approach with a state-of-the-art direct composition
approach to verify that there is indeed a performance gain without a loss of
solution quality.

The remainder of this paper is organised as follows: Sect. 2 provides the
fundamental background on the Web service composition problem, including a
literature review; Sect. 3 describes the indirect representation proposed in this
paper; Sect. 4 describes the experiments conducted to test the performance of
the novel PSO methods; Sect. 5 presents the results of these experiments; Sect. 6
concludes the paper.
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2 Background

2.1 Problem Description and Example

The fundamental idea of Web service composition is to combine Web ser-
vices into a structure that accomplishes a more complex task. A Web service
S = (input(x1, x2, ..., xn), output(y1, y2, ..., yn), QoS(time, cost, availability,
reliability)) requires a set of inputs, produces a set of outputs, and has an
associated set of quality attributes. The fundamental elements in the compo-
sition problem are a service repository SR = {S1, ..., Sm} containing the ser-
vices, and a composition request R = (input(i1, i2, ..., in), output(o1, o2, ..., on))
which specifies the overall inputs that should be made available when execut-
ing the composition as well as the overall outputs the composition should pro-
duce. The objective of this problem is to create a service composition with the
best possible overall quality attributes, optimised according to a set of objec-
tive functions f1, f2, ..., fn, where 1 ≤ i ≤ n and i ∈ QoS. There are three
fundamental constraints required in a composition solution: firstly, the inputs
of each service must be fully satisfied by predecessor services in the compo-
sition (∀x : input(x) ⊇ output(pred(x))); secondly, the outputs of the start-
ing node of a composition must be the composition requests overall inputs
(output(s) = input(R)); thirdly, the inputs of the ending node of a composition
must be the composition requests overall outputs (input(e) = output(R)). The
travel problem, a well-known Web service composition example which has been
extensively described in the literature [19,21], is shown in Fig. 1 as a concrete
example of this problem description.

Available: customerInto, departureDate,
fromCity, toCity, durationOfStay

Required: returnTicket, arrivalDate

Start End

FlightBooking
Service

HotelBooking
Service

arrivalDate

customerInfo,
departureDate,
fromCity, toCity,
durationOfStay

customerInfo,
toCity, durationOfStay

returnTicket

arrivalDate

Fig. 1. Example of a solution to a Web service composition task [20].

2.2 Quality of Service and Composition Constructs

When creating compositions, it is necessary to pay attention to the Quality of
Service (QoS) properties of each selected service, i.e. a QoS-aware composition
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approach is needed. These non-functional criteria may be quite in certain field,
e.g. in finance. There exist many Web service quality properties, from security
levels to service throughput [14]. Based on the properties selected in previous
works [9,26], in this paper we consider four of them: the probability of a service
being available (A) upon request, the probability of a service providing a reli-
able response to a request (R), the expected service time limit between sending
a request to the service and receiving a response (T ), and the execution cost to
be paid by the service requestor (C). The higher the probabilities of a service
being available and of it producing a reliable response, the higher its quality
with regard to A and R; conversely, the services with the lowest response time
and execution cost have the highest quality with regard to T and C. The con-
figuration of services in a composition is dictated by constructs used in building
a workflow showing how services connect to each other [27]. This work considers
two composition configurations, sequence and parallel, that are recognised by
Web service composition languages such as BPEL4WS [4,26]. These two con-
structs are described as follows.

Sequence Construct. Services in a composition construct are chained sequen-
tially, so that the outputs of a preceding service fulfil the inputs of the subsequent
one, as shown in Fig. 2. The total time (T ) and total cost (T ) for a sequence
can be calculated simply by adding the individual time and cost values of the
composing services. The availability (A) and reliability (R) of individual ser-
vices are expressed as probabilities, therefore the total composition values can
be calculated by multiplying the individual service values.

S1 Sm

A =
m∏

n=1

an R =
m∏

n=1

rn T =
m∑

n=1

tn C =
m∑

n=1

cn

Fig. 2. Sequence construct and formulae for calculating its QoS properties [26].

S1

Sm

C =
m

n=1

cn A =
m

n=1

an R =
m

n=1

rn

T = MAX{tn|n ∈ {1, . . . ,m}}

Fig. 3. Parallel construct and formulae for calculating its QoS properties [26].
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Parallel Construct. The inputs of components in a parallel construct are sat-
isfied independently, which allows these services to be executed simultaneously.
The output produced by this construct can then be provided to any subsequent
services, as shown in Fig. 3. The overall QoS values for the parallel construct
are calculated using the same formulae applied to the sequence construct, with
the exception of the total time (T ), which is simply the time of the component
service that takes the longest to execute.

2.3 Related Work

In addition to planning [17] and traditional optimisation strategies [28], a wide
variety of Evolutionary Computing (EC) approaches have been applied to the
problem of Web service composition [16,24]. One of the earliest works in this area
[3] applies genetic algorithms to optimise the overall Quality of Service (QoS) of
a composition. Its objective is to select a set of concrete services that fulfil the
required functionality of their abstract counterparts, ensuring that the selected
set results in a composition with the best possible quality. Even though this
approach takes QoS into account, it is not capable of performing fully automated
composition, which is when the composition workflow is automatically deduced
at the same time that the services to include in the composition are identified.
Several works employ particle swarm optimisation (PSO) to solving the problem
of service composition [13,25,29], but similarly to genetic algorithms they focus
exclusively on semi-automated composition.

Another approach [18] employs Genetic Programming (GP) to perform fully
automated Web service composition, representing solutions as trees with candi-
date services as the leaf nodes and composition constructs as the inner nodes.
A context-free grammar is used to generate new individuals at the beginning of
the evolutionary process, as well as ensuring structural correctness during the
crossover and mutation operations. Despite its favourable experimental results,
this approach has the shortcoming of neglecting the Quality of Service of com-
positions and optimising candidates according to workflow topology measures
such as the length of the longest path in the composition and the number of
atomic services included.

Finally, some approaches both create the composition workflow and optimise
the quality of the overall composition [20,26]. These works accomplish this by
relying on variable-size solution representations (trees or directed acyclic graphs)
and by measuring the quality of candidate compositions through the fitness func-
tion. In [26], the fitness function is responsible for penalising solutions that are
not functionally correct, i.e. solutions that contain services whose inputs have not
been entirely fulfilled; in [20], candidate initialisation and genetic operators are
restricted to only produce functionally correct solutions. While these approaches
do consider both workflow creation and quality improvement simultaneously,
they perform operations to the solution workflows directly, which requires quite
complex constraint checks.
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3 PSO with Indirect Representation

The core idea explored in this work is to optimise solutions indirectly, using
a representation that is then decoded into the final composition. Given that
the verification of correctness constraints is very time-consuming, the indirect
representations, which are usually simpler than the direct one, are expected
to simplify or even remove the computationally expensive tasks of constraint
checking and solution repairing, and thus improve the search efficiency. However,
the implication of using this approach is that its efficiency and the quality of the
solutions produced is affected by two factors: the specific representation used
during the optimisation process, and the decoding process used for translating
the particular representation into an actual service composition. In the context
of an evolutionary computing approach, the use of an indirect representation
requires candidates to be decoded before the usual fitness evaluation step.

The representation investigated in this work uses a linear format that is
meant to represent a sequence of services, i.e. a service queue. The composition
solution is then decoded from this queue by using an algorithm that adds services
one by one to the solution according to the queue’s ordering. PSO is the technique
chosen for the indirect optimisation, since the linear structure of its particles
naturally lends itself to representing a service queue. This approach follows the
usual PSO steps [6], though with some particularities shown in Algorithm 1.
Firstly, the size of particles is determined based on the number of candidate
services being considered for the composition, with each candidate service being
mapped to an index of the particle’s position vector (each position holds a weight
between 0.0 and 1.0, inclusive). Secondly, solutions must be built using a graph-
building algorithm before their fitness can be calculated; a queue of services
is generated from the particle’s position vector and used as the input for the
algorithm, which decodes a corresponding solution graph from it. Finally, the
particle’s fitness can be calculated from this corresponding solution graph. Two
PSO variations are presented in this work, and they are discussed separately in
the subsections below.

3.1 A Simple Forward Decoding PSO

The first PSO method proposed investigates a forward-decoding strategy for
a particle vector of weight values, used for sorting all available services in a
queue. In this method, a simple service queue is constructed using the particle’s
position vector before it can be translated into a composition graph. This is
done by checking the service-to-index mapping for the particles’ position vector.
Each service is placed on the queue with an associated weight, which is retrieved
by accessing the position vector with the index mapped to that service. This
queue is then sorted according to these weights, placing the services with the
highest weight at the head of the queue, and those with the lowest weight at the
tail. Note that if two or more services have the same weight, then the ordering
between them may vary.
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Algorithm 1. Steps of the PSO-based Web service composition tech-
nique.
1: Randomly initialise each particle in the swarm;
2: while max. iterations not met do
3: forall the particles in the swarm do
4: Create queue of services using the particle’s position vector;
5: Build the corresponding composition graph using the queue;
6: Calculate the fitness of the resulting graph;
7: if fitness value better than pBest then
8: Assign current fitness as new pBest;
9: else

10: Keep previous pBest;

11: Assign best particle’s pBest value to gBest, if better than gBest;
12: Calculate the velocity of each particle according to the equation:
13: vid = vid + c1 ∗ rand() ∗ (pid − xid) + c2 ∗ rand() ∗ (pgd − xid);
14: Update the position of each particle according to the equation:
15: xid = xid + vid;

Graph-Building Algorithm. By determining the service queue represented
in a particle, it is then possible to build a composition graph from that service
ordering, based on the Graphplan technique discussed in [2]. The graph is built
in a forward way – from the start node towards the end node – to prevent
the formation of cycles, which may lead to the addition of nodes that do not
contribute to reaching the end (i.e. dangling nodes). To address this, after the
graph has been constructed, it is submitted to a function that removes these
redundant nodes.

Algorithm 2. Generating a composition graph from a queue
Input : I, O, queue
Output: composition graph G

1: Create start node with outputs I and end node with inputs O;
2: Create graph G containing the start node;
3: Create set of available outputs containing start outputs;
4: while available outputs do not satisfy end inputs do
5: Get next candidate from queue;
6: if candidate inputs are satisfied by available outputs then
7: Connect node to graph;
8: Remove it from queue and go back to the queue’s beginning;

9: Connect end node;
10: Remove dangling nodes from graph G;
11: return G;
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As shown in Algorithm 2, the values initially required are the composition
task inputs (I), task outputs (O), and a queue of services as its input; this leads
to the creation of a composition graph G. Firstly, the start node is added to
the graph G, its outputs are added to a set that records all available outputs
from the nodes currently in the graph. Then, the following steps are repeated
until the available outputs can be used to fulfil all of the inputs of end: the next
node of the queue is retrieved as a candidate; if all of its inputs can be fulfilled,
the candidate is connected to the graph, its outputs are added to the set of
available outputs, and it is removed from the queue; otherwise, the candidate
in the next queue position is considered. Finally, end is connected to the graph,
any dangling nodes are removed, and G is returned. This process is illustrated
in Fig. 4a, where node b is dangling. Note that different sequences may lead
to completely different solution topologies, thus preventing this approach from
being overly restrictive.
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Fig. 4. Approaches for decoding a particle solution.

Fitness Calculation. The fitness for a candidate graph is calculated using a
function that evaluates its overall QoS values, considering the four attributes dis-
cussed in Subsect. 2.2. Note that when using a forward graph-building method,
the fitness function can only be calculated once the entire graph has been decoded
(as dangling nodes must not be included QoS calculations). The QoS attributes
are combined using a commonly used weighted sum [23], according to the func-
tion fitnessi = w1Ai + w2Ri + w3(1 − Ti) + w4(1 − Ci), where

∑4
i=1 wi = 1.

A, C, and R are calculated using each atomic service in the graph according
to the formulae shown in Figs. 2 and 3; T , on the other hand, is determined by
adding the individual times of the services that form the longest path in the
graph, from start to end. The time is calculated based on the longest graph path
because this allows us to handle both parallel and sequence constructs at the
same time. The output of the fitness function is within the range [0, 1], with
1 representing the best possible fitness and 0 representing the worst. To ensure
that the final result of the sum is within this range, the values of A, C, R and T
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must all be normalised between 0 and 1 (for time and cost, the maximum value
used in the normalisation is the highest individual service value in the repository
multiplied by the total number of services in the repository) [23]. The weights
in the function are specified by the user.

3.2 Layered Backward Decoding PSO

A variation to the PSO-based method proposed in the previous section, which
considers the use of service layers, was also developed with the objective of
further improving the efficiency of the indirect technique. This variation was
implemented because the use of layers allows solutions to be decoded using a
backwards algorithm, which is more computationally effective. A layer in this
context refers to a group of discovered services whose inputs that can be com-
pletely fulfilled by a set of outputs (either given or from previous layers). The
same steps used in the non-layered method are also employed here, with three
fundamental differences: firstly, before initialising the population candidate ser-
vices are mapped to an index in the particle’s position vector according to the
position information from the layers; secondly, the decoding and evaluation of
the solution represented by a particle are performed in a single step by using
a new algorithm that does not require the creation of a graph; finally, a graph
representing the global best solution is created after the optimisation process
has finished running. Each of these steps is explained below.

Layer Identification and Particle Mapping. The unique feature of the
PSO method proposed here is that it identifies the composition layer to which
a service belongs. Before the optimisation process begins, the service repository
is run through a discovery process [23] that identifies the services that could
be possibly used in the composition. As shown in Algorithm 3, this filtering
process requires the set of inputs (I) and the set of outputs (O) from the overall
composition task, in addition to the service repository (R); given these inputs,
it produces a list of candidate service layers that are relevant to the composition
(L). The algorithm keeps track of all available outputs so far, and uses them
to discover additional layers: if a previously undiscovered service has all of its
inputs satisfied by the set of available outputs, then it is added to the current
layer and its outputs are added to the set of available outputs. The discovery
continues until no additional layers are found, and the final step verifies whether
the desired composite output O can in fact be achieved using the services in
the repository. Once the composition layers are identified, the particle mapping
takes place. As shown in in Fig. 5, each service layer is mapped to contiguous
particle indices, effectively segmenting particles according to the layers. This
segmentation facilitates the solution decoding process to be discussed in the
following subsection, as the connectivity information can be reused during the
optimisation process.
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Algorithm 3. Discovering relevant service composition layers [23].
Input : I, O, R
Output: service layers L

1: Initialise output set with I;
2: Discover services satisfied by output set;
3: while at least one service discovered do
4: Add services as the next layer in L;
5: Add the outputs of these services to the output set;
6: Discover additional services satisfied by the updated output set;

7: if Output set satisfies O then
8: return L;
9: else

10: Report no solution;

Fig. 5. Mapping of services to particles according to layers.

Solution Decoding and Fitness Calculation. The solution decoding step
employed in the layered PSO method is fundamentally different from that of the
simple PSO method. Since particles are segmented by layers, it becomes possible
to build graph solutions backwards (i.e. from the graph’s end node towards the
graph’s start node) without leading to cycles being formed, provided that only
services from previous layers are used to fulfil the input of a service in the current
layer. Another difference is that the solution decoding process shown here does
not produce a graph structure at the end of its execution, and instead calculates
the fitness of the solution at the same time that the solution is identified. As
discussed earlier, before the decoding process can begin it is necessary to order
candidate services according to the weights contained in the particle. Instead of
generating a single queue, however, we generate one individual queue for each of
the layers mapped to that particle, creating a series of sorted layers (L). These
sorted layers are then provided in conjunction with the solution’s end node as
the input to Algorithm 4, which calculates the corresponding fitness (f) to the
particle’s solution.

The algorithm works by keeping track of all service inputs that need to be
satisfied, initialising it to contain all the inputs required by the end node. Then,
the algorithm is executed from the last layer towards the first layer, each time
performing the same series of steps. Firstly, all the inputs in set to satisfy that
correspond to services in the current layer are identified. Then, all previous
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sorted layers are merged into a single service queue that is then used to fulfil
the current inputs. As each service is selected from the queue to satisfy a given
input, its QoS values are added to the QoS totals and all of its inputs are placed
in the next-to-satisfy set. The time aspect of QoS is calculated by keeping track
of the longest total time required by the services in previously processed layers,
and by updating this total time with each new service addition. After all layers
are satisfied, the fitness is calculated using the same fitness calculation as the
previous PSO and the algorithm returns the result. A simplified depiction of the
order in which this process is carried out is shown in Fig. 4b.

Algorithm 4. Algorithm for decoding solutions and calculating their
fitness.

Input : end, sorted layers L
Output: fitness f

1: Initialise variables to keep track of QoS:
cost = 0, availability = 1, reliability = 1;

2: Set all inputs of end as the next to satisfy, associating each input with time 0
and layer |L| + 1;

3: for all sorted layers in L, from end to first do
4: Identify the inputs from next-to-satisfy set that correspond to services in

this layer;
5: while not all of these inputs have been satisfied do
6: Find the next service from the previous layers with the highest

weight;
7: if service outputs satisfy at least one input then
8: Update running QoS values with service QoS (add to running

cost, multiply with running availability and reliability);
9: Add the inputs of service to the set of next inputs to satisfy, each

associated with (service time + highest time from satisfied
inputs) and current layer position;

10: Find the total composition time as the highest from the remaining set of
next inputs to satisfy;

11: Calculate fitness f using total QoS values;
12: return f ;

Construction of Final Graph. As the decoding algorithm described in the
previous subsection does not create a directed acyclic graph out of every candi-
date solution, at the end of the run it is necessary to build a solution graph out
of the overall fittest particle by using Algorithm 5. This algorithm has a very
similar structure to the decoding one, but instead of calculating QoS values it
connects services from earlier layers whose outputs fulfil the inputs of services in
later layers. As before, the algorithm goes through all composition layers, though
in this case the final step is to connect the start node to any service with inputs
that are still unfulfilled. Finally, the composition graph G is returned.
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Algorithm 5. Algorithm for building final graph solution.
Input : start, end, sorted layers L
Output: final graph G

1: Create graph G containing the end node;
2: Set all inputs of end as the next to satisfy, associating each input with the

end node and layer |L| + 1;
3: forall the sorted layers in L, from end to first do
4: Identify the inputs from next-to-satisfy set that correspond to services in

thWeb servicesis layer;
5: while not all of these inputs have been satisfied do
6: Find the next service from the previous layer with the highest weight;
7: if the outputs of this service satisfy at least one of the inputs for this

layer then
8: Add service node to graph;
9: Add edges connecting this service node to the nodes whose

inputs it satisfies;
10: Add the inputs of the service node to the set of next inputs to

satisfy, each associated with the service node and current layer
position;

11: Add start node to graph;
12: Add edges connecting start node the associated nodes of all remaining

inputs in the next-to-satisfy set;
13: return G;

4 Experiment Design

Experiments were conducted to evaluate the performance of the PSO-based indi-
rect composition methods in comparison to a graph-based direct composition
approach [20], with the hypothesis that the indirect representation will pro-
duce solutions with equivalent quality but requiring shorter execution times.
The graph-based approach was chosen for the comparison because of its flexi-
bility, as it can also simultaneously optimise the quality of solutions and ensure
their correctness. All experiments were conducted on a personal computer with
8 GB RAM and an Intel Core i7-4770 CPU (3.4 GHz). The graph-based and
PSO methods were compared using the datasets and tasks from WSC-2008 [1]
and WSC-2009 [10], which contain service descriptions and their associated QoS
attributes. 30 independent runs were carried out for each approach using each
dataset. The parameters were chosen based on common settings from the lit-
erature [6,11]. For both PSO methods, 100 iterations were run for a swarm of
30 particles, having both c1 and c2 as 1.49618, w as 0.7298 and all weights in
the fitness function were 0.25. For the graph-based approach, a population of
size 500 was evolved for 51 generations, with crossover probability of 0.8, both
mutation and reproduction with a probability of 0.1, tournament selection with
a tournament of size 2, and all fitness function weights as 0.25.
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5 Results

Results are presented and discussed in the following subsections, where the solu-
tion fitness and execution time means are shown accompanied by the standard
deviation. A Wilcoxon signed-rank test at 95 % confidence level was conducted
to ascertain whether the differences between the two PSO methods and the
graph-based approach are statistically significant, and the symbols ↑ and ↓ are
used to indicate values significantly larger than the graph-based approach and
significantly smaller than the graph-based approach, respectively.

5.1 Solution Fitness

The fitness results presented in Table 1 generally show that the solution fitness
produced by the PSO-based methods is equivalent to that of the graph-based
approach. However, it must also be noted that the fitness of PSO solutions is
significantly higher for a number of datasets (08-3, 08-6, 08-7, 09-4), whereas
this is not the case for the graph-based approach. Thus, these results indicate
that the PSO-based methods are preferable when the focus of the composition
process is on the quality of the resulting solutions. This difference in quality
was investigated by manually comparing the solutions produced by the graph-
based approach to those produced by layered PSO for dataset WSC-08-6, where
the difference is the most pronounced. For most runs with this dataset, the
layered PSO produced many solutions with fitness 0.4980, whereas the graph-
based approach did not produce any solutions with fitness higher than 0.4976.
When comparing the topology of the solutions, an interesting observation was
made: some of the layered PSO solutions included more services (42) and edges
(107) than the graph-based solutions (40 services, 113 edges), but still had bet-
ter overall quality. A hypothesis for this outcome is that the operators used by
the graph-based approach discourage extensive exploitation of specific solution
topologies, since its operators are fundamentally based on topological changes;
the indirect approach, on the other hand, updates solutions by changing parti-
cle weights that may or may not influence the decoded solution topology. This
flexibility potentially allows larger structures to be exploited by the layered PSO
for longer, until an area with promising quality is found.

5.2 Execution Time

With regard to the execution time of the two techniques, shown in Table 2,
an interesting pattern is observed: while the time required by the simple PSO-
based method is consistently higher than that of the graph-based approach, the
time required by the layered PSO-based method is consistently lower. This is
the case for two reasons: firstly, the layered PSO decodes solutions backwards
(from end to start), meaning it does not explore paths that do not ultimately
connect the beginning and the end of a composition; secondly, during the decod-
ing process the layered PSO goes through the services in the particle roughly
|layers| × |services| in the worst case, whereas the worst case for the simple
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Table 1. Mean solution fitness results for the two PSO-based methods and the graph-
based composition approach.

Dataset (# servs.) Simple PSO Layered PSO Graph-based

WSC-08-1 (158) 0.4928 ± 0.00118 0.4928 ± 0.00119 0.4916 ± 0.0000517

WSC-08-2 (558) 0.5949 ± 0.0130 0.5936 ± 0.0140 0.5993 ± 0.00

WSC-08-3 (608) 0.4894 ± 0.000289 ↑ 0.4902 ± 0.000201 ↑ 0.4879 ± 0.000145

WSC-08-4 (1041) 0.5120 ± 0.00256 0.5141 ± 0.000720 0.5088 ± 0.00124

WSC-08-5 (1090) 0.4971 ± 0.000139 0.4971 ± 0.0000993 ↑ 0.4969 ± 0.0000414

WSC-08-6 (2198) 0.4979 ± 0.000124 ↑ 0.4980 ± 0.000124 ↑ 0.4976 ± 0.0000229

WSC-08-7 (4113) 0.4993 ± 0.0000381 ↑ 0.4993 ± 0.0000403 ↑ 0.4991 ± 0.0000191

WSC-08-8 (8119) 0.4994 ± 0.00000919 0.4994 ± 0.0000303 0.4994 ± 0.00000219

WSC-09-1 (572) 0.5630 ± 0.0125 0.5727 ± 0.0173 0.5664 ± 0.00991

WSC-09-2 (4129) 0.4993 ± 0.0000255 0.4993 ± 0.0000526 0.4993 ± 0.00000804

WSC-09-3 (8138) 0.5064 ± 0.00219 0.5058 ± 0.00293 0.5060 ± 0.00121

WSC-09-4 (8301) 0.4993 ± 0.0000473 ↑ 0.4994 ± 0.0000508 ↑ 0.4992 ± 0.0000103

WSC-09-5 (15211) 0.4996 ± 0.0000105 0.4996 ± 0.0000130 0.4996 ± 0.00000531

PSO is |services|!. These two key differences cause the layered method to check
for significantly less potential service connections, which accounts for the time
difference. A simple test was carried out to confirm this supposition, running
the simple and layered PSO methods once each with WSC2008-8 (using the
same settings as before) and counting how many times each of those methods
checked for potential service connections during the particle decoding process.
The simple PSO count was 362,045,030 after finishing the run, while the lay-
ered PSO count was 2,126,349. From the results in Table 2, we see that the
layered-to-simple execution time ratio for WSC2008-8 is roughly 1:70, while the
layered-to-simple count ratio is roughly 1:170. The fact that these two execution
aspects have similarly high ratios lends credence to the conjecture that the time
difference is correlated with the number of times the decoding algorithms check
for potential connections during a run.

5.3 Discussion

The results displayed in this section show that the indirect approach performs
well with a PSO implementation, though it was designed to work in a gen-
eral sense. Thus, we theorise that other solution representations, decoding algo-
rithms, and optimisation techniques in an indirect context could also yield supe-
rior results to those produced by direct approaches. Fundamentally, the indi-
rect approach facilitates the checking of correctness constraints in a solution
by restricting it to the decoding step, as opposed to incorporating it into the
search process. This separation reduces the risk of overly constraining the search
process, since invalid solutions can be easily prevented when using a robust
decoding algorithm. The potential disadvantage of the indirect approach is that
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Table 2. Mean execution time in seconds for the two PSO-based methods and the
graph-based composition approach.

Dataset (# servs.) Simple PSO Layered PSO Graph-based

WSC-08-1 (158) 2.1 ± 0.5 0.3 ± 0.1 3.2 ± 0.4

WSC-08-2 (558) 4.1 ± 2.1 ↑ 0.4 ± 0.1 ↓ 2.6 ± 0.4

WSC-08-3 (608) 24.7 ± 5.9 ↑ 0.9 ± 0.1 ↓ 14.3 ± 1.1

WSC-08-4 (1041) 16.4 ± 6.5 ↑ 0.5 ± 0.1 6.1 ± 0.6

WSC-08-5 (1090) 29.1 ± 8.2 ↑ 0.9 ± 0.1 ↓ 10.1 ± 1.3

WSC-08-6 (2198) 195.6 ± 45.7 ↑ 3.8 ± 0.2 ↓ 21.9 ± 1.5

WSC-08-7 (4113) 202.4 ± 61.0 ↑ 3.2 ± 0.4 ↓ 52.6 ± 3.7

WSC-08-8 (8119) 539.0 ± 145.0 ↑ 7.4 ± 0.6 ↓ 75.2 ± 13.8

WSC-09-1 (572) 3.8 ± 1.3 0.4 ± 0.1 ↓ 3.2 ± 0.5

WSC-09-2 (4129) 168.6 ± 38.8 ↑ 3.2 ± 0.3 ↓ 18.1 ± 1.6

WSC-09-3 (8138) 260.0 ± 99.3 5.0 ± 1.1 ↓ 23.3 ± 0.6

WSC-09-4 (8301) 1378.4 ± 577.5 ↑ 21.0 ± 3.3 ↓ 65.1 ± 2.9

WSC-09-5 (15211) 2124.0 ± 580.0 ↑ 11.9 ± 2.1 ↓ 151.1 ± 17.8

the chosen solution representation may lead to a very large search space, there-
fore care is needed when making this design decision.

6 Conclusions

This work introduced two PSO-based QoS-aware Web service composition meth-
ods that rely on an indirect solution representation, as opposed to the direct
representations used by current works in the area. The key idea of these meth-
ods is to optimise a queue of candidate atomic services, identifying the sequence
that leads to the construction of a composition with the highest possible quality.
In order to evaluate the quality of a candidate, the queue is fed into algorithms
that decode the underlying solution and calculate its fitness. These PSO-based
methods were compared to a graph-based approach with direct solution repre-
sentation, with results showing that the quality of the solutions produced by PSO
generally matches or surpasses those produced by the graph-based approach but
with shorter execution times. Additionally, the indirect representation success-
fully handles the complexities faced when simultaneously optimising the quality
and ensuring the correctness of service compositions. Future works in this area
should investigate ways of further improving and simplifying the decoding algo-
rithms and solution representations, as well as considering alternative methods
such as genetic algorithms and multi-objective optimisation.
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Abstract. Web service location allocation problem is an important
problem in the modern IT industry. In this paper, the two major objec-
tives, i.e. deployment cost and network latency, are considered simul-
taneously. In order to solve this new multi-objective problem effec-
tively, we adopted the framework of binary Particle Swarm Optimization
(PSO) due to its efficacy that has been demonstrated in many optimiza-
tion problems. Specifically, we developed two PSO variants, one with
weighted-sum fitness function (WSPSO) and the other with dominance-
based fitness function. Concretely, it uses the fast Non-dominate Sorting
scheme, and thus is called NSPSO. The experimental results showed
that both PSO variants performed better than NSGA-II, which is the
one of the most commonly used multi-objective genetic algorithms. Fur-
thermore, we have found that NSPSO achieved a more diverse set of
solutions than WSPSO, and thus covers the Pareto front better. This
demonstrates the efficacy of using the dominance-based fitness function
in solving multi-objective Web service location allocation problem.

Keywords: Web service location allocation · Particle swarm optimiza-
tion · Combinatorial optimization

1 Introduction

The Web Service Location Allocation Problem (WSLAP) is a significant prob-
lem that is important for many modern IT enterprises. Given a set of Web
services and candidate locations, WSLAP is to assign each Web service to at
least one location (one or more copies) to optimize certain objective such as
the total deployment cost and response time. To accommodate business agility,
it is usually preferred to use existing applications instead of developing them
from scratch. To this end, a contemporary approach is to package the software
resources as Web services (e.g. in the service oriented architecture [6,18]), which
are well-defined, self-contained modules that provide sltandard business func-
tionality and are independent of the state or context of other services [20]. It has
been demonstrated that the Web service technology has the advantages of conve-
nience, low cost and capacity to be composed into high-level business processes
c© Springer International Publishing Switzerland 2016
F. Chicano et al. (Eds.): EvoCOP 2016, LNCS 9595, pp. 219–234, 2016.
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[1]. This provides possibility of combining coarse-grained Web servies to build
complex applications using standards such as WS-BPEL [17].

In practice, the Web services are generally located in some physical places
(e.g. servers) by Web server providers, and can be called by users from various
locations. In this situation, how to select proper locations for the Web services
becomes an important problem. Therefore, one needs to assign the given Web
services to proper locations. In WSLAP, in addition to the functionality require-
ment (e.g. the system can response to any type of requests), there are a number of
Quality of Service (QoS) objectives for the Web service providers to consider to
become competitive in the market. QoS, also known as non-functional require-
ments to Web services, is the degree to which a Web service meets specified
requirements or user needs [25]. The common QoS measures include deployment
cost, response time, security and availability. Web service location allocation
has significant impact on two QoS measures, i.e. deployment cost and response
time. Therefore, in this paper, we study Web service location allocation with
two objectives, minimizing the deployment cost and network latency.

It is obvious that the two objectives are conflicting with each other. For
example, to reduce the deployment cost, one needs to reduce the number of
Web services deployed. This will increase the network latency due to the lack of
services nearby. The deployment cost and network latency have been considered
separately in literature [9,12]. However, to the best of our knowledge, there is
no study trying to minimize the cost and response time simultaneously.

In our study, we aim to solve the Multi-Objective WSLAP (MO-WSLAP)
that minimizes the cost and response time simultaneously. Instead of providing
a single solution, we expect to provide a set of trade-off solutions, which are
so-called Pareto optimal solutions. Evolutionary algorithms are chosen to solve
the problem since they maintain a population of individuals during the search,
and thus are able to provide a set of solutions in a single run. To be more spe-
cific, the framework of binary Particle Swarm Optimization (PSO) was adopted
here because it has been successfully applied to many real-world optimization
problems.

In summary, our goals in the paper are given as follows.

1. The total deployment cost and network latency simultaneously are considered,
which leads to a Multi-Objective WSLAP (MO-WSLAP);

2. Two binary PSO approaches are designed for solving the MO-WSLAP, con-
sidering different multi-objective fitness assignment schemes;

3. The efficacy of using binary PSO to solve the MO-WSLAP are verified
by comparing with a well known multi-objective optimization algorithm
(NSGA-II).

The rest of the paper is organized as follows: Sect. 2 introduces the back-
ground, including the problem description and related work. Then, the PSO
algorithms proposed for solving MO-WSLAP is described in Sect. 3. The experi-
mental studies are conducted in Sect. 4. Finally, the conclusions and future work
are given in Sect. 5.
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2 Background

2.1 Problem Description

In WSLAP, a set of user centres U = {U1, . . . , Um} and a set of candidate
locations A = {A1, . . . , An} are given. A user centre indicates a centre city of a
user-concentrated area. A candidate location is the geographic location that is
suitable to deploy the Web services, e.g. the locations of the existing Web server
hosting providers. There is a pool of Web services W = {W1, . . . , Ws}. Each
Web service Wi ∈ W must be deployed to at least one location. Note that a Web
service can have multiple copies that are located in different locations. For each
Web service Wi ∈ W and each candidate location Aj ∈ A, there is a deployment
cost Cij induced by deploying service Wi at location Aj . For each user centre
Uk ∈ U and each candidate location Aj ∈ A, there is a latency Ljk, which
affects the response time from the location Aj to the user centre Uk. It mainly
depends on the distance between the two geographical locations. For each Web
service Wi ∈ W and each user centre Uk ∈ U , there is an invocation frequency
Fik, indicating the frequency of the service Wi invoked by the users from Uk.
Given all the above information, the problem is to design a plan to deploy the
services, so that each service is deployed in one or more locations, and the total
deployment cost f1 and network latency f2 of the system is minimized. The
deployment cost and network latency can be calculated as follows:

f1 =
s∑

i=1

n∑

j=1

Cijxij , (1)

f2 =
s∑

i=1

m∑

k=1

Fikrik, (2)

where xij takes 1 if service Wi is assigned in location Aj , and 0 otherwise.
rik stands for the response time of service Wi to the user centre Uk, which is
calculated as

rik = min{Ljk | j ∈ {1, . . . , n} and xij = 1}. (3)

Then, the problem can be stated as follows:

min f1 =
s∑

i=1

n∑

j=1

Cijxij , (4)

min f2 =
s∑

i=1

m∑

k=1

Fikrik, (5)

s.t. :
n∑

j=1

xij ≥ 1, ∀ i ∈ {1, . . . , s}, (6)

xij ∈ {0, 1}, ∀ i ∈ {1, . . . , s}, ∀ j ∈ {1, . . . , n}. (7)
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Eqs. (4) and (5) are the two objectives to be minimized. Eq. (6) indicates that
each service must be deployed in at least one location. Eq. (7) gives the domain
of the decision variables xij .

2.2 Related Work

Most of the previous work treated WSLAP as a single objective problem. In
[1,22], integer linear programming techniques were used to solve the problem. In
particular, the work in [22] solved the problem by employing greedy and linear
relaxation.

Researches on network virtualization [2,8] employed greedy algorithms to
allocate virtual machines (VMs) in the data center so that the requirements of
network bandwidth are met. [14] presented a multi-layer and integrated fashion
through a convex integer programming formulation.

The major drawback of greedy algorithm is that it is easy to be stuck at local
optima. On the other hand, it is well known that integer linear programming
has a high complexity and thus does not scale well. It can only be used in small
or medium sized problem instances. In this case, heuristics and meta-heuristics
such as genetic algorithms are promising to achieve better solutions within a
short time.

Huang [9] proposed an enhanced Genetic Algorithm (GA)-based approach
for the problem. However, only network latency was considered in the paper.
Kessaci [12] proposed a new multi-objective genetic algorithm called MOGA-CB
for minimizing the cost of VMs instance and response time. A framework called
Green Monster was proposed in [19] to dynamically move Web services across
Internet data centres for reducing their carbon footprint while maintaining their
performance. Green monster applied a modified version of NSGA-II [7] with an
additional local search process.

In summary, although there have been a number of works trying to solve
WSLAP in different ways, no work exists to consider minimizing the deployment
cost and network latency simultaneously. Therefore, in this paper, we formulate
the multi-objective model and attempt to solve it with PSO.

3 Particle Swarm Optimization for Multi-Objective Web
Service Location Allocation

PSO was proposed by Kennedy and Eberhart in 1995 [10]. It is a simple yet
powerful optimization algorithm that mimics the flock behavior to search in the
solution space. It has been successfully applied to various optimzation problems.
Thus, we adopt the PSO framework to solve the MO-WSLAP in this paper. The
generic PSO framework is given in Algorithm 1.

In line 4, the personal best location of each particle is the location with
the best objective value that the particle found so far. In line 5, the global best
location is the best location among the personal best locations of all the particles.
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Algorithm 1: The generic framework of PSO
Randomly generate an initial swarm and the velocities;1

repeat2

foreach particle i in the swarm do3

Update the personal best location pi;4

Update the global best location g ;5

end6

foreach particle i in the swarm do7

Update particle velocity v i;8

Update and evaluate particle location x i;9

end10

until termination criterion is met ;11

return the global best g;12

In line 8, the standard way of updating each dimension vid of the velocity v i is
as follows:

vid ← w · vid + c1 · r1i · (pid − xid) + c2 · r2i · (gd − xid), (8)

where w is the inertia weight, c1 and c2 are the acceleration factors, and r1i
and r2i are random variables sampled from uniform distribution between 0 and
1. vid, xid, pid and gd stand for the value in dimension d of v i, x i, pi and g
respectively. In MO-WSLAP, the decision variables xij are binary variables, i.e.
they can only take 0 or 1. In this case, we employ the Binary PSO (BPSO) [11].
In line 9, the location is updated as follows:

xid =

{
1, if rand() < 1

1+e−vid
,

0, otherwise.
(9)

where rand() is a value sampled from the uniform distribution between 0 and 1.
When solving MO-WSLAP, problem-specific solution representation, fitness

evaluation and constraint handling must be designed. They will be described
one by one in this section.

3.1 Solution Representation

In MO-WSLAP, the decision variables are xij , where i = 1, . . . , s, and j =
1, . . . , n. That is, the decision variables form a s × n matrix. Note that PSO
was designed for vector-based solutions. Therefore, we simply adopt the flat-
ten matrix representation that transforms the matrix X s×n into a (s × n)–
dimensional vector y . The element xij in X corresponds to the (n · (i−1)+ j)th

element in y . For example, given a 3 × 3 matrix as follows:

X =

⎡

⎣
0 1 0
0 0 1
1 0 0

⎤

⎦ ,
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the flatten matrix (vector) is y = (0, 1, 0, 0, 0, 1, 1, 0, 0). A (s × n)–dimensional
velocity vector v is defined accordingly, each for an element y ∈ y . The vector
y is used in the update phase. Then, during the fitness evaluation, y is first
decoded into the original matrix X .

3.2 Fitness Evaluation

After decoding y into the corresponding matrix X , the total deployment cost
and network latency can be directly calculated by Eqs. (1) and (2). In MO-
WSLAP, since the two objectives are considered simultaneously, it is important
to normalize them so that they have the same scale. To this end, the lower
and upper bounds of both the total deployment cost and network latency are
calculated. Specifically, for the total deployment cost, the lower bound f1,min is
obtained by deploying each Web service once in the location that leads to the
minimal deployment cost, while the upper bound f1,max is obtained by employing
each Web service in all the locations. For the network latency, the lower bound
f2,min is achieved by deploying all the Web services in all the locations, and
the upper bound f2,max is obtained by an exhaustive search in which each Web
service is allocated in only one location. The search space to find f2,max is s×n.

Based on the bounds of f1 and f2, the linear normalization is conducted to
obtain the normalized objective values, which are denoted as f̂1 and f̂2.

There are various ways for fitness assignment in evolutionary multi-objective
optimization [3,5,7,13,15,16]. In this paper, two different fitness assignment
schemes are selected and compared. The first one is the weighted sum aggre-
gating function, which is the most straightforward way that combines multiple
objectives into a single one. The resultant PSO is called the Weighted Sum PSO
(WSPSO). In WSPSO, the fitness function is defined as follows:

fitness = λ · f̂1 + (1 − λ) · f̂2. (10)

That is, particle y1 is considered to be better than particle y2, if fitness(y1) <

fitness(y2). Note that the fitness value depends not only on f̂1 and f̂2, but also
the weight coefficient λ. In the experimental studies, λ is simply set to 0.5 as a
rule of thumb. That is, the two objectives are of the same importance. However,
in practice this value can be obtained from service providers.

The second strategy is the dominance-based fitness assignment scheme, and
the resultant PSO is called the Non-Dominated PSO (NSPSO) [15]. Given a
set of objective functions, solution x1 is said to dominate solution x2, if (1) x1

is no worse than x2 in all the objectives, and (2) x1 is better than x2 in at
least one objective. Based on the dominance relation, Deb et al. [7] designed a
fast non-dominated sorting procedure, which is efficient in sorting a population
of individuals from the best to the worst. The basic idea is to first divide the
individuals into different fronts. The first front consists of all the individuals
that are not dominated by any other individuals in the population. Then, each
subsequent front includes the individuals that are dominated by no other indi-
viduals than those in the previous fronts. Within the same front, a crowding
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distance measure is designed to measure the crowdedness around each individ-
ual. Then, the individual with a larger crowding distance is considered to be
in a less crowded region, and thus be better. Details of the fast non-dominated
sorting can be found in [7].

NSPSO adopts the fast non-dominated sorting in fitness assignment. The dif-
ferences between NSPSO and the standard PSO framework are mainly twofold.
First, in each generation, instead of replacing the original particle, the update of
each particle creates a new particle. After all the particles have been updated,
all the original particles and newly created particles are combined together and
sorted by the fast non-dominated sorting. Then, a new swarm is formed by select-
ing the first particles in the sorted set. Second, instead of choosing the location
with the best fitness value, the global best location is chosen to be the one in
the first front and with the least crowding distance value. If there are multiple
such locations, one is randomly selected.

3.3 Constraint Handling

In MO-WSLAP, each service must be allocated to at least one location. However,
during the search process, the constraint can be violated, and there might exist
some services that are not allocated to any location. That is, infeasible particle
may occur. There are a variety of strategies to handle the constraints [4]. Here,
we employ the simplest constraint handling approach, which is to ignore all
the infeasible particles. To this end, all the infeasible particles are assigned the
highest possible objective values (1 after normalization). Specifically,

f̂u(y) =

{
f̂u(y), if y is feasible,
1, otherwise.

, u = 1, 2. (11)

where f̂u(y) stands for the uth normalized objective value.

4 Experimental Studies

To verify the efficacy of the proposed WSPSO and NSPSO, we tested them on
the real-world network datasets, and compared with NSGA-II [7].

4.1 Datasets

The network dataset provided by WS-DREAM [23,24] is used in the experi-
ments. The dataset includes 339 user centres and 5825 candidate locations, along
with the latency matrix between the user centres and the candidate locations.
From Sect. 2.1, it is known that apart from the latency matrix, a MO-WSLAP
instance consists of the other two matrices, i.e. the deployment cost matrix
C = (Cij)s×n and invocation frequency matrix F = (Fik)s×m. The matrices
were generated as follows.
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Deployment Cost: The deployment cost can include the fixed deployment fees
(e.g. monthly rent) and variable fees (e.g. extra charges for exceeded storage and
other limits) [21]. For the sake of simplicity, here we only considered the fixed
deployment fees, which is independent of the location of the service. For each
service, the deployment cost was randomly generated from a normal distribution
with mean of 100 and standard deviation of 20.

Invocation Frequency: For each user centre and each service, the invocation
frequency was randomly generated from a uniform distribution between 1 and
120.

In the experiments, we randomly generated a number of services, and selected
different subsets of the latency matrix to form a set of different problem
instances. The features of the generated instances are given in Table 1.

Table 1. The features of the generated problem instances.

Instance #Services #Locations #Centres

Instance 1 20 5 10

Instance 2 20 10 10

Instance 3 50 15 20

Instance 4 50 15 40

Instance 5 50 25 20

Instance 6 50 25 40

Instance 7 100 15 20

Instance 8 100 15 40

Instance 9 100 25 20

Instance 10 100 25 40

Instance 11 200 25 40

Instance 12 200 25 80

Instance 13 200 40 40

Instance 14 200 40 80

4.2 Experiment Settings

In both WSPSO and NSPSO, the population size was set to 50, and the maximal
number of generations was set to 50. c1 and c2 were set equally to 2, and w was
set to 1. In addition, NSGA-II was taken into account for comparison. NSGA-
II uses the tournament selection to select parents, and single point crossover
and flip mutation operators to generate offsprings. In NSGA-II, the population
size and maximal number of generations was set the same as that of the PSO
approaches to make a fair comparison. The crossover and mutation rates were set
to 0.8 and 0.2 respectively. For each instance and each algorithm, 40 independent
runs were conducted.
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4.3 Performance Measures

The Hypervolume and Inverted Generational Distance (IGD) indicators were
chosen as the performance measures. The hypervolume is the area of the region
in the objective space dominated by the given set of solutions. A larger hyper-
volume value indicates a better solution set. The IGD value is defined as the
average distance from a Pareto-optimal solution to the closest solution in the
given solution set. A smaller IGD value indicates that the given solution set is
closer to the true Pareto front, and thus is better. The optimal IGD value is 0.
The performance measures were calculated based on the normalized objective
values. For the hypervolume, the nadir point was set to (1, 1). For the IGD,
since the true Pareto front is unknown, we selected the non-dominated solu-
tions among the final solutions obtained by all the runs of WSPSO, NSPSO and
NSGA-II as the approximation of the true Pareto front.

4.4 Results and Discussions

Performance of WSPSO: First, we analyse the performance of WSPSO, since
it can be seen as the basic PSO version for solving MO-SWLAP. Table 2 shows
the mean and standard deviation of the hypervolume of WSPSO on the tested
instances. From the table, one can see that as the problem size increases, the
performance of WSPSO decreased (the hypervolume value dropped).

Table 2. The mean and standard deviation of the hypervolume of WSPSO on the
tested instances.

Instance 1 Instance 2 Instance 2 Instance 4 Instance 5

0.89 ± 0.016 0.61 ± 0.01 0.69 ± 0.007 0.71 ± 0.008 0.67 ± 0.007

Instance 6 Instance 7 Instance 8 Instance 9 Instance 10

0.63 ± 0.005 0.63 ± 0.006 0.65 ± 0.008 0.62 ± 0.005 0.58 ± 0.005

Instance 11 Instance 12 Instance 13 Instance 14

0.55 ± 0.003 0.56 ± 0.003 0.56 ± 0.004 0.57 ± 0.003

Figure 1 shows the convergence curve of WSPSO on Instance 4. All the other
instances showed a similar pattern. From the figure, it is clear that WSPSO
converged well during the search process. More importantly, it seems that 50
generations is not sufficient for WSPSO to converge since the convergence curve
is still dropping at generation 50. Note that MO-WSLAP is essentially a multi-
objective optimization problem, and thus the weight sum fitness value is not
comprehensive. Therefore, it is necessary to observe the temporal behavior of
WSPSO in terms of both objectives rather than the aggregated fitness.
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Fig. 1. The convergence curve (average fitness of the global best over 40 independent
runs) of WSPSO on Instance 4.

Figure 2 shows the evolution trajectory of all the particles in the 2D objective
space at different stages of the search process on Instance 4. From the figure, one
can see that the particles in generation 50 do not dominate those in generation
10. Instead, they have a different trade-off between the total deployment cost
and network latency. More specifically, from generation 10 to generation 50, the
total deployment cost is reduced, while the network latency increases. It can be
seen that as early as in generation 10, the network latency already achieved the
best value (0.025 after normalization). In contrast, the total deployment cost
is much harder to improve (around 0.5 after normalization). Thus, much more
effort has been put in improving the total deployment cost with a slight sacrifice
in the network latency. Therefore, the downward convergence curve in Fig. 1 does
not indicate that the particles are improved in both objectives. Instead, the total
deployment cost is improved and the network latency is deteriorated, but to less
extent.

Finally, although WSPSO is a single-objective optimization algorithm, there
are a swarm of particles maintained in the last generation, from which one may
still obtain the non-dominated set. To observe the distribution of the particles in
the final swarm, we draw the scatter plot of the particles in the last generation
of one run in the objective space on Instance 4, as shown in Fig. 3. All the
other instances showed a similar pattern. It can be seen that there is still a non-
dominate set in the final swarm, and the best particle with the minimal fitness
value is the one with the minimal total deployment cost. This partly shows the
capability of WSPSO in obtaining a set of trade-off solutions for MO-WSLAP.
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Fig. 2. The objective values of the particles at generation 10, 20, 30, 40 and 50 of
WSPSO on Instance 4.

Fig. 3. The distribution of the final swarm in the objective space for Instance 4.

Performance of NSPSO: Then we evaluate the performance of NSPSO by com-
paring with WSPSO and NSGA-II. Tables 3 and 4 shows the mean and standard
deviation of the hypervolume and IGD values of WSPSO, NSGA-II and NSPSO
on the tested instances. The Wilxocon’s rank sum test was conducted between
each pair of the three compared algorithms with significance level of 0.05. For
each instance, if one algorithm is significantly better than the other two, then
the corresponding entry is marked in bold.

From the tables, one can see that in terms of hypervolume, WSPSO per-
formed significantly the best on the first 10 instances. NSPSO performed signif-
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Table 3. The mean and standard deviation of the hypervolume of WSPSO, NSGA-II
and NSPSO on the tested instances. If an algorithm significantly outperform the other
two algorithms with significance level of 0.05, then the corresponding entry is marked
in bold.

Instance WSPSO NSGA-II NSPSO

Instance 1 0.895 ± 0.0132 0.828 ± 0.0129 0.757 ± 0.0187

Instance 2 0.615 ± 0.0105 0.606 ± 0.0123 0.596 ± 0.0108

Instance 3 0.690 ± 0.0072 0.594 ± 0.0074 0.615 ± 0.0111

Instance 4 0.713 ± 0.0077 0.606 ± 0.0074 0.627 ± 0.0112

Instance 5 0.668 ± 0.0077 0.575 ± 0.0047 0.605 ± 0.0093

Instance 6 0.626± 0.0049 0.554 ± 0.0063 0.587 ± 0.0070

Instance 7 0.633 ± 0.0060 0.564 ± 0.0048 0.600 ± 0.0083

Instance 8 0.652 ± 0.0070 0.577 ± 0.0051 0.614 ± 0.0079

Instance 9 0.620 ± 0.0052 0.555 ± 0.0039 0.597 ± 0.0089

Instance 10 0.585 ± 0.0049 0.535 ± 0.0049 0.579 ± 0.0079

Instance 11 0.554 ± 0.0030 0.520 ± 0.0026 0.571 ± 0.0087

Instance 12 0.562 ± 0.0031 0.523 ± 0.0033 0.578 ± 0.0094

Instance 13 0.563 ± 0.0028 0.529 ± 0.0029 0.585 ± 0.0077

Instance 14 0.566 ± 0.0031 0.533 ± 0.0026 0.588 ± 0.0089

Table 4. The mean and standard deviation of the IGD of WSPSO, NSGA-II and
NSPSO on the tested instances. If an algorithm significantly outperform the other two
algorithms with significance level of 0.05, then the corresponding entry is marked in
bold.

Instance WSPSO NSGA-II NSPSO

Instance 1 0.194 ± 0.0176 0.066 ± 0.0114 0.092 ± 0.0110

Instance 2 0.146 ± 0.0131 0.049 ± 0.0047 0.057 ± 0.0035

Instance 3 0.146 ± 0.0089 0.036 ± 0.0029 0.023 ± 0.0028

Instance 4 0.133 ± 0.0089 0.038 ± 0.0028 0.026 ± 0.0026

Instance 5 0.110 ± 0.0060 0.037 ± 0.0030 0.017 ± 0.0022

Instance 6 0.123 ± 0.0068 0.036 ± 0.0040 0.014 ± 0.0014

Instance 7 0.128 ± 0.0091 0.037 ± 0.0036 0.011 ± 0.0015

Instance 8 0.114 ± 0.0068 0.041 ± 0.0036 0.013 ± 0.0018

Instance 9 0.100 ± 0.0045 0.039 ± 0.0025 0.007 ± 0.0016

Instance 10 0.104 ± 0.0046 0.041 ± 0.0037 0.008 ± 0.0013

Instance 11 0.077 ± 0.0038 0.036 ± 0.0018 0.005 ± 0.0007

Instance 12 0.074 ± 0.0033 0.035 ± 0.0021 0.004 ± 0.0005

Instance 13 0.076 ± 0.0027 0.044 ± 0.0024 0.004 ± 0.0005

Instance 14 0.069 ± 0.0023 0.039 ± 0.0022 0.004 ± 0.0005
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Fig. 4. The best results of WSPSO, NSGA-II and NSPSO.

Fig. 5. The best results of WSPSO, NSGA-II and NSPSO.

icantly better on the large scale instances (from 11 to 14). In terms of IGD, it is
clear that NSPSO obtained significantly better values than WSPSO and NSGA-
II on 12 out of the total 14 instances (except the first two smallest instances,
where NSGA-II performed better). Overall, NSPSO performed much better than
the other two compared algorithms in terms of IGD. To better understand the
inconsistency between the relative performance in terms of hypervolume and
IGD, we plot the best results (the non-dominated solutions among those obtained
in all the runs) of the compared algorithms in the objective space.

Figures 4, 5, and 6 show the results on Instances 4, 6, 8, 10, 12 and 14. From
the figures, one can see that in general, NSPSO covered a much wider region than
WSPSO and NSGA-II, especially when the problem size becomes larger. For the
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Fig. 6. The best results of WSPSO, NSGA-II and NSPSO.

small sized Instance 4, the advantage of NSPSO is not obvious, as it cannot
reach the region of WSPSO, which has a smaller deployment cost. Nevertheless,
NSPSO still obtained the smallest IGD value due to the better coverage. As
the problem size increases, the advantage of NSPSO becomes more and more
obvious. As shown in Fig. 5, on Instances 8 and 10, NSPSO nearly covered the
entire area obtained by NSGA-II and the area that is slightly worse than that of
WSPSO where the deployment cost is between 0.3 and 0.4. More importantly,
NSPSO reached the area where the network latency is lower than 0.02 and 0.045
respectively, which was never reached by WSPSO or NSGA-II. As a result, the
solutions obtained by NSPSO played a major role in the approximated Pareto
front. Since the IGD value highly depends on the approximated Pareto front, it
is not surprising that NSPSO obtained significantly better IGD value. The solu-
tions obtained by WSPSO and NSGA-II covered different areas in the objective
space, which are non-overlapping with each other. The results of NSGA-II had
a better spread, and thus contributed more in the approximated Pareto front.
Thus, NSGA-II obtained better IGD values than WSPSO. Fig. 6 shows a similar
pattern as Fig. 5. In this figure, the advantage of NSPSO is more obvious, as it
nearly covered the areas of both NSGA-II and WSPSO. Therefore, it achieved
both significantly better hypervolume and IGD values.

In summary, we have the following major observations.

– Both the proposed WSPSO and NSPSO performed well in solving MO-
WSLAP. WSPSO performed better in terms of hypervolume, and NSPSO
performed better in terms of IGD;

– Both the proposed WSPSO and NSPSO performed better than NSGA-II,
which is the most commonly used multi-objective optimization algorithms;

– In MO-WSLAP, the relative performances of the compared algorithms are
inconsistent in hypervolume and IGD. This is mainly due to the different
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optimization difficulties of the two objectives. Specifically, the total deploy-
ment cost is much harder to optimize than the network latency. As a result, the
final solutions still have different scales in the two objectives after normaliza-
tion. For example, as shown in Fig. 6b, for the final solutions, the deployment
cost ranges from 0.4 to 0.6 and the network latency ranges from 0.006 to
0.012 on Instance 14. This makes the hypervolume emphasize more on the
improvement in the deployment cost rather than the network latency.

5 Conclusions and Future Work

In this paper, the Multi-Objective Web Service Location Allocation Problem
(MO-WSLAP) is investigated. In MO-WSLAP, the total deployment cost and
network latency are to be minimized simultaneously. Two PSO variants are
proposed for solving MO-WSLAP. One uses the weighted sum fitness evaluation,
and the other uses the dominance-based fitness assignment. Both the proposed
PSO methods performed better than the compared NSGA-II. Moreover, NSPSO
performed better than WSPSO especially on larger instances. This demonstrates
the efficacy of using dominance-based fitness assignment in solving real-world
instances.

In the future, we plan to further improve the search scheme of PSO by
employing more domain knowledge of the problem (e.g. the different optimization
difficulties of the two objectives), and develop new PSO algorithms that can
overcome the weaknesses of both WSPSO and NSPSO. We expect that the new
PSO approach will be able to cover the areas of both WSPSO and NSPSO, and
may reach a wider area in the objective space.

References

1. Aboolian, R., Sun, Y., Koehler, G.J.: A location allocation problem for a web
services provider in a competitive market. Eur. J. Oper. Res. 194(1), 64–77 (2009)

2. Ballani, H., Costa, P., Karagiannis, T., Rowstron, A.: Towards predictable data-
center networks. In: ACM SIGCOMM (2011)

3. Coello, C., Pulido, G., Lechuga, M.: Handling multiple objectives with particle
swarm optimization. IEEE Trans. Evol. Comput. 8(3), 256–279 (2004)

4. Coello, C.A.C.: Theoretical and numerical constraint-handling techniques used
with evolutionary algorithms: a survey of the state of the art. Comput. Methods
Appl. Mech. Eng. 191(11), 1245–1287 (2002)

5. Coello, C.A.C.: Evolutionary multi-objective optimization: a historical view of the
field. IEEE Comput. Intell. Mag. 1(1), 28–36 (2006)

6. Dan, A., Johnson, R.D., Carrato, T.: Soa service reuse by design. In: Proceedings of
the 2nd International Workshop on Systems Development in SOA Environments,
pp. 25–28. SDSOA 2008, ACM (2008)

7. Deb, K., Pratap, A., Agarwal, S., Meyarivan, T.: A fast and elitist multiobjective
genetic algorithm: NSGA-II. IEEE Trans. Evol. Comput. 6(2), 182–197 (2002)

8. Guo, C., Lu, G., Wang, H., Yang, S., Kong, C., Sun, P., Wu, W., Zhang, Y.: Second-
net: a data center network virtualization architecture with bandwidth guarantees.
In: ACM CONEXT 2010. Association for Computing Machinery, Inc. (2010)



234 B. Tan et al.

9. Huang, H., Ma, H., Zhang, M.: An enhanced genetic algorithm for web service
location-allocation. In: Decker, H., Lhotská, L., Link, S., Spies, M., Wagner, R.R.
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Abstract. In this paper a new estimation of distribution algorithm Sim-
EDA is presented. This algorithm combines a multipopulation approach
with distribution modelling. The proposed approach is to tackle sev-
eral similar instances of the same optimization problem at once. Each
subpopulation is assigned to a different instance and a migration mech-
anism is used for transferring information between the subpopulations.
The migration process can be performed using one of the proposed strate-
gies: two based on similarity between problem instances and one which
migrates specimens between subpopulations with uniform probability.
Similarity of problem instances is expressed numerically and the value of
the similarity function is used for determining how likely a specimen is to
migrate between two populations. The Sim-EDA algorithm is a general
framework which can be used with various EDAs.

The presented algorithm has been tested on several instances of the
Max-Cut and TSP problems using three different migration strategies
and without migration. The results obtained in the experiments confirm,
that the performance of the algorithm is improved when information is
transferred between subpopulations assigned to similar instances of the
problem. The migration strategy which transfers specimens between the
most similar problem instances consistently produces better results than
the algorithm without migration.

Keywords: Estimation of distribution algorithms · Multipopulation
algorithms · Combinatorial optimization

1 Introduction

The algorithm presented in this paper combines a multipopulation approach
based on the island model [2,27] with an estimation of distribution mechanism
used in the PBIL algorithm [1] (additionally adapted in the case of the TSP).
The multipopulation approach can be useful when the problem requires find-
ing more than one good solution. Such a situation may occur in multimodal
problems in which, in many areas of the search space, solutions can exist which
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are equally good or almost equally good in terms of the objective function. In
such a case it might be preferred, from the decision-making point of view, to
maintain several good solutions corresponding to various areas of the search
space, rather than to select just one that outperforms the others by possibly
just a small value. Multimodal problems have been so far solved in the litera-
ture using methods such as species conservation [11], algorithms using the island
model [2] and methods based on small-world topologies [8]. It is also possible
to apply EDAs to multimodal problems, even though the authors of the paper
[17] note “the poor performance of most EDAs for globally multimodal prob-
lem optimization”. They propose to combine models able to encode conditional
dependencies (namely Bayesian Networks) with niching to improve the perfor-
mance of EDAs for this class of problems. However, contrary to this paper, they
use a clustering algorithm for grouping solutions instead of multiple populations
with migration. In the paper [5] EDAs are combined with the island model with
migration, however, problem instance similarity is not used for controlling the
migration. Instead, three different topologies are used (star, ring and broadcast)
to determine which subpopulations receive the migrating specimens.

Similarly as in the case of multimodal problems, in multiobjective optimiza-
tion it is usually not enough to obtain a single good solution. Because, typically, the
objectives in a multiobjective optimization problem are conflicting it is not pos-
sible to find one solution with the best values of all of them. Instead, a common
approach is to try to approximate an entire Pareto front of non-dominated solu-
tions and report the possible choices to the decision maker. The paper [23] presents
various ways of applying multipopulation algorithms to multiobjective optimiza-
tion problems. Discussed approaches include cooperating subpopulations and the
multi-start approach [9,12] in which independent instances of the optimization
algorithm are started from different points or with different parameters.

Multipopulation algorithms are also often used for dynamic optimization
problems. Because the environment changes, it is not desirable for the entire
population to converge close to a single optimum. Multipopulation approaches
allow some part of the population to improve the solution near the optimum
while some part is left to explore other areas of the search space. A self-adaptive
Differential Evolution algorithm named jDE [3], Shifting Balance GA (SBGA)
[4], Forking Genetic Algorithms (FGAs) [24], and the multinational GA (MGA)
[26] are among the methods that use the multipopulation approach for dynamic
problems. Multipopulation approach has also been used with EDAs in the case
of dynamic optimization problems by some authors [25,29].

In genetic algorithms a population of specimens which represent solutions of
a given problem found by the algorithm is processed. These specimens undergo
a process during which genetic operators are used to produce new specimens. The
Estimation of Distribution Algorithms, on the other hand, work by modelling
a probability distribution that describes properties of good solutions of the prob-
lem. Instead of applying genetic operators, the probabilistic model is updated
based on the existing population, and then a new population is generated by
sampling the updated model. In various EDAs different probabilistic models are
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used, ranging from one-dimensional distributions as in UMDA [20,28] to deci-
sion trees [31], one- and multidimensional Gaussian models [7,30], Boltzmann
Machines [21] and Bayesian Networks [18].

The algorithm proposed in this paper combines the multipopulation island
model with an estimation of distribution algorithm to solve a set of similar
problem instances using migration based on similarities between these instances.
In this paper the Sim-EDA algorithm is applied to two optimization problems:
the Max-Cut problem and the Travelling Salesman Problem. In a recent paper
[22] the Max-Cut problem is used in image segmentation. Solving several problem
instances at once would in this case mean performing image segmentation on a set
of similar, but not identical images. In the case of the TSP solving several similar
problem instances may be necessary for example when analyzing the influence of
various changes in the network of roads on the length of transport routes. This
task could be performed, for example, when simulating a situation in a city when
certain streets become blocked or more crowded due to construction works. In
a recent paper [19] the idea of solving many similar problems has been applied
to a real world problem in genetics. In the aforementioned paper a structural
transfer approach is used in which structural information is extracted and used
to bias model construction. In this paper information is transferred in the form of
solutions which partake in the migration process. The examples described above
show that in certain areas there is a need for solving several similar optimization
problem instances at once. Improving the optimization results using the Sim-
EDA algorithm may be beneficial to optimization tasks in these areas.

The rest of this paper is structured as follows. Section 2 describes the Sim-
EDA algorithm. Section 3 contains a description of the test problems used for
experimental verification. In Sect. 4 parameters used for experiments are detailed
and the results are presented. Section 5 concludes the paper.

2 Algorithm Description

The Sim-EDA algorithm proposed in this paper is based on the island model
[27] used by some multipopulation genetic algorithms. Instead of genetic oper-
ations, however, it uses a probabilistic model and follows a cycle of operations
typically implemented in EDAs in which, in each generation, the population is
constructed using the probabilistic model, the specimens are evaluated and then
the probabilistic model is updated. In the Sim-EDA algorithm, after the speci-
mens are evaluated, but before the probabilistic model is updated the specimens
are migrated between subpopulations. In this algorithm a separate subpopula-
tion is assigned to each problem instance along with a separate probabilistic
model. Therefore, the working of the algorithm can be viewed as a number of
EDA algorithm instances each solving one of the optimization problem instances
which exchange information through migration of specimens. This approach is
different than in EDAs that use a mixture of models, such as [10] because from
this mixture of models they generate a common population and in the Sim-
EDA algorithm each model generates a different subpopulation. A mechanism



238 K. Michalak

of elitism is used in the Sim-EDA algorithm which stores the best specimen
bk for each problem instance separately. This specimen is updated after a new
population is generated and evaluated. In turn, the updated best specimen bk is
added to a newly generated population in the next generation.

2.1 Algorithm Details

An overview of the Sim-EDA algorithm is presented in Algorithm 1. Steps 1.,
2.1. and 2.4. can be implemented in a way specific to the chosen EDA algo-
rithm. EDAs with different probabilistic models, update procedures and sam-
pling methods can be used depending on the solved problems. In this paper
the PBIL algorithm [1] is used for the Max-Cut problem [15], because it is well
suited for problems defined on a {0, 1}n decision space. For the TSP a different
probabilistic model is used, that models probabilities of different cities to be
successors of each of the cities in good tours. This model is used with a PBIL
model update procedure and with a procedure that generates new permutations
based on the modelled probabilities of predecessor-successor pairs. For different
problems, of course, different EDAs could be used.

The Sim-EDA algorithm uses the following procedures.

BinaryTournament - performs a binary tournament between two specimens
and returns the winner. In the case of a single-objective problem this consists
of simply comparing the two specimens’ fitnesses. In the case of multiobjective
problems the tournament can be based on the concept of Pareto domination.

CreatePopulation - generates a required number of specimens from the given
probabilistic model.

Evaluate - evaluates specimens in a given population using a problem-specific
goal function. Because during the migration phase specimens are evaluated with
respect to a different problem than the one solved by their original population
this method has an argument which defines the number of the problem instance
to use for evaluation.

Improve - an optional step which performs an improvement or local search
around specimens in a given population. Similarly as the evaluation proce-
dure this procedure has an argument which defines the number of the problem
instance to use for calculating the goal function.

InitializeModel - initializes a probabilistic model in a way specific to the chosen
problem and the EDA algorithm.

SelectBestSpecimens - selects a given number of specimens which have the
highest fitness function values from a given set.

SelectSourcePopulation - chooses a source subpopulation from which speci-
mens will be migrated to subpopulation d using the problem similarity matrix S
and a chosen migration strategy. Migration strategies are described in Sect. 2.2.
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Algorithm 1. An overview of the Sim-EDA algorithm.

IN: Ngen - the number of generations
Npop - the size of each subpopulation
Nsub - the number of subpopulations
Nimig - the number of migrated specimens

Calculate the matrix S[Nsub×Nsub]

// 1. Initialize probabilistic models and best specimens
for d = 1, . . . , Nsub do

Md = InitializeModel()
Bd = ∅

end for

// 2. The main loop
for g = 1, . . . , Ngen do

// 2.1. Generate new specimens
for d = 1, . . . , Nsub do

Pd = CreatePopulation(Npop, Md)
Evaluate(Pd, d)
Improve(Pd, d)
Pd = Pd ∪ Bd

Bd = SelectBestSpecimens(Pd, 1)
end for

// 2.2. Select source populations
for d = 1, . . . , Nsub do

s = SelectSourcePopulation(S, d)
P ′
d = SelectBestSpecimens(Ps, Nimig)

end for

// 2.3. Migrate specimens
for d = 1, . . . , Nsub do

Evaluate(P ′
d, d)

Improve(P ′
d, d)

for x ∈ P ′
d do

w = the weakest specimen in Pd

Pd = Pd − {w}
b = BinaryTournament(w, x)
Pd = Pd ∪ {b}

end for
end for

// 2.4. Update probabilistic models
for d = 1, . . . , Nsub do

Md = UpdateModel(Pd, Md)
end for

end for
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UpdateModel - updates the probabilistic model based on the current popula-
tion. The implementation of this method depends on the chosen model and the
representation of solutions used in specimens.

Details of the InitializeModel, CreatePopulation and UpdateModel proce-
dures specific for test problems used in this paper are discussed in Sect. 3.

2.2 Migration

The Sim-EDA algorithm uses an island model [2,27] with migration. The sub-
populations are assigned to different instances of an optimization problem and
the migration process is controlled by a problem similarity matrix S[Nsub×Nsub].
Entries in the problem similarity matrix S[Nsub×Nsub] should reflect how similar
the problem instances are. Obviously, the way of calculating Si,j for a given pair
of subproblems is specific to the problem representation. The two problems tack-
led in this paper both use a representation based on a weighted graph. Thus,
i-th problem instance can be represented using a cost matrix C

(i)
[N×N ] (where

N is the problem size) that contains the lengths of the edges of the graph. The
similarity between the i-th and the j-th problem instance can be calculated as
a negated sum of squared differences between elements of the cost matrices:

Si,j = −
N∑

p=1

N∑

q=1

(C(i)
p,q − C(j)

p,q)
2. (1)

This approach to utilizing problem instance similarity has been successfully
used in previous works of the author of this paper for solving the TSP [13]
and the firefighter problem [14]. In both previous papers the multipopulation
approach with migration was used with evolutionary algorithms, not EDAs.

Migration can be performed using various strategies. In this paper three
migration strategies are tested and compared to the Sim-EDA without migra-
tion in which each subpopulation works independently on a separate problem
instance. The latter is, of course, equivalent to simply executing Nsub separate
algorithm runs for solving each problem instance in turn.

The migration strategies used in this paper are as follows:

– Nearest - a strategy in which Nimig specimens are migrated to a population
Pd from such population Ps, s �= d that maximizes the value of Sd,s:

s = argmax
t∈{1,...,Nsub}−{d}

(Sd,t) (2)

– Rank - in this strategy all subpopulations except Pd are ranked in an increas-
ing order according to values of Sd,t, t ∈ {1, . . . , Nsub} − {d} and the source
population is selected randomly using the roulette wheel selection procedure
with probabilities proportional to the ranks.

– Uniform - a strategy in which the source population number s is selected
randomly with uniform probability from {1, . . . , Nsub} − {d}.
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– None - no migration is performed. Used for comparison with other strategies.

The two first migration strategies require calculating the similarity matrix
S[Nsub×Nsub] as a preprocessing step before the optimization starts.

3 Test Problems

The experiments described in this paper were performed on two test problems:
the Max-Cut problem and the Travelling Salesman Problem (TSP). Both prob-
lems can be represented using a weighted graph G = 〈V,E〉, with w : V ×V → R

representing weights of edges connecting vertices from V . The representations
of solutions differ, however, in these problems and also the probabilistic models
used in Sim-EDA are different. Further, we will define the problem size as the
number of vertices in the graph N = |V |.

3.1 The Max-Cut Problem

In the Max-Cut problem the goal is to find such a partition V ′ ∪ V ′′ = V ,
V ′ ∩ V ′′ = ∅ of the set of vertices of graph G for which the weight of the edges
having one vertex in V ′ and the other in V ′′ is maximal. These edges would
be the ones to be “cut” if we wanted to separate the graph G into two disjoint
subgraphs with vertices from V ′ and V ′′ respectively.

Assume, that the weights in the graph are represented as a matrix C[N×N ]

in which the element cij represents the weight of the edge between the i-th and
the j-th vertex. Formally, the Max-Cut problem can be stated as:

maximize f(V ′) =
∑

i∈V ′,j∈(V −V ′)

cij , (3)

subject to V ′ ∈ 2V ,

in which we try to find the best subset V ′ of the set of vertices V with respect
to the goal function (3). The other set V ′′ is, of course, the complement of
V ′. Test instances of the size N = 12, 25, 50, 100, 250 and 500 were used in the
experiments for the Max-Cut problem. In the Max-Cut problem a binary array
{0, 1}N can easily be used for representing a solution with 0s corresponding to
V ′ and 1s to V ′′. The probabilistic model P is also an N -element array [0, 1]N

in which the elements belong to the range [0, 1] and represent the probabilities
of a corresponding entry having a value of 1 in good solutions of the problem.
The procedure InitializeModel() sets P = [0.5, 0.5, . . . , 0.5]. A new population is
created in the CreatePopulation() procedure by generating a given number of
binary vectors of length N with i-th coordinate set independently of the others
to 1 with probability pi and to 0 with probability 1 − pi. The UpdateModel()
procedure performs a standard probabilistic model update used in the PBIL
algorithm, which updates the model using the best genotype g(+) and the worst
one g(−) selected using their fitness from the current population. The model
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update mechanism from PBIL is applied for each element pi, i = 1, . . . , N in P

separately. The parameters used in this process are two learning rate parameters:
the positive learning rate η+ and the negative learning rate η−. Their sum is
denoted η = η+ + η−. If g

(−)
i = g

(+)
i the element pi of P is set to:

pi = pi · (1 − η+) + g
(+)
i · η+, (4)

and if g
(−)
ij �= g

(+)
ij the element pi is set to:

pi = pi · (1 − η) + g
(+)
i · η. (5)

After probability update, each element gi (except the elements on the diag-
onal) is mutated with probability Pmut by setting:

pi = pi · (1 − μ) + α ∗ μ, (6)

where:
α - a 0 or 1 value drawn randomly with equal probabilities P (0) = P (1) = 1

2 ,
μ - a mutation-shift parameter controlling the intensity of mutation.

3.2 The Travelling Salesman Problem (TSP)

A real-life motivation for the TSP arises from various transportation problems.
The TSP requires visiting N cities in such a way that each of them is visited
exactly once and the tour taken is possibly the shortest. Given a cost matrix
C[N×N ] the TSP can be formulated as:

minimize f(π) = Cπ(N)π(1) +
N−1∑

i=1

Cπ(i)π(i+1) (7)

subject to π ∈ Π(N)

where Π(N) is the set of all permutations of numbers 1, . . . , N . A solution can
be represented as a permutation and consequently the genotype of a specimen is
an N -element integer array containing the permutation. A different representa-
tion of solutions than in the Max-Cut problem requires a different probabilistic
model. In the case of the TSP the probabilistic model used in Sim-EDA is a
matrix Q[N×N ] in which an element Q [i, j] ∈ [0, 1] represents the probability
that the number j is placed right after i in a permutation that constitutes a
good solution of the given TSP instance. This model is initialized by setting
uniform probabilities for all pairs i, j ∈ {1, . . . , N} such that i �= j:

Qi,j =

{
0 for i = j

1
N−1 for i �= j

(8)

When a new specimen is created its genotype X is initialized as presented in
Algorithm 2. This algorithm fills the genotype iteratively starting from a random
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value for X [1]. For each k = 2, . . . , N denote a set of numbers not yet assigned
to X by U = {1, . . . , N} − {X [1] , . . . , X [k − 1]}. Two situations are possible.
If there are some nonzero elements in Qi,j for i = X [k − 1] and j ∈ U then
select one of the numbers from U as X [k] with probabilities proportional to
the respective elements in Q. If all elements in Qi,j are zero for i = X [k − 1]
and j ∈ U then select one of the numbers from U with uniform probability. This
ensures that whenever the probabilistic model Q indicates that there are possible
successors to X [k − 1] one of them is selected using elements from Q. If there is
no successor to X [k − 1] with non-zero probability according to the probabilistic
model Q then one of the yet unused numbers is selected with uniform probability.

Algorithm 2. Initialization of a genotype for a new specimen for the TSP based
on the probabilistic model Q.

IN: Q - the probabilistic model
N - genotype length

OUT: X - a new genotype

X [1] = UniformSelection({1, . . . , N})
for k = 2, . . . , N do

U = {1, . . . , N} − {X [1] , . . . , X [k − 1]}
i = X [k − 1]
S =

∑
j∈U Q [i, j]

if S > 0 then
X [k] = RouletteWheelSelection(U , {Q [i, j]}j∈U )

else
X [k] = UniformSelection(U)

end if
end for

The RouletteWheelSelection(A, B) procedure selects elements from A with
probabilities proportional to values in B. The UniformSelection(A) procedure
selects elements from A with uniform probability.

The update of the probabilistic model Q is performed similarly as in the
PBIL algorithm, but because the probabilistic model Q is a matrix and the
solution representation in the TSP is a permutation an additional preprocessing
step is required. Instead of updating the model directly from specimens Sbest

and Sworst the genotypes Xbest and Xworst of these specimens are converted to
matrices Qbest and Qworst in which an element Qi,j is set to 1 if i and j are
consecutive elements in X (including X [N ] = i and X [1] = j) and otherwise to
0. Clearly, such matrix represents a probability distribution in which consecutive
pairs found in a given genotype are given probability 1 and all others probability
0. The matrices Qbest and Qworst are used instead of binary vectors in the
standard probability model update procedure used in the PBIL algorithm.
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Since the mutation in PBIL works independently on each element of the prob-
abilistic model P the application of the same procedure to Q is straightforward.

Test instances of the size N = 12, 25, 50, 100, 150, 200 and 250 were used in
the experiments for the TSP.

3.3 Generating Similar Problem Instances

For the experiments Nsub similar instances of each problem for each problem size
N were required. Each problem instance is represented as a cost matrix C

(d)
[N×N ],

for d = 1, . . . , Nsub. The first cost matrix C
(1)
[N×N ] was generated by drawing the

elements above the diagonal from the uniform probability distribution U [0, 100].
To ensure the symmetry of the matrix the elements below the diagonal were
initialized by copying the corresponding elements from above the diagonal. Each
of the remaining cost matrices C

(d)
[N×N ], for d = 2, . . . , Nsub was initialized by

changing 1/Nsub (i.e. 1/20 = 5 %) of the elements not placed on the diagonal
in C

(d−1)
[N×N ]. The replaced elements were drawn from the uniform probability

distribution U [0, 100] and the symmetry of the new matrix was ensured by
setting both corresponding elements above and below the diagonal to the new
value. In all the cost matrices the elements on the diagonal were set to 0. The
above procedure produces Nsub cost matrices C

(d)
[N×N ], for d = 1, . . . , Nsub which

differ less for closer values of the index d and differ more for values of the index
d further apart.

4 Experiments and Results

The experiments described in this paper were aimed at verifying the effectiveness
of the Sim-EDA algorithm in solving selected combinatorial problems. In partic-
ular, the goal was to investigate the influence of the migration procedure on the
results of the optimization process. The Sim-EDA algorithm was run on several
instances of two test problems: the Max-Cut problem and the Travelling Sales-
man Problem (TSP) using four migration strategies described in Sect. 2.2. For
each test problem and each migration strategy Nrun = 30 runs of the algorithm
were performed to allow statistical comparison of the results.

The parameters of the algorithm were set as follows. The number of problem
instances (and thus the number of subpopulations) was set to Nsub = 20. Each
subpopulation size was set to Npop = 100 for the Max-Cut problem and Npop =
1000 for the TSP. The number of migrated specimens was set to 10% of the
population size, thus Nimig = 10 for the Max-Cut problem and Nimig = 100 for
the TSP.

In this paper the PBIL algorithm with negative learning rate was used as
the EDA in the Sim-EDA framework. Parameters of the algorithm were set
following the original paper on the PBIL algorithm [1]. This algorithm uses two
learning rate parameters which in this paper were set to: learnRate = 0.1 and
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Fig. 1. Median results obtained for the Max-Cut problem with N = 100 nodes.
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Fig. 2. Median results obtained for the TSP with N = 100 cities.

negLearnRate = 0.075. Two other parameters which control probabilities used
in the mutation procedure were set to Pmut = 0.02 and μ = 0.05.

The migration process used in the Sim-EDA algorithm requires some extra
computation time for both the similarity matrix calculation as the preprocessing
step and for additional computations during the migration phase in each genera-
tion. Therefore, results obtained with various migration strategies should not be
compared with respect to the same number of generations, but with respect to
time. In Figs. 1 and 2 examples of the performance of tested migration strategies
with respect to time are presented.
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Table 1. Results of the tests on the Max-Cut problem (higher values are better).

Instance

size

Migration

strategy

Mean Median Std. dev. Comparison to “none”

p-value Interp.

12 None 2052.2833 2043.2797 68.7213

Nearest 2052.7526 2043.2797 67.1400 0.43307 Insignificant

Rank 2054.2401 2043.2797 66.5184 0.0003651 Significant

Uniform 2053.6531 2043.2797 67.5602 0.0066871 Significant

25 None 8671.3856 8664.3626 136.6357

Nearest 8686.8558 8674.5851 132.2364 1.68E-05 Significant

Rank 8701.5194 8686.9078 131.8232 2.00E-20 Significant

Uniform 8702.0109 8689.4084 133.8095 9.00E-21 Significant

50 None 34169.0427 34157.2758 262.0070

Nearest 34213.7399 34183.5902 259.1844 3.61E-06 Significant

Rank 34262.5991 34233.2313 302.8604 4.88E-21 Significant

Uniform 34252.5286 34246.1427 292.6219 1.73E-19 Significant

100 None 133281.7688 133292.2493 505.6580

Nearest 133405.0093 133433.3314 509.5968 7.09E-08 Significant

Rank 133486.5788 133651.4388 817.3963 4.58E-19 Significant

Uniform 133195.4960 133514.7050 1114.0702 1.27E-03 Significant

250 None 817251.5645 817303.3203 1411.8478

Nearest 818132.9153 818057.8073 1488.0998 7.94E-26 Significant

Rank 813343.0263 815448.3402 6016.6470 3.58E-37 Worse

Uniform 809292.8215 809954.2165 7203.6887 3.48E-79 Worse

500 None 3214635.065 3214426.042 3388.4932

Nearest 3214979.768 3215141.950 3875.1273 4.89E-02 Significant

Rank 3187810.589 3190216.098 18081.6794 7.56E-98 Worse

Uniform 3175792.355 3168177.289 20508.3657 8.48E-98 Worse

For comparison of the migration strategies the following procedure has been
adopted in this paper. Each strategy was allowed to run for Ngen = 300 genera-
tions. The average time t0 in which the “none” strategy completed Ngen = 200
generations in Nrun = 30 runs of the test was used as a reference point at which
the results obtained by all the strategies were compared. Results for all tested
strategies were recorded at time t0, including any preprocessing time required by
a given strategy and the time for migration. For each of the Nsub subpopulations
in each of the Nrun = 30 runs the best attained objective function value fbest

was recorded. Tables 1 and 2 present the mean and median values calculated
from the recorded fbest values.

For statistical verification of the results the Wilcoxon rank test was used.
The Wilcoxon test was chosen because it does not assume the normality of the
distributions which may be hard to guarantee in practical applications. This test
was recommended in a survey [6] on methods suitable for evaluating evolution-
ary and swarm intelligence algorithms. In Tables 1 and 2 the column “p-value”
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Table 2. Results of the tests on the TSP (lower values are better).

Instance

size

Migration

strategy

Mean Median Std. dev. Comparison to “none”

p-value Interp.

12 None 217.3898 216.1576 13.3413

Nearest 217.3898 216.1576 13.3413 1 Insignificant

Rank 217.3898 216.1576 13.3413 1 Insignificant

Uniform 217.3898 216.1576 13.3413 0.22656 Insignificant

25 None 164.4112 156.5974 27.472

Nearest 164.3935 156.5974 27.4952 0.38316 Insignificant

Rank 164.3905 156.5974 27.4855 0.91015 Insignificant

Uniform 164.3892 156.5974 27.486 0.40226 Insignificant

50 None 223.0045 220.3383 27.4457

Nearest 222.3719 219.5455 28.2546 0.088667 Insignificant

Rank 224.3653 220.6636 27.8668 0.00072179 Worse

Uniform 223.5734 219.0627 27.6526 0.30527 Insignificant

100 None 365.9890 364.7559 28.1933

Nearest 359.3402 360.5102 24.6559 4.2904E-18 Significant

Rank 365.0730 364.5377 26.6054 0.012205 Significant

Uniform 365.4464 364.6945 26.9252 0.21189 Insignificant

150 None 404.8644 403.0477 26.8652

Nearest 403.4235 401.3445 25.9356 1.6479e-008 Significant

Rank 404.7463 402.9095 26.7110 0.03125 Significant

Uniform 404.7797 402.9095 26.7887 0.125 Insignificant

200 None 456.2797 456.6390 23.8788

Nearest 455.8308 456.2452 23.5170 6.1035e-005 Significant

Rank 456.2793 456.6390 23.8788 1 Insignificant

Uniform 456.1204 456.5193 23.7636 0.0625 Insignificant

250 None 510.5612 510.1462 24.3592

Nearest 510.3769 510.0111 24.1334 0.0078125 Significant

Rank 510.5425 510.1462 24.3338 1 Insignificant

Uniform 510.5477 510.1462 24.3529 0.5 Insignificant

contains the p-value obtained by the Wilcoxon test for a null hypothesis that the
migration strategy corresponding to a given row produces results with the same
median as the “none” strategy. A low p-value indicates that it is statistically
unlikely that the medians are equal. The column “interp.” contains the inter-
pretation of the p-value which is determined in the following way. If the median
obtained by a given strategy is lower for the Max-Cut problem or higher for the
TSP than that produced by the “none” strategy the interpretation is “worse”.
In the opposite case the interpretation depends on the result of the statistical
test. If the obtained p-value is >0.05 the interpretation is “insignificant” and if
the obtained p-value is ≤0.05 the interpretation is “significant”.

In the case of the Max-Cut problem the strategies using migration outper-
formed the one not using migration for all small instances (N ≤ 100). With
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one exception (the “nearest” strategy for N = 12) this advantage is statistically
significant. For large instances (N = 250 and 500) only the “nearest” strategy
outperformed the strategy without migration, but this advantage was found to
be statistically significant. Overall, the “nearest” strategy is the one that consis-
tently outperformed the “none” strategy on all tested instances of the Max-Cut
problem. With exception to the smallest problem instance (N = 12) the advan-
tage of the “nearest” migration strategy is statistically significant.

For small instances of the TSP (N = 12 and 25) all the strategies with migra-
tion outperformed the “none” strategy, however, no statistical significance could
be confirmed (cf. Table 2). For large instances (N ≥ 100) the “nearest” strat-
egy consistently produced significantly better results than those obtained when
no migration was used. Overall, all the strategies with migration outperformed
the “none” strategy in all cases except the “rank” strategy for N = 50. Not
in all cases, however, the difference in results was large enough to allow stating
statistical significance.

In summary, strategies with migration outperformed the “none” strategy in
most cases. Especially, the “nearest” migration strategy consistently produced
better results than those obtained without migration.

5 Conclusion

This paper presents an algorithm combining the Estimation of Distribution Algo-
rithms with an island model. The proposed algorithm was designed with an
intent of solving several instances of an optimization problem at once. In the
case of the Max-Cut problem which can be applied to image segmentation [22]
the proposed approach would allow processing several similar images at once.
For other problems the proposed approach may be useful for simulating the
effects of various changes in the input data. For example in the case of the TSP
it is possible to determine how the changes in the graph of available routes will
influence the length of the tour.

The proposed approach was tested on the Max-Cut problem instances of
the size N = 12, 25, 50, 100, 250 and 500 and on the TSP instances of the
size N = 12, 25, 50, 100, 150, 200 and 250. Strategies using migration outper-
formed the strategy without migration in most cases. In particular, the strategy
of migrating specimens solely from the nearest subpopulation consistently pro-
duced better results than those obtained when no migration was used.

In this paper the algorithm was tested on synthetic data and the focus was on
determining if the migration improves the performance of the algorithm and how
effective various migration strategies are. Application to real-life problems has
been left for a further work. Another interesting topic for further work is to use
migration of probabilistic models instead of specimens. This approach has been
shown to be effective in the paper [5], so it seems promising to develop meth-
ods combining probabilistic models migration with problem instance similarity
measures. Another interesting idea comes from the field of study on the para-
meterized complexity [16], where machine learning methods are used to predict
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the difficulty of a given problem instance based on the features of this instance.
A similar approach could be used in Sim-EDA to decide, based on features of the
instances of the optimization problem, between which subpopulations to migrate
solutions.
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Abstract. Several real-life applications can be stated in terms of the
Quadratic Assignment Problem. Finding an optimal assignment is com-
putationally very difficult, for many useful instances. We address this
problem using a local search technique, based on Extremal Optimiza-
tion and present experimental evidence that this approach is com-
petitive. Moreover, cooperative parallel versions of our solver improve
performance so much that large and hard instances can be solved quickly.
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1 Introduction

The Quadratic Assignment Problem (QAP) was introduced in 1957 by
Koopmans and Beckmann [1] as a model of a facilities location problem. This
problem consists in assigning a set of n facilities to a set of n specific locations
minimizing the cost associated with the flows of items among facilities and the
distance between them. This combinatorial optimization problem has many other
real-life applications: scheduling, electronic chipset layout and wiring, process
communications, turbine runner balancing, data center network topology, to cite
but a few [2,3]. Unfortunately this problem is known to be NP-hard and finding
efficient algorithms to solve it has attracted a lot of research in recent years.

Exact (or complete) methods like dynamic programming, cutting plane tech-
niques and branch &bound procedures have been successfully applied to medium-
size QAP instances but cannot solve larger instances (e.g. when n > 20). To
tackle these problems, one must resort to incomplete methods which are designed
to quickly provide good, albeit sub-optimal, solutions. This is the case of approx-
imation algorithms, i.e. algorithms running in polynomial time yet able to guar-
antee solutions within a constant factor of the optimum. Unfortunately, it is
known that there is no ε-approximation algorithm for the QAP [4]. Another
class of incomplete methods is provided by meta-heuristics. Since 1990 several
meta-heuristics have been successfully applied to the QAP: tabu search, simu-
lated annealing, genetic algorithms, GRASP, ant-colonies [3]. The current trend
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F. Chicano et al. (Eds.): EvoCOP 2016, LNCS 9595, pp. 251–266, 2016.
DOI: 10.1007/978-3-319-30698-8 17



252 D. Munera et al.

is to specialize existing heuristics, to compose different meta-heuristics (hybrid
procedures) and to use parallelism.

In this paper we propose EO-QAP: an Extremal Optimization (EO) proce-
dure for QAP. EO is a nature-inspired general-purpose meta-heuristics to solve
combinatorial optimization problems [5]. This local search procedure, a priori,
has several advantages: it is easy to implement, it does not get confounded
by local minima and takes only one adjustable parameter. We experimentally
demonstrate that EO-QAP performs well on the set of QAPLIB benchmark
instances. It is, however, known that it is difficult with EO to have fine control
on the trade-off between search intensification and diversification: some strate-
gies have been proposed to overcome this limitation [6], but they entail a more
complex tuning process. In this paper we put forth two other approaches which
contribute to a more effective handling of QAP using EO: firstly, we propose a
simple extension to the original EO which allows the user to have more control
over the stochastic behavior of the algorithm. Secondly, we propose to use coop-
erative parallelism to promote more intensification and/or diversification. Our
implementation uses a parallel framework [7] written in X10 [8,9]. We show that
the cooperative parallel version behaves very well on the hardest instances.

The rest of the paper is organized as follows. Section 2 discusses QAP and
provides the necessary background. Section 3 presents our EO algorithm for QAP
and proposes an extension to the original EO. Several experimental results are
laid out and discussed in Sect. 4 and we conclude in Sect. 5.

2 Background

Before introducing the main object of this paper, we need to recall some back-
ground topics: the Quadratic Assignment Problem (QAP), Extremal Optimiza-
tion (EO) and Cooperative Parallel Local Search (CPLS).

2.1 QAP

Since its introduction in 1957, QAP has been widely studied and several surveys
are available [2,3,10,11].

A QAP problem of size n consists of two n × n matrices (aij) and (bij). Let
Π(n) be the set of all permutations of {1, 2, . . . n}, the goal of QAP is to find a
permutation π ∈ Π(n) which minimizes the following objective function:

F (π) =
n∑

i=1

n∑

j=1

aij · bπiπj
(1)

For instance, in facility location problems, the a matrix represents inter-
facility flows and b encodes the inter-location distances. In that context, both
matrices are generally symmetric: ∀i,j aij = aji and bij = bji. However, in
other settings the matrices can become asymmetric. Indeed, QAP can be used
to model scheduling, chip placement and wiring on a circuit board, to design
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typewriter keyboards, for process communications, for turbine runner balancing
among many other applications [2,12].

The computational difficulty of QAP stems form the fact that the objective
function contains products of variables (hence the term quadratic) and in the
fact that the theoretical search space of an instance of size n is the set of all per-
mutations Π(n) whose cardinality is n!. In 1976, Sahni and Gonzalez proved that
QAP is NP-hard [4] (the famous traveling salesman problem can be formulated
as a QAP). Moreover, the same authors proved that there is no ε-approximation
algorithm for QAP (unless P=NP). In practice QAP is one of the most difficult
combinatorial optimization problems with many real-life applications.

QAP can be (optimally) solved with exact methods like dynamic program-
ming, cutting plane techniques and branch & bound algorithms (together with
efficient lower bound methods). Constraint Programming does not work well on
QAP and, surprisingly, SAT solvers have not been extensively used for QAP.
However, general problems of medium size (e.g. n > 20) are out of reach for
these methods (even if some particular larger instances can be solved). It is
thus natural to use heuristics to solve QAP. In the last decades several meta-
heuristics were successfully applied to QAP: tabu search, simulated annealing,
genetic algorithms, GRASP, ant-colonies [13]. In this paper we propose to use
Extremal Optimization to attack QAP problems.

2.2 Extremal Optimization

In 1999, Boettcher and Percus proposed the Extremal Optimization (EO) proce-
dure [5,14,15] as a meta-heuristics to solve combinatorial optimization problems.
EO is inspired by self-organizing processes often found in nature. It based on the
concept of Self-Organized Criticality (SOC) initially proposed by Bak [16,17] and
in particular by the Bak-Sneppen model of SOC [18]. In this model of biological
evolution, species have a fitness ∈ [0,1] (0 representing the worst degree of adap-
tation). At each iteration, the species with the worst fitness value is updated,
i.e. its fitness is replaced by a new random value. This change also affects all
other species connected to this “culprit” element and their fitness value also gets
updated. This results in an extremal process which progressively eliminates the
least fit species (or forces them to mutate). Repeating this process eventually
leads to a state where all species have a good fitness value, i.e. a SOC. EO follows
this line: it inspects the current configuration (assignment of variables), selects
the worst variable (the one having the lowest fitness) and replaces its value by a
random value. However, always selecting the worst variable can lead to a deter-
ministic behavior and the algorithm can stay blocked in a local minimum. To
avoid this, the authors propose an extended algorithm which first ranks the vari-
ables in increasing order of fitness (the worst variable has thus a rank k = 1)
and then resorts to a Probability Distribution Function (PDF) over the ranks k
in order to introduce uncertainty in the search process:

P (k) = k−τ (1 ≤ k ≤ n) (2)
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This power-law probability distribution takes a single parameter τ which is
problem-dependent. Depending on the value of τ , EO provides a wide variety of
search strategies from pure random walk (τ = 0) to deterministic (greedy) search
(τ → ∞). With an adequate value for τ , EO cannot be trapped in local minima
since any variable is susceptible to mutate (even if the worst are privileged).
This parameter can be tuned by the user. Moreover, the original paper proposes
a default value depending on n: τ = 1 + 1

ln(n) .
EO displays several a priori advantages: it is a simple meta-heuristic (it can

be easily programmed), it is controlled by only one free parameter (a fine tuning
of several parameters becomes quickly tedious) and it does not need to be aware
about local minima. Nevertheless, EO has been successfully applied to large-scale
optimization problems like graph bi-partitioning, graph coloring, Spin Glasses or
the traveling salesman problem [14]. Boettcher and Percus point out, however,
that depending on the problem, “a drawback of the EO method is that a general
definition of fitness for the individual variables may prove ambiguous or even
impossible” [19]. To overcome this, De Sousa and Ramos proposed an exten-
sion called Generalized Extremal Optimization [20,21]. Zhou and al. proposed a
variant called Continuous Extremal Optimization to deal with continuous opti-
mization problems [22]. It has been also argued that one main issue with EO is
that is does not provide a fine control of the intensification. Randall and Lewis
propose some intensification strategies to improve EO [6]. We present two alter-
natives to overcome this limitation: we propose a simple extension to improve
the stochastic capabilities of EO and we show how cooperative parallelism can
help to achieve intensification or diversification through communications.

2.3 Cooperative Parallel Local Search

Parallel local search methods have been proposed in the past [23–25]. In this
article we are interested in multi-walk methods (also called multi-start) which
consist in a concurrent exploration of the search space, either independently
or cooperatively via communication between processes. The Independent Multi-
Walks method (IW) [26] is the easiest to implement since the solver instances do
not communicate with each other. However, the resulting gain tends to flatten
when scaling over a hundred of processors [27], and can be improved upon. In the
Cooperative Multi-Walks (CW) method [28], the solver instances exchange infor-
mation (through communication), hoping to hasten the search process. However,
implementing an efficient cooperative method is a very complex task: several
choices have to be made about the communication which influence each other
and which are problem-dependent [28].

We build on the framework for Cooperative Parallel Local Search (CPLS)
proposed in [7,29]. This framework, available as an open source library in the
X10 programming language, allows the programmer to tune the search process
through an extensive set of parameters which, in the present version, statically
condition the execution. CPLS augments the IW strategy with a tunable com-
munication mechanism, which allows for the cooperation between the multi-
ple instances to seek either an intensification or diversification strategy for the
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Fig. 1. CPLS framework structure

search. At present, the tuning process is done manually: we have not yet exper-
imented with parameter self-adaptation (still an experimental feature).

The basic component of CPLS is the explorer node which consists in a local
search solver instance. The point is to use all the available processing units by
mapping each explorer node to a physical core. Explorer nodes are grouped into
teams, of size NPT (see Fig. 1). This parameter is directly related to the trade-off
between intensification and diversification. NPT can take values from 1 to the
maximum number of nodes (frequently linked to maximum number of available
cores in the execution). When NPT is equal to 1, the framework coincides with
the IW strategy, it is expected that each 1-node team be working on a different
region of the search space, without seek parallel intensification. When NPT is
equal to the maximum number of nodes (creating only 1 team in the execution),
the framework has the maximum level of parallel intensification, but it is not
possible to enable parallel diversification between teams.

Each team seeks to intensify the search in the most promising neighborhood
found by any of its members. The parameters which guide the intensification
are the Report Interval (R) and Update Interval (U): every R iterations, each
explorer node sends its current configuration and the associated cost to its head
node. The head node is the team member which collects and processes this
information, retaining the best configurations in an Elite Pool (EP ) whose size
|EP | is parametric. Every U iterations, explorer nodes randomly retrieve a con-
figuration from the EP , in the head node. An explorer node may adopt the
configuration from the EP , if it is “better” than its own current configuration
with a probability pAdopt. Simultaneously, the teams implement a mechanism to
cooperatively diversify the search, i.e. they try to extend the search to different
regions of the search space.

Typically, each problem benefits from intensification and diversification on
some level. Therefore, the tuning process of the CPLS parameters seeks to
provide the appropriate balance between the use of the intensification and
diversification mechanisms, in hope of reaching better performance than the
non-cooperative parallel solvers (e.g. Independent Multi-Walks). A detailed
description of this framework may be found in [7].
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3 EO-QAP: An EO Procedure for QAP

3.1 General Procedure

Our EO-QAP algorithm starts from a random permutation π ∈ Π(n), with an
associated cost given by F (π). To ensure we only consider proper permutations,
we only perform swap operations on pairs of elements from any given one: this
is how value assignment is classically implemented in permutation problems,
thereby eschewing the costly explicitly encoding of an all-different constraint.
We define the permutation resulting from swapping πi and πj :

πi↔j = μ | μi = πj , μj = πi, μk = πk ∀k �∈ {i, j} (3)

The neighborhood of πi is the set N(πi) of the permutations obtained from
π by swapping πi with any another value. By extension, the neighborhood of π
is the set N(π) of all permutations obtained by swapping any two values:

N(πi) = {πi↔j | 1 ≤ j ≤ n, j �= i} (4)

N(π) =
n⋃

i=1

N(πi) (5)

Most local search procedures (in particular hill climbing) would select, among
all elements of N(π), the best neighbor μ, i.e. the one minimizing the next global
cost function. By doing so, they have to deal with the problem of being trapped
in a local minimum. Instead, EO defines a fitness value λi for each value πi, with
the understanding that a value with a low fitness is more likely to mutate, i.e.
to get swapped. We define the fitness value λi as the best possible improvement
of the cost F when moving to a πi’s neighbor.

λi = min
μ∈N(πi)

F (μ) − F (π) (6)

A negative λ thus represents an improvement of the cost. At each itera-
tion, the n fitness values are evaluated and ranked, with rank k = 1 for the
worst fitness. EO-QAP will thus favor the mutation of a value which improves
(decreases) the objective function. The value to mutate is chosen stochastically
from a probability distribution over the rank order. This comes down to pick a
value at rank k (1 ≤ k ≤ n) with a probability P (k) = k−τ . Let πr be the value
measured by the kth fitness value, then πr will be deemed the “culprit” and be
forced to mutate. For this we need to choose a target value πs for the swap. Sev-
eral possibilities exist: one is to choose πs randomly. Another, as in the original
EO article, is to pick a random value using the same probability distribution.
We propose a third possibility applying the min-conflict heuristic [30]: select the
best possible value, that is, the value which minimizes the objective function of
the next configuration. The algorithm then swaps πr and πs (thus moving to a
neighbor) and iterates with this new configuration. The process stops when a
some condition is reached (e.g. a time limit or a given cost is reached). The best
solution found so far is then returned (see Algorithm1).
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Algorithm 1. EO-QAP: an EO procedure for QAP
1: function EO-QAP
2: π ← a random permutation ∈ Π(n)
3: bestsol ← π
4: bestCost ← F (π)
5: while termination criterion is not reached do � e.g. a timeout
6: compute all fitness values λ of π
7: sort all λ in ascending order
8: let k be a random rank with a probability P (k)
9: let λr be the kth fitness value (πr must mutate)

10: consider all possible moves from πr and
11: choose a value πs minimizing the cost of the next configuration
12: π ← πr↔s � swap πr and πs

13: if F (π) < bestCost then
14: bestCost ← F (π)
15: bestSol ← π
16: end if
17: end while
18: return < bestSol, bestCost >
19: end function

Implementation Commentary and Complexity Analysis. A permutation
π can be encoded by an array of n integers sol[] (with sol[i] = πi). Line 6
computes the fitness λi for each value πi. Thanks to Taillard and his amous
Robust Taboo Search (RoTS), we know how to compute the volution of the
global cost after a swap incrementally, instead of recomputing it each time from
scratch – see Eqs. (1) and (2) which define Δ(μ, ., .) in [31]. This results in an
evaluation of all λ in O(n2), while a näıve algorithm is in O(n3). The simplest
data structure to manage λ is just an array fit[] whose elements are pairs
of the form <index,lambda>. Initially we have fit[i]=<i, λi >. Line 7 sorts
the fit[] array on the second field (λ), in ascending order, this can be done
in O(n log2(n)). Line 8 picks a value at position k with a probability P (k).
Since the PDF and τ are constant along the execution of the algorithm, it is
more efficient to pre-compute the n samples of P (k), (1 ≤ k ≤ n) and store
then in an array prob[]. To pick a random k, we can use a roulette-wheel
selection on prob[] in O(n) theoretically (but closer to O(1) in practice due to
the PDF). It is also possible to use a a binary search in O(log2(n)) storing the
cumulative PDF (prob[k] =

∑k
i=1 P (i)). Line 9: the variable to mutate is given

by sol[fit[k].index]. Line 10 selects the other variable for the swap, as per
the min-conflict heuristic; this is done in O(n). However, as this variable had
already been found when computing λ (Line 6), one just has to record it. To this
end, the elements of the fit[] array are refactored as <index,lambda,index2>,
where index2 contains the index of the variable which minimizes the cost. The
second variable for the swap is then simply given by sol[fit[k].index2]. The
overall complexity of each iteration (i.e. of the main loop body) is thus O(n2).
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3.2 Extending Extremal Optimization

Because it relies on just one parameter, EO is comparatively very simple to use
(tuning many local search parameters can become very laborious). As we show
in Sect. 4, the results of EO-QAP are very good on many instances of QAPLIB.
However, some harder instances need a fine control of the trade-off between inten-
sification and diversification. EO handles these two strategies with the same tool:
the probability distribution P (k) = k−τ . Depending on the returned value, either
the current path continues to be improved (with a high probability) or, in the
extreme case, completely abandoned (with a low probability). Every variable has
a non-zero chance of being selected and EO is not affected by local extrema. The
choice of the probability distribution P has thus a great impact, also determined
by its parameter τ , which must be selected by the user. Tuning τ for some hard
problems (e.g. tai40a) turned out to be difficult. We therefore decided to extend
EO so as to accept different probability distribution functions (PDF). The user
can thus choose the most appropriate PDF. For simplicity, all proposed PDFs
take a single input parameter τ , the other parameters (if any) being either con-
stant or functionally dependent on τ . We now discuss a few interesting PDFs,
and how they are influenced by the single τ parameter:

PDF definition Usage in EO Name

Power(x, τ) = x−τ P (k) = Power(k, τ) power law

Expon(x, μ) = μ e−μx P (k) = Expon(k, τ) exponential law

Normal(x, μ, σ) = 1

σ
√

2π
e

− (x−μ)2

2σ2 P (k) = Normal(k, 1, τ) normal law

Gamma(x, k, θ) = 1
Γ(k)θk xk−1e− x

θ P (k) = Gamma(k, τ, eτ ) gamma law

The EO algorithm behaves very differently, depending on the PDF and the
chosen value for τ . Figure 2 shows the curves associated with these PDFs for a
size n = 40, picking different values for τ . Clearly, with the power law, the first
ranked variable has a very high probability to be selected, the probability then
decreases very fast but the variables with a high rank (i.e.“good” variables) are
very likely to mutate (e.g. when τ = 0.5). This results in less intensification, and
suits some problems perfectly. If this behavior is unwanted, a larger value for τ
may be used, nevertheless, this rapidly puts too strong a pressure on the besk
ranked variables which, for some problems, will be selected too frequently. It
can be difficult to find a good trade-off. On the other hand, the exponential law
skews probabilities a little bit more in favor of lower ranked variables. This is
clear from the shapes of the PDFs (see Fig. 2). The normal (Gaussian) law is also
interesting because the curve decreases slowly for the very first ranks, then more
rapidly and then more slowly again: the first ranked “worst” variables will then
be selected with a high but comparable priority. Finally, we found the gamma
law interesting because it is not strictly decreasing and can, for instance, give
more priority to the second or third variable than to the first one. With this
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Fig. 2. Different probability distribution functions for EO

PDF we obtained good results for tai40a with τ = 1.5. It is worth noticing that
a shifted normal law can also be used as a non-stricly decreasing function, e.g.
using P (k) = Normal(k, 2, eτ ). It is worth noticing that the best PDF and τ
combination is not the same when EO-QAP is run sequentially or in parallel.

Clearly, allowing different PDFs enhances the power of EO which can attack
more problems efficiently. The user now has more precise control over the behav-
ior of the algorithm, which remains simple with only two tunable parameters:
the PDF and its τ value. It is even possible allow the user to provide his own
customized PDF as a file of n values P1, . . . Pn. At run-time, the prob[] array
above mentionned is populated as follows: prob[k] = Pk∑n

i=1 Pi
(each value being

divided by the sum of all values to ensure the whole PDF = 1).

4 Experimental Evaluation

In this section we present experimental results on the entire QAPLIB test set.
To do this, we developed an X10 implementation of EO-QAP.1 Because EO is a
stochastic procedure, we ran each problem 10 times and averaged the results. The
number of possible experiments is very high: with different PDFs and τ values,
varying the timeout, testing sequential or parallel runs, with different topologies
and communication strategies, etc. We thus adopted a 3-stage protocol:

1. Attempt to solve all QAPLIB problems (134 instances) with a basic version
of EO-QAP (i.e. without any tuning) and a very short timeout (in order to be
able to try 10 runs for each of the 134 instances). All problems for which the
Best Known Solution (BKS) was reached for every execution are definitively

1 Source code and instances are available from http://cri-hpc1.univ-paris1.fr/qap/.

http://cri-hpc1.univ-paris1.fr/qap/
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classified as solved. The others (solved less than 10 times) form the test set
of the next stage.

2. To attack the remaining problem we ran EO-QAP (with same parameters
and timeout) in independent parallel multi-walks, without communication,
on 32 cores of a single machine. As previously, we collected the fully solved
instances which need no longer be considered. The remaining instances form
the input set for the next stage.

3. The remaining problems are the hardest ones: for these, we used a cooperative
parallel version of EO-QAP on 128 cores, tuning the PDF and τ value, and
using a larger timeout of 10 min.

4.1 Stage 1: Sequential Execution

In this first stage, the input test set consists of the 134 QAPLIB instances, which
are run sequentially on an AMD Opteron 6376 clocked at 2.3 GHz, using a single
core. This is the basic version of EO-QAP with the original power-law PDF and
default value for τ (see Sect. 2.2). For each problem we report the BKS (which
is sometimes the optimum), the number of times the BKS is reached (#BKS),
i.e. the number of times the problem is solved, the average execution time (in
seconds) and the Average Percentage Deviation (APD) which is the average of
the 10 relative deviation percentages computed as follows: 100F (sol)−BKS

BKS . We
use a short timeout of 5 min. Even if the solver stops as soon as the BKS is
reached a limited timeout is needed to be able to run the 134 instances 10 times.

Table 1 presents the whole results. Surprisingly, even with this straightfor-
ward and suboptimal setting, EO-QAP performs quite well: more than 50 % of
the instances get totally solved. More precisely: 68 instances are fully solved. On
average, the 41 others are solved 4.6 times (in orange). The average APD for the
66 instances not fully solved is about 2.2 %.

4.2 Stage 2: Independent Parallelism

In this stage, we ran the EO-QAP algorithm in parallel without communica-
tion with the same settings as in the first stage (default PDF, default τ , time-
out 5 min). The machine was the same: a quad AMD Opteron 6376 clocked at
2.3 GHz, but using 32 cores. These parameters make it possible to assess what
improvement we can easily obtain by means of parallel execution. Indeed, this
from of parallelism (sometimes called embarrassingly parallelism) works by per-
forming multiple independent walks to explore the search space. Each worker
blindly explores a region of the search space, looking for a solution. The process
ends as soon as any solver reaches a solution. Since all EO solvers start from
a random point, we can expect that they will all visit different regions of the
search space (i.e. ensuring a form of diversification), thus increasing the chance
to find a solution. Such a parallelization of an algorithm is easy to implement
and often behaves very well (see Sect. 2.3).
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Table 1. Sequential execution (power-law, default τ , timeout = 300 s)

Problem BKS APD #BKS time(s)

bur26a 5426670 0.034 6 122.817
bur26b 3817852 0.101 5 151.415
bur26c 5426795 0.126 5 161.905
bur26d 3821225 0.120 2 251.497
bur26e 5386879 0.072 7 90.776
bur26f 3782044 0.142 6 120.325
bur26g 10117172 0.202 5 150.330
bur26h 7098658 0.245 6 120.161
chr12a 9552 0.000 10 0.011
chr12b 9742 0.000 10 0.005
chr12c 11156 0.000 10 0.178
chr15a 9896 0.000 10 2.206
chr15b 7990 0.000 10 0.143
chr15c 9504 0.000 10 1.043
chr18a 11098 0.000 10 1.400
chr18b 1534 0.000 10 0.041
chr20a 2192 0.000 10 2.951
chr20b 2298 0.000 10 3.568
chr20c 14142 0.000 10 0.632
chr22a 6156 0.000 10 2.234
chr22b 6194 0.000 10 2.784
chr25a 3796 0.000 10 6.803
els19 17212548 20.902 2 240.000
esc16a 68 0.000 10 0.000
esc16b 292 0.000 10 0.000
esc16c 160 0.000 10 0.000
esc16d 16 0.000 10 0.000
esc16e 28 0.000 10 0.000
esc16f 0 0.000 10 0.000
esc16g 26 0.000 10 0.000
esc16h 996 0.000 10 0.000
esc16i 14 0.000 10 0.000
esc16j 8 0.000 10 0.000
esc32a 130 0.000 10 0.292
esc32b 168 0.000 10 0.051
esc32c 642 0.000 10 0.001
esc32d 200 0.000 10 6.634
esc32e 2 0.000 10 0.000
esc32g 6 0.000 10 0.000
esc32h 438 0.000 10 18.223
esc64a 116 0.000 10 0.009
esc128 64 0.625 8 60.175
had12 1652 0.194 6 120.000
had14 2724 0.220 7 90.000
had16 3720 0.032 4 180.000
had18 5358 0.134 4 180.033
had20 6922 0.150 6 122.549
kra30a 88900 0.983 4 180.439
kra30b 91420 0.213 5 189.252
kra32 88700 0.826 5 150.539
lipa20a 3683 0.000 10 0.069
lipa20b 27076 0.000 10 0.005
lipa30a 13178 0.000 10 0.742
lipa30b 151426 0.000 10 0.037
lipa40a 31538 0.000 10 1.962
lipa40b 476581 0.000 10 0.067
lipa50a 62093 0.000 10 4.245
lipa50b 1210244 0.000 10 0.113
lipa60a 107218 0.000 10 18.825
lipa60b 2520135 0.000 10 2.282
lipa70a 169755 0.000 10 57.737
lipa70b 4603200 0.000 10 8.288
lipa80a 253195 0.047 9 158.337
lipa80b 7763962 0.000 10 18.203
lipa90a 360630 0.221 5 256.062
lipa90b 12490441 0.000 10 20.193
nug12 578 0.000 10 0.012

Problem BKS APD #BKS time(s)

nug14 1014 0.000 10 0.341
nug15 1150 0.000 10 0.293
nug16a 1610 0.373 5 150.025
nug16b 1240 0.000 10 0.008
nug17 1732 0.000 10 17.504
nug18 1930 0.000 10 1.287
nug20 2570 0.000 10 0.482
nug21 2438 0.000 10 28.066
nug22 3596 0.501 5 158.960
nug24 3488 0.034 9 87.571
nug25 3744 0.000 10 0.591
nug27 5234 0.474 6 130.763
nug28 5166 0.031 9 101.182
nug30 6124 0.157 6 122.573
rou12 235528 0.000 10 0.013
rou15 354210 0.000 10 0.035
rou20 725522 0.000 10 1.668
scr12 31410 0.000 10 0.006
scr15 51140 0.000 10 0.023
scr20 110030 0.000 10 0.334
sko42 15812 0.197 3 221.158
sko49 23386 0.073 2 250.514
sko56 34458 0.172 3 236.856
sko64 48498 0.302 1 277.832
sko72 66256 0.503 1 287.034
sko81 90998 0.449 0 300.000
sko90 115534 0.675 0 300.000
sko100a 152002 0.612 0 300.000
sko100b 153890 0.264 0 300.000
sko100c 147862 0.760 0 300.000
sko100d 149576 0.583 0 300.000
sko100e 149150 0.687 0 300.000
sko100f 149036 0.652 0 300.000
ste36a 9526 0.426 7 139.233
ste36b 15852 2.976 2 253.286
ste36c 8239110 0.426 2 264.393
tai12a 224416 0.000 10 0.011
tai15a 388214 0.000 10 0.089
tai17a 491812 0.000 10 0.292
tai20a 703482 0.000 10 2.637
tai25a 1167256 0.000 10 6.330
tai30a 1818146 0.000 10 9.589
tai35a 2422002 0.000 10 42.399
tai40a 3139370 0.215 0 300.000
tai50a 4938796 0.511 0 300.000
tai60a 7205962 0.537 0 300.000
tai80a 13499184 0.750 0 300.000
tai100a 21052466 0.579 0 300.000
tai12b 39464925 7.995 2 240.000
tai15b 51765268 0.071 5 151.353
tai20b 122455319 21.993 1 270.000
tai25b 344355646 12.805 1 270.207
tai30b 637117113 15.479 1 270.022
tai35b 283315445 7.703 0 300.000
tai40b 637250948 10.085 0 300.000
tai50b 458821517 6.803 0 300.000
tai60b 608215054 6.559 0 300.000
tai80b 818415043 5.402 0 300.000
tai100b 1185996137 4.750 0 300.000
tai150b 498896643 2.686 0 300.000
tai64c 1855928 0.450 0 300.000
tai256c 44759294 0.431 0 300.000
tho30 149936 0.184 9 87.784
tho40 240516 0.147 2 241.778
tho150 8133398 1.196 0 300.000
wil50 48816 0.153 0 300.000
wil100 273038 0.409 0 300.000
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Table 2. Independent parallelism on 32 cores (timeout = 300 s)

Problem BKS APD #BKS time(s)

bur26a 5426670 0.000 10 0.027
bur26b 3817852 0.000 10 0.021
bur26c 5426795 0.000 10 0.009
bur26d 3821225 0.000 10 9.311
bur26e 5386879 0.000 10 0.010
bur26f 3782044 0.000 10 0.009
bur26g 10117172 0.000 10 0.006
bur26h 7098658 0.000 10 0.010
els19 17212548 0.421 9 30.007
esc128 64 0.000 10 0.036
had12 1652 0.000 10 0.000
had14 2724 0.000 10 0.000
had16 3720 0.000 10 0.000
had18 5358 0.000 10 0.001
had20 6922 0.000 10 0.001
kra30a 88900 0.134 9 30.544
kra30b 91420 0.000 10 2.485
kra32 88700 0.000 10 0.195
lipa80a 253195 0.000 10 15.001
lipa90a 360630 0.000 10 32.361
nug16a 1610 0.000 10 0.001
nug22 3596 0.000 10 0.002
nug24 3488 0.000 10 0.004
nug27 5234 0.000 10 0.006
nug28 5166 0.000 10 0.059
nug30 6124 0.000 10 0.268
sko42 15812 0.000 10 1.138
sko49 23386 0.000 10 40.118
sko56 34458 0.001 9 71.411
sko64 48498 0.005 8 109.435
sko72 66256 0.041 3 236.308
sko81 90998 0.044 1 271.685
sko90 115534 0.125 1 288.550

Problem BKS APD #BKS time(s)

sko100a 152002 0.117 0 300.000
sko100b 153890 0.112 0 300.000
sko100c 147862 0.056 0 300.000
sko100d 149576 0.133 0 300.000
sko100e 149150 0.059 0 300.000
sko100f 149036 0.144 0 300.000
ste36a 9526 0.000 10 1.148
ste36b 15852 0.000 10 2.035
ste36c 8239110 0.000 10 5.148
tai40a 3139370 0.074 0 300.000
tai50a 4938796 0.286 0 300.000
tai60a 7205962 0.302 0 300.000
tai80a 13499184 0.497 0 300.000
tai100a 21052466 0.419 0 300.000
tai12b 39464925 0.000 10 0.001
tai15b 51765268 0.000 10 0.001
tai20b 122455319 0.045 9 30.003
tai25b 344355646 0.074 8 94.831
tai30b 637117113 0.638 6 122.746
tai35b 283315445 0.364 3 229.160
tai40b 637250948 0.339 7 91.070
tai50b 458821517 1.222 0 300.000
tai60b 608215054 1.318 0 300.000
tai80b 818415043 2.012 0 300.000
tai100b 1185996137 0.900 0 300.000
tai150b 498896643 1.546 0 300.000
tai64c 1855928 0.012 8 60.004
tai256c 44759294 0.294 0 300.000
tho30 149936 0.000 10 0.235
tho40 240516 0.002 8 77.261
tho150 8133398 0.436 0 300.000
wil50 48816 0.000 10 27.545
wil100 273038 0.111 0 300.000

The results of this experiment are summarized in Table 2. This form of paral-
lelism brings a significant improvement in performance and reach. Exactly half
of the 66 problem instances now become fully solved (the average time being
3.2s). However, among the 33 remaining ones, 19 remain never solved and, on
average, the remaining 14 get solved 6 out of 10 times. Moreover, the average
APD over the not fully solved 33 is 0.372 %. This contrasts with the previous
situation (2.2 %), which indicates a significant improvement in the quality of
solutions: even when the optimum is not reached, the solution which was found
is close.

4.3 Stage 3: Cooperative Parallelism

In this final experiment, we attacked the 33 hardest instances with parallelism
and cooperation. This was simplified thanks to the CPLS framework which pro-
vides the necessary abstraction layers and already handles the communication (see
Sect. 2.3). The sequential EO-QAP needed a very simple adaptation: every R iter-
ations it has to send its current configuration to the Elite Pool and, every U iter-
ations, it retrieves a configuration from the pool, which it nondeterministically2

2 With a probability pAdopt.
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adopts it if it is better than the current one. The CPLS system already provides
library functions for all these operations. The resulting solver is then composed of
several EO-QAP instances running in parallel, which cooperate by communicating
in order to converge faster on a solution. As per [7], the CPLS parameters which
control the cooperation are as follows:

– Team Size (NPT ): we tested various configurations and defined NPT = 16.
There are thus 8 teams composed of 16 explorer nodes each running the EO-
QAP procedure. This is constant for all problems.

– Report Interval (R): we manually tuned it (starting from the average number
of iterations collected during the previous stage divided by 10).

– Update Interval (U): we experimented different ratio and retained U/R = 2.
– Elite Pool (EP ): its size is fixed to 4 for all problems.
– pAdopt : is set to 1. An EO-QAP instance receiving a better configuration

than its current one always switches to this new one.

This experiment has been carried out on a cluster of 16 machines, each with
4 × 16-core AMD Opteron 6376 CPUs running at 2.3 GHz and 128 GB of RAM.
The nodes are interconnected with InfiniBand FDR 4× (i.e. 56 GBPS.) We had
access to 4 nodes and used up to 32 cores per node, i.e. 128 cores. We stay with
a timeout of 5 min. Finally, we tested deeply two PDFs (power and exponential)
and their τ value and retained the best combination for each problem instance
(we could not yet test the Normal law and the Gamma law, while efficient in
sequential seems, not well suited for parallelism or else using a different τ value).

Table 3 presents the results obtained on the hardest instances. The table
also reports the average number of iterations, the report and update interval
(R and U), the number of times the winning algorithm has adopted an elite
configuration, the PDF and τ value used. In this last stage, 15 new problems
become fully solved. Moreover the average time to solve them is only 24.5 s. Only
8 remain unsolved. On average, the remaining 10 get solved 5 out of 10 times.
Moreover, the average APD over the 18 not fully solved is only 0.25 %. Even
when the optimum is not reached the returned solution is close to this optimum.

The table shows that an efficient execution corresponds to a limited number
of “adoptions” of an elite configuration (less than 5 changes). This is directly
correlated to the value of R and U . There are some exceptions like tai25b and
tho40 which are both fully solved. We plan to analyze in details these both
situations (e.g. varying R and U).

Regarding the power and exponential PDF, there is no winner. It is worth
noticing that sometimes the difference is huge. For instance, sko90 is solved 9
times with the power law but only 2 times with the exponential law. The reverse
occurs for taiXX a for which the exponential law performs much better.

The performance of the cooperative parallel EO-QAP, is on par with the best
competing solutions, while retaining a much simpler internal structure [32]. Due
to space limitations, we do not develop this further.
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Table 3. Cooperative parallelism on 128 cores (timeout = 300 s)

Problem BKS APD #BKS time(s) #iters R U #adopt PDF τ

els19 17212548 0.000 10 0.003 23 10 20 0.2 pow 1.70
kra30a 88900 0.000 10 0.026 599 100 200 2.6 pow 0.20
sko56 34458 0.000 10 4.776 35658 7000 14000 2.5 pow 0.60
sko64 48498 0.000 10 4.822 26494 7000 14000 1.5 pow 0.60
sko72 66256 0.000 10 13.442 57956 15000 30000 1.4 pow 0.80
sko81 90998 0.008 7 118.905 399748 20000 40000 9.4 pow 1.00
sko90 115534 0.000 10 92.951 253547 25000 50000 5.0 pow 0.60
sko100a 152002 0.012 5 224.206 492441 50000 100000 4.2 pow 1.00
sko100b 153890 0.001 8 146.679 322560 50000 100000 2.6 pow 1.00
sko100c 147862 0.000 10 145.032 319871 50000 100000 2.4 pow 1.00
sko100d 149576 0.014 6 200.948 442626 50000 100000 3.6 pow 1.00
sko100e 149150 0.000 10 103.370 228094 50000 100000 1.6 pow 1.00
sko100f 149036 0.011 4 245.929 542031 50000 100000 4.8 pow 1.00
tai40a 3139370 0.022 7 171.113 2701406 350000 700000 3.4 exp 0.18
tai50a 4938796 0.026 5 208.882 1997696 350000 700000 2.4 exp 0.16
tai60a 7205962 0.132 2 285.329 1833023 400000 800000 1.9 exp 0.17
tai80a 13499184 0.385 0 300.000 1037282 400000 800000 1.0 exp 0.16
tai100a 21052466 0.297 0 300.000 657489 100000 200000 3.0 exp 0.13
tai20b 122455319 0.000 10 0.001 69 20 40 0.8 exp 0.38
tai25b 344355646 0.000 10 0.600 23331 400 800 17.0 pow 1.40
tai30b 637117113 0.000 10 0.121 3360 500 1000 3.0 pow 0.20
tai35b 283315445 0.000 10 0.737 15659 500 1000 14.2 pow 0.80
tai40b 637250948 0.000 10 0.061 973 500 1000 0.4 exp 0.12
tai50b 458821517 0.214 2 266.446 2571166 250000 500000 4.5 exp 0.03
tai60b 608215054 0.205 3 256.836 1676681 250000 500000 2.6 pow 0.40
tai80b 818415043 1.192 0 300.000 1035635 45000 90000 8.8 pow 1.05
tai100b 1185996137 0.465 0 300.000 658761 50000 100000 5.5 pow 1.02
tai150b 498896643 1.088 0 300.000 281965 70000 140000 1.5 pow 0.94
tai64c 1855928 0.000 10 0.010 27 6 12 0.3 exp 0.04
tai256c 44759294 0.263 0 300.000 81624 10000 20000 1.3 exp 0.04
tho40 240516 0.000 10 1.243 20091 22000 44000 0.2 pow 1.00
tho150 8133398 0.144 0 300.000 281711 50000 100000 1.7 pow 1.00
wil100 273038 0.061 0 300.000 662233 50000 100000 5.4 exp 0.09

5 Conclusion and Further Work

We have proposed EO-QAP: an Extremal Optimization (EO) procedure for
QAP. The basic sequential version of EO-QAP, while simple behaves rather
well on several instances of QAPLIB. To attack hardest instances we first pro-
posed a simple extension to the original EO procedure allowing for different
probability distribution functions (PDF). The user can select the most ade-
quate PDF depending on the degree of intensification wanted. Moreover, we
resorted to cooperative parallelism using a framework written in the X10 par-
allel language, which provides the user with a fine degree of control of the
intensification and diversification for the search. The cooperative version of EO-
QAP displays very good results: using 128 cores, 116 instances of QAPLIB are
systematically solved at each execution, 10 instances are solved half the time
and only 8 instances remain unsolved (but the obtained solution is near to the
optimum).

We now plan to attack other known hard instances. Future work includes
the study of a default parameter for the other PDFs (e.g. exponential) and how
to take into account the hardness of the problem to define this value (e.g. in
terms of the landscape ruggedness of the instance to solve). Moreover, we plan
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to explore portfolio approaches, i.e. ones which combine multiple solvers as well
as experiment with techniques for parameter auto-tuning. This experimentation
entails a deep analysis of the parallel performance behavior.
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28. Toulouse, M., Crainic, T., Sansó, B.: Systemic behavior of cooperative search algo-
rithms. Parallel Comput. 30, 57–79 (2004)

29. Munera, D., Diaz, D., Abreu, S., Codognet, P.: Flexible cooperation in parallel
local search. In: Symposium on Applied Computing (SAC), pp. 1360–1361. ACM
Press, New York (2014)

30. Minton, S., Philips, A., Johnston, M.D., Laird, P.: Minimizing conflicts: a heuristic
repair method for constraint-satisfaction and scheduling problems. J. Artif. Intell.
Res. 58, 161–205 (1993)
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