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Abstract. In this paper, we investigate extractive multi-document sum-
marisation algorithms over newswire corpora. Examining recent findings,
baseline algorithms, and state-of-the-art systems is pertinent given the
current research interest in event tracking and summarisation. We first
reproduce previous findings from the literature, validating that auto-
matic summarisation evaluation is a useful proxy for manual evaluation,
and validating that several state-of-the-art systems with similar auto-
matic evaluation scores create different summaries from one another. Fol-
lowing this verification of previous findings, we then reimplement various
baseline and state-of-the-art summarisation algorithms, and make several
observations from our experiments. Our findings include: an optimised
Lead baseline; indication that several standard baselines may be weak;
evidence that the standard baselines can be improved; results showing
that the most effective improved baselines are not statistically signifi-
cantly less effective than the current state-of-the-art systems; and finally,
observations that manually optimising the choice of anti-redundancy
components, per topic, can lead to improvements in summarisation
effectiveness.

1 Introduction

Text summarisation [15,19] is an information reduction process, where the aim
is to identify the important information within a large document, or set of docu-
ments, and infer an essential subset of the textual content for user consumption.
Examples of text summarisation being applied to assist with user’s informa-
tion needs include search engine results pages, where snippets of relevant pages
are shown, and online news portals, where extracts of newswire documents are
shown. Indeed, much of the research conducted into text summarisation has
focused on multi-document newswire summarisation. For instance, the input
to a summarisation algorithm being evaluated at the Document Understanding
Conference1 or Text Analysis Conference2 summarisation evaluation campaigns
is often a collection of newswire documents about a news-worthy event. Further,
research activity related to the summarisation of news-worthy events has recently
been conducted under the TREC Temporal Summarisation Track3. Given the
1 duc.nist.gov.
2 nist.gov/tac.
3 trec-ts.org.
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current research interest in event summarisation [5,8,13], the reproduction, vali-
dation, and generalisation of findings from the newswire summarisation literature
is important to the advancement of the field, and additionally, constitutes good
scientific practice.

Hence, in this contribution, we begin by reproducing and validating two pre-
vious findings, over DUC 2004 Task 2. First, that the ROUGE-2 [9] metric is
aligned with user judgements for summary quality, but generalising this finding
in the context of crowd-sourcing. Second, that there exists measurable variability
in the sentence selection behaviour of state-of-the-art summarisation algorithms
exhibiting similar ROUGE-2 scores, but confirming such variability via a com-
plementary form of analysis, adding to the weight of evidence of the original find-
ing. Further, in this paper, we reproduce the Random and Lead baselines, over
the DUC 2004 and TAC 2008 newswire summarisation datasets. Observations
from such experiments include: a validation of the lower-bound on acceptable
summarisation effectiveness; findings that the effectiveness of the simple Lead
baseline used at DUC and TAC can be improved; and that the Lead baseline
augmented with anti-redundancy components is competitive with several stan-
dard baselines, over DUC 2004. Finally, we reproduce a series of standard and
state-of-the-art summarisation algorithms. Observations from these experiments
include: optimisations to several standard baselines that improve effectiveness;
results indicating that state-of-the-art techniques, using integer linear program-
ming and machine learning, are not always more effective than simple unsuper-
vised techniques; and additionally, that an oracle system optimising the selection
of different anti-redundancy components, on a per-topic basis, can potentially
lead to improvements in summarisation effectiveness.

The remainder of this paper is organised as follows: We report our experi-
mental setup in Sect. 2, describing summarisation algorithms, datasets, and the
evaluation process. In Sect. 3, we present the results from a user study reproduc-
ing and validating previous findings that the ROUGE-2 metric aligns with user
judgements for summary quality. In Sect. 4, we reproduce and validate previous
findings that, despite exhibiting similar ROUGE-2 scores, state-of-the-art sum-
marisation algorithms vary in their sentence selection behaviour. In Sect. 5, we
reproduce the Random and Lead baselines, making several observations over the
DUC 2004 and TAC 2008 datasets. In Sect. 6, we reproduce standard baselines
and state-of-the-art systems, making further observations over the DUC 2004
and TAC 2008 datasets. Finally, Sect. 7 summarises our conclusions.

2 Reproducible Experimental Setup

In this section, we briefly describe the summarisation algorithms that we inves-
tigate, with full details available in the relevant literature [7]. Then, we also
describe the anti-redundancy components that aim to minimise repetition in the
summary text. Following this, we provide details of the evaluation datasets and
metrics used in our experiments.
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Summarisation Algorithms – In general, each summarisation algorithm
assigns scores to sentences, computing a ranked list of sentences where the
highest-scoring sentences are most suitable for inclusion into the summary text.
Some algorithms then pass the ranked list of scored sentences to an anti-
redundancy component, described below, while other algorithms do not (i.e.
handling redundancy internally). FreqSum [16] computes the probability of
each word, over all the input sentences. Sentences are scored by summing the
probabilities of each of its individual words, normalising by sentence length (i.e.
average probability). The scored sentences (a ranked list) are passed to an anti-
redundancy component for summary sentence selection. TsSum [2] relies on
the computation of topic words [10], which are words that occur more often
in the input text than in a large background corpus. The log-likelihood ratio
test is applied, with a threshold parameter used to determine topic words from
non-topic words. A further parameter of this algorithm is the background cor-
pus to use; in our experiments we use the term frequencies of the 1,000,000
most common words in Wikipedia. Sentences are scored by taking the ratio of
unique topic words to unique non-topic words. An anti-redundancy component
is then applied to select novel sentences. Centroid [18] computes a centroid
pseudo-document of all terms, and scores sentences by their cosine similarity to
this centroid vector. This algorithm has a parameter, in that a vector weighting
scheme must be chosen, e.g. tf*idf. Sentence selection is via an anti-redundancy
component. LexRank [3] computes a highly-connected graph, where the ver-
tices are sentences, and weighted edges represent the cosine similarity between
vertices. Again, a vector weighting scheme, to represent sentences as vectors,
must be chosen. Sentences are scored by using a graph algorithm (e.g. in-degree
or PageRank) to compute a centrality score for each vertex. A threshold para-
meter is applied over the graph, disconnecting vertices that fall below a given
cosine similarity, or, the edge weights may be used as transition probabilities in
PageRank (i.e. Cont. LexRank). Further, an anti-redundancy component is then
used to select novel sentences. Greedy–KL [6] computes the Kullback–Leibler
divergence between each individual sentence and all other sentences. Then, sum-
mary sentences are chosen by greedily selecting the sentence that minimises the
divergence between the summary text and all the original input sentences. This
algorithm has a parameter, in the range [0, 1], the Jelinek–Mercer smoothing
λ value, used when computing the language models for the Kullback–Leibler
divergence computation. ICSISumm [4] views the summarisation task as an
optimisation problem, with a solution found via integer linear programming. An
objective function is defined that maximises the presence of weighted concepts
in the final summary text, where such concepts are computed over the set of
input sentences (specifically, bi-grams valued by document frequency). In our
experiments, we use an open source solver4 to express and execute integer lin-
ear programs. Further, we also experiment with a machine learned model.
The features used are the FreqSum, TsSum, Centroid, LexRank, and Greedy–
KL baselines. The learned model is trained on the gold-standard of DUC 2002

4 gnu.org/software/glpk/.
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(manual sentence extracts), and tested on DUC 2004 and TAC 2008. For our
experiments, we train a maximum entropy binary classifier5, with feature values
scaled in the range [−1, 1]. The probability estimates output from the classifier
are used to score the sentences, producing a ranking of sentences that is passed
through an anti-redundancy component for summary sentence selection.

Anti-redundancy Components – Each anti-redundancy component takes as
input a list of sentences, previously ranked by a summarisation scoring function.
The first, highest-scoring, sentence is always selected. Then, iterating down the
list, the next highest-scoring sentence is selected on the condition that it satis-
fies a threshold. We experiment with the following anti-redundancy threshold-
ing components, namely NewWordCount, NewBigrams, and CosineSimilarity.
NewWordCount [1] only selects the next sentence in the list, for inclusion into
the summary text, if that sentence contributes n new words to the summary text
vocabulary. In our experiments, the value of n, the new word count parameter,
ranges from [1, 20], in steps of 1. NewBigrams only selects a sentence if that
sentence contributes n new bi-grams to the summary text vocabulary. In our
experiments, the value of n, the new bi-grams parameter, ranges from [1, 20],
in steps of 1. The CosineSimilarity thresholding component only selects the
next sentence if that sentence is sufficiently dis-similar to all previously selected
sentences. In our experiments, the value of the cosine similarity threshold ranges
from [0, 1] in steps of 0.05. As cosine similarity computations require a vector
representation of the sentences, we experiment with different weighting schemes,
denoted Tf, Hy, Rt, and HyRt. Tf is textbook tf*idf, specifically log(tf)∗ log(idf),
where tf is the frequency of a term in a sentence, and idf is N/Nt, the number
of sentences divided by the number of sentences containing the term t. Hy is
a tf*idf variant, where the tf component is computed over all sentences com-
bined into a pseudo-document, with idf computed as N/Nt. Rt and HyRt are
tf*idf variants where we do not use log smoothing, i.e. raw tf. The 4 variants of
weighting schemes are also used by Centroid and LexRank, to represent sentences
as weighted vectors.

Summarisation Datasets – In our summarisation experiments, we use
newswire documents from the Document Understanding Conference (DUC) and
the Text Analysis Conference (TAC). Each dataset consists of a number of top-
ics, where a topic is a cluster of related newswire documents. Further, each topic
has a set of gold-standard reference summaries, authored by human assessors, to
which system-produced summaries are compared in order to evaluate the effec-
tiveness of various summarisation algorithms. The DUC 2004 Task 2 dataset
has 50 topics of 10 documents per topic, and 4 reference summaries per topic.
The TAC 2008 Update Summarization Task dataset has 48 topics, and also 4
reference summaries per topic. For each topic within the TAC dataset, we use
the 10 newswire articles from document set A, and the 4 reference summaries

5 mallet.cs.umass.edu/api/cc/mallet/classify/MaxEnt.html.

http://mallet.cs.umass.edu/api/cc/mallet/classify/MaxEnt.html
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for document set A, ignoring the update summarisation part of the task (set B).
Further, we use the TAC 2008 dataset for generic summarisation (ignoring the
topic statements).

The Stanford CoreNLP toolkit is used to chunk the newswire text into sen-
tences, and tokenise words. Individual tokens are then subjected to the follow-
ing text processing steps: Unicode normalisation (NFD6), case folding, splitting
of compound words, removal of punctuation, Porter stemming, and stopword
removal (removing the 50 most common English words7). When summarising
multiple documents for a topic, we combine all sentences from the input docu-
ments for a given topic into a single virtual document. The sentences from each
document are interleaved one-by-one in docid order, and this virtual document
is given as input to the summarisation algorithms.

Summarisation Evaluation – To evaluate summary texts, we use the
ROUGE [9] evaluation toolkit8, measuring n-gram overlap between a system-
produced summary and a set of gold-standard reference summaries. Following
best practice [7], the summaries under evaluation are subject to stemming,
stopwords are retained, and we report ROUGE-1, ROUGE-2 and ROUGE-4
recall – measuring uni-gram, bi-gram, and 4-gram overlap respectively – with
results ordered by ROUGE-2 (in bold), the preferred metric due to its reported
agreement with manual evaluation [17]. Further, for all experiments, summary
lengths are truncated to 100 words. The ROUGE parameter settings used
are: “ROUGE-1.5.5.pl -n 4 -x -m -l 100 -p 0.5 -c 95 -r 1000 -f A -t 0”. For
summarisation algorithms with parameters, we learn the parameter settings via
a five-fold cross validation procedure, optimising for the ROUGE-2 metric. Sta-
tistical significance in ROUGE results is reported using the paired Student’s
t-test, 95 % confidence level, as implemented in MATLAB. ROUGE results for
various summarisation systems are obtained using SumRepo [7]9, which provides
the plain-text produced by 5 standard baselines, and 7 state-of-the-art systems,
over DUC 2004. Using this resource, we compute ROUGE results, over DUC 2004
only, for the algorithms available within SumRepo, obtaining reference results
for use in our later experiments.

3 Crowd-Sourced User Study to Validate
that the ROUGE-2 Metric Aligns with User
Judgements of Summary Quality

Current best practice in summarisation evaluation [7] is to report ROUGE
results using ROUGE-2 as the preferred metric, due to the reported agreement
of ROUGE-2 with manual evaluation [17]. In this section, we now examine if
the ROUGE-2 metric aligns with user judgements, reproducing and validating

6 docs.oracle.com/javase/8/docs/api/java/text/Normalizer.html.
7 en.wikipedia.org/wiki/Most common words in English.
8 www.berouge.com.
9 http://www.seas.upenn.edu/∼nlp/corpora/sumrepo.html.

https://docs.oracle.com/javase/8/docs/api/java/text/Normalizer.html
http://en.wikipedia.org/wiki/Most_common_words_in_English
http://www.berouge.com/
http://www.seas.upenn.edu/~{}nlp/corpora/sumrepo.html
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previous findings – but generalising to the context of crowd-sourcing. This pro-
vides a measure of confidence in using crowd-sourced evaluations of newswire
summarisation, as has previously been demonstrated for microblog summarisa-
tion [11,12]. Our user study is conducted via CrowdFlower10, evaluating 5 base-
line systems and 7 state-of-the-art systems, over the DUC 2004 dataset using
summary texts from SumRepo. A system ranking based on ROUGE-2 effec-
tiveness is compared with a system ranking based on the crowd-sourced user
judgements, in order to determine if the ROUGE-2 metric is aligned with user
judgements.

Users are shown a summary text, and asked to provide a judgement on the
quality of the summary, using a 10-point scale. The interface for soliciting sum-
mary quality assessments is shown in Fig. 1. Users are provided with minimal
instructions, which they may opt to read, and although we provide criteria by
which users could make judgements of summary quality11, we make no attempt
to simulate a complex work task. The total cost of the user study is $109.74, for
3,000 judgements (50 topics, 12 systems, each summary judged 5 times, approx.
$0.036 per judgement). The per-system judgements provided by the users are
aggregated first at the topic level (over 5 assessors) and then at the system level
(over 50 topics). Table 1 provides results from the user study, where we compare
a ranking of systems based on their ROUGE-2 effectiveness (denoted Reference
Results) with a ranking of systems obtained from the mean of the 10-point scale
user judgements (denoted User Judgements). Table 1 also includes the ROUGE-1
and ROUGE-4 scores of each system for the reference results, and the minimum,
maximum, and median scores for the user judgements. The 12 systems under
evaluation are separated into two broad categories [7], namely Baselines and
State-of-the-art.

Fig. 1. The interface for our user study, soliciting summary judgements via Crowd-
Flower.

10 crowdflower.com.
11 www-nlpir.nist.gov/projects/duc/duc2007/quality-questions.txt.

http://www.crowdflower.com
http://www-nlpir.nist.gov/projects/duc/duc2007/quality-questions.txt
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Table 1. Reference ROUGE results, over DUC 2004, and results from our crowd-
sourced user study validating ROUGE-2 is aligned with user judgements for summary
quality.

From Table 1, we observe that, generally, the crowd-sourced user judgements
mirror the ROUGE-2 system ordering of baselines and state-of-the-art systems,
i.e. that it is therefore possible for the crowd to distinguish between baseline algo-
rithms and state-of-the-art systems. The two exceptions are CLASSY 04, which
the crowd-sourced user judgements have rated less effective than the ROUGE-2
result, and Greedy–KL, which the crowd-sourced user judgements have rated
more effective than the ROUGE-2 result. However, from Table 1, we can con-
clude that the ROUGE-2 metric is generally aligned with crowd-sourced user
judgements, reproducing and validating previous findings [17], and generalising
to the context of crowd-sourced summarisation evaluations.

4 Confirming Variability in Sentence Selection Behaviour
of Summarisation Algorithms with Similar ROUGE-2
Scores

It has been previously reported [7], over DUC 2004 Task 2, that the top 6 state-
of-the-art summarisation algorithms exhibit low overlap in the content selected
for inclusion into the summary text, despite having no statistically significant
difference in ROUGE-2 effectiveness (two-sided Wilcoxon signed-rank, 95 % con-
fidence level). Content overlap was measured at the level of sentences, words,
and summary content units, demonstrating that the state-of-the-art algorithms
exhibit variability in summary sentence selection. In this section, we seek to
reproduce and validate this finding, by investigating the variation in ROUGE-2
effectiveness of the state-of-the-art systems across topics. This analysis seeks to
determine if, despite having very similar ROUGE-2 effectiveness, the sentence
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selection behaviour of the state-of-the-art systems varies over topics. This would
confirm that the state-of-the-art systems are selecting different content for inclu-
sion into the summary, reproducing and validating the previously published [7]
results.

For our analysis, we examine the ROUGE-2 effectiveness of the state-of-the-
art systems over the 50 topics of DUC 2004 Task 2, using the summary text
from SumRepo. In Fig. 2, we visualise the distribution of ROUGE-2 scores over
topics, for the top 6 state-of-the-art systems, with the topics on the x-axis ordered
by the ROUGE-2 effectiveness of ICSISumm. In Table 2, we then quantify the
ROUGE-2 effectiveness between the top 6 state-of-the-art systems, showing the
Pearson’s linear correlation coefficient of ROUGE-2 scores across the topics.

From Fig. 2, we observe that, for each of the top 6 state-of-the-art systems,
there is variability in ROUGE-2 scores over different topics. Clearly, for some top-
ics, certain systems are more effective, while for other topics, other systems are
more effective. This variability is usually masked behind the ROUGE-2 score,
which provides an aggregated view over all topics. Further, from Table 2 we
observe that the per-topic ROUGE-2 scores of the top 6 state-of-the-art systems
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Fig. 2. ROUGE-2 effectiveness profiles, across the 50 topics of DUC 2004, for the top
6 state-of-the-art systems, with the x-axis ordered by the ROUGE-2 effectiveness of
ICSISumm.

Table 2. Pearson’s linear correlation coefficient of ROUGE-2 scores between the top
six state-of-the-art systems, across the 50 topics of DUC 2004.

CLASSY11 Submodular DPP OCCAMS V RegSum ICSISumm

CLASSY11 1.0000 – – – – –

Submodular 0.7607 1.0000 – – – –

DPP 0.6950 0.7605 1.0000 – – –

OCCAMS V 0.7701 0.7456 0.7824 1.0000 – –

RegSum 0.6721 0.7089 0.6849 0.6599 1.0000 –

ICSISumm 0.7385 0.6875 0.6089 0.7463 0.6516 1.0000
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are not as highly correlated as indicated by these system’s aggregated ROUGE-
2 scores, which have no statistically significant difference. Indeed, we observe
from Table 2 that the highest level of correlation is 0.7824, between OCCAMS V
and DPP, but falls to 0.6089, between ICSISumm and DPP. Given the visual-
isation of variability in Fig. 2, and the quantification of variability in Table 2,
we conclude that, although these systems have very similar ROUGE-2 scores,
they exhibit variability in sentence selection behaviour, validating the previous
findings [7].

5 Reproducing the Random and Lead Baselines

In this section, we reproduce the Random and Lead baselines, making observa-
tions over DUC 2004 and TAC 2008. The Random baseline provides a lower-
bound on acceptable effectiveness, i.e. an effective summarisation algorithm
should out-perform a randomly generated summary. In our experiments, we gen-
erate 100 random summaries, per topic, and average the ROUGE-1, ROUGE-
2 and ROUGE-4 scores to provide a final Random baseline result. The Lead
baseline is reported to be very effective for newswire summarisation [14], due
to journalistic convention of a news article’s first sentence being very infor-
mative. We investigate the method used to derive the Lead baseline, and fur-
ther, the results of augmenting the Lead baseline with different anti-redundancy
components.

Table 3 gives the ROUGE results for the Random baseline, 2 variants of the
Lead baseline (recent doc and interleaved), the Lead (interleaved) baseline passed
through 6 anti-redundancy components, and also the results for the 5 standard
baseline algorithms. In particular, Table 3 presents the ROUGE results for the
Lead (recent doc) baseline used for the DUC and TAC evaluations, which consists
of the lead sentences extracted from the most recent document in the collection of
documents for a topic. We also show, in Table 3, the Lead (interleaved) baseline
that results from the sentence interleaving of a virtual document, where the
input sentences are arranged one-by-one from each document in turn. Further,
Table 3 provides reference ROUGE results, over DUC 2004, for the 5 standard
baselines computed using SumRepo (not available for TAC 2008).

From Table 3, we first observe the ROUGE effectiveness of the Random base-
line, establishing a lower-bound on the acceptable performance over the two
datasets. All of the standard baselines exceed the Random performance, however,
Lead (recent doc) over TAC 2008 exhibits a ROUGE-1 score that is not signifi-
cantly different from Random. This indicates that Lead (recent doc) may not be
a strong baseline, over TAC 2008. Indeed, we observe a significant improvement
in ROUGE results, shown in Table 3 using the “†” symbol, for the Lead (inter-
leaved) baseline over the official Lead (recent doc) baselines used at DUC and
TAC. From this, we conclude that using multiple lead sentences, from multiple
documents, to construct a Lead baseline is more effective than simply using the
first n sentences from the most recent document.

Further, from Table 3, we observe cases where the Lead (interleaved) base-
line, when passed through an anti-redundancy component, achieves ROUGE
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Table 3. ROUGE scores, over DUC 2004 and TAC 2008, for Random and Lead, the
Lead baseline augmented with different anti-redundancy components, and 5 standard
baselines.

effectiveness scores that exhibit a significant improvement over the Lead (inter-
leaved) baseline, as indicated by the “‡” symbol. In particular, over DUC 2004,
Lead (interleaved) augmented with anti-redundancy filtering results in signif-
icant improvements in ROUGE-1 scores for all anti-redundancy components
investigated, and significant improvements in ROUGE-2 scores using CosineS-
imilarityHyRt and CosineSimilarityHy. However, from Table 3, we observe that
anti-redundancy filtering of Lead (interleaved) is not as effective over TAC 2008,
where only CosineSimilarityHyRt exhibits significantly improved ROUGE-1 and
ROUGE-2 scores. From these observations, we conclude that the optimal Lead
baseline, for multi-document extractive newswire summarisation, can be derived
by augmenting an interleaved Lead baseline with anti-redundancy filtering (such
as cosine similarity).

Finally, from Table 3, we observe the 5 standard baselines, LexRank, Cen-
troid, FreqSum, TsSum, and Greedy–KL, do not exhibit significant differences in
ROUGE-2 scores, over DUC 2004, from CosineSimilarityHy, the most effective
anti-redundancy processed interleaved Lead baseline. Indeed, only Greedy–KL
exhibits a ROUGE-1 score (“✔”) that is significantly more effective that Lead
interleaved with CosineSimilarityHy, and further, LexRank shows a significant
degradation in ROUGE-4 effectiveness (“✗”). From this, we conclude that the
5 standard baselines, over DUC 2004, may be weak baselines to use in future
experiments, with any claimed improvements questionable.
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6 Reproducing Standard and State-of-the-art Algorithms

In this section, we reproduce standard summarisation baselines, and state-of-
the-art systems, making several observations over the DUC 2004 and TAC 2008
datasets. In particular, we reimplement the LexRank, Centroid, FreqSum, TsSum,
and Greedy–KL standard baselines. Additionally, we investigate the state-of-the-
art summarisation algorithms, that use integer linear programming (ILP) and
machine learning techniques, reimplementing ICSISumm, and training a super-
vised machine learned model. Further, we investigate the optimisation of the
selection of anti-redundancy components on a per topic basis, making observa-
tions regarding the best and worse cases, over DUC 2004 and TAC 2008, for our
most effective reimplementations of the standard baselines.

Table 4 provides reference results for standard baselines and state-of-the-art
systems, over DUC 2004 and TAC 2008, to which we compare our reimple-
mentations of the various summarisation algorithms. In Table 4, the standard
baselines and state-of-the-art reference results, over DUC 2004, are computed
from SumRepo. The TAC 2008 reference results are computed from the partic-
ipants submissions to TAC 2008, specifically ICSISumm, which were the most
effective runs under ROUGE-2 for part A of the task (the non-update part).
Table 5 presents results, over DUC 2004 and TAC 2008, that show the effective-
ness of our reimplementations of the 5 standard baselines, our reimplementations
of ICSISumm, and the machine learned model, MaxEnt.

From Table 5, we first observe the ROUGE results for our reimplementa-
tions of the standard baselines, where the standard baselines have been num-
bered (1) to (5). In Table 5, a “✔“ symbol indicates a statistically signifi-

Table 4. Reference ROUGE results, for baselines and state-of-the-art systems.

Table 5. Reimplementation ROUGE results, for baselines and state-of-the-art systems.
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cant improvement of a baseline reimplementation over the standard baseline,
while a “†” symbol indicates that there is no statistically significant differ-
ence to ICSISumm over DUC 2004, and a “‡” symbol indicates no statis-
tically significant difference to ICSISumm over TAC 2008. Over DUC 2004,
under the target metric ROUGE-2, GraphPRpriorsHy CosineSimilarityHy,
SimCentroidHy NewWordCount, and KLDivergence CosineSimilarityHy exhibit
improvements over the standard baselines of LexRank, Centroid, and Greedy–KL,
respectively, and these 3 baseline reimplementations exhibit similar effectiveness
to a state-of-the-art algorithm, ICSISumm. We also note further improvements
and state-of-the-art effectiveness for our baseline reimplementations under the
ROUGE 1 and 4 metrics. For TAC 2008, we observe that reimplementations
of LexRank, TsSum, and Greedy–KL exhibit ROUGE-1 effectiveness that is not
statistically significantly different from ICSISumm.

The improvements for our reimplementations (optimising the standard base-
lines and closing the gap to the state-of-the-art) are attributed to variations in
algorithm design. For example, most of the standard baselines use a cosine simi-
larity anti-redundancy component [7], and altering the choice of anti-redundancy
component can lead to improvements in effectiveness. Further, the most effec-
tive standard baseline reimplementation (over DUC 2004), KLDivergence
CosineSimilarityHy, is a variation of Greedy–KL. For this reimplementation,
instead of greedily selecting the sentences that minimise divergence, our vari-
ation first scores sentences by their Kullback–Leibler divergence to all other
sentences, then passes the ranked list to an anti-redundancy component. Other
variations include altering the vector weighting scheme, such as the hybrid tf*idf
vectors used by the SimCentroidHy baseline reimplementation. From the results
presented in Table 5, we conclude that it is possible to optimise the standard
baselines, even to the point where they exhibit similar effectiveness to a state-
of-the-art system (ICSISumm).

Next, from Tables 4 and 5, we observe that our reimplementation of
ICSISumm, and the machine learned model MaxEnt, exhibit state-of-the-art
effectiveness over DUC 2004. In particular, the ROUGE-2 results from our reim-
plementations of ICSISumm and MaxEnt are not statistically significantly dif-
ferent from the reference results for the original ICSIsumm. Over TAC 2008,
we observe similar results with our reimplementation of ICSISumm, in that it
exhibits effectiveness that is not statistically significantly different to the origi-
nal. However, we note that the learned model, trained on DUC 2002, is not as
effective under ROUGE-2 over TAC 2008 as we observe over DUC 2004. From
the results in Table 5, we conclude that our reimplementation of ICSISumm is
correct, and, although our learned model performs effectively over DUC 2004,
the learned model has not generalised effectively from DUC 2002 newswire to
TAC 2008 newswire.

We now investigate the manual selection of the most effective anti-
redundancy component, on a per topic basis. Taking effective standard base-
line reimplementations, we compute ROUGE scores for an oracle system that
selects the particular anti-redundancy component, per topic, which maximises
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Fig. 3. ROUGE-2 effectiveness profiles, over DUC 2004, for KLDivergence Lead, an
oracle system optimising selection of anti-redundancy components over topics, and the
worst case.

Table 6. Results over DUC 2004 and TAC 2008, showing the best/worst scores pos-
sible when manually selecting the most/least effective anti-redundancy components
per-topic.

the ROUGE-2 effectiveness. Figure 3 visualises the distribution of ROUGE-
2 scores, over the 50 topics of DUC 2004, for KLDivergence Lead (no anti-
redundancy filtering), and for the oracle system (best case), and additionally,
the worst case (where the least effective anti-redundancy component is always
chosen, per topic). Table 6 provides the ROUGE results for KLDivergence over
DUC 2004, and GraphDegreeHyRt over TAC 2008, showing the most effective
anti-redundancy component, the effectiveness of the oracle system, and the worst
case.

From Fig. 3, we can observe that there exists best, and worst case, anti-
redundancy component selection choices, per topic. This means, there are topics
where we would wish to avoid a particular anti-redundancy component, and
further, some topics where we would indeed wish to select a particular anti-
redundancy component. If we create an oracle system that manually selects from
the 6 different anti-redundancy components, optimising the ROUGE-2 metric
over topics, we obtain the ROUGE scores we present in Table 6. From Table 6,
we observe that the worst case is always significantly the least effective, over
both DUC 2004 and TAC 2008. Further, from Table 6 we observe that the ora-
cle system leads to statistically significant improvements over the most effective
anti-redundancy component, indicated by the “† symbol. In particular, over DUC
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2004, the oracle system is more effective under ROUGE-1 and ROUGE-4 than
the most effective anti-redundancy component (shown in bold). Over TAC 2008,
the oracle system is more effective under all ROUGE metrics than the most
effective anti-redundancy component (again, shown in bold). From the results
in Table 6, we conclude that, while we do not propose a solution for how such
an oracle system might be realised in practice, approximations of the oracle sys-
tem can potentially offer statistically significant improvements in summarisation
effectiveness.

7 Conclusions

In this paper, we have reproduced, validated, and generalised findings from the
literature. Additionally, we have reimplemented standard and state-of-the-art
baselines, making further observations from our experiments. In conclusion, we
have confirmed that the ROUGE-2 metric is aligned with crowd-sourced user
judgements for summary quality, and confirmed that several state-of-the-art sys-
tems behave differently, despite similar ROUGE-2 scores. Further, an optimal
Lead baseline can be derived from interleaving the first sentences from mul-
tiple documents, and applying anti-redundancy components. Indeed, an opti-
mal Lead baseline exhibits ROUGE-2 effectiveness with no significant difference
to standard baselines, over DUC 2004. Additionally, the effectiveness of the
standard baselines, as reported in the literature, can be improved to the point
where there is no significant difference to the state-of-the-art (as illustrated using
ICSISumm). Finally, given that an optimal choice of anti-redundancy compo-
nents, per-topic, exhibits significant improvements in summarisation effective-
ness, we conclude that future work should investigate learning algorithm (or
topic) specific anti-redundancy components.
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