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Abstract. Producing online reputation reports for an entity (company,
brand, etc.) is a focused summarization task with a distinctive feature:
issues that may affect the reputation of the entity take priority in the
summary. In this paper we (i) propose a novel methodology to evaluate
summaries in the context of online reputation which profits from an anal-
ogy between reputation reports and the problem of diversity in search;
and (ii) provide empirical evidence that incorporating priority signals
may benefit this summarization task.
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1 Introduction

Since the advent of Social Media, an essential part of Public Relations (for
organizations and individuals) is Online Reputation Management, which consists
of actively listening online media, monitoring what is being said about an entity
and deciding how to act upon it in order to preserve or improve the public
reputation of the entity. Monitoring the massive stream of online content is the
first task of online reputation experts. Given a client (e.g. a company), the expert
must provide frequent (e.g. daily) reports summarizing which are the issues that
people are discussing and involve the company.

In a typical workflow, the reputation experts start with a set of queries that
try to cover all possible ways of referring to the client. Then they take the results
set and filter out irrelevant content (e.g., texts about apple pies when looking for
the Apple company). Next, they determine which are the different issues people
are discussing, evaluate their priority, and produce a report for the client.

Crucially, the report must include any issue that may affect the reputation of
the client (reputation alerts) so that actions can be taken upon it. The summary,
therefore, is guided by the relative priority of issues. This notion of priority
differs from the signals that are usually considered in summarization algorithms,
and it depends on many factors, including popularity (How many people are
commenting on the issue?), polarity for reputation (Does it have positive or
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negative implications for the client?), novelty (Is it a new issue?), authority (Are
opinion makers engaged in the conversation?), centrality (Is the client central
to the conversation?), etc. This complex notion of priority makes the task of
producing reputation-oriented summaries a challenging and practical scenario.

In this context, we investigate two main research questions:

RQ1. Given the peculiarities of the task, what is the most appro-
priate evaluation methodology?

Our research is triggered by the availability of the RepLab dataset [1], which
contains annotations made by reputation experts on tweet streams for 61 entities,
including entity name disambiguation, topic detection and topic priority.

We will discuss two types of evaluation methodologies, and in both cases we
will adapt the RepLab dataset accordingly. The first methodology sticks to the
traditional summarization scenario, under the hypothesis that RepLab annota-
tions can be used to infer automatically entity-oriented summaries of near-manual
quality. The second evaluation methodology models the task as producing a rank-
ing of tweets that maximizes both coverage of topics and priority. This provides an
analogy with the problem of search with diversity, where the search system must
produce a rank that maximizes both relevance and coverage.

RQ2. What is the relationship between centrality and priority?

The most distinctive feature of reputation reports is that issues related with
the entity are classified according to their priority from the perspective of repu-
tation handling (the highest priority being a reputation alert). We want to inves-
tigate how the notion of priority translates to the task of producing extractive
summaries, and how important it is to consider reputational signals of priority
when building and appropriate summary.

We will start by discussing how to turn the RepLab setting and datasets into
a test collection for entity-oriented tweet stream summarization. Then we will
introduce our experimental setting to compare priority signals with text quality
signals and assess our evaluation methodology, discuss the results, link our study
with related work, and finish with the main conclusions learned.

2 A Methodology to Evaluate Reputation-Oriented
Tweet Stream Summarization

A reputation report is a summary — produced by an online reputation expert
— of the issues being discussed online which involve a given client (a company,
organization, brand, individual... in general, an entity). In reputation reports
produced daily, microblogs (and Twitter in particular) are of special relevance,
as they anticipate issues that may later hit other media. Typically, the reputation
expert follows this procedure (with the assistance of more or less sophisticated
software):

— Starts with a set of queries that cover all possible way of referring to the client.
— Takes the results set and filter out irrelevant content.
— Groups tweets according to the different issues (topics) people are discussing.
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— Evaluates the priority of each issue, establishing at least three categories:
reputation alerts (which demand immediate attention), important topics (that
the company must be aware of), and unimportant content (refers to the entity,
but do not have consequences from a reputational point of view).

— Produces a reputation report for the client summarizing the result of the
analysis.

The reputation report must include any issue that may affect the reputation
of the client (reputation alerts) so that action can be taken upon it. This (extrac-
tive) summary, therefore, is guided by the relative priority of issues. However,
as we pointed out in the introduction, this notion of priority differs from the
signals that are usually considered in summarization algorithms, and it depends
on many factors, including: popularity, polarity for reputation, novelty, author-
ity, and centrality. Thus, the task is novel and attractive from the perspective of
summarization, because the notion of which are the relevant information nuggets
is focused and more precisely defined than in other summarization tasks. Also,
it explicitly connects the summarization problem with other Natural Language
Processing tasks: there is a filtering component (because it is entity-oriented),
a social media component (because, in principle, non-textual Twitter signals
may help discovering priority issues), a semantic understanding component (to
establish, for instance, polarity for reputation), etc.

2.1 The RepLab 2013 Dataset

The RepLab 2013 task is defined as (multilingual) topic detection combined with
priority ranking of the topics. Manual annotations are provided for the following
subtasks:

— Filtering. Systems are asked to determine which tweets are related to the
entity and which are not. Manual annotations are provided with two possible
values: related/unrelated. For our summarization task, we will use as input
only those tweets that are manually annotated as related to the entity.

— Polarity for Reputation Classification. The goal is to decide if the tweet con-
tent has positive or negative implications for the company’s reputation. Man-
ual annotations are: positive/negative/neutral.

— Topic Detection: Systems are asked to cluster related tweets about the entity
by topic with the objective of grouping together tweets referring to the same
subject /event/conversation.

— Priority Assignment. It involves detecting the relative priority of topics. Man-
ual annotations have three possible values: Alert, mildly_important, unimpor-
tant.

RepLab 2013 uses Twitter data in English and Spanish. The collection com-
prises tweets about 61 entities from four domains: automotive, banking, uni-
versities and music. We will restrict our study to the automotive and banking
domains, because they consist of large companies which are the standard subject
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of reputation monitoring as it is done by experts: the annotation of universities
and music bands and artists is more exploratory and does not follow widely
adopted conventions as in the case of companies. Our subset of Replab 2013
comprises 71,303 tweets distributed as in the following table.

Table 1. Subset of RepLab 2013 dataset used in our experiments

Automotive | Banking | Total
Entities 20 11 31
# Tweets (training) | 15,123 7,774 | 22,897
# Tweets (test) 31,785 16,621 | 48,406
# Tweets (total) 46,908 24,395 | 71,303
# Tweets (EN) 38,614 16,305 | 54,919
# Tweets (ES) 8,204 8,090 | 16,384

2.2 Automatic Generation of Reference Summaries

We investigate two alternative ways of evaluating tweet stream summaries using
RepLab data: the first one consists in automatically deriving “reference” or
“model” summaries from the set of manual annotations provided by RepLab.

The goal of a reputation report is to cover all issues referring to the entity (in
our dataset, a bank or a car manufacturer) which are relevant from a reputational
perspective. RepLab manual annotations group relevant tweets according to fine-
grained issues related to the company, and assign a three-valued priority to them.
If we select only alerts and mildly important topics, and we pick randomly one
tweet per topic, the result would be equivalent to a manual (extractive) summary
under certain simplifying assumptions about the data:

— In a topic, all tweets are equally representative. This is a reasonable assump-
tion in the RepLab dataset, because selected tweets are very focused, every
tweet is independently assigned to a topic, and topics are fine-grained and
therefore quite cohesive.

— A tweet is enough to summarize the content of an issue appropriately. This
is certainly an oversimplification, and reputation experts will at least rewrite
the content of a topic for a summary, and provide a logical structure to the
different topics in a report. However, we may assume that, for evaluation
purposes and as an average observation, most tweets are representative of the
content of a topic.

Under this assumptions, variability between model summaries depends on
which tweet we choose from each relevant topic. Therefore, we use a simplified
user model where an expert may randomly pick any tweet, for every important
topic (alerts and mildly relevant issues), to produce a reputation report. In our
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experiments, we generate 1,000 model summaries for every entity using this
model. Note that the excess of simplification in our assumptions pays off, as
we are able to generate a large number of model summaries with the manual
annotations provided by the RepLab dataset.

Once we have created the models (1,000 per test case), automatic summaries
can be evaluated using standard text similarity measures. In our experiments
we use ROUGE [2], a set of evaluation metrics for summarization which mea-
sure the content overlap between a peer and one or more reference summaries.
The most popular variant is ROUGE-2, due to its high correlation with human
judges. ROUGE-2 counts the number of bigrams that are shared by the peer
and reference summaries and computes a recall-related measure [2].

2.3 Tweet Summarization as Search with Diversity

Our second approach to evaluate summaries does not require model summaries.
It reads the summary as a ranked list of tweets, and evaluates the ranking with
respect to relevance and redundancy as measured with respect to the annotated
topics in the RepLab dataset. The idea is making an analogy between the task
of producing a summary and the task of document retrieval with diversity. In
this task, the retrieval system must provide a ranked list of documents that
maximizes both relevance (documents are relevant to the query) and diversity
(documents reflect the different query intents, when the query is ambiguous, or
the different facets in the results when the query is not ambiguous).

Producing an extractive summary is, in fact, a similar task: the set of selected
sentences should maximize relevance (they convey essential information from the
documents) and diversity (sentences should minimize redundancy and maximize
coverage of the different information nuggets in the documents). The case of
reputation reports using Twitter as a source is even more clear, as relevance is
modeled by the priority of each of the topics. An optimal report should maximize
the priority of the information conveyed and the coverage of priority entity-
related topics (which, in turn, minimizes redundancy).

Let’s think of the following user model for tweet summaries: the user starts
reading the summary from the first tweet. At each step, the user goes on to the
next tweet or stops reading the summary, either because she is satisfied with
the knowledge acquired so far, or because she does not expect the summary
to provide further useful information. User satisfaction can be modeled via two
variables: (i) the probability of going ahead with the next tweet in the summary;
(ii) the amount of information gained with every tweet. The amount of informa-
tion provided by a tweet depends on the tweets that precede it in the summary:
a tweet from a topic that has already appeared in the summary contributes less
than a tweet from a topic that has not yet been covered by the preceding tweets.
To compute the expected user satisfaction, the evaluation metric must also take
into account that tweets deeper in the summary (i.e. in the rank) are less likely
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to be read, weighting the information gain of a tweet by the probability of reach-
ing it. We propose to adapt Rank-Biased Precision (RBP) [3], an Information
Retrieval evaluation measure which is defined as:

d
RBP=(1-p)> rixp
i=1

where 7; is a known function of the relevance of document at position 17,
p is the probability of moving to the next document, and RBP is defined as
utility /effort (expected utility rate), with utility being 3¢, 7;#p*~! and 1/(1—p)
the expected number of documents seen, i.e. the effort.

We prefer RBP to other diversity-oriented evaluation metrics because it nat-
urally fits our task, the penalty for redundancy can be incorporated without
changing the formula (simply defining r;), and because it has been shown to
comply with more desired formal properties than all other IR measures in the
literature [4], and can be naturally adapted to our task.

Indeed, the need to remove redundancy and the relevance of priority infor-
mation can be incorporated via r;. We will model r; according to two possible
scenarios. In the first scenario, incorporating more than one tweet from a single
topic still contributes positively to the summary (but increasingly less than the
first tweet from that topic). This is well captured by the reciprocal of the number
of tweets already seen from a topic (although many other variants are possible):

1
[{k € {1...i— 1}[topic(i) = topic(k)}]

We will refer to RBP with this relevance formula as RBP-SUM-R (RBP
applied to SUMmarization with a Reciprocal discount function for redundancy).

In the second scenario, each topic is exhaustively defined by one tweet, and
therefore only the first tweet incorporated to the summary, for each topic, con-
tributes to the informative value of the summary. Then the relevance formula is
simply:

Ty =

[ 1ifVk € {1..i — 1}topic(i) # topic(k)
* ] 0 otherwise

We will refer to RBP with this relevance formula as RBP-SUM-B (RBP
applied to SUMmarization with a Binary discount function for redundancy).
With respect to the parameter p (probability of going ahead reading the sum-
mary after reading a tweet), we must aim at large values, which better reflect
the purpose of the summary. For instance, a value of p = 0.95 means that the
user has only a 60 % chance of reading beyond the first ten tweets, and a value
of p = 0.5 decreases that probability to only 0.1%. Figurel shows how the
probability of reading through the summary decays for different values of p. We
will perform our experiments with the values p = 0.9 (which decays fast for a
summarization task) and p = 0.99 (which has a slower but still representative
decay).
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Fig. 1. Probability of reading through the summary for different p values

3 Experimental Design

Our first research question (how to evaluate the task) is partially answered in the
previous section. We now want to compare how the two alternative evaluation
metrics behave, and we want to investigate the second research question: what is
the relationship between centrality and priority, and how priority signals can be
used to enhance summaries. For this purpose, we will compare three approaches
(two baselines and one contrastive system):

LexRank. As a standard summarization baseline, we use LexRank [5], one of
the best-known graph-based methods for multi-document summarization based
on lexical centrality. LexRank is executed through the MEAD summarizer [6]
(http://www.summarization.com/mead/) using these parameters: -extract -s
-p 10 -fcp delete. We build summaries at 5, 10, 20 and 30 % compression rate,
for LexRank and also for the other approaches.

Followers. As a priority baseline, we simply rank the tweets by the number of
followers of the tweet author, and then apply a technique to remove redundancy.
The number of followers is a basic indication of priority: things being said by
people with more followers are more likely to spread over the social networks.
Redundancy is avoided using an iterative algorithm: a tweet from the ranking
is included in the summary only if it has a vocabulary overlap less than 0.02, in
terms of the Jaccard measure, with any of the tweets already included in the sum-
mary. Once the process is finished, if the resulting compression rate is higher than
desired, discarded tweets are reconsidered and included by recursively increas-
ing the threshold in 0.02 similarity points until the desired compression rate is
reached.

Signal Voting. Our contrastive system considers a number of signals of priority
and content quality. Each signal (computed using the training set) provides a
ranking of all tweets for a given test case (an entity). We follow this procedure:

— Using the training part of the RepLab dataset, we compute two estimations
of the quality of each signal: the ratio between average values within priority
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Pearson correlation between signals and priority

Ratio between average values within priority levels

24

18

%,

«

(a) Ratio between average values for pri- (b) Pearson correlation between signal
ority vs unimportant topics values and manual priority

Fig. 2. Signal assessment

values (if priority tweets receive higher values than unimportant tweets, the
signal is useful), and the Pearson correlation between the signal values and
the manual priority values. The signals (which are self-descriptive) and the
indicators are displayed in Fig. 2.

— We retain those signals with a Pearson correlation above 0.02 and with a ratio
of averages above 10 %. The resulting set of signals is: URLS count (number
of URLs in the tweet), 24h similar tweets (number of similar tweets pro-
duced in a time span of 24 hours), Author num followers (number of fol-
lowers of the author), Author num followees (number of people followed by
the author), neg words (number of words with negative sentiment), Num pos
emoticons (number of emoticons associated with a positive sentiment), and
Mentions count (number of Twitter users mentioned).

— Each of the selected signals produces a ranking of tweets. We combine them
to produce a final ranking using Borda count [7], a standard voting scheme to
combine rankings.

— We remove redundancy with the same iterative procedure used in the Follow-
ers baseline.

4 Results and Discussion

We have evaluated all systems with respect to the test subset of RepLab 2013.
Figure 3 (left) compares the results of LexRank, the followers baseline and the
signal voting algorithm in terms of ROUGE-2. For each entity and for each com-
pression rate, systems are compared with the set of 1,000 reference summaries
automatically generated. Figure3 (right) shows the recall of relevant topics at
different compression ratios. Finally, Fig. 4 evaluates the summaries in terms of
RBP-SUM-R and RBP-SUM-B directly with respect to the manual assessments
in the RepLab 2013 dataset.

In terms of ROUGE, the combination of signals is consistently better than
both LexRank and the Followers baseline at all compression levels. All differences
are statistically significant according to the t-test, except at 5% compression
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Fig. 4. Value of priority signals according to RBP-SUM

rate where the difference between signal voting and LexRank is not significant
(p = 0.08). Remarkably, at 20 % and 30 % compression rates even the Followers
baseline — which uses very little information and is completely unsupervised —
outperforms the LexRank baseline. Altogether, these are clear indicators that
priority signals play a major role for the task.

In terms of recall of relevant topics, the figure shows that Signal voting > Fol-
lowers > LexRank at all compression ratios. In terms of RBP-SUM, results are
similar. With both relevance scoring functions, signal voting outperforms the two
baselines at all compression rates, and all differences are statistically significant.
The only difference is that this evaluation methodology, which penalizes redun-
dancy more heavily (tweets from the same topic receive an explicit penalty),
gives the followers baseline a higher score than LexRank at all compression lev-
els (with both relevance scoring functions).

Relative differences are rather stable between both p values and between
both relevance scoring functions. Naturally, absolute values are lower for RBP-
SUM-B, as the scoring function is stricter. Although experimentation with users
would be needed to appropriately set the most adequate p value and relevance

scoring schema, the measure differences seem to be rather stable with respect to
both choices.
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5 Related Work

5.1 Centrality Versus Priority-Based Summarization

Centrality has been one of the most widely used criteria for content selection
[8]. Centrality refers to the idea of how much a fragment of text (usually a sen-
tence) covers the main topic of the input text (a document or set of documents).
However, the information need of users frequently goes far beyond centrality
and should take into account other selection criteria such as diversity, novelty
and priority. Although the importance of enhancing diversity and novelty in
various NLP tasks has been widely studied [9,10], reputational priority is a
domain-dependent concept that has not been considered before. Other priority
criteria have been previously considered in some areas: In [11], concepts related
to treatments and disorders are given higher importance than other clinical con-
cepts when producing automatic summaries of MEDLINE citations. In opinion
summarization, positive and negative statements are given priority over neutral
ones. Moreover, different aspects of the product/service (e.g., technical perfor-
mance, customer service, etc.) are ranked according to their importance to the
user [12]. Priority is also tackled in query (or topic)-driven summarization where
terms from the user query are given more weight under the assumption that they
reflects the user relevance criteria [13].

5.2 Multi-tweet Summarization

There is much recent work focusing on the task of multi-tweet summarization.
Most publications rely on general-purpose techniques from traditional text sum-
marization along with redundancy detection methods to avoid the repetition
of contents in the summary [14]. Social network specific signals (such as user
connectivity and activity) have also been widely exploited [15].

Two different types of approaches may be distinguished: feature-based and
graph-based. Feature-based approaches address the task as a classification prob-
lem, where the aim is to classify tweets into important /unimportant, so that only
important tweets are used to generate the summary. Tweets are represented as
sets of features, being the following the most frequently used: term frequency
[16], time delay [16], user based features [17] and readability based features [15].
Graph-based approaches usually adapt traditional summarization systems (such
as LexRank [5] and TextRank [18]) to take into consideration the particularities
of Twitter posts [14,15,19]. These approaches usually include both content-based
and network-based information into the text graph.

Concerning the subject of the input tweets, most works have focused on those
related to sport and celebrity events [14,19]. These events are massively reported
in social networks, so that the number of tweets to summarize is huge. In this
context, simple frequency based summarizers perform well and even better than
summarizers that incorporate more complex information [14]. The problem of
summarizing tweets on a company’s reputation has been, to the best of our
knowledge, never tackled before and presents additional challenges derived from
the less massive availability of data and the greater diversity of issues involved.
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6 Conclusions

We have introduced the problem of generating reputation reports as a variant of
summarization that is both practical and challenging from a research perspective,
as the notion of reputational priority is different from the traditional notion of
importance or centrality. We have presented two alternative evaluation method-
ologies that rely on the manual annotation of topics and their priority. While
the first evaluation methodology maps such annotations into summaries (and
then evaluates with standard summarization measures), the second methodol-
ogy establishes an analogy with the problem of search with diversity, and adapts
an IR evaluation metric to the task (RBP-SUM).

Given the high correlation between Rouge and RBP-SUM values, we advo-
cate the use of the latter to evaluate reputation reports. There are two main
reasons: first, it avoids the need of explicitly creating reference summaries, which
is a costly process (or suboptimal if, as in our case, they are generated automat-
ically from topic/priority annotations); the annotation of topics and priorities is
sufficient. Second, it allows an explicit modeling of the patience of the user when
reading the summary, and of the relative contribution of information nuggets
depending on where in the summary they appear and their degree of redun-
dancy with respect to already seen text.

As for our second research question, our experiments indicate that priority sig-
nals play a relevant role to create high-quality reputation reports. A straightfor-
ward voting combination of the rankings produced by useful signals consistently
outperforms a standard summarization baseline (LexRank) at all compression
rates and with all the evaluation metrics considered. In fact, the ranking produced
by just one signal (number of followers) also may outperform LexRank, indicating
that standard summarization methods are not competitive.

In future work we will consider including graded relevance with respect to
priority levels in the data. In our setting, we have avoided such graded relevance
to avoid bias in favor of priority-based methods, but RBP-SUM directly admits
a more sophisticated weighting scheme via r;.
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