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Preface

Intelligent systems are computer systems capable of perceiving, reasoning, learning, and
acting rationally, always maximizing an evaluation function. Several kinds of algo-
rithmic methods could be used in the implementation of this type of system, methods
such as neural networks, Bayesian networks, kernel machines, feature extraction and
dimension reduction, deep learning, reinforcement learning, self-organizing maps,
optimization methods in learning, fuzzy systems, and evolutionary computation, among
others.

With the increase in the number of personal computers, smart phones, and computer
servers, the need for the development of intelligent systems has also experienced an
important increment. Moreover, the current speed of computer processors allows for the
implementation of algorithms that run on bigger databases. Many of these applications
are implemented as Web services that can be accessed via smart phones and tablets.

Now more than ever the development of intelligent systems is playing a main role in
fields such as biology, computer vision, robotics, search engines, and big data, to name
a few. An increasing number of new algorithms and applications are proposed and
developed each year.

This book contains the written contributions of the First International Symposium
on Intelligent Computing Systems (ISICS) that was held in Mérida (México), during
March 16–18, 2016. To further increase the body of knowledge in this specific area of
computer science was the aim of ISICS 2016, by providing a forum for attendees to
exchange ideas and discuss state-of-the-art results. The ISICS 2016 was committed to
the promotion, preservation, and collaboration of research and practice, focusing on the
fields of artificial intelligence, computer vision, and image processing.

We received 22 submissions from 15 different countries around the world. Each
submission was evaluated by at least three members of the Program Committee and
external reviewers. Based on these reviews, 12 papers were selected for long oral
presentation. In addition to the contributed papers, four keynote speaker presentations
were included in the conference program.

We want to thank the authors for their contributions, the scientific Program Com-
mittee members for their reviews and especially our invited speakers, Prof. Raúl Rojas
(FU-Berlin), Prof. Carlos Coello Coello (CINVESTAV), Prof. Ángel Kuri Morales
(ITAM), and Prof. Petar Kormushev (ICL). We are very grateful to the Universidad
Nacional Autónoma de México (UNAM), the Centro de Investigaciones Matemáticas
(CIMAT), and the Universidad Autónoma de Yucatán (UADY) for their support in the
organization of ISICS 2016. Finally, we wish to thank Prof. Carlos Brito-Loeza
(UADY) and Prof. Arturo Espinosa-Romero (UADY) for their invaluable help in
coordinating the double-blind peer-review process.

March 2016 Anabel Martin-Gonzalez
Victor Uc-Cetina
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Optimization of the Dictionary Size Selection:
An Efficient Combination of K-SVD

and PCA to Denoise and Enhance Digital
Mammography Contrast

Sègbédji R.T.J. Goubalan1,2(B), Khalifa Djemal2, and Hichem Maaref2

1 École Polytechnique de Montréal, Université de Montréal, Montréal, Canada
segbedji-rethice-theophile-j.goubalan@polymtl.ca

2 Laboratoire IBISC, Université d’Evry Val d’Essonne, Evry, France
{Junior.Goubalan,Khalifa.Djemal,Hichem.Maaref}@ibisc.univ-evry.fr

Abstract. Mammographic images are often characterized by a low con-
trast and a relatively high noise content, due to 3-D breast structures
projection onto a 2-D image plane. These effects may hinder lesion detec-
tion. During the past decade, many techniques have been proposed to
improve the mammography contrast. Nevertheless, some image regions
might not be adequately enhanced, while others might be subjected to
excessive enhancement. For that reason, we propose a method to denoise
the images and enhance contrast uniformly. First, we used a machine
learning method to create a sparse dictionary from the database, then
we used the principal component analysis to reduce the size of the dictio-
nary before decoding each patch of a given mammography. Finally, the
algorithm was tested on MIAS and INbreast databases using the same
parameters’ values for each image. The results show that the visibility of
breast mass and anatomic detail were considerably improved compared
to the wavelet method and the computation time is halved compared to
the conventional sparse coding algorithm and the curvelet method.

Keywords: Digital mammography ·Denoising ·Contrast enhancement ·
Sparse dictionnary learning · Principal component analysis

1 Introduction

Breast cancer is among the leading causes of cancer deaths for women. In 2012,
522 000 deaths have been recorded worldwide, representing a 14 % increase com-
pared to 2008 [1]. Early diagnosis and treatment can improve survival rates
among patients suffering from breast cancer [2]. Despite the emergence of digital
breast tomosynthesis (DBT), mammography is still the only recognized screen-
ing exam used in the clinic, because it allows for cancer detection at early stages,
therefore reducing the mortality rate [3].

c© Springer International Publishing Switzerland 2016
A. Martin-Gonzalez and V. Uc-Cetina (Eds.): ISICS 2016, CCIS 597, pp. 1–15, 2016.
DOI: 10.1007/978-3-319-30447-2 1



2 S.R.T.J. Goubalan et al.

In 2-D mammography, image interpretation by radiologists is difficult, time-
consuming, and sometimes increases the ratio of false positives due to tissue
superimposition. This is even more apparent in the context of screening exams,
because decisions that pose a threat to the patient’s life should be avoided. Some
studies have shown that the preprocessed images allow the detection of more
true masses in the mammographies and improve the accuracy of their segmenta-
tion [4]. Hence, to help radiologists improve detection and diagnosis accuracy, all
while facilitating further steps of the computer-aided detection (CAD) system,
several denoising and contrast enhancement techniques have been proposed and
tested. A recent review of those contributions can be found in [5,6]. Among the
methods exposed in this paper, there are three classes of preprocessing tech-
niques of mammographic images: global transformations for contrast enhance-
ment, adaptative contrast enhancement algorithms and methods for nonlinear
contrast enhancement and the wavelet-based approach.

Histogram equalization (HE) is one method of the first class. It yields
poor results, because it fails to adapt to the variability in size and shape of
the structures contained within the mammography. Moreover, it emphasizes
the noise in the images which are often already noisy. Adaptative neighbor-
hood contrast enhancement (ANCE) [7], which improves the contrast by taking
into account each image pixel’s neighborhood, was an alternative to the global
transformations for a long time, before the emergence of techniques based on
multi-resolution representation. The dyadic wavelet transform [8,9] belongs to
the latter. These methods vary depending on the mother wavelet formulation
and the coefficients used. Similarly, the curvelet transform is used in various
image processing techniques, including denoising. It is a non-adaptive technique
for multi-scale object representation. As an extension of the wavelet concept,
it encodes directional information with precision that increases as the scale
refines [10,11]. These methods work similarly to a band-pass filter and improve
the contrast of different lesions regardless of the size and type of the anatomical
structures.

Even using these advanced techniques, the image quality remains unsatisfac-
tory because the methods induce non-negligible bias. Thus, we propose a pre-
processing method in the aim of providing an effective solution which reduces
image bias. It is based on the learning of a sparse dictionary (LSD) from the
database, done by the K-singular value decomposition (K-SVD) algorithm [12].
Due to the empirical nature of the choice of dictionary size and its impact in
the computation time (CTe) required for noise reduction in an image, we use
principal component analysis (PCA) to significantly reduce the dimension of
the dictionary. Then each patch of the noisy image is decoded on the reduced
dictionary before histogram normalization.

The images obtained after denoising and contrast enhancement neither
exposed noise amplification more distorted the anatomical structure present in
the mammography. Consequently, the result maintained the familiar appear-
ance of the original mammogram with excellent visual quality, compared
to Daubechies wavelets [13], and using a lower computation time than the
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conventional K-SVD method. The performance of the proposed method was
evaluated via the peak signal to noise ratio (PSNR), mean square error (MSE)
and the CTe. In Sect. 2 of this paper, our algorithm of mammographic image
denoising and contrast enhancement is presented in detail. The experimental
results are exposed and discussed in Sect. 5 followed by the conclusion in Sect. 6.

2 Methodology

2.1 Patch Extraction and Pre-processing

Firstly, several square image regions called patches denoted as p of size s×s pixels
were extracted from random locations within each region of interest (ROI). The
ROIs were selected according to the ground truth lesion margins provided by
the radiologists. These patches were allowed to intersect. Then, the patches were
centered (1) and normalized (2) as illustrated in Fig. 1, with p(x, y) the intensity
value of a pixel located in the patch p at the position given by coordinates x
and y.

p′(x, y) = p(x, y) − −
p, with

−
p =

1
s2

s∑

x=1

s∑

y=1

p(x, y). (1)

p′′(x, y) =
p′(x, y)
|| p′ ||2 , with || p′ ||2=

√√√√
s∑

x=1

s∑

y=1

p′(x, y)2. (2)

2.2 Learning Sparse Dictionary and K-SVD Algorithm

K-SVD is an algorithm for adapting dictionaries in order to achieve a sparse
image representation. Given a set of training images, we seek the dictionary
that leads to the best representation for each member in this set, while imposing
strict sparsity constraints. It generalizes the K-means clustering process [12].

Let N designate the number of patches extracted from the image. Let the set
of patches be designated as {yi}i∈{1;N}, with each patch vectorized as yi ∈ IRn,
n = s2 and Yn×N a matrix where yi is a column vector. Y is to be represented
as a linear combination X of basis elements denoted D:

Y ≈ DX. (3)

Dn×K is a matrix whose column vectors are the K elements of the dictionary
which is being learned. XK×N is the matrix whose row vectors {xk}k∈{1;N}
contain all the projections of Y in D. In order to get the best representation of
patch data Y, the problem is to find D and X minimizing the criterion below:

min
D,X

{|| Y − DX ||22}. (4)
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(a) (b)

(c) (d)

Fig. 1. Patch extraction and pre-processing steps: (a) original image. (b) lesion ROI.
(c) patch extraction on ROI, with 5x zoom in insert, and (d) normalized patches.

|| X ||2 is the L2-norm defined as
√∑

ij X2
ij . If n < K, then D is a full

rank matrix, which means that an infinite number of solutions exist. Imposing
constraints will limit the search space. Notably, constraints restricting the pro-
jection yi on the dictionary D using sparse coding have been much studied [14].
Therefore one could solve the following problem:

min
D,X

{|| Y − DX ||22}, subject to : ∀i || xi ||0≤ T0. (5)

|| xi ||0 is the L0-norm of vector xi i.e. the number of its nonzero components,
and T0 the sparsity level (number of nonzero entries) which is to be determined
empirically.

To solve the LSD problem described in (5), we used the optimized K-SVD
algorithm [12,15]. The K-SVD algorithm consists of an alternating optimization.
First, it iteratively solves a partial problem in X with D fixed: this is the Sparse
Coding step in which we solve:

min
X

{|| Y − DX ||22}, subject to : ∀i ∈ {1;N} || xi ||0≤ T0. (6)

Many techniques exist to solve (6), in our case the orthogonal matching
pursuit (OMP) [16,17] was selected. It is greedy and not optimal; nevertheless,
it has interesting properties regarding error reduction between the original and
the sparse dictionary.



Optimization of the Dictionary Size Selection 5

The second step of the K-SVD algorithm consists in optimizing D with X
fixed. Thus we have:

min
D

{|| Y − DX ||22}. (7)

This involves a successive optimization of each element dk of the dictionary,
independently of the other elements, the latter being assumed fixed. The cost
function (7) can be rewritten as:

f(D) = || Y − DX ||22 =

∥∥∥∥∥∥
Y −

K∑

j=1

djx
j
T

∥∥∥∥∥∥

2

2

=

∥∥∥∥∥∥

⎛

⎝Y −
K∑

j �=k

djx
j
T

⎞

⎠ − dkx
k
T

∥∥∥∥∥∥

2

2

=
∥∥Ek − dkx

k
T

∥∥2

2
. (8)

with dk a column of the dictionary D, and the coefficients xk
T corresponding

to the kth row in X. Note that xk
T is not equivalent to xk, the latter being the

kth column of X. Each product djx
j
T is a matrix of size (n × N). The term Ek

in (8) is the reconstruction error with regard to patch data, for an optimization
performed with K-1 elements in the dictionary {dj}j �=k.

As these elements are assumed fixed, f(dk) is to be minimized. It is possible
to minimize f(dk) by the least squares method, but it should be ensured that
the solution update always allows for a sparse decomposition. To ensure this
property, specific weights are defined:

wk = {i|1 ≤ i ≤ K,xk
T (i) �= 0}. (9)

where wk is the set index for the samples Y = {yi} which use the element dk.
The method used to optimize dk is:

1. Restrict Ek by choosing only the columns corresponding to wk and get ER
k .

We denote Ωk the matrix of size N× | wk | which corresponds to copy N
times the row vector wk, so ER

k =EkΩk and xk
R=xk

TΩk,

2. The solution consists of minimizing
∥∥ER

k − dkx
k
R

∥∥2

2
with respect to both

dk and xk
R by ensuring that the support of xk

T (i.e. nonzero wk) remains
unchanged. To determine min

dk,x
k
R

∥∥ER
k − dkx

k
R

∥∥2

2
we used the SVD algorithm

on the cost function ER
k =UΔVT. The solution for dk and xk

R is:

(a) dk is the first column of U (unitary matrix),
(b) xk

R is the first column of V (unitary matrix) multiplied by Δ(1, 1) (diag-
onal matrix).

We applied this algorithm to the patches’ databases, obtained as explained
in Sect. 2.1. Figure 2 shows the results obtained using one database.
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(a) (b)

Fig. 2. Learning of sparse dictionary: (a) codebook learned on patches database and
(b) learning error graph. Note the monotonically decreasing learning error in (b).

2.3 Dictionary Dimension Reduction: PCA

PCA is a well-known algorithm for dimensionality reduction and feature extrac-
tion [18], which attempts to find a linear subspace of lower dimension than the
original feature space, where the new components have the largest variance. In
our case, the size of the previously learned dictionary varies depending on the
user and there is no way to control its size. A larger dictionary induces higher
computation times. Then, a new approach to reduce the computation time by
searching the most important patches was developed in this work.

Consider the dictionary D{dk}k∈{1;L}, where L is the size of the sparse
dictionary and dk is a patch of size s × s, which is considered to be a vector of
dimension s2. Thus, the set of patches maps to a collection of points in a large
space. The patches are similar in overall configuration, due to the repetitive
patterns often found in mammography, the so-called Tabar patches [19]. They
are not uniformly distributed in this large space and thereby can be described
by a subspace with fewer dimensions. The main idea of the PCA method is to
find the subset of patches that best account for the overall distribution of the
patches in the dictionary.

The dictionary is then subject to PCA, which seeks a set of M orthogonal
vectors (M < L) which best describe the distribution of the data. It is assumed
that the projection is denoted as Z = AD where A = [u1

T , ...,uM
T ], and

ui
Tui = 1 for i ∈ {1;M}. The variance of Z{zk}k∈{1;L}, which is the trace

of the covariance matrix of Z, is to be maximized. Thus, the resulting cost
function is:

Z∗ = argmax
Z

tr (CZ). (10)

where

CZ =
1
L

L∑

k=1

(zk −
−
Z)(zk −

−
Z)T . (11)
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and
−
Z =

1
L

L∑

k=1

dk. (12)

Let CD be the covariance matrix of D. Since, tr(CZ) = tr(ACZAT ). By
using the lagrangian multipliers, denoted by λi, the following expression will be
maximized for each i:

ui
TCZui + λi(1 − ui

Tui). (13)

By setting the derivative with respect to ui equal to zero, we can observe that
(13) will have a stationary point if:

CZui = λiui. (14)

which means that ui is an eigenvector of CD. If we left-multiply each side of
(14) by ui

T and use the remarkable property that ui
Tui = 1, we note that the

variance is given by:

ui
TCZui = λi. (15)

Thus, dk can be represented as:

dk =
L∑

k=1

(dk
Tui)ui. (16)

Note that dk can be also approximated by:

d̂k =
M∑

k=1

(dk
Tui)ui. (17)

where ui is the eigenvector of CD corresponding to the ith largest eigenvalue.

2.4 Denoising and Contrast Enhancement

In this paper, numerical simulation was used to obtain noisy input images;
namely, additive gaussian noise was applied. To denoise and enhance the mam-
mography contrast, machine learning of a dictionary was performed on each
database. Once the dictionary dimension was reduced, it was used to denoise
each patch yi. The denoising method consists of decoding each noisy patch from
within the dictionary, i.e. determining optimal projection x̂ so as to minimize:

x̂ = min
xi

|| xi ||0, subject to : || Y − DX ||22 ≤ Γ0. (18)

Opposite to the classical sparse coding, the approach is not an attempt to recon-
struct exactly the patch yi, which is noisy. Instead, a reasonable threshold (≤ Γ0)
is sought.
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3 Materials

We tested the proposed denoising and contrast enhancement method on two
databases: the well-known MIAS database [20] and the INbreast database [21].
The first one was provided by the Mammographic Image Analysis Society
(MIAS) in the UK. It consists of 161 cases, 322 digitized mediolateral oblique
(MLO) images with a resolution of 50 microns and an image matrix of 1024×1024
pixels. It contains several types of findings, including benign and malign lesions
and normal images.

The second database was acquired in Portugal between April 2008 and July
2010 with MammoNovation Siemens full-filled digital mammography (FFDM)
equipment. The pixel size was of 70 microns, the image grayscale depth was
14-bit, the image matrix was of either 3328× 4084 pixels or 2560× 3328 pixels,
depending on the compression plate used for the acquisition, according to the
patient breast size. It contained a total of 115 cases, with 90 cases having two
images of each breast: MLO and craniocaudal (CC). The 25 remaining cases
were of women who had a mastectomy and two views of only one breast were
included, for a total of 410 images.

The ground truth images given by radiologists were used to crop the area
where the breast mass was located. In this manner, image databases which were
only composed of ROIs were obtained, and the presented technique was applied
on the latter.

4 Numerical Implementation

The ROIs obtained above were rescaled to the same grid size of 300 × 300 pixels
in the aim to extract the same number of patches from each image. The rescaling
was performed via bicubic interpolation. Then, 20000 patches of size s × s (on
each database) were extracted with s=14 and δ=6 was selected as the maxi-
mum intersection area between two patches. To produce the dictionary on each
database, we used the following parameters: a dictionary size of 500 patches, a
sparsity level of 10 nonzero entries, and a number of iterations of 50.

To generate the gaussian noise (GN) in the image, a standard deviation
σ = 20 was used. This value was estimated according to generally accepted
mammogram acquisition parameters. The uncertainty due to quantum noise
was considered for two illustrative cases: a typical film acquisition, with 50μGy
air Kerma (kinetic energy released per unit mass) at the surface of the detec-
tor and a detective quantum efficiency (DQE) of 0.35, and a low-dose digital
mammography acquisition, with 35μGy air Kerma and a detector DQE of 0.5,
as suggested by the findings of Monnin et al. [22]. Exponential attenuation of
17.5 keV photons in 4 cm of compressed breast tissue [23] and a total of 2 cm
of tissue-equivalent compression plates was considered. The relative standard
deviation of the pixel values was estimated in these conditions. It yielded 15 %
in both cases. This corresponds to σ = 20 for the 8-bit grayscale images, where
the maximum breast radiodensity was represented by pixel values of about 133.
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In order to perform the comparison between our approach and the
Daubechies wavelet, we used the MATLAB R© (2014a) wavelet toolbox with
these parameters: wname=db10, level of decomposition=3, thresholds (horizon-
tal/diagonal/vertical coefficients)=4/4/8 (the same for three levels). For the
comparison with curvelet, we used the toolbox provide by authors and avail-
able in [24]. For each image, we applied unequally-spaced fast Fourier transform
(USFFT), which uses a decimated rectangular grid tilted along the main direc-
tion of each curvelet. There is one such grid per scale and angle.

To enhance the image contrast with both LSD and our method (LSD-PCA)
the following threshold was used: Γ0=s × σ × bias, with bias = 1.15, the latter
being found empirically after multiple trials.

In order to provide a proof of the efficiency of our method, we computed
the PSNR and the MSE metrics. Let Is the original image, Ir the reconstruted
image, Nr, Mc and d respectively the number of rows and columns of the image,
and the image grey level intensity range. Thus,

PSNR(Ir, Is) = 10 log10

(
d2

MSE(Ir, Is)

)
. (19)

with

MSE(Ir, Is) =
1

Nr × Mc

Nr∑

i=1

Mc∑

j=1

[Ir(i, j) − Is(i, j)]2. (20)

The purpose of the PSNR is to quantitatively assess our method, with higher
PSNR indicating higher image quality. Even though the MSE is closely related
to the PSNR, both metrics are reported for the reader’s convenience.

5 Results and Discussion

5.1 Application on ROIs

The use of PCA has allowed for the reduction of the dictionary size from 500
patches to 40, which represents a 12.5× dictionary size reduction. Figure 3 below
provides an overview of the distribution of eigenvalues computed for the PCA. It
demonstrates that only 8 % of data from our original dictionary represent more
than 99.99 % of information contained in our database. This result confirms the
initial hypothesis that mammographic patches are very similar.

To evaluate the quality of our approach, it was compared to one of the most
common denoising techniques in mammography, the Daubechies wavelet [13]
method. It was also compared to the theoretically similar, but highly refined
curvelet method [11]. The latter two are well-known in image denoising and
are similarly parametrized via image decomposition levels and threshold values.
Finally, the current approach was compared to the conventional LSD algorithm.
The results are shown in Figs. 4 and 5. The differences between the images before
and after noise suppression are evident: for lesion ROIs, it can be noted that the
images (c), (d) and (f) of Fig. 4 and (c), (d) and (f) Fig. 5 are blurred compared
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Fig. 3. Cumulative percentage of eigenvalues.

to the corresponding ground-truth images. However, in Figs. 4(e) and 5(e), one
may observe that most of the added noise subsists in the image filtered via
the Daubechies wavelet approach. In contrast, the curvelet method effectively
suppressed noise, at the cost of an added blurring and artifacts, which are more
or less important in the different regions of the image in Figs. 4(f) and 5(f).
In the same way, we can observe that LSD, shown in Figs. 4(c), 5(c) and LSD-
PCA, shown in Figs. 4(d) and 5(d) seem to suffer from blurring, but they remove
as much noise as curvelet approach, while avoiding introducing artifacts in the
image. Moreover, one may easily notice that LSD and LSD-PCA respond well
to the histogram normalization, unlike the curvelet method.

The PSNR metric was used to quantitatively confirm the visual results
above. PSNR values of (24.61±0.05) dB versus (38.80±1.5) dB were observed for
MIAS, and (24.62±0.04) dB vs (39.01±1.39) dB for INbreast, using Daubechies
wavelets and the curvelet method, respectively. Also, (37.87±1.97) dB ver-
sus (37.91±1.73) dB were observed for MIAS, and (37.55±2.06) dB vs
(37.56±1.96) dB for INbreast, using the LSD and LSD-PCA techniques, respec-
tively. These results, reported in Tables 1 and 2 along with the MSE values,
show that our approach and two others – LSD and curvelet, are more efficient
than the Daubechies wavelet method for the current application. It is important
to mention that the Daubechies and curvelet methods require a careful selec-
tion of the decomposition levels and thresholds, while the LSD and LSD-PCA
do not require such operations. Furthermore, these mean PSNR values show
that LSD, LSD-PCA and curvelet methods demonstrate a similar capability
with regard to image reconstruction, with a slight advantage for the curvelet
method. Specifically, the mean absolute gap in PSNR between the curvelet and
the dictionary-based methods is of 1.17 dB. It is important to note that con-
sidering the dynamic range of 8-bit images, the maximum PSNR of an image
is of 48.13 dB. The efficiency of LSD and LSD-PCA techniques is based on the
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(a) (c) (e)

(b) (d) (f)

Fig. 4. Comparison of four methods to remove the noise and enhance the contrast with
an image provided by MIAS: (a) ROI, (b) GN, (c) LSD, (d) LSD-PCA, (e) Daubechies
and (f) curvelet.

(a) (c) (e)

(b) (d) (f)

Fig. 5. Comparison of four methods to remove the noise and enhance the contrast
with an image provided by INbreast: (a) ROI, (b) GN, (c) LSD, (d) LSD-PCA,
(e) Daubechies and (f) curvelet.
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Table 1. Mean and standard deviation values of the MSE metric on MIAS (322 images)
and INbreast (410 images) ROIs databases after application of Daubechies, LSD, LSD-
PCA and Curvelet algorithms on images with numerically added noise.

Daubechies LSD LSD-PCA Curvelet

MSE MSE MSE MSE

MIAS 62.10±0.40 5.70±2.87 5.68±2.75 4.01±1.26

INbreast 61.91±0.53 6.08±2.80 6.08±2.78 4.02±1.38

Table 2. Mean and standard deviation values of the PSNR metric on MIAS (322
images) and INbreast (410 images) ROIs databases after application of Daubechies,
LSD, LSD-PCA and Curvelet algorithms on images with numerically added noise.

Daubechies LSD LSD-PCA Curvelet

PSNR (dB) PSNR (dB) PSNR (dB) PSNR (dB)

MIAS 24.61±0.05 37.87±1.97 37.91±1.73 38.80±1.5

INbreast 24.62±0.04 37.55±2.06 37.56±1.96 39.01±1.39

Table 3. Mean and standard deviation values of CTe measure on MIAS (322 images)
and INbreast (410 images) ROIs databases after application of Daubechies, LSD, LSD-
PCA and Curvelet algorithms on images with numerically added noise.

Daubechies LSD LSD-PCA Curvelet

CTe (s) CTe (s) CTe (s) CTe (s)

MIAS 0.15±0.06 3.70±0.23 1.65±0.19 3.76±0.15

INbreast 0.26±0.10 3.84±0.21 1.77±0.18 3.76±0.19

fact that they assume that image noise prevents sparse decomposition, due to
the random nature of the noise. In addition, an appropriate level of sparsity was
determined for each database, which improved the quality of all images from
both MIAS and INbreast databases. In consequence, once these parameters are
fixed, the LSD-PCA algorithm may be interpreted as automatic. This allows
one to avoid the hassle of selecting the number of levels of decomposition and
the thresholds values for each image in the databases, which occurs when the
Daubechies wavelet and curvelet methods are used.

The computation time was evaluated as well, see Table 3. For the Daubechies
wavelet method, the computation times (CTe) were of (0.15±0.06) s and
(0.26±0.10) s, respectively, for MIAS and INbreast databases. Whereas, for the
curvelet method, the CTe were of (3.76±0.15) s and (3.76±0.19) s, respectively.
LSD yielded (3.70±0.23) s and (3.84±0.21) s, respectively. The latter two times
are about an order of magnitude higher than for the wavelet method. The LSD-
PCA method presented in this work is about 2× faster than LSD and curvelet
methods, with (1.65±0.19) s and (1.77±0.18) s respectively. Nevertheless,
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a) b)

Fig. 6. Mammographies denoising and enhancement with upper image provided by
MIAS and the image below obtained by INbreast: (a) original images without noise
and (b) results after application of LSD-PCA algorithm.

a) b)

Fig. 7. Mammographies denoising and enhancement with upper image provided by
MIAS and the image below obtained by INbreast: (a) original images with noise and
(b) results after application of LSD-PCA algorithm.

LSD-PCA cannot reach the low computation times of the Daubechies method.
From a more general perspective, it is remarkable that the LSD-PCA method is
capable of achieving denoising levels and contrast enhancement comparable to
state-of-the-art algorithms, but requiring only half the computation time.

5.2 Extension to Full Mammographies

The dictionary learned from each database was also used to attempt to denoise
each full mammography. In addition, the results of the application of LSD-PCA
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on images without numerically added noise are shown in Fig. 6. These images
demonstrate higher contrast and a reduction of acquisition noise. Figure 7 shows
the result we obtained for raw mammographies with added noise. One can
note that even when using the limited-size dictionary learned on a few patches
extracted from any database, the entire mammography can be reconstructed
almost perfectly via LSD-PCA, even if the image is corrupted by noise.

6 Conclusion

This paper proposed a denoising and contrast enhancement algorithm based on
LSD and PCA. The original contribution is based on the reduction of the dimen-
sionality of the dictionary learned from the database. The proposed LSD-PCA
method demonstrated excellent visual quality and a uniform enhancement of the
contrast, while preserving the appearance of the anatomical structures present in
the mammography. The algorithm outperformed the Daubechies wavelet method
in terms of image quality, but required a significantly longer computation time.
It performed similarly to the conventional LSD and the curvelet methods with
regard to of image quality, while reconstruction time was reduced twice compared
to these two techniques. Furthermore, it was shown to denoise and enhance the
contrast of mammographies with the same parameters’ values for two different
image databases (MIAS and INbreast), and optimal thresholds were found for
images originating from both databases. Considering all the results presented in
this paper, LSD-PCA seems fit for potential clinical application.
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Abstract. Recent research has found deep neural networks to be vulner-
able, by means of prediction error, to images corrupted by small amounts
of non-random noise. These images, known as adversarial examples are
created by exploiting the input to output mapping of the network. For
the MNIST database, we observe in this paper how well the known reg-
ularization/robustness methods improve generalization performance of
deep neural networks when classifying adversarial examples and exam-
ples perturbed with random noise. We conduct a comparison of these
methods with our proposed robustness method, an ensemble of mod-
els trained on adversarial examples, able to clearly reduce prediction
error. Apart from robustness experiments, human classification accuracy
for adversarial examples and examples perturbed with random noise is
measured. Obtained human classification accuracy is compared to the
accuracy of deep neural networks measured in the same experimental
settings. The results indicate, human performance does not suffer from
neural network adversarial noise.

Keywords: Adversarial examples · Deep neural network · Noise
robustness

1 Introduction

In visual recognition problems, deep neural networks (DNN’s) represent the
state-of-the-art models outperforming all the other machine learning algorithms.
The use of neural networks for visual recognition has application in many fields,
from web applications to industrial products such as safeguards in automo-
bile industry. Despite their outstanding performance, they have pitfalls in their
understanding of problem they are trained to solve. Szegedy et al. have dis-
covered robustness flaws in many machine learning methods [11]. Despite the
fact that the most of machine learning methods exhibit these flaws, this arti-
cle specializes exclusively on deep neural networks. Deep neural networks have
problems to correctly classify images altered by non-random noise, imperceptibly
different from images that have been classified correctly. Such flaw is unaccept-
able if neural networks are used for safety protocols or for verification programs.
c© Springer International Publishing Switzerland 2016
A. Martin-Gonzalez and V. Uc-Cetina (Eds.): ISICS 2016, CCIS 597, pp. 16–30, 2016.
DOI: 10.1007/978-3-319-30447-2 2
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In this work we define robustness as the ability to correctly classify similar inputs.
Without a robust solution, attacker is able to create examples that can perturb
the network.

We approach the problem by testing several robustness methods and by
comparing their results. The article provides investigation of robustness not only
to adversarial noise, but also to random noise. All experiments are performed on
the MNIST [8] data-set. Different approaches, such as various configurations of
dropout or pre-processing the input are examined. Robustness experiments are
finalized with a study of adversarial training and robustness of various types of
committees.

Several articles report human visual recognition accuracy on certain data-
sets [1,12]. We provide an estimate of human perception ability on noisy MNIST
images and we compare it to the accuracy of deep neural networks.

The paper is organized as follows, Sect. 2 presents an outline of a related
work in the field. Perturbations and robustness methods we use in experiments
are briefly described in Sect. 3. Method description is followed by experimental
setup (Sect. 4) and results of the experiments (Sect. 5). The paper is finalized by
the main conclusions and by a discussion of their aspects (Sect. 6).

2 Related Work

Recent discoveries by Szegedy et al. [11] opened a whole new branch for research
of DNNs. Instead of describing improvement in DNNs’ generalization perfor-
mance, they focused on discovering neural networks’ weaknesses. Firstly, Szegedy
et al. showed that it is the entire space of activations rather than individual units
that contains semantic information. The rest of their work is oriented in finding
the DNN’s blind spots. The most important findings made by Szegedy et al. in
[11] are:

1. For all the networks studied, for every tested image, the authors were able
to generate an adversarial example, which was for humans visually almost
indistinguishable from original image, that was misclassified by the original
network.

2. Cross model generalization: a large number of adversarial examples are mis-
classified by networks trained with different hyper-parameters (number of
layers, initial weights, etc.).

3. Cross training-set generalization: a large number of examples are misclassified
by networks trained on a disjoint training set.

These discoveries pose question related to how the universal approximators
can be so vulnerable against such subtle changes. This discovery undermines
smoothness property of neural networks claiming that inputs close to each other
are supposed to be assigned to the same class. Their experimental results suggest
that using adversarial examples in training process may improve generalization
performance.
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Moreover, Nguyen et al. [9] were experimenting with creating visually mean-
ingless images, which were classified by a neural network as one of the image cate-
gories with high confidence reaching 99.99 %. The authors named these examples
“fooling images”. Nguyen et al. made a hypothesis that these fooling examples
are caused by the discriminative nature of classifier, permitting the algorithm to
find an example that is far away from discriminative boundary as well as from
all the data that have been seen before.

Goodfellow et al. [3] were trying to discover the reason why adversarial exam-
ples exist. They claim, existence of adversarial examples stem from models being
too linear. Authors believe, adversarial perturbations are dependent on model’s
weights, which are similar for different models learned to perform the same
task. They observed, a generalization of adversarial noise across different nat-
ural examples is caused by the fact that adversarial perturbations are not depen-
dent on a specific point in space but on direction of the perturbation. Further
in the work by Goodfellow et al., experiments comparing resistance of models
with different capacity against adversarial and fooling examples have been per-
formed. In their paper it was shown that models, which are simple to optimize
yield easily to adversarial and fooling examples, thus they have no capacity to
resist these perturbations. Adversarial training is presented by Goodfellow et al.
as a possible tool for further regularization (than solely use methods such as
dropout).

Gu and Rigazio [4] used various pre-processing methods to diminish adver-
sarial perturbations. They have tested several denoising procedures including:
injection of additional Gaussian noise with subsequent Gaussian blurring, more
sophisticated methods using autoencoder trained on adversarial examples, and
a standard denoising autoencoder. Gu and Rigazio believe DNN’s sensitivity is
affected by training procedure and the objective function rather than by net-
work topology. As a possible solution to achieve local generalization in the input
space, they propose a deep contractive neural network.

The contribution of this work, in relation to the mentioned studies is in
investigating the network sensitivity to adversarial noise affected by dropout
regularization applied to various combinations of network layers. Apart from
adversarial noise examination, robustness methods are inspected when dealing
with random noise. Moreover, this research contains a study of adversarial noise
resistance of committees and combinations of robustness methods. Human object
recognition accuracy has been reported [1,12] and compared to accuracy of DNNs
examined on natural images. An open question is how the accuracy changes on
noisy images. To answer this question, this paper presents a comparison of human
visual recognition ability of images distorted by different types of noise, with the
performance of the state of the art deep convolutional neural network.

3 Perturbations and Robustness Methods

This section introduce the different types of perturbations used in the experi-
ments, along with well-known robustness methods and the proposed method.
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3.1 Perturbations

To examine neural network robustness, various perturbations are designed to
corrupt an image. A perturbed image X̃ is composed of original image X where
each element is in range (0, 1) and additive noise R, expressed as X̃ = X + R.
In our framework, two noise types are used as an additive noise. Random noise
taken from Gaussian distribution and non-random adversarial noise obtained by
gradient sign method [3]:

R = ε sign(∇XL(θ,X,y)). (1)

The adversarial noise is created by a model with parameters θ for input data
X with the corresponding target vector y via a sign function for the gradient of
the loss function L(θ,X,y).

3.2 Distortion Measure

To make a simple comparison of the amount of noise that is injected to images,
a measure is designed, the average distortion per pixel dist for the whole data
set, independent of type of the noise:

dist =
1
n

1
c

1
h

1
w

n∑

k=1

c∑

l=1

h∑

i=1

w∑

j=1

∣∣∣X̃klij − Xklij

∣∣∣ . (2)

Average noise is calculated over all color channels c, image height h and image
width w for every picture in the set containing n elements.

This distortion measure facilitates a comparison of perturbed images at sim-
ilar noise quantification levels. Images perturbed with Gaussian-generated noise
and with gradient sign noise, which are the main concern of the article, are
visually compared in Fig. 1.

3.3 Robustness Methods

To face problems caused by adversarial noise, several methods for increasing
robustness of DNN’s have been proposed. The following section start with
description of well-known robustness methods and end by characterizing the
proposed method for dealing with adversarial noise.

Dropout. Dropout is a regularization method presented by Hinton et al. [5],
which prevent networks from overfitting by dropping out random nodes along
with their connections in each training iteration. This method can be applied to
one or more layers. For each layer, a different probability to skip a node may be
used. In each training iteration, a different thinned network is trained. Output
from all the thinned networks can be easily approximated by using the whole
network with activations scaled by the probability of the node is used in the
training phase. The method comes with a price of longer training time (two to
three times as reported by Srivastava et al. [10]).
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Fig. 1. Visualization of MNIST images affected by random and gradient sign noise at
different distortion levels.

Low-Pass Filter. Low-pass filtering is an input pre-processing method, which
uses blurring/denoising convolution to clean noise, see Gu and Rigazio [4]. To
boost the blurring effect on adversarial noise, before applying the convolutional
filter, regions created by adversarial noise are destroyed with additive Gaussian
noise. This process aims to move input image from unrecognizable regions to the
form in which it can be correctly classified.

Denoising Autoencoder. Denoising autoencoder (DAE) is a generative neural
network that is used to reconstruct corrupted inputs. It was used by Gu and
Rigazio [4] as a pre-processing method with purpose to clean input image
of adversarial noise. This is facilitated by its symmetric bottleneck network
topology.

Adversarial Training. A one way to increase robustness of a neural network is
to train the network on its own adversarial examples. Szegedy et al. [11] tested
a procedure, in which a neural network was trained on set regularly updated
by a pool of newly created adversarial examples. Goodfellow et al. [3] used
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another approach, training a neural network on an ordinary training set using
an adversarial objective function.

Adversarial Committee. It has been shown [11] that other models are
less affected by adversarial examples than the model, which the examples are
designed to perturb. Models trained on adversarial examples show good perfor-
mance when classifying adversarial examples of another model. Based on these
observations, we propose a committee of models trained on adversarial examples.
A standard model, trained on natural training set is consecutively trained on its
own adversarial examples. Adversarial examples used to train the model are cre-
ated in two stages. In the first stage, gradient sign noise examples are created.
The second stage involves addition of gradient scaled by a constant to the gradi-
ent sign noise examples. For many natural images, a magnitude of the gradient
is too small compared to the range of input parameters. Gradient magnitude of
an adversarial example greatly exceeds gradient magnitude of the natural image,
hence we use the gradient sign noise images to produce the gradient instead of
natural images. The training image

X̃ = X + R + c∇XL(θ,X + R,y)) (3)

is produced as a linear combination of a gradient sign noise example X + R
(Eq. 1) and a gradient of the loss function for the gradient sign image scaled
by a constant c. After a fixed amount of training iterations a snapshot of the
model is saved and used to produce new examples that update training set pool.
All of these snapshots including the model trained purely on natural training
set are combined into a committee. In deployment stage, the committee outputs
an average prediction of all committee members. An advantage of this method
is that it is difficult to generate gradient sign noise for the committee, since
its members are trained to recognize images corrupted with noise derived from
other committee members.

4 Experimental Setup

The robustness is observed on MNIST data-set, for which the baseline is obtained
from a modification of the original LeNet network [7], see Fig. 2. The network is
initialised by Xavier algorithm [2], trained by stochastic gradient descent while
using momentum and L2 regularization.

4.1 Robustness Experiments

We measure robustness in form of generalization error obtained for 100 test sets,
all originated from MNIST test set, perturbed to have different distortion levels.
Results from different test sets facilitate graphical visualization of how the error
changes with increased distortion.
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Fig. 2. Architecture of LeNet network, composed of two convolution layers, two max-
pooling layers, and two fully connected layers.

Table 1. Layer-specific dropout rate (rate at which nodes are being randomly dropped
out) of models used in experiments.

Abbreviation Input Conv1 Conv2 Full Output Train iterations

Inp 0.2 0 0 0 0 35000

All 0.2 0.2 0.2 0.5 0.5 40000

At first, a robustness of models with dropout applied to various layers is
measured. Details (dropout rates) of models created by performing dropout on
different layers of LeNet are contained in Table 1.

Further experimentation determines effect of low-pass filter and denoising
autoencoder pre-processing on models’ robustness. Low-pass filter is used to
remove high frequencies representing the noise. For this purpose, three Gaussian
convolution kernels of sizes 3× 3, 5× 5 and 7× 7 were designed. Each kernel
was filled with Gaussian function defined in range (-3, 3). Function’s variance
was chosen for each filter separately, under restriction that classification error on
clean set cannot cross 1 %. Variances of 0.6, 1.3 and 7 were chosen for filters of
size 7, 5 and 3 respectively. The effect of filtering applied to adversarial examples
is enhanced by injecting Gaussian noise to images before the filter is applied.

Low-pass filter pre-processing is compared with pre-processing of denoising
autoencoder (DAE). Experimental DAE with structure 784-1000-500-250-30-
250-500-1000-784 is trained by Nesterov’s accelerated gradient. Denoising effect
is achieved by applying dropout on the input layer. Robustness to adversar-
ial noise is facilitated by stacking fully trained denoising autoencoder to the
bottom layer of LeNet. Denoising autoencoder cleans data from noise and feed
clean images to LeNet’s input layer. Three stacked networks have been created:
denoising autoencoder stacked to LeNet and denoising autoencoder stacked to
LeNet with dropout on input layer and to LeNet with dropout on input, conv1,
conv2, full and output layer (Table 1).

Adversarial training in the proposed constellation is realized by training the
model with its own adversarial examples. Networks trained on adversarial exam-
ples originate from LeNet model trained for 10000 iterations, regularized by
weight decay. This model is further consecutively trained for 5 times, each time
for 5000 iterations on current set of adversarial examples joined with training
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sets of previous models. After every phase of adversarial training a new model
is created. All of these 6 models are combined to a committee. To point out
their robustness, a comparison with basic committee composed of 6 models is
demonstrated.

4.2 Human Noise Processing Experiments

In our experiments, the performance of human ability to recognise digits is
obtained for four different sets of images that are presented to test subjects,
three of them originating from MNIST test set and one from USPS [6] data
set. One of the sets is composed of 15 natural images, the other two sets con-
sists of natural images corrupted either by Gaussian noise or by gradient sign
noise. Each noise type set contains 6 subsets per 15 images with graduating
noise levels. Noise levels are designed to have similar distortions for pairs of
Gaussian and gradient sign noise subsets. Gradient sign noise levels are defined
by ε = 0.07, 0.14, 0.21, 0.28, 0.34, 0.4 matched with Gaussian noise levels created
using σ = 0.09, 0.18, 0.27, 0.36, 0.45, 0.54. The last set of 10 images are taken
from USPS dataset and resized to match dimensions of MNIST pictures. Dig-
its on these images are written in a way that may be difficult for humans to
decipher, thus they are noted in this work as the “human adversarial noise”.

Fig. 3. Generalization error of models regularized with dropout on input layer (Inp-
Dropout) and on all the layers (All-Dropout) compared to standard model when
classifying adversarial examples.
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Each mentioned noise level subset is randomly picked from the whole set
of 10000 images, except for USPS images, of which 5 images per each digit
are available and exactly one per digit is randomly chosen for the test. Subsets
are shuffled and presented to test subject via a Python script, which captures
subject’s decisions and stores them for future analysis.

The data essential to carry out the experiment was gathered from 57 subjects.
Every subject has classified a set of 205 images described in previous paragraphs.
The accuracy is compared for each noise level separately. Each participant con-
tributes with an average accuracy of his choices for each noise type and level
separately. A collection of these accuracies achieved by all tested subjects is
used to compute mean and standard deviation, which are compared with values
obtained from tests of 20 LeNet models in the same experimental setup.

5 Results

5.1 Dropout

A two LeNet models (see Table 1) were trained with dropout regularization and
tested for resistance to gradient sign adversarial noise. Regularizing network
with dropout made the network more robust to adversarial distortion up to large

Fig. 4. Generalization error of models regularized with dropout on input layer (Inp-
Dropout) and on all the layers (All-Dropout) compared to standard model when
classifying images corrupted with Gaussian noise.
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levels of distortion (> 0.15) where all models perform poorly. The most robust
solution was obtained by applying dropout on every layer. Error on adversarial
examples with ε = 0.2 was reduced from basic model error of 78.88% to 42.97%
(see Fig. 3).

The same models regularized with dropout were tested for robustness by
gradually increasing levels of Gaussian noise. As Fig. 4 depicts, the most resistant
model to random noise was a model regularized with dropout only in the input
layer. Applying dropout to other layers seem to have negative effect on robustness
to random noise.

5.2 Pre-processing Methods

In the experiments for pre-processing methods, images are processed either by
low-pass filter or by denoising autoencoder. Pre-processed pictures were further
fed into two different models to be classified, to an ordinary LeNet model and
to a LeNet regularized with dropout. The denoising autoencoder has been found
better at preparing adversarial examples for classification than low-pass filter.
The highest accuracy has been achieved by pre-processing adversarial examples
by a denoising autoencoder and subsequent classification by LeNet regularized
by dropout on all the layers (see Fig. 5).

Fig. 5. Generalization error of LeNet when classifying pre-processed adversarial exam-
ples. Images are pre-processed either by low-pass filter or by denoising autoencoder.
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Table 2. Generalization error (%) of robustness methods on MNIST test set perturbed
at three different distortion levels.

Method dist=0 dist=0.1 dist=0.2

No method 0.83 73.6 96.1

Dropout 0.91 35.7 98.1

Low-pass filter 1.38 52.0 95.0

DAE 1.27 52.4 93.2

Low-pass filter + dropout 2.51 34.8 88.5

DAE + dropout 1.56 21.4 90.3

Standard committee 0.86 70.9 97.2

Adversarial training after 5 stages 0.87 44.5 92.1

Committee of models trained on adv. examples 0.65 9.8 36.5

Fig. 6. Generalization error of LeNet when classifying preprocessed images corrupted
by Gaussian noise. Images are preprocessed either by low-pass filter or by denoising
autoencoder.

By examining the resistance of these methods to random noise, different
results were obtained. Low-pass filter prepared randomly distorted images for
classification better than denoising autoencoder. When dealing with Gaussian
noise, encouraging results were achieved by low-pass filtering of images, later
classified by LeNet regularized with dropout on the input layer (see Fig. 6).
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Fig. 7. Generalization error of committees on adversarial noise. Performance of com-
mittee trained on adversarial noise is compared to performance of a basic committee.

5.3 Adversarial Training and Committees

As has been shown before [3], a standard committee does not provide desired
robustness. To demonstrate the resistance of a committee of models trained on
adversarial examples we propose, robustness tests comparing generalization error
of this committee with the error of a standard committee and a single model are
conducted (see Fig. 7). A committee of 6 models trained on adversarial examples
gave an error of 36.5% on MNIST adversarial examples with ε = 0.37 compared
to error of a single model 96.1% or to the error of a basic averaging committee
with the same amount of members, 97.2%. Table 2 compares results with other
robustness methods.

5.4 Human Recognition Experiments

The performance is evaluated by calculating the accuracy as a ratio of correctly
classified images to the total number of tested images. The results of human
vision experiments are illustrated as curves composed of mean values for gradu-
ally increasing levels of each noise type separately, see Fig. 8. Curves are encap-
sulated by their 95 % confidence regions. The experiment indicates that humans
classify images (corrupted by Gaussian noise) with similar accuracy as the deep
neural networks. Experiment also suggests, humans find adversarial and random
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Fig. 8. Classification accuracy of humans compared to the accuracy of 20 LeNet models
when classifying adversarial examples. Mean values are bounded by 95 % confidence
regions. Plot depicts, the performance of LeNet on adversarial noise is far inferior to
performance of humans.

noise similarly problematic. In contrary, DNNs suffer a significant decrease in
classification performance when classifying adversarial examples, compared to
human performance on adversarial examples (see Fig. 8) or to DNNs’ perfor-
mance on random noise.

6 Discussion and Conclusion

For the MNIST dataset, we exploited fast and simplistic method (the gradient
sign method) of creating adversarial examples. Due to the small number of out-
put classes, one color channel and low image resolution, adversarial examples on
MNIST are notably different from original images, however, far more harmful
than randomly distorted images. Thus robustness experiments might be more
accurate on datasets such as CIFAR100 or ImageNet that contain many image
classes.

Dropout experiments in this paper suggest, regularization by dropout on
every network layer is more effective on adversarial examples than using dropout
just on input layer. Adversarial noise is affecting every layer, through which the
gradient has been backpropagated, making adversarial noise more dependent on
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model’s internal structure. Using dropout on model internal structure compli-
cates creation of new adversarial examples. Random noise is more likely compen-
sated by learning from incomplete inputs than by dropping out nodes in every
network layer. A possible reason to this lies in the fact that, random noise is
independent of model structure. During training, model is learning to recognize
incomplete patterns, becoming more robust to single pixel random deviations.

Moreover, a few observations while comparing input pre-processing methods
deserved to be noted. Low-pass filtering prepares an image distorted by random
noise for correct classification better than the denoising autoencoder. Gaussian
low-pass filter is a simple and powerful tool to suppress random Gaussian noise
by averaging. Our results suggest that, adversarial examples reconstructed by
denoising autoencoder are easier for neural network to classify than adversarial
examples blurred by a low-pass filter. A possible explanation may be that the
gradient sign noise splits image into regions, which are moved by the noise in the
same direction. Averaging filter that performs well on random noise has small
or almost no effect within these regions, whereas autoencoder is not limited to
simple averaging.

Also, models trained on adversarial examples are consistently more robust to
adversarial noise created by other models. Average prediction of these models
forming a committee diminishes the chance to perturb the committee by exploit-
ing the weakest model. We come to conclude, an ensemble of models trained on
adversarial noise is more resistant to adversarial noise than any single model we
have tested so far, for the MNIST dataset.

This paper also reported human accuracy when classifying images corrupted
by random and adversarial noise. From obtained results, we come to an assump-
tion, humans classify images perturbed by adversarial and by random noise with
similar accuracy, unlike DNNs. DNNs’ performance suffers greatly when classi-
fying adversarial examples. Accuracy has been measured on an inconsistent test
set. To avoid overfitting to a small set of images, every test subject was presented
with different subset of images. Hence input set variance may have biased the
results. For future work, there is an opportunity for a similar experiment: test-
ing each participant on the same image set, comparing the results to the results
already obtained by this paper’s experiments.

Acknowledgments. We would like to express our gratitude to all participants of the
human visual recognition experiment.
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Abstract. The University Course Timetabling Problem (UCTP) is a
well known optimization problem. Literature reports different methods
and techniques to solve it, being Evolutionary Algorithms (EA) one of the
most successful. In the EA field, the selection of the best algorithm and
its parameters to solve a particular problem, is a difficult problem; would
be helpful to know a priori the performance related to that algorithm.
Fitness Landscape Analysis (FLA) is a set of tools to describe optimiza-
tion problems and for the prediction of the performance related with EA.
FLA uses a set of metrics to characterize the landscape depicted by a
cost function, aiming to understand the behaviour of search algorithms.
This work presents an empirical study to characterize some instances
of UCTP, and for the prediction of difficulty exhibited by Real-Coded
Genetic Algorithms (RCGA) to solve the instances. We used FLA as
characterization schema; neutrality, ruggedness, and negative slope coef-
ficient are the metrics used in the analysis. To test and validate the
proposal, we use three UCTP instances based on Mexican universities.
Incipient results suggest an correlation between the negative slope coef-
ficient and the difficulty exhibited by RCGA in the solution of UCTP
instances. Ruggedness and neutrality provide the global structure of the
instances’s landscape.

Keywords: Optimization · Fitness Landscape Analysis · Genetic
Algorithms · University Course Timetabling Problem

1 Introduction

The University Course Timetabling Problem (UCTP) is a combinatorial prob-
lem whose general objective is to find the best combination of resources covering
certain needs and satisfying a set of constraints. Resources are represented by
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lecturers, classrooms, and time slots, among others, and needs, generally, are the
academic courses offered by the university. Constraints are grouped in two: hard
constraints are restrictions that cannot be violated, and soft constraints, are
desirable to maintain, but are not absolutely critical. Given its complexity, liter-
ature reports different approaches to solve these kind of problems. Evolutionary
Algorithms (EA) is one of the most widely used tools to solve UCTP.

When EA users face these problems, they usually face two types of problems:
what is the best EA to solve the problem?, and what are the best parameter
settings for the algorithm? To select the best solver, it is necessary to establish
a picture about the problem. That is, a deepest study about the structure and
difficulty of the problem can give us some insights about the expected perfor-
mance. The results of the study can also provide insight about the best parameter
settings for the solver.

In the field of EA, one of the most successful techniques to try to under-
stand the topology and dynamics of optimization problems, is Fitness Land-
scape Analysis (FLA). FLA uses a set of Fitness Landscape (FL) metrics to try
to describe the problem and give some indications about its difficulty. Those
metrics measure different FL features, e.g.: the rate of ruggedness, neutrality,
deceptiveness, gene interaction, evolvability, etc.

In this work we use Real-Coded Genetic Algorithms (RCGA) as the problem
solver. RCGA uses the same heuristic, and genetic operators than its binary
version. RCGA has been used for solving different kinds of optimization prob-
lems; it has been able to solve the majority of them. For the characterization
of UCTP instances and a possible prediction of performance of RCGA, we per-
form an empirical FLA on a set of three UCTP instances. Then, we related the
overall performance obtained by RCGA in the solution of the UCTP instances
with the results obtained by the FL metrics. To perform the FLA, we use some
of the most representative landscape features to measure the global structure of
problems and the metaheuristic’s evolvability. We use ruggedness and neutral-
ity to measure the global structure of problems and negative slope coefficient
to measure the evolvability of the metaheuristic. Those metrics characterize the
problem and try to determine the difficulty of the algorithm for solving the
problems. These metrics can be described as follows.

– Ruggedness is related to the multimodal properties of landscapes. In a rugged
FL the individuals of many EA can get trapped in local optima as a conse-
quence of premature convergence [8].

– Neutrality is related to the presence of regions with similar fitness values,
called neutral areas. Neutral Networks (NN) [6] are interconected points in
the search space with similar fitnesses. [2,3,11].

– Negative Slope Coefficient is related to the level of evolvability of neighbours.
To measure evolvability, NSC uses the concept of Fitness Cloud (FC) [19]. FC
uses the fitnesses of the individuals against fitnesses of its neighbors to create
a set of clouds. For each cloud, the fitness mean is calculated, and these values
serve as points to set a slope; this slope measures the problem’s difficulty.
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FLA is applied to three Mexican universities: Instituto Tecnologico de Zitacuaro,
Instituto Tecnologico del Valle de Morelia, and Instituto Tecnologico de Tuxtla
Gutierrez. The information about the study cases (lecturers, classrooms, time
slots, etc.) was collected from those universities as close to reality as we could.
The main contributions of this work are: (1) the use of a set of FL metrics applied
to a real-coded metaheuristic, (2) the study of a set of UCTP instances based on
Mexican universities, and (3) the empirical characterization of UCTP instances
to try to relate with the performance exhibited by RCGA. Results suggest some
correlation between the FL features and the performance exhibited by RCGA,
negative slope coefficient obtained the highest correlation with the difficulty of
problems, ruggedness and neutrality obtained indications about global structure
of problems’s landscapes.

This paper is organized as follows: Sect. 2 presents the related work, Sect. 3
describes the main concepts about Fitness Landscape Analysis, Sect. 4 presents
the problem statement and formulation of the University Course Timetabling
Problem, Sect. 5 presents details about experimentation and the main results,
Sect. 6 presents a brief discussion, and and Sect. 7 presents conclusions and fur-
ther research directions.

2 Related Work

The main aim of FLA is understanding the topology of optimization problems,
it establishes an approximate scenario where an algorithm performs the search,
and by means of FLA we can predict the behaviour of algorithms [12].

Many works are based on Fitness Landscape Coefficient (FDC); the main
purpose of FDC is the determination of the deceptiveness of optimization prob-
lems: the more deceptive landscape, the harder the problem. For using FDC is
necessary to know the global optimal (or some optimal solution) to perform a
correlation between a set of fitness and a set of distances to such optimal value.
In [14] authors use FDC to measure the search difficulty of a specific sample
from some online instances (www.metaheuristic.net); their results show a corre-
lation between fitnesses and distances which is a good indication the difficulty
of problems. In [15] the authors propose the use of evolvability indicators to
try to capture the evolvability of EA; they use FDC and Negative Slope Coeffi-
cient (NSC) as indicators. Results show good estimation of difficulty for Genetic
Programming problems.

Ventresca [18] et al. predict the hardness of some instances of the vehicle rout-
ing problem which is considered as a combinatorial NP-hard problem (similar to
UCTP. To predict the hardness, they use Information Content which measures
the ruggedness with respect to the flat or neutral areas of the landscape. To test
its approach, they use a total of 66 problems, and different genetic operators
using GA as optimization method; their results are grouped into clusters and
they are correlated with its quality solution.

Ochoa et al. [10] propose an schema based on hyper-heuristic (heuristic to
find heuristics), on a timetabling scenario, their purpose is to find the best low-
level heuristic to solve the UCTP. They propose to analyze that scenario using

www.metaheuristic.net
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a fitness landscape analysis, they uses the fitness distance correlation and auto-
correlation analysis tools. Their results are based on the qualitative properties
of the analyzed landscape.

Other approaches use a set of intrinsic metrics (e.g. skewness, kurtosis, among
others) to make learning models: Kostuch [4] et al. use a linear model to predict
the hardness of EA when solving the UCTP; the predictors are based on intrinsic
UCTP properties, their results suggest a strong correlation between the intrinsic
properties of UCTP instances and the performance of EA to solve them.

3 Fitness Landscape Analysis

We can define Fitness Landscape as the tuple L = (S, f, N ), where S is the
search space of feasible solutions, f : S → R is a fitness function, and N (·), is
the neighbourhood function [18] that assigns to every s ∈ S a set of neighbour
solutions defined in Eq. 1.

N (s, δ) = {∀s′ ∈ S|s �= s′ ∧ dE(s, s′) ≤ δ} (1)

where δ is the maximum euclidean distance between s and its neighbours. There
are many methods to calculate the neighbour for a solution, in some cases neigh-
bour is defined as that solution that can be reached through the application of
a single genetic operator, or a solution that is localized at certain distance (gen-
erally, euclidean distance).

Fitness Landscape Analysis (FLA) uses a set of FL metrics to try to under-
stand the intrinsic properties of optimization problems. Some metrics are spe-
cialized to measure certain structural properties of problems (such as neutrality
and ruggedness) while other are specialized to measure the level of evolvabil-
ity (negative slope coefficient) of the metaheuristics. The following paragraphs
define the FL metrics used in this work.

3.1 Neutrality

In the field of EA, neutral regions are areas of the FL that have similar fitness
values [6], i.e. similar fitness values within a neighbourhood. Neutrality is the
rate of neutral areas in S , Eq. 2 computes an estimate of neutrality based on a
sample S .

neutrality(δ, γ) =

∑
s∈S

|N N (s,δ,γ)|
|N (s,δ)|

|S| (2)

where S is a set of points from the search space, δ is the maximum distance
between neighbours, and γ is the maximum distance between two fitnesses con-
sidered as similar, N N (·) is the neutral neighborhood function defined in Eq. 3,
and N (·) is the neighbourhood function defined in Eq. 1.

N N (s, δ, γ) = {∀s′ ∈ S|s �= s′ ∧ dE(s, s′) ≤ δ ∧ dE(f(s), f(s′)) ≤ γ} (3)

High rates of neutrality, are not desirable in an FL to produce an evolutive
environment [13], i.e. neutrality can affect the distribution of local optima and
as a consequence the success of searching [8].
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3.2 Ruggedness

There are many techniques to measure the level of ruggedness [7,17]; in par-
ticular, this work uses entropy to measure it [7]. Entropy measures ruggedness
by means of three-point paths. A 3-point path is: neutral when the points have
equal fitnesses, smooth when the fitnesses of points change in one direction, and
rugged when the fitnesses of points change in two directions [7].

A sequence of fitness values S = {φt}n
t=1 is formed by a set of points selected

from a random walk sampling [7]. The sequence is represented by a string S(γ) =
s1s2s3...sn of symbols si ∈ {1̄, 0, 1} obtained by Eq. (4). The parameter γ is a
real number that determines the accuracy of the calculation of S(γ); the lower
the value of γ, the more sensitive the difference between neighbouring fitness
values will be.

si = Ψφt
(i, γ) =

⎧
⎪⎨

⎪⎩

1̄, if φi − φi−1 < −γ

0, if |φi − φi−1| ≤ γ

1, if φi − φi−1 > γ

(4)

Equation (5) measures the level of entropy H(S) exhibited by the sequence S.

H(S) = −
∑

p�=q

P[pq]log6P[pq] (5)

where p and q are elements from the set {1̄, 0, 1}, and number 6 (in the log
function), represents all possible shapes of the sequence. H(S) ∈ [0, 1] is a rate
of the variety of shapes present in the Fitness Landscape, which only considers
the subset of rugged elements. The higher the value of H(S), the wider the
variety of rugged shapes in S [7]. P[pq] is calculated according to Eq. 6:

P[pq] =
n[pq]

n
(6)

where n[pq] is the number of sub-blocks pq in the sequence S(γ). For each rugged
element, P[pq] calculates the probability of occurrance of that element.

3.3 Negative Slope Coefficient

Let f be a fitness function that assigns a real value to each individual x, and
V (xj) = {vj

1, v
j
2, ..., v

j
n} the set of neighbours of a given individual xj ,∀j ∈ [1, n].

The neighbours are obtained by applying one step of a genetic operator. To
sample the neighbours, the k-tournament selection algorithm was used (using 10
individuals in the tournament). Fitness Cloud (FC) is a 2-dimensions plot where
abscissas are the set of all individuals’s fitnesses, and the ordinates the fitnesses
of their neighbours, see Eq. (7).

FC = {(f(xj), f(vj
k)),∀j ∈ [1,m],∀k ∈ [1, n]} (7)

once the FC is determined, each element of abscissas and ordinates are split into
k segments {I1, I2, ..., Ik}, {J1, J2, ..., Jk}, ∀k ∈ [1,m]. The averages of abscissa
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{M1,M2, ...,Mk} and ordinates, {N1, N2, ..., Nk}, ∀k ∈ [1,m] are calculated. The
segment set S = {S1, S2, ..., Sk−1}, where each Si connects the points (Mi, Ni)
to point (Mi+1, Ni+1) is created. The slope set P is calculated, where Pi =
(Ni+1 − Ni)/(Mi+1 − Mi), ∀i ∈ [1, k − 1]. The Negative Slope Coefficient is
computed by the Eq. 8.

nsc =
k−1∑

i=1

min(0, Pi) (8)

Based on nsc, Vanneschi et al. [16] proposed the following hypothesis to
classify problems: If nsc = 0 the problem is easy, if the nsc < 0 then the
problem is difficult and the value of nsc quantifies this difficulty: the smaller its
value, the more difficult the problem is.

4 University Course Timetabling Problem

The University Course Timetabling Problem (UCTP) consists of fixing a
sequence of meetings between lecturers, classrooms, and time slots to a set
courses, satisfying different constraints. Each course, lecturer, classroom, and
time slot has special features and specifications. The UCTP is defined as an
optimization problem where the aim is to minimize the number of constraints
violations, which was set as the performance value: the fewer constraints violated
the better the timetable’s performance.

4.1 Problem Statement

The UCTP can be defined as follows. Given the following preliminary definitions:
C is a set of courses ci ∈ C, i ∈ [1, NC], L is a set of lecturers lj ∈ L, j ∈ [1, NL],
R is set of classrooms rk ∈ R, k ∈ [1, NR], T1 is a set of available times in the
week (from monday to thursday) al ∈ T1, l ∈ [1, NT1 ], T2 is a set of available
times on friday bm ∈ T2, [m ∈ 0, 1, ..., NT2 ]. All the indices start at 1, except
the index for T2 which starts at 0, to simplify the cases when a course does not
occur in a given day (i.e., if does not have an assigned time).

The constraints are represented by the following functions:

– H(·) is a function that returns the penalization for the hard constraints, con-
straints are: (1) a classroom cannot be assigned to more than one course in
the same time/day, or a lecturer cannot be assigned to more than one course
in the same time/day, (2) the number of weekly hours assigned to a course
must match the course’s needs.

– S(·) is a function that returns the penalization for the soft constraints, con-
straints are: (1) classrooms must be assigned consecutively (no holes in sched-
ule), (2) check the suitable classroom (theory or practice), (3) chek if teacher
not pass his/her assignment hours (4) the lecturer profile must match the
course requirement, (5) the assigned classrooms must satisfy the needs of
course capacity, and (6) check the preference of lecturers’s time,
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The objective is to minimize the penalization of hard constraints (H) and soft
constraints (S); the hard constraints must be fulfilled and the soft constraints
must be minimized [1]. A mathematical formulation can be represented by:

Determine an assignment [Xl,r,t1,t2 ]NC
that minimizes [5]:

f(X) =
2∑

i=1

H(X) +
6∑

j=1

S(X) (9)

Subject to:
x ∈ [a, b] (10)

∀j ∈ [1, NL],∀k ∈ [1, NR],∀l ∈ [1, NT1 ],

∀m ∈ [1, NT2 ],
∑

c∈C

S(xj,k,l,m) ≥ 0 (11)

∀j ∈ [1, NL],∀k ∈ [1, NR],∀l ∈ [1, NT1 ],

∀m ∈ [1, NT2 ],
∑

c∈C

H(xj,k,l,m) = 0 (12)

f(X) computes the total penalization for a given X Eqs. (9) and (10) checks the
interval values for each dimension, the soft constraints can be violated Eqs. (11)
and (12) prevents hard constraint violations.

4.2 Solution Based on Genetic Algorithms

Our approach uses a real-coded Genetic Algorithms (RCGA) chromosome rep-
resentation, which allows us to solve the problem directly. The chromosome is
a vector of real values, where each gene represents a possible combination of
resources (lecturer, classroom, and time slots) assigned to a task (a course).

C = [li, ri, t1i, t2i], i ∈ [1, NC ] (13)

where l ∈ [1, . . . , NL], r ∈ [1, . . . , NR], t1 ∈ [1, . . . , 12], and t2 ∈ [0, . . . , 12] are
the different genes to be mutated. Algorithm 1 shows the RCGA based solution
for the UCTP.

Algorithm 1. RCGAsolution (C, L, R, T1, T2)
1: Ω ← L × R × T1 × T2

2: i = 0;
3: initialize P(i, Ω);
4: evaluate P(i, C);
5: while i ≤ number-of-generations do
6: i = i + 1;
7: select P(i) from P(i-1);
8: recombine P(i);
9: evaluate P(i, C);

10: end while
11: return [best individuall,r,t1,t2 ]NC
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The sets C, L, R, T1, T2 (courses, lecturers, classrooms, times 1 and times
2 respectively) are passed as parameters to the algorithm, the search space
Ω is created (line 1), from Ω at time i, the initial population P is gener-
ated (line 3), each individual from P is evaluated according to Eq. (9) (line
4). Once the initialization process ends, the iterative process is started while the
number of generations is not reached (line 5). Time is increased (line 6). The
selection of individuals from population P at time i is performed (line 7), the
mutation-crossover processes is performed on the population P at time i (line 8),
the evaluation of population P at time i is performed (line 9). Finally the
[best individuall,r,t1,t2 ]NC

(solution) is returned.

4.3 Study Cases

The complexity of academic schedules is due to the resources to be assigned to a
set of courses, and the courses’s specific characteristics. The following paragraphs
describe the instances considered in this work.

Instituto Tecnologico de Zitacuaro (ITZ) is a public university located at
the east of state of Michoacan, Mexico. ITZ offers 8 academic programs, the
total needs to be covered in each period (semester) for the 8 academic programs
is a total of 181 courses offered in each period.
Instituto Tecnologico del Valle de Morelia (ITVM) is a public university
located at the center of state of Michoacan, Mexico. ITVM offers 5 academic
programs, the total needs to be covered in each period (semester) for the 5
academic programs is a total of 112 courses offered in each period.
Instituto Tecnologico de Tuxtla Gutierrez (ITTG) is a public university
located at the state of Chiapas, Mexico. ITTG offers 8 academic programs, the
total needs to be covered in each period (semester), for the 8 academic programs
is a total of 180 courses offered in each period.

Table 1 shows the sets of tasks and resources available for each university.

Table 1. Tasks and resources available for each UCTP instance.

Task ITZ ITVM ITTG

Courses (C) 181 112 180

Lecturers (L ) 69 122 218

Classrooms (R) 34 38 102

Available times per week, from monday to thursday (T1) 12 12 12

Available times on friday (T2) 12 12 12

Table 1 shows the quantitative characteristics of the studied UCTP instances,
however, to perform an optimization process and as consequence a fitness land-
scape analysis, it is necessary to know details about resources and needs. The
following list shows the qualitative information used for each resource/need.
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– Courses: name, academic program, its group, number of hours (theory and
practical), ideal profile(s). Each course is assigned to a group. Each group has
the following specifications: semester and academic program.

– Lecturers: name, department, profiles (having 3 profiles as maximum), num-
ber of available hours, and preferred schedule.

– Classrooms: label, type (theory or practice), and its capacity.
– Time 1: is the time slot to be assigned between Monday to Thursday, using

time slots of two hours.
– Time 2: is the time slot to be assigned on Friday, using time slots of one

hours.

5 Experiments and Results

This section presents the main results of this work: first we show the parameter
setting used by both the RCGA and the FL metrics, and finally, we show the
results obtained by the Fitness Landscape Analysis.

5.1 Parameter Settings

Table 2 shows the parameter setting used by the RCGA.

Table 2. RCGA parameter settings.

Parameter Value

Population size 500

Number of generations 1000

Crossover type Arithmetical

Crossover rate 70 %

Mutation rate 30 %

Selection Tournament of size 10

Codification Real

We define performance as the rate of successful trials where the global opti-
mum was found in GA experiments; we set the number of trials to 100 and the
maximum number of generations to 1, 000.

To perform the FLA, for each UCTP instance, we sampled the search space
using a uniform random distribution (in the case of neutrality and NSC) and
a random walk sequence (in the case of ruggedness) with 1000 points. Table 3
show the parameters used by the FL metrics.

where fmax and f∗ are the maximum and minimum fitness values, respec-
tively, Lu and Ub are the lower and upper bounds of the search space defined by
the fitness function (see Eq. 9). Experiments were repeated 100 times and the
mean was reported.
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Table 3. Parameters of Fitness Landscape metrics.

FL metric Parameter-value

Neutrality δ = dE(Lb, Ub) × 0.1, γ = |fmax − f∗| × 0.1

Ruggedness γ = |fmax − f∗| × 0.1

Negative slope coefficient evolvability = one step of genetic operators

5.2 Results of Fitness Landscape Analysis

The following figures show some landscape features depicted by the UCTP
instances: (1) Figs. 1, 2 and 3 show a picture of the ruggedness depicted by
the instances; the search space was sampled using 100 points in random walk,
and its fitness was plotted, (2) Fig. 4 shows fitness values obtained from the
instances; we select the best 100 fitness values from a total of 10000 (from a
random uniform distribution), then, we plot those fitnesses in order.

Fig. 1. Ruggedness in the ITZ instance. Fig. 2. Ruggedness in the ITVM
instance.

Figures 1, 2 and 3 give us some indications about the ruggedness for the
instances: all the instances presented high rates of ruggedness. Figure 4 shows
the ordered fitness distribution for all the instances: the ITTG instance has the
worst fitness values (the highest values), the ITZ instance presents the best,
and the ITVM instance has the second worst fitness distribution. To establish a
numerical description, the following Tables 4 and 5 show the rates of ruggedness
for the UCTP instances.

In Table 4 the ITVM and ITTG instances have the highest rates of rugged-
ness, while the ITVZ instance had the lowest rate. These measures confirm the
rugged landscape depicted by the instances’s fitness function; all the instances
presented high rates of ruggedness.

Table 5 shows similar rates of neutrality for all the instances; in all the
instances, approximately 35% of landscapes presents neutral regions, that is,
regions where the fitness is similar between neighbours. These measures give us
general indications about the landscape where the search is performed: in general
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Fig. 3. Ruggedness in the ITTG
instance.

Fig. 4. Ordered fitnesses for the UCTP
instances.

Table 4. Rates of ruggedness in the UCTP instances.

Ruggedness

Instance min max μ σ

ITZ 0.55 0.83 0.75 0.060

ITVM 0.78 0.85 0.82 0.015

ITTG 0.70 0.85 0.79 0.025

terms the search is performed in rugged landscapes with low rates of neutrality.
In literature we can find that, generally, for the GA, the more rugged landscape,
the more difficult problem [9]. However, coupled with the descripcion of the
landscape, it is necessary to perform an analysis about the algorithm’s features,
to get the difficulties presented by the algorithm in the solution of problems. To
get an algorithmic point of view (level of improvements for the GA), we measure
the GA’s evolutionary level with the negative slope coefficient. Table 6 shows the
NSC value for all the instances.

The ITTG instance obtained the lowest value, the ITVM the highest value,
and the ITZ the second lowest value. According with Vanneschi et al. [16], the
more negative value, the more difficult problem. In this case the ITTG instances
would be the harder problem followed by the ITZ instance.

Table 5. Rates of neutrality in the UCTP instances.

Neutrality

Instance min max μ σ

ITZ 0.293 0.413 0.356 0.027

ITVM 0.299 0.453 0.363 0.034

ITTG 0.300 0.491 0.373 0.033
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Table 6. Evolvability of GA using negative slope coefficient.

University min max μ σ

ITZ −1.60 0.0 −0.54 0.339

ITVM −1.02 0.0 −0.37 0.205

ITTG −2.03 0.0 −0.77 0.438

A direct comparison between the difficulty presented in GA (through NSC)
against the overall performance of GA for the UCTP instances, would not be
fair, because the distribution of fitness values are no the same for the instances
(as we can see in Fig. 4). To set a fairer scenario about the prediction of per-
formance for the GA, we can compare the performance exhibited by the GA
with the level of performance improvements using different number of genera-
tions in the GA. Figure 5 shows the overall performance using different number
of generations {100, 200, 300, 400, 500, 600, 700, 800, 900, 1000}, and Fig. 6 shows
the final performance using 1000 generations for all the UCTP instances.

Fig. 5. Generations vs GA performance.

s

Fig. 6. Final GA performance for all
the UCTP instances.

According to Fig. 5 we can establish the following facts:

– ITZ, initial performance 182.86, final performance 171.4, obatining a final
improvement of 6%.

– ITVM, initial performance 204.2, final performance 185.9, obatining a final
improvement of 9%.

– ITTG, initial performance 247.3, final performance 240.53, obatining a final
improvement of 3%.

If we evaluate the level of improvement, the most difficult problem is the ITTG
instance, the ITVM instance is the easiest, and the ITZ instance is in the middle.
These results are correlated with the levels of difficulty presented in Table 6.
Another important characteristic is the final performance obtained on those
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problem instances. We can see in Fig. 6 how the performance obtained by the ITZ
and ITVM instances are similar despite the difference of its fitness distribution
(Fig. 4): the level of improvement for the ITVM instance is better than the ITZ
instance, then the ITVM instance should be the easiest instance.

6 Discussion

Nowadays, the prediction of the performance of Evolutionary Algorithms has
received attention by researchers around the world. The possible solution could
give new tools to solve problems, that is, the user will be focused on the prob-
lem not on the algorithms and their parameter settings. Despite University
Course Timetabling is a well known optimization problem, commonly solved
by EA, there are only a few works focusing on its characterization. Perhaps, the
main obstacle to characterize these problems is the sustancial difference between
instances.

To characterize, and predict the performance of UCTP instances, we pro-
pose the use of fitness landscape analysis (FLA). To perform the FLA we use
some of the most successful fitness landscape metrics: ruggedness, neutrality, and
negative slope coefficient. To perform the optimization process we used the real-
coded version of Genetic Algorithms (Real-Coded Genetic Algorithms). To test
and validate our proposal we use three different UCTP instances, the instances
are based on real-life Mexican universities.

Ruggedness and neutrality give us indications about the features of the land-
scape; ruggedness give us the fitness landscape distribution while neutrality give
indications about neutral areas into the landscapes. In this empirical study,
according to literature, the hardest instance (the ITTG instance) was not cor-
related with the more rugged landscape, perhaps because the landscapes have
similar rates of ruggedness and neutrality.

The negative slope coefficient give us indications of evolvability in the GA
process, according to Vanneschi et al. [16] the lower its value, the harder the
problem. The ITTG instances obtained the worst level of evolvability, while
the ITVM instance obtained the best evolvability, contrary to the final perfor-
mance values obtained by the GA process, where ITTG and ITZ obtained the
worst and best performances (Fig. 6), respectively. On the other hand, if we
measure the level of performance improvement varying the number of genera-
tions (Fig. 5), and the fitness distribution for each instance (Fig. 4) against its
performance (Fig. 6), we can see relation between negative slope coefficient and
its related performance. The ITTG instance is the most difficult instance, the
ITVM instance is the easiest instance, and the ITZ is in the middle, this has a
direct relation with the difficulty obtained by negative slope coefficient (Table 6).

7 Conclusions and Further Research

This contribution presents an empirical study of fitness landscape analysis on the
University Course Timetabling Problem, using Real-Coded Genetic Algorithms
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as optimization solver. To test and validate this work, we use three Mexican
universities with different features, we performed a fitness landscape analysis on
those universities and compared the performance exhibited by GA against the
measures. We use as landscape metrics: ruggedness, neutrality and negative slope
coefficient. Results suggest a correlation between the negative slope coefficient
and the difficulty exhibited by the RCGA to solve the instances. In our future
work we will focus on the use of more UCTP instances, we will incorporate other
fitness landscape measures, and the use of other Evolutionary Algorithms.
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15. Trujillo, L., Mart́ınez, Y., Galván López, E., Legrand, P.: A comparative study of
an evolvability indicator and a predictor of expected performance for genetic pro-
gramming. In: Proceedings of the Fourteenth International Conference on Genetic
and Evolutionary Computation Conference Companion, GECCO Companion 2012,
pp. 1489–1490. ACM, New York (2012)

16. Vanneschi, L., Tomassini, M., Collard, P., Vérel, S.: Negative slope coefficient: a
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Abstract. The main objective of this paper is to present a
comparison between two models for estimation of a photovoltaic system’s
module temperature (Tmod) using Artificial Neural Networks and Adap-
tive Neuro Fuzzy Inference Systems. Both estimations use measurements
of common operation variables: current, voltage and duty cycle (d) from
a power converter of the photovoltaic system as input variables and Tmod

as a desired output. The models used the same database for the training
process, different training strategies were evaluated with the objective
to find which model has the best estimation with respect to the Tmod.
Subsequently, the output results from these architectures are validated
via the Root Mean Squared Error, Mean Absolute Percentage Error and
correlation coefficient. Results show that the Artificial Neural Network
model in comparison with Adaptive Neuro Fuzzy Inference System model
provides a better estimation of Tmod with R = 0.8167. Developed mod-
els may have an application with smart sensors on cooling systems for
photovoltaic modules with the objective of improving their operation
efficiency.

Keywords: Renewable energy · Artificial intelligence · Photovoltaic
system · Module temperature · Levenberg-Marquardt algorithm ·
Statistical comparison

1 Introduction

The energy of Sun is the most abundant energy source on planet earth, it is
renewable and available for direct or indirect use, i.e. solar radiation, wind, bio-
mass, thermal, etc. If only 0.1 % of the solar energy that reaches the earth could
be turned into electrical energy at an efficiency of 10 %, there would be 4 times
c© Springer International Publishing Switzerland 2016
A. Martin-Gonzalez and V. Uc-Cetina (Eds.): ISICS 2016, CCIS 597, pp. 46–60, 2016.
DOI: 10.1007/978-3-319-30447-2 4
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more energy available than the world production capacity (5000 GW) [1]. One
way to harvest this energy source is through the use of photovoltaic (PV) tech-
nology. Over the last decade, PV technology has had a rapid increase in usage
compared to other types of renewable energy sources [2]. A Photovoltaic module
(PVM) converts solar radiation into Direct Current (DC) which is transferred to
a power condition unit [2], this means that high levels of radiation improve the
overall output of the PVM, but this has a side effect. Higher levels of radiation
mean that the flux of photons moving within a PV cell is also higher, which
results in an increase in temperature of the PVM [3]. However, the rise in tem-
perature within the module reduces its efficiency, thus producing low levels of
voltage and current [4], this causes a problem since it is necessary to extract as
much energy as possible from the system in order to make it effective. The imple-
mentation of cooling systems offers a solution to this problem, but these systems
require exact measurements of Tmod for their optimal operation [5]. However,
temperature sensors are usually imprecise, require maintenance and are sensi-
ble to climate conditions such as ambient temperature, wind speed, radiation
flux and thermal properties of the materials of the PVM, making them unreli-
able when used on these systems [6]. Estimation methods offer an alternative to
temperature sensors, although, the unpredictability and the non-linear behavior
of the temperature tends to be a problem when trying to estimate it. Artificial
Intelligence (AI) techniques have recently had multiple applications on engineer-
ing in general and this is due to the fact that they provide a better solution as
these often do not need statistic data and solve problems more complex than
their own programming at higher speeds [7]. AI covers multiple techniques such
as Artificial Neural Networks (ANN), Adaptive Neuro Fuzzy Inference Systems
(ANFIS), amongs others.

Different publications related to application of ANN and ANFIS on PV tech-
nology can be found elsewhere. Garćıa-Domingo et al. [8] proposed an electric
characterization of a concentrating PV using ANN. Paul et al. [9] presented an
ANN model to identify and optimize statistics representing insulation availabil-
ity by a solar PV system. Mellit et al. [10] estimated the power produced of a
photovoltaic module with an ANN estimation model. Salah and Ouali [11] pro-
posed two methods of maximum power point tracking using ANN and ANFIS
controllers for PV systems. Salaiman [2] presented the modeling of operating PV
module temperature using ANN with solar irradiance and ambient temperature
as inputs for the ANN architecture.

The aim of this investigation is to design ANN and ANFIS models to estimate
the Tmod of a PV system and compare these two models to determinate which
is the best for estimation of this variable. This paper is organized as follows: an
overview on PV experimental systems is proposed in the second section, artificial
neural networks and adaptive neuro fuzzy inference system models are described
in the third section, the fourth section is devoted to the training, results and
comparison process. Finally, conclusions are presented.
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2 Material and Method

2.1 Photovoltaic Experimental System

A photovoltaic setup was developed and installed in order to acquire experimen-
tal data and evaluate its performance, the PV system was installed in Mérida,
Yucatán, México (20◦56’18.2”N 89◦36’55.8” W), a schematic diagram of this
setup is illustrated in Fig. 1. The system consists of a solar PVM, a current sen-
sor with a 0 to 20/40/80 ADC selector and 0–5 VDC output, a voltage sensor, a
miniature infrared temperature sensor, a data acquisition (DAQ) USB Device,
and finally, a laptop with NI LabViewTM software, see Table 1 for component
models.

Fig. 1. Schematic diagram for experimental system setup.

The measured Tmod was taken by the infrared temperature sensor, the volt-
age and current of the PVM were measured with the voltage and current sen-
sors, respectively with a duty cycle d set by the DC/DC converter. Finally, this
data is collected in a synchronized pattern using the DAQ USB Device and
then dispatched to the computer where it is analyzed via LabViewTM, this soft-
ware provides a user-friendly interface and allows the setting of sampling time
intervals.

The database consists of registers taken every 10 s, at 20 min an average value
of the registers is calculated in order to obtain a representative sample and the
result is moved into the database. Sample consisting of a total of 1045 data pairs
with significant temperature variations (see Fig. 5) was selected for training and
validation purposes of the AI models, this sample presents PVM parameters
under different climate conditions. Table 2 illustrates a list of input and out-
put variables used for the ANN and ANFIS models; Figs. 2, 3 and 4 represent



PVM Temperature Estimation: ANN vs ANFIS 49

Table 1. Photovoltaic experimental systems characteristics.

Component Model

Photovoltaic module YL110Wp

Current sensor H970LCA

Voltage sensor MCR-VDC-UI-B-DC

Temperature sensor PM-HA-21-MT-CB

DAQ device NI USB-6008/6009

Laptop 1.8 GHz i7 8DB DDR3 RAM

graphical behavior of Current (I), Voltage (V) and Duty Cycle (d) respectively
as input variables, and Fig. 5 represent the behavior of module temperature as
output variable.

Table 2. Characteristics of input and output variables about ANN and ANFIS models.

Parameters Samples Min. Max. Unit

Input

d 1045 20 60 -

Voltage 1045 0.0048 33.2325 V

Current 1045 4.8428e-04 3.3232 A

Output

Temperature 1045 289.6500 312.5389 K

2.2 Artificial Neural Network

ANN is an interconnected set of processing units that uses mathematical and
computational techniques to solve problems from complicated, imprecise or miss-
ing data [12]. Each of these units is called a perceptron or neuron and has an
incoming weight, bias and an output given by the transfer function of the sum of
the inputs, see Fig. 6. The function of the output neuron can be mathematically
expressed as:

u(x,w) =
n∑

i=1

f(wixi + b), (1)

where u(x,w) is the output of the neuron, wi is the synaptic weights, xi is the
input data and b is the bias value.

An ANN is generally organized on three layers: Input, hidden and output
layer [13]. The ANN training can be divided in two phases: The first phase con-
sists of updating the neuron activation values with a chosen learning algorithm,
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Fig. 3. Graphical representation of the voltage.

the second phase updates weights to minimize the function error measuring the
difference between the desired and actual output [14].

Developing an ANN requires selection of the optimal training architecture,
often set using information given by the experience and knowledge of the user [2].

2.3 Adaptive Neuro Fuzzy Inference System

ANFIS is a multilayer network that uses neural network learning algorithms and
fuzzy logic to map an input space to an output space. There are two types of fuzzy
inference systems (FIS): Mamdani [15] and Sugeno [16]; Mamdani being more
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Fig. 6. A typical elementary network with 3 inputs.
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intuitive and suited to human input, whereas Sugeno is more computationally
efficient and works well with optimization and adaptive techniques. The conse-
quence parameter in Sugeno FIS can be either a linear equation or a constant
coefficient. The linear equation called “first-order Sugeno FIS” and the constant
coefficient called “zero-order Sugeno FIS” are proposed by Jang [18]. Given the
advantages of the Sugeno FIS, this model is used in this study, see Fig. 7.

Five layers are used to construct this system. Each layer consists of n number
of nodes described by their function. Nodes denoted by squares are called “adap-
tive nodes”, these represent parameter sets that are modifiable; nodes denoted
by circles are called “fixed nodes”, these fixed parameters set in the system. The
output data from the nodes in a layer will be the input data of the next layer.

A1

A2

B1

B2

Π

Π

N

N

∑

x1

x2

y

Layer 1 Layer 2 Layer 3 Layer 4 Layer 5

wi wi wifi

Fig. 7. Simplified ANFIS architecture.

To demonstrate the procedure of the ANFIS, a simple architecture is pro-
posed. The system in Fig. 7 consists of two inputs, x1 and x2, and one output, y.
Suppose the system is a first-order Sugeno FIS with a rule base contaning two
fuzzy if-then rules expressed as:

Rule 1:
If x1 is A1 and x2 is B1,
then f1 = p1x1 + q1x2 + r1.
Rule 2:
If x1 is A2 and x2 is B2,
then f2 = p2x1 + q2x2 + r2.

where pi, qi and ri (i = 1, 2) are the linear parameters of the consequent part
of the Sugeno FIS. Each layer of the model is as follows (note that Oj

i denotes
the output of the i-th node and the j-th layer):

Layer 1: Input nodes. Each node in this layer generates membership grades for
each input. For instance, the function of the i-th may be a Gaussian MF:

O1
i = µAi(x) = e

−(xi−bi)
2

2a2
i , i = 1, 2. (2)
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where x is the input to node i, Ai is the MF associated with this node and ai,
bi are the parameters set that change the shape of the MF. Parameters in this
layer are called premise parameters.

Layer 2: Rule nodes. Each node in this layer calculates the firing strength
(output) of a rule via multiplication.

O2
i = wi = µAi(x1)µBi(x2), i = 1, 2. (3)

In ANFIS the total number of rules is given by Eq. (4)

Rn = ji, (4)

where i is the number of inputs, and j is the number of MFs per input.

Layer 3: Average nodes. Each node in this layer calculates the ratio of the i-th
rule’s firing strength to the total of all firing strengths:

O3
i = wi =

wi∑
i wi

, i = 1, 2. (5)

Layer 4: Consequent nodes. Each node in this layer computes the contribution
the i-th rule towards the overall output with the function:

O4
i = wifi = wi(pix1 + qix2 + ri), i = 1, 2. (6)

where wi is the output of the layer 3, and pi, qi, ri are the parameter sets.
Parameters in this layer are called consequent parameters.

Layer 5: Output node. The single node in this layer computes the overall output
as the sum of all contribution from each rule:

O5
i = y1 =

∑

i

wifi =
∑

i wifi∑
i wi

(7)

2.4 Statistical Criteria

For training, validation and comparison processes for ANN and ANFIS mod-
els, a statistical analysis is performed and applied using the following statistical
test parameters: Correlation Coefficient (R), Root Mean Square Error (RMSE)
and Mean Absolute Percentage Error (MAPE), see Table 3. R provides infor-
mation on the linear relationship between the measured and estimated values.
RMSE parameter is a frequently-used measure of the differences between values
predicted by a model and the actual values observed. MAPE parameter is the
absolute computed average of errors (%) by which estimated predictions of a
variable differ from their actual values. The knowledge of this statistical para-
meter aids to evaluate whether the estimated predictions are underestimated or
overestimated with respect to actual or expected data [19].

Where Tmod is the measured temperature and Tsim is the simulated tem-
perature.
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Table 3. Statistical criteria used for evaluation.

Statistical parameters Equation

Correlation Coefficient (R) R =
∑N

i=1(Tmod−Tmod)(Tsim−Tsim)√∑N
i=1(Tmod−Tmod)

2(Tsim−Tsim)2

Root Mean Square Error (RMSE) RMSE =
√

1
N

∑N
i=1(Tmod − Tsim)2

Mean Absolute Percentage Error (MAPE) MAPE = 1
N

∑N
i=1 |Tmod−Tsim

Tmod
|

3 Results and Discussion

3.1 Artificial Neural Network

Measurements of voltage and current from the PVM and the d factor from the
DC/DC converter were selected as input variables for the ANN architecture,
and Tmod of the PVM as the desired output. The number of neurons and trans-
fer functions in the hidden layer must be adjusted to minimize the differences
between the target and simulated output. MatLabTM’s neural network tool was
used to train and estimate the measured data, with a total of 1045 data pairs
used in this model, 80% for training and 20% for testing and validation. All
results reached for the ANN architecture were trained with 1000 iterations of
1000 epochs.

The process to determine the learning algorithm, number of neurons in the
hidden layer, and activation functions is frequently set using heuristic method. In
this work, eight back-propagation algorithms were studied to determine the best
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Fig. 8. Optimal ANN architecture reached.
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Table 4. Comparison of back-propagation algorithms.

Back-
propagation
Algorithm

Mean
Time
(s)

RMSE MAPE R Best linear equation

Levenberg-Marquardt 2.21 2.4368 0.6413 0.8167 y = 0.67x + 99

Bayesian regularization 19.12 2.4471 0.7753 0.8120 y = 0.62x + 91

Powell Beagle c. g.a 4.05 2.4827 0.8027 0.7801 y = 0.58x + 97

Batch gradient descent 13.16 2.6660 0.8851 0.6979 y = 0.58x + 108

One step secant 3.42 2.4418 0.8800 0.7969 y = 0.59x + 95

Batch gradient descent b 0.5 34.1916 8.6642 0.5049 y = 3.97x + 913

PolakRibiere a 2.44 3.1280 0.8014 0.6607 y = 0.44x + 169

Scaled a 1.00 3.1172 0.7930 0.6637 y = 0.44x + 168
a Conjugent gradient. b With momentum

Tmod estimation. Table 4 shows different back-propagation algorithms trained
with 25 neurons in the hidden layer. Results show that the performance between
Levenberg-Marquardt (RMSE = 2.4368) and Bayesian regularization (RMSE =
2.4471) algorithms are similar but differ in the mean time of convergence (2.21
and 19.12 s respectively), Levenberg-Marquardt was over eleven times faster than
the Bayesian regularization. The best prediction was found with the Levenberg-
Marquardt algorithm, this algorithm performs at RMSE=2.4368 with better
linear fitting (y = 0.67x+ 99) and an execution time of 2.21 s, this is due to the
LM algorithm being designed to approach second order training speed without
having to compute the Hessian matrix [20].

In order to find the most efficient transfer function, two different pairs of the
transfer functions (Tansig-Purelin and Logsig-Purelin) were tested for the hidden
and output layer respectively, varying the number of neurons in the hidden layer
and training with LM algorithm. Logsig-Purelin were the functions with the best
performance. A structure 3–25-1 presents a smaller RMSE (2.4368) and greater
R (0.8167) than the values trained with a combination of Tansig-Purelin transfer
function.

The optimum ANN architecture was found using an evaluation with different
combinations of neurons. Table 5 illustrates the statistical comparison for differ-
ent ANN architectures, the finest calculation is achieved by the ANN model with
25 neurons in the hidden layer, see Fig. 8. According to the results obtained about
the RMSE, MAPE and R; values for training and testing are 2.4368, 0.6413 and
0.8167, respectively.

3.2 Adaptive Neuro Fuzzy Inference System

The ANFIS model (see Fig. 9) used in this study has three inputs (V, I, d), with
five membership functions assigned to each input variable, which results in hav-
ing 125 total rules according to Eq. (4). The input database (containing 1045 data
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Table 5. Tests with different ANN architectures.

ANN architecture No. neurons RMSE MAPE R Best linear equation

3-01-1 1 2.4934 0.7205 0.6364 y = 0.38x + 121

3-05-1 5 2.4890 0.6586 0.7835 y = 0.58x + 96

3-10-1 10 2.4925 0.6438 0.8100 y = 0.62x + 91

3-15-1 15 2.6713 0.6430 0.8131 y = 0.62x + 90

3-20-1 20 2.4514 0.6422 0.8149 y = 0.64x + 90

3-25-1 25 2.4368 0.6413 0.8167 y = 0.67x + 99

3-30-1 30 2.4494 0.6436 0.8153 y = 0.64 × 90

pairs) was randomly divided into learning and testing (80 % and 20 % respec-
tively), obtaining good representation of the data distribution and to improve
the overall training process. Several MF types were tested, including triangu-
lar, trapezoidal, generalized bell, Gaussian, sigmoidal and Pi; with 100 epoch
in each training session using a hybrid learning algorithm, which uses a combi-
nation of the least-squares and back-propagation gradient descent methods to
model a training data set [17]. Optimum parameters were found when checking
data reached minimum RMSE.

Table 6. ANFIS performance with different types of membership functions.

Function #MF RMSE MAPE R Best linear equation

Trimf 5 3.1623 0.7679 0.6574 y = 0.49x + 153

Trapmf 5 3.2504 0.7934 0.6345 y = 0.47x + 159

Gbellmf 5 3.1821 0.7866 0.6532 y = 0.49x + 153

Gaussmf 5 2.5235 0.6566 0.7996 y = 0.64x + 108

Gauss2mf 5 3.1258 0.7763 0.6634 y = 0.48x + 157

Pimf 5 3.4040 0.8013 0.6132 y = 0.50x + 150

Dsigmf 5 3.1239 0.7763 0.6638 y = 0.48x + 156

Psigmf 5 3.1239 0.7763 0.6638 y = 0.48x + 156

Table 6 illustrates the ANFIS performance with different types of MF, it can
be observed that the best architecture was obtained with the FIS composed by
Gaussian membership function with smaller RMSE = 2.5235, MAPE = 0.6566
and higher R = 0.7996.

3.3 Comparison of ANN and ANFIS Models

The estimation capability of the ANN and ANFIS models were individually
evaluated by a linear regression analysis (y = a + bx) between the estimated
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Fig. 10. Comparison between error of the Tmod, ANN and ANFIS outputs respectively.

(TANN and TANFIS for ANN and ANFIS respectively) and measured (Tmod)
data (using the correlation coefficient: R; the intercept: a; and the slope: b)
under the same conditions [21]. Results obtained for ANN and ANFIS models
are graphically shown in Fig. 10 (a, b).

The best linear regression equation for the ANN model was given by statis-
tical parameters: a = 0.67 and b = 99 with R = 0.8120; whereas for ANFIS:
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a = 0.64 and b = 108 with R = 0.7996. According to these statistical analy-
sis the ANN model estimation proved to be better than ANFIS for the Tmod

approximation, although, the difference between ANN and ANFIS models is not
outstanding.

With the purpose to illustrate the behavior of the estimated Tmod of the ANN
and ANFIS in comparison with the measured data, Fig. 11 presents samples of
ANN and ANFIS models estimations of this variable. It can be observed that
ANN and ANFIS following the periodic behavior of the Tmod with ANN having
better precision than ANFIS.

4 Conclusion

Application and comparison of ANN and ANFIS models for estimation of pho-
tovoltaic module temperature were investigated. Models with different functions
were designed and trained by ANN and ANFIS methods. Values R, RMSE and
MAPE were obtained for the ANN and ANFIS models. Comparing the per-
formance of both models, the ANN model with Levenberg-Marquardt function
had better performance in photovoltaic module temperature estimation and was
selected as the best fitting model. It is also important to recognize that the pre-
diction capability of the ANN and ANFIS could be significantly improved by an
appropriate training with a larger number of field measurements under such con-
ditions and the complex behavior of the module temperature. ANN and ANFIS
could constitute useful and practical tools for the implementation of smart sen-
sors that estimate the module temperature on a photovoltaic system. One of the
applications of these smart sensors focuses in the employment of cooling systems
to improve the operation performance of photovoltaic modules and increase their
efficiency.
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Lifter Ricalde-Cab, R. Quijano, and Alan E. Vega Pasos

Faculty of Engineering, Autonomous University of Yucatan (UADY),
Av. Industrias no contaminantes por Periférico Norte, Apdo. Postal 150 Cordemex,

Mérida, Mexico
maytzuc@gmail.com, {baali,mbolanos,eduardo.ordonez,oricalde,

renan.quijano,alan.vega}@correo.uady.mx

Abstract. The present paper describes a mathematical model based
on application of Artificial Neural Networks (ANN) employing a Multi-
Layer Perceptron (MLP) model for thermal efficiency prediction of a
solar low enthalpy steam generation plant composed by a Parabolic
Trough Collector (PTCs) array. The MLP model uses physical data
measurement in the steam prssoduction for heat processes. The input
parameters used to achieve the prediction of thermal efficiency where:
inlet and outlet working fluid temperature, flow working fluid, ambi-
ent temperature, direct solar radiation and wind velocity. After several
training, the best MLP architecture was obtained employing Levenberg-
Marquardt optimization algorithm, the logarithmic sigmoid transfer-
function and the linear transfer-function for the hidden and output
layer; and four neurons at the hidden layer, which predicts the thermal
efficiency with a satisfactory determination coefficient (R2 = 0.99996).
The predictive model can be implemented at intelligent sensors that allow
to improve control of the PTCs system and leads to better utilization of
the solar resource.

Keywords: Photothermal systems · Parabolic trough solar collector ·
Mathematical model · Artificial intelligences

1 Introduction

In the last decades the rapid increase of energy demand has become a topic of
vital importance. Of the total world-wide demand, more than 50 % of the energy
is required for industrial processes, principally for heat processes generation [1].
However, almost all the global energy produced for heat processes is generated
from fossil fuels, which causes several environmental impacts like global warming
and climate change. These reasons show the need to replace the conventional
energy generation for alternative and sustainable energy sources.
c© Springer International Publishing Switzerland 2016
A. Martin-Gonzalez and V. Uc-Cetina (Eds.): ISICS 2016, CCIS 597, pp. 61–73, 2016.
DOI: 10.1007/978-3-319-30447-2 5
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Among various renewable energies, solar energy is one of the best renewable
sources for industrial applications because it is abundant, clean, cheap, free and
present minimum environmental impact [2]. At the industry, there are several
processes that require temperatures between the range of 80C and 250C; indus-
tries such as dairies, plastics, paper, canned food, textiles and among others,
required thermal energy for processes like drying, sterilizing, cleaning, evapo-
ration, steam and conditioning warehouses space for heating and cooling. This
energy could be provided by photothermal solar collectors, specifically Parabolic
Trough Solar Collectors (PTCs) [3,4]. Nevertheless, like all renewable energy sys-
tems, PTCs are linked to several variables and exposed to diverse fluctuations
by the site climate condition, making the study of this systems very complex
and consequently difficult to optimize its performance and to obtain the best
cost-benefit at the operation process [5,6].

During the last years, the development of empiric models employing com-
putational artificial intelligences techniques, like Artificial Neuronal Networks
(ANN), has been shown as a powerful tool for complex problem solution from
noisy and fluctuant data that cannot be solved using conventional methods; the
same characteristics are present at most of renewable energy systems, reason
for that this computing techniques have been adopted at the present for the
modelling of renewable energies [7,8]. At the area of photothermal energy some
examples of the use of ANN can be found in works like those made by Kaloguirou
et al., [9] who developed an ANN model to predict the useful energy extracted
from solar domestic hot water system, using has input data the physical char-
acteristics of the system as collector area, storage type, mean storage tank heat
loss, capacity, mean ambient temperature, mean cold water temperature and
weather conditions. For the other hand, Géczy-Vg and Farkas [10] used data
measurement from a domestic hot water system to develop a model by ANN to
describe the thermal stratification in a solar storage tank. Also, Soliutis et al.,
[11] employed the ANN combined with the software TRNSYS in order to predict
the performance of a Integrate Collector Storage prototype using as input data
the month of year, the ambient temperature, global radiation, wind speed and
incident angle to produce to produce the mean storage tank temperature. Finally
Yaci and Entchev [12] predicted by ANNs the preheat tank stratification temper-
atures, the heat input values from the solar collector to the heat exchanger, the
heat input to the auxiliary propane-tank and the derived solar fraction, for the
solar thermal energy systems employed for hot water and heating applications.

For this reasons, the aim of this work is the development of a computational
model employing ANN for thermal efficiency prediction (Eff) of a solar steam
generation plant composed by a PTCs array, from experimental parameters.

2 Artificial Neural Networks

An Artificial Neural Network (ANN) is a structure inspired by the way the
nervous system of animals works, and it is integrated by a number of inter-
connected units, called neurons (Fig. 1). This structure are used to estimate or
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approximate functions that can depend on a large number of inputs and are
generally unknown; reason why ANN are considered nonlinear statistical data
modelling tools and have been used in several engineering applications [13–15].

Fig. 1. Elementary neuron with R inputs.

An ANN can be seen like a black box in which enters a data base conformed
by input variables. Each of the input variables is assigned with an appropriate
weighting factor (W). The sum of the weighted inputs and the bias (b) produces
the input for a transfer function which will generate an output value. The main
characteristic of this model is that specific information of the physical behaviour
system or the way in which the data were obtained are not required [16].

One of the more used ANN model is the known as multi-layer perceptron
(MLP) [17] which can be trained to solve multivariable problems with nonlin-
ear equations. The training process is realized by specific algorithms, where the
most used is known as back-propagation [14]. The architecture of a MLP is usu-
ally divided into three parts: an input layer, a hidden layer(s) and an output
layer (Fig. 2). At the training, the network learns from its errors until to get a
model that describes with as much accuracy as possible the studied phenom-
enon. During the training, weight and bias matrices are generated which each
iteration is modified until obtaining the optimal values [18]. At this work the
transfer functions employed for nonlinear solutions are the hyperbolic tangent
sigmoid transferfunction (Tansig, Eq. 1) and logarithmic sigmoid transferfunc-
tion (Logsig, Eq. 2) at the hidden layer; and a linear transfer function at the
output layer [19].

Tansing(n) =
2

1 + exp(−2n)
− 1 (1)

Loging(n) =
2

1 + exp(−n)
(2)

Pureline(n) = n (3)
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Fig. 2. Multi-layer perceptron neural network.

3 Solar Low Enthalpy Steam Generation Plant

The experimental database employed to carry out the present work, was obtained
from a low enthalpy steam generation plant composed by a 2.44 m PTCs array.
Figure 3 shows a schematic diagram of the system which operates with water
as working fluid. The plant consists of two 120 L thermal storage tanks; two hp
water pumps; several sensors for the measurement of temperature, pressure and
fluid flow at various sections of the system; and an hydraulic circuit that allows
to configure the plant for operation in two different modes, open circuit and
close circuit.

The data acquisition of variables used for the predictive model development
process was measured with average values at intervals of one minute according
to ANSI/ASHRAE Standard 93 1986 (RA 91) which describe the assessment
method for computing the thermal efficiency of a concentrating collector [20].

Fig. 3. Solar low enthalpy steam generation plant operation diagram.



Thermal Efficiency Prediction of a Solar Low Enthalpy Steam 65

The parameters measurement is divided in two categories: operational vari-
ables conformed by inlet temperature (Tin) and outlet temperature (Tout) working
fluid, as well as flow working fluid (Fw); and environmental variables composed by
ambient temperature (Tamb), direct solar radiation (Gb) and wind velocity (Vw).
Table 1 shows the six parameters that form the database and the minimum and
maximum ranges of each one.

Table 1. Parameters employed at the RNA prediction model.

Parameters Min Max Units

Input

Operational Variables:

Inlet Flow Temperature (Tin) 27.75 86.30 [oC]

Outlet Flow Temperature (Tout) 34.70 100.2 [oC]

Flow working fluid (Fw) 0.94 6.11 [L/min]

Environmental Variables:

Ambient temperature (Tamb) 24.26 36.99 [oC]

Direct solar radiation (Gb) 830.0 1014.0 [W/m2]

Wind velocity (Vw) 0.95 3.98 [m/s]

Output

Thermal Efficiency (Eff) 0.16 0.63 [ - ]

4 Predictive Mathematical Model

The development of predictive mathematical model of the experimental database
was divided in two parts, 80 % was destined to MLP learning and testing process
and the other 20 % was employed for the validation of the results, in order to
obtain a good representation of the data distribution.

At the training process, a normalized database, was entered into a MLP archi-
tecture, where the number of neurons at the input and output layers was given
by the number of nput and output variables in the process, respectively. The
LevenbergMarquardt (LM) backpropagation algorithm (which is a derivation of
the Newton method) was employed to obtain the optimums weights and bias for
the MLP model, due it is one of the most successful algorithms in increasing the
convergence speed of the ANN with MLP architectures [21]. Once completed the
training, a statistical comparison between experimental data and MLP training
results is made, if it doesn’t meet the criteria, the MLP architecture is modified
and the training process is repeated. Figure 4 shows a schematic diagram of the
numerical iteration of MLP training process described.
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Fig. 4. Numerical procedure used for the MLP learning process, and the iterative
architecture used by the model to predict the thermal efficiency in a low enthalpy
steam generation plant.

4.1 Optimal ANN Architecture

In order to obtain the optimal MLP architecture, two different pairs of transfer
functions (Tansig-Purelin and Logsig-Purelin) for the hidden layer and output
layer were tested, varying the neuron number of the hidden layer. The Table 2
shows the results of statistical methods employed (Mean Absolute Percentage
Error (MAPE), Root Mean Square Error (RMSE) and correlation coefficient
(R2)) [22] to each one of transfer function pairs with respect to experimental
data.

Table 2. Results after training MLP

Neurons T. Functions MAPE RMSE R2 Best L. Equation

1 Tansig-Purelin 6.3780 0.0343 0.83976 y = 0.8393x + 0.0767

Logsig-Purelin 6.3784 0.0343 0.83974 y = 0.8394x + 0.0767

2 Tansig-Purelin 0.9107 0.0055 0.99606 y = 0.9945x + 0.0014

Logsig-Purelin 0.7184 0.0045 0.99729 y = 0.9956x + 0.0018

3 Tansig-Purelin 0.3005 0.0017 0.99959 y = 0.9984x + 7.26e−4

Logsig-Purelin 0.4138 0.0024 0.99920 y = 0.9988x + 5.36e−4

4 Tansig-Purelin 0.1831 0.0011 0.99984 y = 0.9996x + 1.72e−4

Logsig-Purelin 0.0955 0.0006 0.99996 y = 1.0000x+ 8.017e−5
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Fig. 5. MLP architecture for thermal efficiency prediction of low enthalpy steam gen-
eration plant.

As it can be seen the best MLP model prediction was obtained with 4 neurons
in the hidden layer, and the transfer function pair Logsig-Purelin, generating a
6-4-1 MLP architecture (Fig. 5). This model present a smaller MAPE = 0.0955 %
and RMSE = 0.0006; and the best linear behaviour fitting with respect to the
experimental values given by:

EffMLP = 1.000EffExp + 8.017 × 10−5 (4)

where the slope of the equation (Eq. 4) is equal to the unity, and its ordinate is
very close to zero, indicating a perfect linear fitting borne out by the determi-
nation coefficient value (R2 = 0.99996).

The Figs. 6 and 7 shows a comparative between the experimental and sim-
ulated thermal efficiency values used at the training and testing stages, respec-
tively. At both figures can be seen that simulated thermal efficiency present
the same behaviour (R2 = 0.99996) respect to experimental thermal efficiency
independently if it belong to testing or training phase, indicating that samples
selected for these process are representative of the phenomenon. On the other
hand, through the axes of the graphs, it is possible to observe that the data base
values employed covers all the measurement ranges, indicated at the Table 1.

The optimums weights and bias obtained for the best MLP model are shown
in the Table 3; IW and LW are the input weights and output weights from the
hidden layer; K and S are the total input (K = 6) and neuron (S = 4) numbers,
and b1 and b2 the bias factor.

Therefore, based on the develop MLP architecture (Fig. 4); the loga-
rithmic sigmoid transferfunction (Eq. 2); the linear transfer-function (Eq. 3);
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Fig. 6. Experimental versus simulated Eff values for the learning database.
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Table 3. MLP model prediction optimums weights and bias.

Neurons Number 1 2 3 4

Weights Hidden Layer Tin (k = 1) −6.3264 −2.9117 −6.9882 9.5489

(W) S = 4 K = 6 Tout (k = 2) 7.2664 −2.4053 8.2889 −10.9960

IW(s,k) Fw (k = 3) −2.0889 −6.7280 −2.1711 −2.9307

Tamb (k = 4) −0.2029 −1.1090 0.3753 0.2811

Gb (k = 5) −2.4611 −12.240 3.1826 4.0485

Vw (k = 6) 0.0203 −0.7129 −0.0338 −0.0259

Output Layer Eff (k = 7) −3.0657 0.0441 2.0878 −2.0904

LW(s,1)

Bias (b) b1 (s) −0.3510 21.1948 −0.7278 0.0081

b2 0.3365

and the values at the Table 3, the proposed model can be analytically repre-
sented by the following equation:

EffMLP =
S∑

j=1

[
LW (1, j)

(
1

1 + exp(−(
∑K

k=1(IW (j, k)in(k)) + b1(j)))

)]
+ b2

(5)
where LW, IW, b1,b2, K and S are described at Table 3, and In is the parameter
value corresponding operation.

Fig. 8. Experimental thermal efficiency in function of the heat loss parameter for dif-
ferent work fluid flows.
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5 Neural Network Validation

5.1 Thermal Efficiency and Heat Loss Parameter

The manner in which thermal efficiency is shown for a photothermal system is
given by the ANSI/ASHRAE Standard 93 1986 (RA 91) [20]. This standard
indicate that thermal efficiency must be plotted in function of a variable known
as heat loss parameter (ΔT/GTb), where ΔT is the differences between the flow
inlet temperature and the ambient temperature (ΔT = Tin-Tamb), because this
is affected by the solar radiation as well as the amount of heat that provides to
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Fig. 9. Thermal efficiency validation. (a) Experimental thermal efficiency not incluided
at the MLP training. (b) Simulate Thermal efficiency from MLP model.
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the system. The Fig. 8 shows the experimental thermal efficiency measurement
at different working fluid flow values with its respective linear fits. At this picture
is possible observe that the equation for each one of the working fluid flows is
very poor at all the cases (as is suggested by their coefficients of determination),
indicating that is no possible to solve this problem with a linear regression due
this is a multivariable case and the equations not regard all the parameter that
impact in the thermal efficiency.

5.2 Comparison of Experimental and Simulated Efficiency

The validation of the MLP model was carried out through a comparison employ-
ing data not included at the training process [23]. The efficiency comparison was
made in function of two variables, the heat loss parameter (ΔT/Gb) and the
working fluid flow. Figure 9a shows the real behaviour of the thermal efficiency
of the system in function of both parameters (heat loss parameter and fluid
flow) and where can be seen a trend to decrease when ΔT increases. Moreover,
Fig. 9b represents the values of thermal efficiency obtained from the mathemat-
ical model generated with MLP where an appropriate reproduction of the real
efficiency curves can be seen, demonstrating that the model is capable of adapt-
ing to the variations of flow and heat losses as it is indicated in the statistical
criteria from Table 2.

The results obtained after the model validation allows direct application to
development cards destined to thermal efficiency prediction and estimation on
line of the solar steam generation plant. On the other hand, the employment of
this model can reduce research time and costs of system operation. Finally, the
predictive model developed can be used to optimize the operating conditions of
the arrangement of solar concentrators system.

6 Conclusions

A thermal efficiency predictive model of a solar low enthalpy steam genera-
tion plant was develop employing a Multi-Layer Perceptron Artificial Neural
Network. The predictive model is presented like a simple computational mathe-
matical equation obtained in function of six input parameters: inlet and outlet
working fluid temperature, flow working fluid, ambient temperature, direct solar
radiation and wind velocity. The neural networks model have been effectively
train with experimental database and validated with an unbiased experimen-
tal database (considering the specified training range of operating conditions).
The strength of the thermal efficiency computed is also carried out using sta-
tistical comparison between the stately and replicated values. Therefore, MLP
model could be used for the consistent purpose of thermal efficiency in solar
low enthalpy steam generation plants when the input variables measurements
are well known into the training algorithms, creating the interactions without
the need for a priori expectations about the nature of the connections between
inputs and output variables. The progress of this model might have carried
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out the application of smart sensors for on-line quality assessment of thermal
efficiency in solar low enthalpy steam generation plant. Besides, the model
obtained allow a new research line employing the model as an objective function
for the optimization of the system using heuristic and numeric computational
models.
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Abstract. Diagnosis is the basis of medicine. Medical schools must evaluate
their students competencies in clinical reasoning in order to assess how medical
knowledge is applied by the student. It is also necessary that this knowledge is
available and shared by health professionals. For sharing and representing the
knowledge exist semantic technologies as terminologies and ontologies. Based
on an inference system we extracted from a medical knowledge base a list of
disease ontologies, and their related signs/symptoms and diagnostic test. We used
the cosine similarity metric to find closeness between diseases. A diagnosis
training module was developed, where a disease and its findings are shown to the
medicine student. Then, the student must select the corresponding disease from
a list of four possible similar diseases. Ontologies work great in the representation
of medical knowledge and its applications, however there is little evidence of its
uses on medical student training.

Keywords: Artificial intelligence · Semantics · Diagnosis · Medical training ·
Cosine similarity

1 Introduction

This paper presents a proposal of a computer system for medical training based on
semantic technologies. Intelligent systems need to use knowledge about things in order
to make inferences. In terms of Artificial Intelligence (AI), ontologies provide the
resources to formulate and make explicit knowledge in the form of a consensual vocabu‐
lary [1]. Medicine schools are always looking for ways to assess the student knowledge.
Evaluation is always an integral part of medical education [2]. Many studies propose
new methods to evaluate the clinical competence of medicine students [3–5]. Compe‐
tence in medicine refers to all knowledge, interpersonal skills, technical skills, and a set
of human characteristics that a medical professional must have in order to solve health
problems for the benefit of an individual and the community [5, 6].

Although several evaluation formats are used for the assessment of medical under‐
graduates, questions with multiple choice answers are the most frequently implemented,
and these can be in paper or computer based tests [7]. These questions intend to evaluate
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the knowledge and the academic improvement of medicine students. These questions
are focused on the recall of knowledge and the application of that knowledge to solve a
problem or make a decision [7, 8]. However questions must be well prepared in order
to effectively assess clinical reasoning and how medical knowledge is applied by the
student. Diagnosis is the basis of medicine, sometimes the diagnosis is obvious and
sometimes it requires a complex clinical reasoning, either way, diagnosis is no error free
[9]. In the United States the projected costs for 2019 as a result of medical errors are
around $4.7 trillion [10]. Another study [11] showed that a correct medical diagnostics
can prevent for 44,000 to 98,000 deaths each year.

One way that medical students have to improve their diagnostic skills is the simulation
of diagnostic cases. This improvement can be done using Clinical Decision Support
Systems (CDSS), where the students can be trained to differentiate similar sets of clinical
findings [12]. Although many CDSS exist, only one was developed with the primary
intention of being a teaching tool. The expert system Iliad was developed by the Univer‐
sity Of Utah School Of Medicine. It is used basically to train medical students to diagnose
different cases [13]. Additionally there is another problem, in health care there are many
different ways to express the same concept [14]. Although exist several vocabularies that
are focused on to standardize clinical terms, for example: Read Codes, SNOMED CT
(Systematized Nomenclature of Medicine Clinical Terms), or UMLS (Unified Medical
Language System). Recently SNOMED CT has been used in CDSS and also well accepted
in non-English speaking countries [15–17]. This paper presents a proposal of a computer
system for medical diagnostics evaluation. The aim of this evaluation system is to help
medical students to correlate clinical findings with a particular disease. The clinical find‐
ings are based on ontologies from a CDSS that use the SNOMED Clinical Terms.

2 Knowledge Representation

For the medical knowledge representation, in this experiment what is sought is to have
reliable information and that somehow it is validated by the same professionals. It is also
necessary that this knowledge is available and will be shared by health professionals in
order to get better results from the CDSS (Clinical Decision Support System). For sharing
and representing the knowledge there are two forms that are mainly used, and in some
cases, created in a collaborative way, on the one hand are terminologies and on the second
hand ontologies. Which are of interest for this research are those related to semantic tech‐
nologies, for their utility in the field of representation of medical knowledge [18, 19] and the
process of differential diagnosis [20–22]. In [23] the author states that medical terminolo‐
gies play a key role in medical software. In fact they are part of the same software. The
authors mention that it has been shown that traditional coding and classification schemes
difficult to reuse and update knowledge. These difficulties have given way to new devel‐
opments which allow divided the overall development of terminologies in three generations.

The first generation includes systems with hierarchical structures simple as ICD9
and ICD101. The second generation includes compounds systems such as DICOM2 from

1 http://www.who.int/classifications/icd/en/.
2 http://dicom.nema.org/.
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SNOMED. The third generation includes compounds systems with automatic sorting,
standardization and composed restrictions such as GALEN3. ONIONS [24] is one of the
most important projects of terminologies of medical domain it has been applied to some
medical terminologies as UMLS4 [25], a large database of terms that has been populated
through the integration of various sources including SNOMED CT5 which is a termi‐
nology that has proved its useful in medical and health care context. It is a set of standards
that was designed to be used by systems of the Federal government of the United States
for the exchange of electronic health information and is also a standard required by
interoperability specifications of the US Healthcare Information Technology Standards
Panel. One of its main strengths is that it has also been accepted internationally as
standard with other member countries of the IHTSDO. According with [26] SNOMED-
RT and CTV3 (ClinicalTerms Version 3) are two controlled medical terminologies that
have been joined to build SNOMED CT. SNOMED International has been developed
for over 20 years and consists of more than 150,000 records organized into 12 different
chapters [15]. These concepts include subjects of anatomy, morphology, normal and
abnormal functions, symptoms and signs of disease, etc. With regard to diseases and
diagnostics, many concepts have crossed to other concepts within the terminology refer‐
ences. Based on this, we decided to use SNOMED-CT to support the medical terms for
the research. Another means of representation of medical knowledge that has been
widely used by both professionals in health and engineers knowledge are ontologies
which, by the nature of their structure based on propositional logic try to solve the
semantic problems presented by the terminologies. The main use of Semantic Web
technologies in medicine is applied to provide interoperability with existing systems,
allowing the exchange of information [15]. Further, based on its capacity, the ontologies
are very useful for knowledge representation, because they provide information systems
with a semantically knowledge base for the interpretation of unstructured content [27].
Among the most known and used medical and biomedical ontologies, we can find OBO
Foundry [28, 29], GO [30] IDO6 MeSH and ICD [31].

Despite the large number of terminologies and ontologies existing in medical
domain, we decided to use the one presented in [22]. In their work the authors presented
a set of ontologies which was built in a modular architecture where a main ontology was
created to define the relations among the subsumed ontologies. This ontology uses
SNOMED-CT terminology to support and validate the concepts. The main reason for
using this ontology is that, in comparison with the ones presented above, it allows a
faster inference process because it was designed trying to be as light as possible, so it
has no information that is not useful for diagnostic process. Figure 1 shows an example
of a disease and its associated symptoms and tests.

3 http://www.opengalen.org/ .
4 http://www.nlm.nih.gov/research/umls/.
5 http://www.nlm.nih.gov/research/umls/Snomed/snomed_main.html.
6 http://infectiousdiseaseontology.org/page/Main_Page.
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Fig. 1. Relation between a disease and its signs and tests.

3 Methodology

For the training process we have designed a training module that is part of the Medic-
Us project. One of the main elements of this project is an inference engine which, in the
training module, gets the name of a disease from a diseases list that was created
randomly, and consults the knowledge base in order to bring back the findings related
to the disease as a list of signs/symptoms and a list of diagnostic tests. So, the inference
process in the training module comprises (1) the knowledge base that has the diseases
information and (2) a set of inference rules. When a query is sent to the inference engine,
it uses the Jena API7 in or- der to obtain the knowledge that forms the medical case
through the knowledge base and the inference rules. The Fig. 2 shows the architecture
of the system.

Based on the signs ontology we extracted the diseases and their related signs and
created a disease–signs dataset. It was necessary to find the closest diseases based on
their signs in order to present to the medicine students four choices of diseases for them
to choose the correct based on the list of signs presented. First, we implemented the
technique of Bags of Words [32]. This technique is commonly used in the classification
of text documents; however we used it on the disease-signs dataset taking each row
containing the disease ID and its signs IDs as an independent text. The result was a
dataset where each column represents a sign and each row represent a disease and a
vector indicating if a sign was present or not. In total we had 225 different signs for the
30 diseases that forms our ontology. Secondly, with the new dataset and because its
sparsity we use the cosine similarity distance algorithm in order to find for each disease
which others are the closest. It outcome is always in the range of −1 and +1, the closest
to +1 indicates the nearest distance between two instances [33, 34]. The cosine similarity
between to vectors is defined as:

7 http://jena.apache.org.
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(1)

Fig. 2. Training module architecture.

Finally, we decided to use Principal Components Analysis (PCA) with the dataset
for distance visualization. PCA allowed us to reduce the dataset dimensionality
extracting the most important and relevant information and creating new features. These
new features are lineal combinations of the current features and are called principal
components [35]. These principal components are orthogonal to each other, being the
first principal component the one with the most variance. The second principal compo‐
nent is orthogonal to the first and so on [36]. It is common to use one, two or three
principal components to study the data structure [37].

Fig. 3. Result distance between similar diseases.

Figure 3 plots the result of comparing the disease I405737000 with the disease
I82272006. These IDs represent Pharyngitis and Common Cold and their distance in
terms of the cosine similarity is 0.97. In Fig. 4(a), we used the first two components to
plot the closeness of disease I405737000 (Pharyngitis) with disease I82272006
(Common Cold). Similarly, in Fig. 4(b) using the first three components we presented
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in a 3D model, the closeness of these two diseases among the others diseases existing
in the ontologies implemented.

Fig. 4. Representation of diseases similarity

4 Results: Medic-Us Training Module

Figure 5 shows the training screen of the Medic-Us application. This screen presents
two lists of clinical findings, the first list corresponds to signs/symptoms and the
second list corresponds to diagnostic tests. When the student press the “Start
Training” button the system create randomly a list of ten diseases and then take them

Fig. 5. Training screen of the Medic-Us application
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one by one filling each list with the signs/symptoms and diagnostic tests related to
each disease. The Options section show four answer options selected using the cosine
similarity distance algorithm presented above. The “Next” button fills once more
with the findings of the next disease in the diseases list. The “Back” button allows
the students to go back in the list of diseases if they want to change an answer.
Finally the “Finish” button grades the answers. The grade of the student is shown in
the result screen and stored on a database in order to analyze the data. Due the lists
are generated randomly, each student solves different cases.

5 Conclusions

Semantic technologies, in specific ontologies, have demonstrated great application and
usefulness in the representation of medical knowledge and the development of software
applications designed to obtain clinical diagnoses, however, there is little evidence of
its application on developing systems for training medical students. Based on the impor‐
tance of training, this paper presented the design and development of a software module
supported by a part in the process of inference, for which it uses a set of ontologies, the
SNOMED CT terminology and a rule–based inference engine, and secondly, the cosine
similarity distance algorithm, so that the response options are chosen among a set of
similar dis- eases to evaluate in a better way the knowledge of students. What is planned
as future work is to request the participation of medical students in order to evaluate the
effectiveness and performance of the training module.
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Abstract. With the development of wearable and mobile computing technol-
ogy, more and more people start using sleep-tracking tools to collect personal
sleep data on a daily basis aiming at understanding and improving their
sleep. While sleep quality is influenced by many factors in a person’s lifestyle
context, such as exercise, diet and steps walked, existing tools simply visualize
sleep data per se on a dashboard rather than analyse those data in combination
with contextual factors. Hence many people find it difficult to make sense of
their sleep data. In this paper, we present a cloud-based intelligent computing
system named SleepExplorer that incorporates sleep domain knowledge and
association rule mining for automated analysis on personal sleep data in light of
contextual factors. Experiments show that the same contextual factors can play a
distinct role in sleep of different people, and SleepExplorer could help users
discover factors that are most relevant to their personal sleep.

Keywords: Association rules � Data mining � Personal informatics � Sleep
tracking � Web applications � Health � Automated data analytics

1 Introduction and Motivation

The development of wearable and mobile computing technologies has made
sleep-tracking (e.g., Fitbit, Jawbone, SleepAsAndroid, SleepBot) accessible for the
general public. Individuals can collect personal sleep data with these commercial
sleep-tracking tools in their own homes without having to visit sleep clinics. However,
while collecting sleep data is becoming easier, making sense of these data remains a
challenge. Existing sleep-tracking technologies generally focus on data collection and
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only provide basic functions for data visualization, analysis and interpretation [1]. As a
result, many users find it difficult to make sense of personal sleep data due to a lack of
sleep domain knowledge as well as expertise in data analysis.

Analyzing personal sleep data is particularly challenging because sleep quality is
influenced by many contextual factors [2, 3]. These factors could be grouped into four
categories: physiological factors like body temperature and menstrual cycle, psycho-
logical factors like mood and stress, lifestyle factors like exercise and diet, and envi-
ronmental factors like room temperature and exposure to digital devices. Understanding
the relationship between sleep and contextual factors can provide actionable knowledge
on what a person can change in order to sleep better. Previous studies show that the
relationship between contextual factors and sleep is highly individual, implicating the
importance of personal data analysis for each user rather than meta-analysis over
aggregated data from a population sample [4, 5]. However, contextual exploration on
personal sleep data for each user is not possible currently due to the lack of data analysis
expertise and the lack of tools to support analysis. Existing sleep-tracking technologies
rarely incorporate contextual factors in sleep data analysis regardless of the availability
of those data. Furthermore, it is not feasible for many users to use professional data
analysis software, as these tools were developed for experts and sufficient knowledge on
statistics is required in order to use them [6].

To address the problems described above, we proposed and implemented a
cloud-based intelligent system named SleepExplorer that incorporates sleep domain
knowledge and association rule mining for automated analysis on personal sleep-data
in light of contextual factors. A user simply needs to upload self-tracking data (in-
cluding sleep data and contextual data), and SleepExplorer automatically conducts a
sleep quality evaluation by referring to scientific standard. Based on the evaluation,
SleepExplorer identifies associations between sleep and contextual factors using
association rule mining. The identified associations provide actionable advice on
behaviour change to improve sleep. We conducted a series of case studies using
SleepExplorer and confirmed that the associations between sleep and contextual factors
are highly individual. The users in these case studies gained new insights through
SleepExplorer, and some of them used their insights to change their lifestyles in order
to improve their sleep.

Based on our findings this paper offers the following contributions:

– We designed and implemented an intelligent computing system to help people
explore their sleep-tracking data in light of contextual factors. The system integrates
sleep domain knowledge and association rule mining to help users identify relevant
associations between personal sleep and contextual factors, which can guide
informed behaviour change for sleep improvement.

– We demonstrate how automated data mining can help individuals who do not have
data analysis expertise to gain personal value from self-tracking data.

The rest of the paper is organized as follows. In Sect. 2 we summarize related work
in sleep research and provide background knowledge on association rule mining.
Section 3 presents the design and implementation of SleepExplorer system. In Sect. 4
we demonstrate case studies using SleepExplorer and discuss the main findings.
We conclude in Sect. 5 with a summary and directions for future work.
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2 Related Work

2.1 Sleep Domain Knowledge

Human sleep can be characterized along multiple dimensions, such as quantity, con-
tinuity and timing [30]. Sleep quality could be evaluated based on subjective perception
(subjective sleep quality), and based on data measured using devices such as
polysomnography, actigraphy, or accelerometer-based tools (objective sleep quality).
In the field of sleep research and sleep medicine, PSQI (Pittsburgh Sleep Quality Index)
[7] is widely used to evaluate average subjective sleep quality during the past one
month. As for objective sleep quality, it is characterized by a set of metrics which is
called sleep structure [8]. There could be connection between different sleep metrics
within a user’s sleep structure, and such connection could be highly individual [4].
Commercial sleep-tracking technologies could track a sub-set of sleep-structural met-
rics on daily basis, including minutes asleep, minutes awake, sleep onset latency,
number of awakening, and sleep efficiency. According to [31], these variables are also
the most relevant to sleep health.

It is suggested that both subjective and objective assessments of sleep quality should
be considered because the two assess different aspects of an individual’s sleep experi-
ence [32]. However, it is widely recognized in sleep research community that normal
sleep is difficult to define because individuals vary enormously, differing in physiology,
psychology, lifestyle, and living environment [9]. We conducted a thorough literature
review in sleep research and sleep medicine, and identified the following threshold
values for the five sleep metrics that wearable devices could track. We take this set of
values as the population standard of normal sleep: minutes asleep being between 6 and
9 h [31, 33], number of awakenings being no higher than 3 times [34], minutes to fall
asleep (also called sleep onset latency) being shorter than 31 min [35], and sleep
efficiency being higher than 95 % [36].

2.2 Sleep-Tracking Technologies

Currently a large number of sleep-tracking products exist in the consumer market. The
aims of these technologies cover various aspects of sleep: sleep inducing (e.g., White
Noise1), dream journaling (e.g., Dreamboard), waking (e.g., Smart Alarm Clock), sleep
tracking and environment monitoring (e.g., Hello Sense). The platforms of these tech-
nologies vary from mobiles (e.g., SleepAsAndroid, SleepBot), wearables (e.g., Fitbit,
Jawbone) to advanced embedded tracking sensors (e.g., Beddit). They provide users with
the information about how long they sleep, how well they sleep (sleep quality/efficiency
score), the stages they sleep through, how to fall asleep and wake up with optimized
freshness, and how to promote healthy sleep habits through sleep coaching tips. The
mechanism of these sleep tracking devices and apps are similar to actigraphy which
provides reasonably accurate results for normal, healthy adult populations [10]. These
tools generally have two problems. First, users’ sleep is not compared to population
standard so that users do not know whether their sleep is normal or not. Second, con-
textual factors are not incorporated in sleep data analysis. This significant limit users’
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ability for sleep improvement, as simply make users aware of how bad they sleep is does
not provide any information on how to solve their sleep problems. Liu, Ploderer and
Hoang’s [1] qualitative sleep study on sleep tracking technologies discovered that many
users found it difficult to interpret sleep data without being provided with context and
found no proper tool for laymen to conduct deeper analysis on the data.

In a framework of data-driven individual-level preventive health care [25], the
authors emphasized the important role of health data analytics in converting
self-tracking data to insights and actionable knowledge. Health analytics could be
divided into multiple levels according to analytical capabilities [26]. Table 1 shows the
mapping of analytics levels to sleep domain.

According to the above scale, most of the existing commercial sleep tracking
technologies resides on level-1 analysis and only helps users understand “what hap-
pened”, leaving the possible reasons and the potential counteractions unanswered. In
order to answer these questions, higher level of analysis using statistics and data mining
need to be conducted. We drew the implication from previous study and designed
SleepExplorer to enable level-2 and part of level-3 analysis by integrating contextual
information in sleep analysis, which will be discussed in the next section.

2.3 Association Rule Mining

Association data mining [11] aims to discover interesting relations between variables in
databases and is a very important research topic in data mining. It was traditionally
used for market basket analysis and was later applied to many other areas including
web usage mining [12], intrusion detection [13], and bioinformatics [14]. Given a set of

Table 1. Level of analytics in personal sleep-tracking.

Level of
analytics

Techniques Questions answered

Level-1
Analysis

Standard
reports

−How was my sleep during the past days?
−When did I sleep well/poorly?

Ad hoc
Reports

−How often I slept well/poorly?

Query
Drilldown

−Were there many awakenings during sleep?
−Did I feel restless?

Alerts −Did I sleep too little?
Level-2
Analysis

Statistical
analysis

−What are the factors that affect my sleep?

Level-3
Analysis

Forecasting −Would I sleep better if I do more physical activities during
the day?

Predictive
modeling

−How would my sleep quality be tonight?
−What if I don’t change my lifestyle, how will my sleep
quality become as I age?

Level-4
Analysis

Optimization −How should I change my lifestyle in order to maximize
my sleep quality?
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items I and a transaction database D consisting of subsets I, an association rule is a

relationship in the form A)s;c B, where A, B � I, A \ B = ∅, s and c are minimum
support and confidence of the rule. Every rule is composed by two different itemsets
A and B, where A is called left-hand-side (LHS) and B is right-hand-side (RHS). The
support of A with respect to the database D, denoted as supp(A), is defined as the
proportion of transactions in D that contains the itemset A. The confidence value of a

rule A)B with respect to D is defined as suppðA[BÞ
suppðAÞ . In addition to support and confi-

dence, other measures of interestingness for rules include lift [15], all-confidence [16],
collective strength [17], leverage [18] and so on. These measures are called objective
measures as they characterize rule’s structure, predictive power, and statistical signif-
icance. A comparison on different objective measures could be found in [19]. In
contrast, subjective measures characterize unexpectedness and actionability of rules
from users’ perspectives [28].

Somewell-known algorithms formining frequent itemsets includeApriori [20], Eclat
[21] and FP-Growth [22].We build our algorithm based on the Apriori algorithm to avoid
unnecessary complexity. Apriori algorithm uses a bottom-up approach for candidate
generation. It generates candidate items sets of length k from item sets of length k− 1 first
and then it prunes the candidates which have an infrequent sub pattern. After that, it scans
the transaction database to determine frequent item sets among the candidates.
The algorithm terminates when no further successful candidates are found.

Fig. 1. The architecture of SleepExplorer.
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Since many users of sleep-tracking technologies are interested in understanding
what contextual factors are associated to good and bad sleep, association rule mining is
a promising technique to achieve the goal. Different from general association rule
mining algorithms which discover all frequent itemsets, our focus is to discover
association rules in a more structured manner so that users could identify the most
relevant contextual factor set to their sleep. We therefore proposed a modified Apriori
algorithm which will be described in detail in the next section.

3 System Architecture and Implementation

3.1 System Architecture

The architecture of SleepExplorer is illustrated in Fig. 1. We implemented the system
on Microsoft Azure cloud based on ASP.NET Model-View-Controller (MVC) [23]
framework. The current version of SleepExplorer support Fitbit devices as Fitbit has a
wide base of users globally. In the next step we will extend the system to support other
wearable devices.

SleepExplorer automatically retrieves a user’s data from Fitbit public API via
OAuth protocol upon the user’s authorization. The retrieved data are then stored in the
database as well as being passed to the Association Rule Mining (ARM) module in
MODEL and the Sleep-Structure Visualization (SSV) module in VIEW. In MODEL,
the ARM module performs the whole process of association rule mining including data
cleaning, data discretization, and data mining. The mining algorithm will be described
in details in the following subsection. Upon the completion of association rule mining,

Fig. 2. A screenshot of SleepExplorer interface.
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the discovered rules are passed to the Association Rules Rendering (ARR) module in
VIEW. Eventually on the user interface (UI) a user would see his/her sleep structure
plotted by SSV module using d3.js [24] and the discovered association rules rendered
by ARR module. A screenshot of SleepExplorer UI is shown in Fig. 2. The left column
visualizes the time series plots of each of the sleep-structural variables, and the days
with bad sleep are highlighted using red color. The right column demonstrates the
interesting associations discovered using association rule mining.

3.2 Mining Association Rules Between Sleep and Contextual Factors

Problem Definition and Objectives. The objective of association rule mining in
SleepExplorer is to discover interesting associations between a set of contextual factors
and sleep quality. The nature of the problem determines that the right-hand-side
(RHS) of a rule can only include one sleep metric while the left-hand-side (LHS) of a
rule is a set of contextual factors. In addition, it is not necessary for all sleep metrics to
appear on the RHS. Our previous study [4] demonstrated that users tend to evaluate
their sleep in terms of the sleep metrics that they were not satisfied with. For example,
if a user suffered from interrupted sleep, he or she would quantify sleep quality in terms
of the number of awakenings and thus fewer awakenings means better sleep for this
person. On the other hand, for a user who had difficulty in falling asleep, this user
would care more about how fast he/she fell asleep. This makes sense because psy-
chologically people tend to pay more attention to negative events [29]. Based on our
previous study, we infer that users are less concerned about the sleep metrics that
always meet scientific standard and thus these variable do not need to appear on RHS
of rules, e.g., if a user’s sleep efficiency was always above 95 % then this user would be
less interested in the rules related to sleep efficiency. Note that we could easily remove
the above constraints and simply include all sleep-structural variables on RHS if a user
was interested in all sleep metrics.

Let T ¼ T1; T2; . . .;Tn; . . .;TNf g ¼ X1; Y1f g; X2; Y2f g; . . .; Xn; Ynf g; . . .; XN ;ff
YNgg be a set of daily self-tracking data for N days, Xn and Yn are contextual factors set
and sleep data set tracked on day n. It is worth noting that in practice, N should be at least
10 days in order to produce anymeaningful analysis results, and most studies on personal
informatics collected data for more than one month. Contextual factor set Xn consists 9
variables that Fitbit automatically track: bed time xBedTimen , steps xStepsn , minutes sedentary
xMinSedentary
n , minutes very active xMinVeryActive

n , minutes lightly active xMinLightlyActive
n , min-

utes fairly active xMinFairlyActive
n , intake calories xCaloriesInn , water consumed xWater

n and body
weight xWeight

n . Sleep data set Yn consists four sleep metrics: minutes asleep yAsln , number
of awakenings yNawkn , minutes to fall asleep yMfs

n , and sleep efficiency ySen . We removed
minutes awake as it is a redundant attribute of sleep efficiency. Good sleep is denoted as
yXXX�n while bad sleep is denoted as yXXXþn .
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The problem is thus defined as below.

Given

T ¼ T1; T2; . . .;Tn; . . .TNf g¼ X1;Y1f g; X2;Y2f g; . . .; Xn;Ynf g; . . .; XN ;YNf gf g

Find

Aþ ¼ fAþ1 ;Aþ2 ; . . .;Aþi ; . . .;AþI g where Aþi ¼ fXSUB
i )S;C YSUBþ

i g and
A� ¼ fA�1 ;A�2 ; . . .;A�i ; . . .;A�I g where A�i ¼ fXSUB

i )S;C YSUB�
i g

Constraints

yAsln ¼
yAsl�n ; 360� yAsln � 540

yAslþn ; others

(
; yNawkn ¼ yNawk�n ; yNawkn � 3

yNawkþn ; yNawkn [ 3

(
;

yMfs
n ¼ yMfs�

n ; yMfs
n � 30

yMfsþ
n ; yMfs

n [ 30

(
; ySen ¼

ySe�n ; ySen � 95%

ySeþn ; ySen \95%

(
;

Where

Xn ¼ fxBedTimen ; xStepsn ; xMinSedentary
n ; xMinVeryActive

n ; xMinLightlyActive
n ;

xMinFairtlyActive
n ; xCaloriesInn ; xWater

n xWeight
n g;

X ¼ X1[X2[. . .[XN ;

XSUB
i � X;

Yn ¼ fyAsln ; yNawkn ; yMfs
n ; ySen g;

YSUBþ
i ¼ fyAslþn j min

n¼1;2;...;N
yAsln \360 or max

n¼1;2;...;N
yAsln [ 540g or

fyNawkþi j max
n¼1;2;...;N

yNAwkn [ 3g

or fyMfsþ
i j max

n¼1;2;...;N
yMfs
n [ 30g or fySeþi j min

n¼1;2;...;N
ySen \95%g

I is the number of identified association rules.

Algorithm Flows. The association rule mining procedure implemented in SleepEx-
plorer consists of three major steps. The first step is to remove non-interesting sleep
variables, i.e., the ones that always satisfy the scientific standard. As it has been
articulated in the previous subsection, we assume that users would be less interested in
these metrics since their sleep was already very good in these aspects and there is no
need for further improvement. The second step is to discover rules composed of
frequent itemsets using Apriori algorithm [20]. In order to find the most interesting
itemsets that mostly differentiate good and bad sleep, we use lift as interestingness
measure to rank the rules in the frequent itemsets. The third step is to filter out the
frequent itemsets for most interesting associations. The outline of the mining algorithm
implemented in SleepExplorer is shown as follows:
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(1) Remove unreliable entries: remove Ti if x
Steps
i ¼ 0 or xMinSedentary

i ¼ 0 or yAsli ¼ 0
or ySei ¼ 0.

(2) Remove non-tracked contextual factors: remove xWater
n ðn ¼ 1; 2; . . .;NÞ if

maxn¼1;2;...;N xWater
n ¼ 0; remove xWeight

n ðn ¼ 1; 2; . . .;NÞ if deviation of xWeight
n ¼ 0.

(3) Remove non-interesting sleep-structural variables: remove yAsln ðn ¼ 1; 2; . . .;NÞ if
minn¼1;2;...;N yAsln [ 360 and maxn¼1;2;...;N yAsln \540; remove
yNawk(n ¼ 1; 2; . . .;NÞ if maxn¼1;2;...;N yNAwkn \3; remove yMfs

n ðn ¼ 1; 2; . . .;NÞ if
maxn¼1;2;...;N yMfs

n \30; remove ySen ðn ¼ 1; 2; . . .;NÞ if minn¼1;2;...;N ySen [ 95%.

(4) If Y ¼ ;, Afinal
int  ;, go to (9); else, categorize sleep-structural variables as follows

yAsl ¼ 0; 360� yAsl� 540
1; others

�
, yNawk ¼ 0; yNawk � 3

1; yNawk [ 3

�
, yMfs ¼ 0; yMfs� 30

1; yMfs [ 30

�
,

ySe ¼ 0; ySe� 95%
1; ySe\95%

�
. Discretize contextual variables.

(5) Do Apriori algorithm to find frequent itemsets A that satisfies given threshold
values of supp and conf.

(6) Filter AAslþ
int ¼ Aþa jRHS ¼ yAslþa

� �
; ANawkþ

int ¼ fAþb jRHS ¼ yNawkþb g;
AMfsþ
int ¼ fAþc jRHS ¼ yMfsþ

c g; ASeþ
int ¼ fAþd jRHS ¼ ySeþd g; ranking within each

Aþw ðw ¼ a; b; c; dÞ according to lift, adding the top 3 rules in each set to the final

rule set Afinal
int . Abandon the rest of the rules.

(7) Filter AAsl�
int ¼ A�a jRHS ¼ yAsl�a

� �
; ANawk�

int ¼ fA�b jRHS ¼ yNawk�b g;
AMfs�
int ¼ fA�c jRHS ¼ yMfs�

c g; ASe�
int ¼ fA�d jRHS ¼ ySe�d g; ranking within each

A�w ðw ¼ a; b; c; dÞ according to lift, adding the top 3 rules in each set to the final

rule set Afinal
int . Abandon the rest of the rules.

(8) Return Afinal
int .

(9) End.

The supp, conf and lift of a rule Ai ¼ fXSUB
i )s;c YSUBþ

i g could be calculated using
the Eqs. (1)–(3).

supp Aið Þ ¼ PðXSUB
i ÞPðYSUBþ

i jXSUB
i Þ ð1Þ

conf Aið Þ ¼ PðYSUBþ
i jXSUB

i Þ ð2Þ

lift Aið Þ ¼ PðYSUBþ
i jXSUB

i Þ
PðYSUBþ

i Þ ð3Þ

4 Case Study

Our implemented system has been tested with real-world self-tracking data which was
collected in a field study from 3 participants [4]. Users synced the data into Slee-
pExplorer database. The dataset from each user contains raw data on sleep and con-
textual factors for approximately 30 days. Each contextual factor was discretized based
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on frequency. We assume that if a pattern appeared more than 3 times in 30 days, it
could be considered an interesting pattern. We thus set the threshold of supp to 0.10
(= 3/30). In the meanwhile we heuristically set the threshold of conf to 0.9. Therefore,
only the rules that satisfy the conditions of supp � 0.10 and conf � 0.9 were added to
the frequent itemset A. The automatic analysis results are shown in Table 2, where “[]”
and “()” represents closed and open intervals respectively. As is mentioned in the
previous section, the rules were ranked according to lift, and the top ranked rules (at
most six rules for each sleep metric) were presented to the users in the form of
“LHS ! RHS”. We decided to only present the top ranked rules to users rather than
presenting an exhaustive list of rules, because our previous study [4] suggested that too
much information on the user interface may overwhelm users and it is therefore
important to strike a balance between the abundance and conciseness of information. In
the study conducted in [4], many users mentioned that they were mostly concerned
about the “top three” pieces of information.

There are multiple implications from Table 2. First, the effectiveness of SleepEx-
plorer in discovering rules associated to good and bad sleep was heavily dependent on
the characteristics of the dataset. Participant 1 and 3 generally had sufficient sleep and
only suffered from sleep deprivation from time to time. Therefore in dataset 1 and 3 the
number of entries for sufficient sleep was dominantly larger than that of insufficient
sleep, which resulted in more association rules of sufficient sleep discovered. In con-
trast, participant 2 seldom had sufficient sleep, and the rules discovered were therefore
mostly associated to insufficient sleep. The problem of imbalanced dataset needs to be
addressed in future research.

Second, the distinct nature of associations identified for each participant suggested
that the relationship between sleep and contextual factors could be highly individual.
For instance, twelve hours of sitting a day was associated to high sleep efficiency for
participant 3 but was associated to low sleep efficiency for participant 1. This echoes
the correlation analysis results in [4] and suggests that it is important to understand how
sleep is related to a person’s specific life context in order to provide more efficient
interference to their sleep problems. We also noticed that the rules in Table 2 were
mostly the associations between physical activities and sleep quality. There may be two
explanations for this. On the one hand, physical activities may be a most important
association factor of sleep quality, which is supported by previous studies in sleep
domain [37]. On the other hand, other contextual factors in the datasets may lack
deviation to produce impact on sleep. In [27], the authors mentioned that routine
activities and events did not have much relationship with sleep quality, because people
already got used to these activities. In order to study the impact of these contextual
factors, it is imperative to design rigid self-experiments according to the principle of
N-of-1 trials [38]. This may require users to intentionally change routine activities in
order to create deviations in contextual factors.

Third, the way how each contextual variable was discretized may impact how the
results could be interpreted. For example, “MinutesVeryActive = [2, 6) ) SleepEffi-
ciency = low sleep efficiency” and “MinutesVeryActive = [6,18) ) SleepEffi-
ciency = low sleep efficiency” are two of the association rules discovered from dataset 2.
These two rules could have been merged into one rule “MinutesVeryActive = [2,18))
SleepEfficiency = low sleep efficiency”, which is more concise and informative.
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In addition, we may also integrate domain knowledge when discretizing variables. For
example, authorities recommend 30 min exercise every day. Therefore, we may use 30
as a threshold to discretize “MinutesVeryActive”, and “MinutesVeryActive = [2,18))
SleepEfficiency = low sleep efficiency” thereby could be interpreted as follows: insuf-
ficient exercise is associated to low sleep efficiency for this participant.

It is worth noting that the current study have the following limitations. For one
thing, the implementation of SleepExplorer could only investigate the associations
between sleep and a limited set of contextual factors that could be tracked using
commercial wearable devices such as Fitbit and Jawbone. As sleep could be affected by
many factors [4], we will extend the functionality of SleepExplorer for easy tracking of
other contextual factors such as caffeine consumption, alcohol consumption, electronic
device usage, and so on. For another, we could not evaluate the automatic analysis
results produced by SleepExplorer due to lack of ground true. In the next step we plan

Table 2. Association rules discovered from three sets of real-world self-tracking data on sleep
and contextual factors.

Dataset ID LHS RHS Lift Supp Conf

1 MinutesLightlyActive = [313,356] MinutesAsleep = sufficient sleep 1.5 0.19 1
MinutesVeryActive = [13,17) 1.5 0.19 1
Steps = [12021,17010] 1.5 0.19 1
MinutesFairlyActive = [4, 7) SleepEfficiency = low sleep

efficiency
1.17 0.19 1

MinutesLightlyActive = [252,284) 1.17 0.19 1
MinutesSedentary = [691,868] 1.17 0.19 1

2 MinutesVeryActive = [2, 6) MinutesAsleep = insufficient sleep 1.03 0.10 1
MinutesFairlyActive = [2, 4) 1.03 0.10 1
MinutesVeryActive = [6,18) 1.03 0.18 1
MinutesVeryActive = [2, 6) SleepEfficiency = low sleep

efficiency
1.03 0.10 1

MinutesFairlyActive = [2, 4) 1.03 0.10 1
MinutesVeryActive = [6,18) 1.03 0.18 1

3 MinutesVeryActive = [30,34) MinutesAsleep = sufficient sleep 1.26 0.14 1
MinutesSedentary = [725,803] 1.26 0.17 1
MinutesSedentary = [602,633) 1.26 0.21 1
MinutesSedentary = [696,725),
MinutesLightlyActive = [198,236)

SleepEfficiency = high sleep
efficiency

2.23 0.10 1

Water = [710,1736),
MinutesSedentary = [696,725)

2.23 0.10 1

Steps = [13602,16777),
MinutesFairlyActive = [17,40)

2.23 0.10 1

MinutesSedentary = [725,803] SleepEfficiency = low sleep
efficiency

1.81 0.17 1
Steps = [16777,18982],
MinutesVeryActive = [49,63]

1.81 0.10 1

Steps = [4559,10546),
MinutesSedentary = [725,803]

1.81 0.10 1
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to conduct a user trial and compare the analysis results in SleepExplorer with users’
subjective observation of themselves. The effectiveness of the automatic data analysis
using association rules mining could be validated if the analysis result is consistent with
users’ subjective perception.

5 Conclusions

In this study, we designed and implemented a cloud-based intelligent system named
SleepExplorer that incorporates sleep domain knowledge and association rule mining
for automated analysis on personal sleep-data in light of contextual factors. A user
simply needs to upload self-tracking data (including sleep data and contextual data),
and SleepExplorer automatically conducts sleep quality evaluation by referring to
scientific standard. Based on the evaluation, SleepExplorer then identifies interesting
associations between sleep and contextual factors using association rule mining. We
conducted a case study where SleepExplorer helped three participants discover inter-
esting associations between sleep and contextual factors. We found that such associ-
ations were highly individual, suggesting that it is important to consider a person’s
lifestyle context when interfere with his/her sleep problem. In the next step, we intend
to extend the current study in three aspects. First, we plan to address the issue of
imbalanced dataset and the discretization of variables integrating domain knowledge.
We will also enrich the data mining routines in SleepExplorer. Last but not the least,
we will conduct a user trial to evaluate the automatic analysis results in SleepExplorer
with respect to users’ subjective observations of themselves.
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Abstract. This paper presents a visual servo control scheme for a ball-plate
system with a maze. The maze built on the plate forms obstacles for the ball and
increases variety and complexity of its environment. The ball-plate system is a
two degrees-of-freedom robotic wrist with an acrylic plate attached at the end
effector. By using image processing techniques, the ball’s position is acquired by
the visual feedback, which was implemented with a webcam and a personal
computer. A fuzzy controller, which provides dexterity of the robotic wrist, is
designed to decide the slope angles of the plate to guide the ball to a designated
target spot. Using the method of distance transform, the path planning based on
the current position of the ball is conducted to find the shortest path toward the
target spot. Besides, a relaxed path, appearing to be more suitable for actual
application, is provided by the obstacle’s expansion approach. Experimental
results show that the presented control framework successfully leads the ball to
pass through the maze and arrive at the target spot. The presented visual servo
control scheme works effectively in both stabilization and tracking control
missions.

Keywords: Fuzzy control · Machine vision · Path planning · The ball-plate
system · Visual servo

1 Introduction

Traditional robots are usually applied for repetitive tasks, based on pre-programmed
motion sequences. Although most assigned tasks can be accomplished for controlled
environment, dexterity and flexibility to adapt to variable environment is required to
build smarter robots. As a result, incorporating sensors into robotic systems to enhance
autonomous capability in unknown and varying environment becomes the trend for new
generation robots. Among all possible sensors, machine vision is the most popular tech‐
nique to be chosen. Not only it is cost effective, but it mimics human eyes to acquire
abundant information about surroundings.

Machine vision is a non-contact and non-destructive sensory way for measurement,
inspection, and pattern recognition. Along with rapid development in microelectronics
and IC fabrication, today’s computers are able to perform mathematical manipulations
for image processing effectively and efficiently. As a result, visual servo with image
feedback becomes feasible. As long as a robot is equipped with a camera device, the
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robot is able to conduct human-like vision-based dexterous behavior. In order to demon‐
strate performance of the proposed visual servo control framework with path planning
feature, the ball-plate system is selected as the testbed.

The ball-plate system, an extension of the ball-and-beam system, is a typically multi-
variable nonlinear coupled dynamic system and has drawn researchers’ attention for
many years. Park and Lee proposed a sliding mode visual control method for a ball and
plate system manipulated by a six degrees-of-freedom robotic arm [1]. In 2004, a
language-driven control approach for a two degrees-of-freedom ball and plate system
was implemented by Yip [2]. A hierarchical fuzzy control scheme consisting of three
different fuzzy controllers was also developed for a ball-plate system in the same year
[3]. Then a two-layer supervisory fuzzy control framework was presented with tracking
performance evaluation on both square and circular paths [4]. A group of researchers
worked on nonlinear control with output regulation to achieve position and tracking
control for the ball and plate system [5]. Furthermore, a novel design of the ball and
plate system accompanied by heuristic approach for image processing and a supervisory
fuzzy control and sliding control scheme were also raised [6]. Although different control
algorithms have been proposed, the visual servo concept has been widely applied in the
ball and plate system.

This paper focus on incorporating fuzzy control algorithms and a path planning
approach into a ball and plate system so that its operational dexterity can be enhanced
to challenge the maze on the plate.

2 The Ball-Plate System

Figure 1 illustrates the framework of the completely developed ball-plate system, which
mainly consists of a two degrees-of-freedom robotic wrist with a plate at its end effector
and a webcam attached on a tripod. A ball (not shown) can freely roll on the plate. The
webcam provides visual information of the ball and the plate. In order to demonstrate
human-like dexterity of manipulation, different layouts of maze were also established
on the plate. The control objectives are to guide the ball staying at a designated position
or following a specified trajectory or reaching toward a target spot by solving the maze.

The ball-plate system is a highly nonlinear and coupled mechanical plant. Consider
two coordinate reference frames, a global reference system (O; X, Y, Z) and a body
reference system (p; x, y, z) whose origin P coincides with O, the origin of the former
one as shown in Fig. 2. Assume  and  represent rotational angles of the body reference
frame along x and y axes, respectively. The relationship between the global coordinates
and the body coordinates can be formulated by

(1)

The dynamic equations can therefore be solved by applying the Lagrange approach
as follows:
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(2)

The Lagragian L, defined as the difference between the kinetic energy K and the
potential energy V of the ball with mass m and radius r, can be expressed by

(3)

(4)
where  and , the linear velocity and the angular velocity of the ball in the global
reference frame, can be obtained by taking time derivative of (1)

(5)

Consequently, the final dynamic equations for the ball on the plate can be described
by

(6)

(7)

Webcam

Tripod

Control board

Servo 
motors

Plate

Fig. 1. The framework of the complete ball-plate system.
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Fig. 2. Two coordinate reference frames for the ball-plate system.

3 Visual Servo and Path Planning

In order to guide the ball passing through the maze to the designated target on the plate,
two major tasks, visual servo and path planning, have to be implemented. For the purpose
of computational efficiency for actual experiments, time-saving but effective algorithm
is the key concern.

3.1 Locating the Ball on the Plate

First of all, the position of the ball on the plate needs to be determined relying on visual
information acquired by the webcam. If the region of the plate in the image can be
obtained, searching efficiency for the ball will be greatly improved. In this paper, the
region of the plate is resolved by searching for four corners of the plate along 45 degrees
at image corners as depicted in Fig. 3. Since the ball has been given in advance, the ball
can be easily acquired based on grey level of its surface. Furthermore, the position of
the ball can be readily solved by finding the extreme pixels at the ball’s boundary with
maximal or minimal coordinate along both X and Y axes, i.e., , ,

, and , as illustrated in Fig. 4.
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Fig. 3. Searching for corners of the plate.

Fig. 4. Locating the ball on the plate.

3.2 Path Planning

Considering restriction for real-time implementation, the approach of distance transform
was chosen for path planning due to its computational efficiency [7]. The idea behind
this is to always follow the shortest distance measure based on a distance map generated
by a ripple wave pattern starting at the target position [8].

At the beginning, the obstacle on the plate needs to be assigned as non-trespassing
area. Then a distance map according to distance transform calculated based on the target
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position can be established as shown in Fig. 5(a). Apparently, in order to accomplish
the mission of path following, the best way is just to track the path connected by locations
with shortest distance. Nevertheless, the ball is actually not a point mass, but a circular
region with certain area. For the purpose of actual implementation, before the distance
transform is executed, the obstacle needs to be expanded. Figure 5(b) exhibits the final
distance map, which provides a more conservative but more applicable path.

(a)                                                                (b) 

Fig. 5. (a) Illustrative path planning, (b) Path planning after obstacle expansion.

3.3 Fuzzy Controllers

Since fuzzy theory is close to human thinking, fuzzy control was chosen to implement
the controller for the ball-plate system to mimick dexterous skills of human operation.
Besides, the design approaches for both X and Y axes are exactly the same. Only
controller design for X axis is presented here.

Define error function and its derivate along X direction as

(8)

(9)

where Δt stands for the time increment of sampling. Standard triangular shape for
membership functions is applied for easy calculation and operational efficiency. Figure 6
displays membership functions for , , and  with the unit of pixel, pixel/s and
degree. Forty-nine fuzzy rules in total were used to control the rotation along y axis and
can be summarized as listed in Table 1. The Mamdani’s method and the centroid
approach were employed for rules inference and de-fuzzification, respectively.
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Fig. 6. Membership functions defined for ,  and .

Table 1. Fuzzy associate memory for fuzzy rules.
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4 Simulations and Experiments

The experimental setup is depicted as in Fig. 1. The two degrees-of-freedom robotic wrist
is manipulated by two small-size servo actuators manufactured by Hitec Corp. An SSC-32
servo controller developed by Lynxmotionm Inc. is chosen to drive those two servo actua‐
tors with the position resolution up to 0.1 degree by accepting commands through RS-232
interface. The plate is an acrylic square with edge length of 15 cm and thickness of 3 mm.
The ball is 10 mm diameter steel ball commonly used for roller bearing. The webcam is a
Philip SPC 300NC with an USB 2.0 communication standard. It provides 320 × 240 pixels
image resolution and 30 fps for dynamic imaging capability. In order to implement path
planning for the ball-plate system, two different mazes were designed on the plate as illus‐
trated in Fig. 7. The height of the obstacle for the maze is 5 mm.

Fig. 7. Two different mazes applied to the experiments.

Locate plate 
corners 

Search for 
the ball 

Path planning 
(Distance 
transform) 

Fuzzy

θ
controllers

Ball-plate 
system 

Image 
acquisition 

Target 
position x

y

Fig. 8. Control block diagram of the proposed fuzzy-based visual servo scheme.

Figure 8 shows the control block diagram of the proposed fuzzy-based visual servo
scheme with path planning for the ball-plate system. All software programs were devel‐
oped in the environment of Borland C++ with the help of DirectShow SDK for image
acquisition. Sampling frequency for both simulations and experiments were set to be
20 Hz for easy comparison. Three types of experiments including balancing, circular
trajectory following, and path planning for challenging maze, were conducted for
performance demonstration.
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The balancing experiment was to bring a ball initially located somewhere on the
plate to the center of the plate, where was (0, 85 pixels). Figure 9 illustrates the control
performance with initial ball’s position at (−50 pixels, 140 pixels). Both simulation and
actual experiments exhibit similar and satisfactory control responses.

Fig. 9. Position control performance in the balancing experiment.

Fig. 10. Tracking control performance for following a circular path.

Capability to follow a given trajectory was examined by the tracking experiments.
The given trajectory was a circular path with a diameter of 45 pixels and its center at (0,
85 pixels), where is the midpoint of the plate. Besides, the desired traveling period was
10 s per cycle. Tracking performance is demonstrated in Fig. 10. Apparently, the
presented control algorithm successfully accomplished the designated tracking mission.

For the path planning experiments, the ball was initially put on a random position at
the beginning. The goal is to manipulate the plate to lead the ball towards a designated
target, either the center of the plate or the opposite spot on the plate. Actual paths of the
ball to overcome the maze for different starting positions are displayed in Fig. 11.
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The green crosses in the figure indicate the final target positions where the ball should
be guided to. The experimental results show that the maze can be practically resolved
by path planning using the technique of distance transform.

Fig. 11. Results of actual trajectories for the ball to traverse mazes (Color figure online).

5 Conclusions

Because of its multivariable nonlinear coupling characteristics, the ball-plate system
was usually chosen as a platform for demonstration of visual servo control algorithms.
This paper extends conventional balancing and trajectory following tasks to path plan‐
ning for solving the maze on the plate. By incorporating the techniques of distance
transform and obstacle expansion into the fuzzy control approach, the ball can be
successfully guided to follow the shortest distance rule to the designated target position.
In order to quickly locate the plate on the image plane, an efficient method to search for
four corners of the plate was introduced. Since the theorem of fuzzy sets inherently
tolerates possible uncertainties and parameter variations, robustness on control perform‐
ance can still be assured especially with unmodelled dynamics and unexpected distur‐
bances. Through extensive experiments on balancing, trajectory following and path
planning for the maze on the plate, satisfactory control performance can always be
achieved. Based on this preliminary achievement, further improvement and deeper
exploration on related research topics can be carried on in the future.
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Abstract. Breast cancer is the most common cancer among women,
and is the second leading cause of death after lung cancer. The abil-
ity to accurately identify the malignancy in early stage is the key for
better prognosis and preparation of effective treatment. In the devel-
oping world, even though at times imaging machines are available in
the rural areas but due to the absence of the relevant medical expertise
early detection of cancer remains only a pipe dream. Along with the
imaging machines, internet has made inroads into rural surroundings.
That makes the availability of online automatic systems that can iden-
tify the presence or absence of malignancy, without human involvement,
an important aspect of healthcare systems in the underdeveloped rural
surroundings. This paper presents an online tumor detection applica-
tion, that uses mammogram images. The mammogram images taken at
a local facility are transferred over the internet to a remote server that
hosts the application that can classify tumour. It was trained on 322
mammographic images, from the mini-MIAS database. We have achieved
sensitivity of 90.15 %.

Keywords: Breast cancer · Classification · Supervised learning ·
Computer-aided diagnosis · Machine learning

1 Introduction

Breast Cancer is among the most frequent types of cancer and one of the most
malignant tumours among women [1]. The incidence of Breast Cancer in the
general population is increasing worldwide [2], due to ageing and lifestyle choices.
Its incidence has increased faster than that of almost all other cancers, and
the annual rates have increased at the rate of 3 % to 7 % in recent decades [3].
Breast tumour typically appears in the form of dense areas in the mammographic
images. A typical benign mass has a round, smooth and well restricted boundary;
on the other hand, a malignant tumour typically has a hazarded, uneven, and
blurry boundary [6,7].

Computer Aided Detection (CAD) systems can act in the supporting role to
a physician who has the final say. They can automatically detect and segment
c© Springer International Publishing Switzerland 2016
A. Martin-Gonzalez and V. Uc-Cetina (Eds.): ISICS 2016, CCIS 597, pp. 108–115, 2016.
DOI: 10.1007/978-3-319-30447-2 9
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tumorous regions from non-tumorous regions with a certain amount of accuracy,
and can save time for the physician who can then suggest further testing and
treatment [4]. The ultimate goal of CAD is to indicate such locations with great
accuracy and reliability. Thus far, most studies support the fact that CAD has
a positive impact on early breast cancer detection [13,14].

In the developing world, technology in the form of imaging machines has
made inroads into rural and less developed areas with the para-medical staff
that can use the imaging machines but do not have the requisite knowledge,
expertise, and education to diagnose diseases from the images [5]. Also, internet
has made inroads in those surroundings as well. Thus, automatic techniques may
be helpful that can take images from the machines, transfer them via the internet
over to a server that has the classifiers installed on it for tumour detection. This
paper presents one such technique, with good results.

2 Breast Cancer Dataset

The original MIAS Database (digitised at 50 micron pixel edge) has been reduced
to 200 micron pixel edge and clipped/padded so that every image is 1024 pix-
els × 1024 pixels [9]. The dataset list is arranged in pairs of films, where each
pair represents the left (even filename numbers) and right mammograms (odd
filename numbers) of a single patient. The size of all the images is 1024 pixels ×
1024 pixels. The images have been centered in the matrix. When calcifications
are present, centre locations and radii apply to clusters rather than individual
calcifications. Coordinate system origin is the bottom-left corner. In some cases
calcifications are widely distributed throughout the image rather than concen-
trated at a single site. In these cases centre locations and radii are inappropriate
and have been omitted [9].

3 Proposed Approach

Our approach follows a typical machine learning methodology. In the first stage,
image preprocessing is performed then we tackle automatic segmentation to
isolate the breast from the background. Afterwards feature extraction is done
from the image where they play the deciding role for classification into malignant
and benign. In order to use only relevant features, feature selection is done based
on the consensus among specialists on breast cancer. Once the features have been
selected, labelled data is used to train a classifier. Cross validation has been used
to ascertain the effectiveness of the methodology. In the following section we give
details of each of these stages.

3.1 Preprocessing

Preprocessing is done to make the techniques extract more useful information
from the images. The following preprocessing steps were performed which are
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the work of Ireaneus et al. [15]: (1) The mammogram images were filtered by
using the Gaussian smoothing filter, which is afterwards used in standard devi-
ation. (2) The morphological top hat filtering was performed on the grey scale
image and the structuring element is used. (3) The output is decomposed into
two scales using the discrete wavelet transform and thereafter the image is recon-
structed [15].

To correct the uneven illumination the top hat filtering is applied if the
background is dark. To remove the uneven background illumination from the
images, the dark shaped structuring element is perform (Fig. 1).

Fig. 1. (1) Original mammogram. (2) Filtered image. (3) Second level reconstructed
mammogram. (4) Tumor segmented output.

3.2 Segmentation

In order to segment the given image data we adopted the method as described
by Li et al. in [18].

Let Ω ⊂ R
2 denote the image domain. Then we define two soft-labeling

functions u1,2 : Ω → [0, 1] which can be used to define three soft membership
functions

M1 = u1u2, M2 = u1(1 − u2), M3 = 1 − u1. (1)

These membership functions provide a soft partitioning of the image domain,
because M1(x)+M2(x)+M3(x) = 1 holds for all x ∈ Ω, and allow us to segment
the image domain into three areas indicating healthy, bright parts of the breast,
and dark parts of the breast.

The described partitioning of the image domain is obtained by minimizing
the following convex energy

E =
1
2

∫

Ω

|∇u1|2 + |∇u2|2 dx + λ

3∑

k=1

∫

Ω

dkMk dx, (2)

where
dk = |a(x) − āk|2 +

∣∣b(x) − b̄k

∣∣2 . (3)
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Here a, b : Ω → R
3 are the gray scale space, while āk, b̄k are the corresponding

mean values:

āk =

∫
Ω

Mk(x)a(x) dx∫
Ω

Mk(x) dx
, b̄k =

∫
Ω

Mk(x)b(x) dx∫
Ω

Mk(x) dx
. (4)

The advantage of using the channels a and b of the gray scale space is that
these channels only contain scale and no luminance information making the
segmentation more robust with respect to inhomogeneous lighting conditions.
For all experiments we chose λ = 2. Please note that using an approach which
minimizes a convex energy allows for a fully automatic segmentation of the data.

3.3 Feature Extraction

The feature extraction is the key point of the classification and has to be ade-
quate in order to obtain a good system detection rate. We selected a group of
features which attempts to represent the characteristics observed by the Physi-
cian. We created a set of features trying to characterize them via computer vision
techniques. The list of features selected is as follows: geometric, gray level, tex-
ture and shape properties. The properties obtained by the feature extractor are
totally based on the segmentation step and the features have to be independent
of the image (size, orientation, etc.) in order to be robust with regard to the
image acquisition.

Geometric Properties: From segmentation of the breast, we obtain a binary
image which represents the segmented blobs. Using this binary image, we get the
bounding box and we fit an ellipse which has the same second inertia moment of
area. Smaller blobs are erased from the binary image. Usually the biggest blob
of the image is the segmented and the sparse small are only segmentation noise.
The bounding box is our metric for the standardization of the breast. Using the
bounding box and the fitted ellipse we reorient the breast to the biggest ellipse
axis and we resize the image to a standard size. The features used to represent
the geometric properties are as follows:

– Relative Area: Area of segmented with respect to the bounding box area.
This area represents the size.

– Relative Filled Area: Area of the segmented with the internal holes filled
w.r.t. the bounding box area. It represents how many internal areas of the
were wrongly segmented.

– Relative Centroid: The centroid of the fitted ellipse w.r.t. the bounding
box, indicating the distribution of the bounding box.

– Eccentricity: The fitted ellipse eccentricity which represents how circular is.
– Solidity: The relation between the convex area and the blob area, represent-

ing how irregular the border is.

We use the fitted ellipse and bounding box to pre-process the in order
to create standard size and orientation to make the classification more robust.
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The orientation always will be the same because we apply a reorientation based
not only on the orientation of the ellipse, but also on the largest distance of the
blob border with regard to the centroid. These properties allow us to reorientate
the same with different angles to the same orientation. The bounding box is
resized to a square using the largest side as the value of the square which is
cropped and resized to a standard value of 100 × 100. This standard size allows
to compare different sizes and orientation.

Gray Level Properties: The Gray level is very important in the classification
because it encodes the variety. The histogram representing all the levels observed
in the image [10]. The histogram is compacted in groups of values named bins.
The bins allow us to reduce the number of 256 entries of a sparse histogram
to a reasonably small dense histogram. The histogram is normalized with the
total number of pixels used to create the histogram. In this way, we can compare
histograms created from different sized images.

Texture Properties: This feature describes the differences between the allow-
ing to characterize the discontinuity, which is a tool used by physicians to recog-
nize if a malignant or not. To represent the texture, we use LBP (local binary
pattern) of the image which creates a variability in the neighborhood of each
pixel [11].

Shape Properties: This feature represents the shape properties, circular or
irregular, which is a very important feature in the classification breast cancer.
This feature is represented using histogram of oriented gradients (HOG) [12],
which counts the occurrences of gradients in portions of the image, coding the
variability of the gradient in the image. This feature represents not only the
shape, but also the uniformity given the internal shape when the gray level
changes, which is detected by the gradient. For each mammogram, 8 features
are extracted with vectors size 53.

3.4 Classification

The goal of this stage is to classify the feature vectors in two classes: malig-
nant and benign. A classification technique that proved very successful in our
experiments are support vector machines (SVM, [16]). SVM was selected as the
method of choice as it allows to linearly classify data in a high-dimensional fea-
ture space that is non-linearly related to the input space via the use of specific
polynomial kernels [17].

The SVM classifier needs to be trained first before using it, thus we partition
our input feature sets (yi) i = 1, .., n, into two partitions, T ⊂ {1, ..., n} the
training set and V ⊂ {1, ..., n} the testing (or validation) set with T ∪ V =
{1, ..., n} and T ∩ V = ∅. The training data set T is labeled manually into two
classes using the ground truth, l(yi) = ±1. Once the classifier is trained, a simple
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evaluation of the decision function d(yi) = ±1 will yield the classification of any
data yi.

In detail, SVM is trying to separate the data φ(yi) mapped by the selected
kernel function φ by a hyperplane wT φ(yi) + b = 0 with w the normal vector
and b the translation. The decision function then is d(yi) = sgn(wT φ(yi) + b).
Maximizing the margin and introducing slack variables ξ = (ξi) for non-separable
data, we receive the primal optimization problem:

min
w,b,ξ

=
1
2
wT w + C

∑

i∈T

ξi (5)

with constraints l(yi)(wtφ(yi) + b) ≥ 1 − ξi, ξ ≥ 0 for i ∈ T . C is a user-
determined penalty parameter. Switching to the dual optimization problem
allows for easier computation,

min
α

=
1
2
αT Qα − eT α (6)

with constraints 0 ≤ αi ≤ C for i ∈ T ,
∑

i∈T yiαi = 0. The α = (αi) are the
so-called support vectors, e = [1, ...1]T and Q is the positive semidefinite matrix
formed by Qjk = l(yj)l(yk)K(yj , yk), and K(yj , yk) = φ(yj)T φ(yk) is the kernel
function built from φ. Once this optimization problem is solved, we determine
the hyperplane parameters w and b, w directly as w =

∑
i∈T αil(yi)φ(yi) and

b via one of the Karush-Kuhn-Tucker conditions as b = −l(yi)yT
i w, for those i

with 0 < αi < C. Thus the decision function of the trained SVM classifier ends
up as

d(yi) = sgn
(
wT φ(yi) + b

)
= sgn

⎛

⎝
∑

j∈T

αil(yi)K(yj , yi) + b

⎞

⎠ . (7)

4 Results

Performance evaluation was conducted using a 10-fold cross-validation. The 10-
fold cross-validation gives an approximation of the general classifier performance.
We created 10 balanced data sets which were generated from the original unbal-
anced data set of benign and malignant. The balanced data sets were generated
by selecting randomly a similar number of benign and malign images to obtain a
more general and balanced training dataset. We assess the feature training and
perform 10-fold cross-validation utilizing the 10 balanced datasets. The results
of these data sets are shown in Table 1.

The results show a very good performance in all the random data sets, allow-
ing us to conclude that the selected feature vector gives meaningful information
for the classification. The correctly classified instances value indicates a perfor-
mance over 90% in all 10 tested cases. If we observe only the malignant clas-
sification, which is the most important, the performance shows a true positives



114 A. Safi and A. Martin-Gonzalez

Table 1. Results of the 10 random balanced data sets, and for each dataset 10-fold
cross-validation using a SVM classifier (Avg-Std 90.54414 ± 0.045317).

Variables Test-1 Test-2 Test-3 Test-4 Test-5

Correctly Classified
Instances

90.5772 % 90.5743 % 87.5765 % 86.5614 % 87.5167 %

Incorrectly Classified
Instances

1.4228 % 1.4257 % 1.4235 % 1.4386 % 1.4833 %

True Positives Rate 0.991 % 0.996 % 0.993 % 0.997 % 0.995 %

False Positives Rate 0.019 % 0.023 % 0.034 % 0.025 % 0.021 %

Variables Test-6 Test-7 Test-8 Test-9 Test-10

Correctly Classified
Instances

90.4982 % 90.5765 % 89.5965 % 88.4624 % 90.5017 %

Incorrectly Classified
Instances

1.5018 % 1.4235 % 1.4235 % 1.5376 % 1.4983 %

True Positives Rate 0.981 % 0.991 % 0.983 % 0.991 % 0.996 %

False Positives Rate 0.059 % 0.033 % 0.064 % 0.020 % 0.13 %

rate greater than 90%, meaning that the classifier recognizes as malignant 90%.
Therefore, the number of malignant which are not correctly classified is 10%.

In the literature breast cancer diagnosis research are abundance, and most
of them reported high classification accuracies. In the research work of Albrecht
et al. (2002) [22], a learning algorithm that combined logarithmic simulated
annealing with the perceptron algorithm was used and the reported accuracy
was 98.8%. In Abonyi et al. (2003) [21], an accuracy of 95.57% was obtained
with the application of supervised fuzzy clustering technique. In the work of
Polat et al. (2007) [19], least square SVM was used and an accuracy of 98.53%
was obtained. Goodman et al. (2002) [20] applied three different methods to
the problem which were resulted with the following accuracies: optimized-LVQ
methods performance was 96.7%, big-LVQ method reached 96.8% and the last
method, AIRS, which proposed depending on the artificial immune system,
obtained 97.2% classification accuracy. Abonyi and Szeifert (2003) [21] applied
supervised fuzzy clustering (SFC) technique and obtained 95.57% accuracy.

The accuracy results of the literaure review are far better than the result of
this article, to have much batter results are the next the extension of the this
research in future. The main target of this research paper was to have the base
for online system, which is practical in underdeveloped countries. The system
is tested and 9 out of 11 suburban hospitals participate in the experiment. The
classification results will be improved in near future.
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Abstract. In this paper, we show the vision system in recognition
motion images and detection of solid urban waste (SUW) and their inte-
gration on an automatic robotic line with a simple tracking algorithm.
The detection and image processing are able to detect, identify and cal-
culate the position of the SUW and send the coordinates to a delta
robot for selection. The image processing system is previously trained in
a neural network. Delta robots are provided by ABB Corporation and
have been programmed to select the SUW through a simple algorithm
to tracking. We present the integration of these systems and we describe
the automatic and robotic machine with the vision system.

Keywords: Vision detection system · Neural networks · Image process-
ing · Delta robotic · Tracking algorithm · Solid Urban Waste (SUW)

1 Introduction

Several applications emerged from the motion images recognition, and many of
them applied to face recognition [1], human actions [2] and other approaches and
techniques [3] such as artificial vision [4]. In this context, we develop, integrate
and system identification and image recognition to SUW with a purpose built
automatic and robotic recycling line.

The problem of SUW has increased with the rapid growth of factories and
population in big cities. In Mexico, for 112,500 tons of SUW generated daily, the
estimated potential recovery is: cardboard and paper 70 % y 45 % respectively,
plastics waste 55 %, recycled aluminum 60 % and glass waste 75 % [5]. In this
perspective, we implement a vision system to detect the main recyclable SUW
c© Springer International Publishing Switzerland 2016
A. Martin-Gonzalez and V. Uc-Cetina (Eds.): ISICS 2016, CCIS 597, pp. 116–124, 2016.
DOI: 10.1007/978-3-319-30447-2 10
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and we develop, build, programmed and integrated in an automated and robotic
recycling line.

This paper is organized as follows. In Sect. 2, we introduce the motion images
recognition system and detection of SUW. Section 3, presents an overview about
the robotic system. The integration to automatic recycling line, programing and
manufacturing, are given in Sect. 4, and finally the conclusions are presented in
Sect. 5.

2 Detection and Image Processing

The step of detecting the SUW begins with the capture of the image with a
simple camera; then, images are preprocessed for neural network training and
later they can be run in detection mode. Figure 1 conceptually shows the detec-
tion and image processing process. The complete procedure is in an infinite loop
while the system is in operation. First, the image is captured from a camera with
standard CMOS sensor [6]. In the second stage of the process and because the
images are processed on a conveyor industrial whose background color is black,
a way to facilitate processing of the images is to convert them to grayscale and
have the background color perfectly identified. The next step is to equalize the
image from its histogram [7] to reduce in acquisition process of the image, the
different conditions to lighting that make the same image appears as a different
image. The following two steps involve applying basic filters to eliminate noise
and to smooth the contours of the image. The filtering stage is based in OpenCV
library [8]. The penultimate stage is an algorithm to facilitate the training of
the neural network, and facilitate recognition of SUW, in this step; the image

Fig. 1. Detection image process.
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preprocessing is performed to continue the training of the neural network. The
preprocessing algorithm is explained below.

2.1 Preprocessing Algorithm

After the image is captured, an image database is generated with the samples to
preprocess. Figure 2 shows the flowchart of preprocessing algorithm. The image
is binarized for quick processing. It begins to loop through the array of the
image to find a pixel corresponding to an object; if the pixel is found, a counter
is incremented and compared to a threshold in order to eliminate image noise
or pixels that do not correspond to any real object; when the counter is greater
than the threshold, a marker is inserted. The marker is a diagonal which size
is chosen properly and should be greater than the threshold. The loop repeats
until the image matrix is completed.

In Fig. 3 we can see the image through the preprocessing process. In subfigure
(a) we can see an input image without any processing, below it, we see step five
the diagram in Fig. 1, filtering contour. It can be easily seen in the bottom right,
an apparent object corresponding to noise caused by lighting conditions. On the
right side, we have the result with the preprocessing algorithm. Note that the
spurious object disappears because the markers are placed only when there is a
defined pixel threshold. The goal is to generate images similar to a rectangle.

2.2 Neural Network Training

For training the neural network, 60,000 samples images object were used to
identify (positive images) and 30,000 images of the background color band and

Fig. 2. Preprocessing algorithm flowchart.
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Fig. 3. Preprocessing image. Left side: no preprocessing algorithm; right side: output
with preprocessing.

Fig. 4. Training the neural network

solid waste without the object to be identified (negative images). The support
for the training of the neural network was by the Viola-Jones algorithm for
face detection [9,10] and implemented on openCV. We use Haar-based cascade
classifiers and store the trained classifier in XML file to later be used as classifier;
last stage of identification and classification process as was shown in Fig. 1. The
algorithm is basically a learning algorithm that uses the positive and negative
images to train a classifier that can later be used to detect the objects in real time.
Some binary rectangles are assigned to each image to create a unique identifier
of the object. This is the main reason of preprocessing algorithm, to create
images with semi-definite and rectangular images; the classifier becomes faster
and more efficient. The network training is performed between the input layer
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and the hidden layer images, and according to information obtained from the
positive images and negative images; you can generate a good classifier (Fig. 4).
The neural network is trained specifically for detecting a single object. Table 1
shows the required values and used for to train the classifier on the OpenCV
library.

Table 1. Critical train-cascade values.

Stages Stage Type Feature Type HitRate AlarmRate WeightTrimRate

20 BOOST HAAR 0,999 0,5 0,95

3 Robotic System

The general concept to automatic and robotic system is shown in Fig. 5; the
proposal includes four Delta robots ABB and four cameras to SUW detection, a
camera for each robot and for each material to be identified. The robotic system
is capable of receiving the slot number that the band is divided, as we only have
10 possible positions, this is very easy to quantize and communicate. The ABB
robot Delta controller is responsible for processing and it estimates the time of
arrival at its operating range to gripper the objet. Each module Delta ABB has
its own controller and follows the general sequence diagram described in Fig. 6.
First, boot parameters are initialized, once initialized correctly, they check the
communication link and control network; and manually or automatic mode is
ready to receive the information of the identification system and run de conveyor
tracking function.

Fig. 5. General concept of recycling line.
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Fig. 6. Program sequence diagram.

4 Results

The automatic and robotic recycling line with vision system integrated (Fig. 7).
Is composed of a conveyor belt of SUW, four robotic modules to grip objects and
four identification systems. All this, integrated and automated for four types of
solids recycled. The recycling line includes four containers where the delta robots

Fig. 7. (a) Automatic recycling line prototype. (b) Suction pad, for materials such as
glass, paper or paperboard, and (c) gripper, for materials such as aluminum cans and
plastic bottles.
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deposit the selected materials; correct operation of the line is to receive SUW
jumbled and separate in the containers autonomously.

4.1 Vision System Operation

The first tests of the system consisted in very contrasting objects with the back-
ground color. We show in Fig. 8, the identification and detection of one to multi-
ple objects, alone and mixed with other objects. The software is able to identify
up to 10 objects simultaneously.

After the first tests, the system was tested in the band with SUW. The final
test can be seen in Fig. 9, where the correct identification of a waste aluminum
is achieved, It can be seen the viewing area corresponding to 1m2 (right side of
figure) and the imaginary slots, corresponding to the x coordinate. In the image,
the robot only received the position: slot3.

4.2 Tracking Algorithm

To avoid sending y coordinate to robotic system, we thought of a simple
tracking system. The identification system is capable of delivering the pair of

Fig. 8. First tests, detection of an object and multiple objects in laboratory. (a) a
single objet, (b) multiple objects, and (c) multiple objects with noise.

Fig. 9. Test of identification.
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coordinates (x, y). However, to only send a variable, in this case the x coor-
dinate; we divide the camera vision area into slots; these slots are numbered
from slot 1 to slot 10. Thus sending a single variable to the robotic system, the
number of slot that corresponds to having only 10 points in the x-axis. This can
be seen in Fig. 9. The position is detected immediately when the object enters
in the vision area. The robotic system estimates the time between entering the
object to the vision area until it can be gripped by the mechanism. With these
simple steps, we save processing time, by the side of the system of recognition,
and communication time between both systems, by the number of variables that
will be sent.

Fig. 10. Robotic recycling line in operation with the vision and identification system.

4.3 Automatic and Robotic Recycling Line Operation

Finally, we tested the integrated system to verify accurate operation of the plant.
Figure 10, show the identification system and delta robot gripper the selected
object. The gripper transports a cardboard box, while the vision system iden-
tifies recycled aluminum. In this case the delay between the detection and the
subjection is 2s. The robotic system controller is adaptive to this delayed and
can to grip more than one object in its operation area, depending on the band
speed. In this case to 2 km/hr.

5 Conclusion

We developed, manufactured and implemented a line of separation of solid waste,
using a vision system and identification of objects with delta robots that can
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process materials to recycle. We present the final satisfactory results. In a future
work, we wish incorporate hyperspectral cameras to detect polymer families.
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Abstract. Face Recognition Systems has been applied in a wide range
of applications. However, their efficiency drastically diminish when they
are applied under uncontrolled environments such as illumination change
conditions, face position and expressions changes. Because of that, it is
necessary to evaluate the performance of different feature extraction tech-
niques robust to this kind of transformations for its further integration
to a Face Recognition System. In this paper, we study and evaluate the
pertinence of using the Histogram Oriented Gradients (HOG) method as
a feature extraction technique to deal with the transformations already
mentioned. To measure the performance of the proposed feature extrac-
tion method, several experiments were performed using two databases:
one database under a controlled environment taken from the literature
and other built in our laboratory under a semi controlled environment.
The experimental results show that using HOG combined with different
distances classifiers provides better results than those achieved with the
well-know Eigenfaces technique.

1 Introduction

In the last years, face recognition has been applied in several applications such
as access control, video surveillance, multimedia, etc. However, there are still
some challenges to be solved when these applications are used under uncon-
trolled environments such as illumination changes and face expression changes.
These challenges demand the necessity of exploring new methods to describe a
face in terms of features robust to changes in expressions and illumination. Face
recognition methods for describing a face can be divided into two categories:
holistic and feature-based. Perhaps, among the most popular holistic methods
we could mention the well know eigenfaces technique and its variants [6,12] . In
general, this type of techniques, project input faces onto a dimensional reduced
space to build a feature vector to represent a face where recognition is performed.
Although these technique provides a good performance under controlled envi-
ronments, it is know that under uncontrolled environment its accuracy diminish
due to they assume that a face is a static object that can be reconstructed with
linear combinations of eigenfaces. On the other hand, feature-based approaches
c© Springer International Publishing Switzerland 2016
A. Martin-Gonzalez and V. Uc-Cetina (Eds.): ISICS 2016, CCIS 597, pp. 125–133, 2016.
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use geometric relations among the facial objects such as eyes, lips, mouth, etc.
to recognize a face. There are some works that uses geometric characteristic
for the Face Recognition [14–16]. Other approaches use templates which are
compared against a matrix that represents the face [11,17–19]. Although sev-
eral works focus their effort in the feature extraction to outperform the face
recognition systems [13,20,21] and some other work are focused in the classifica-
tion algorithms such as Support Vector Machine (SVM), Radial Basis Function
(RBF), and Artificial Neural Networks (ANN) [22–24], their application under
uncontrolled environment is still a challenge. Descriptors based on Histogram of
Oriented Gradient (HOG), which are invariant to illumination and rotation,
has been applied in object recognition and pedestrian recognition [1,25–27].
Recently, HOG descriptors have been applied to face recognition. In [2] and [5],
the authors also apply a regular grid to compute the HOG descriptors and study
the effect of overlapping and angle orientation. In [3], the authors proposed an
extension of HOG based on the co-occurrence matrix. In [4], the authors reduce
the feature vector computed over a regular grid using fuzzy logic techniques and
LDA, respectively.

This paper is focused on the robustness of the HOG descriptor as a feature
extraction technique to deal with face recognition problems under illumination
and expression changes. In contrast to previous related papers, nor normalization
stage such as eyes alignment or common pixel resolution neither dimensional
reduction is applied. At the same time, it is evaluated the rate of recognition
when the windows size of the grid is changed. To measure the performance of the
proposed feature extraction method, several experiments were performed using
two databases: one database under a controlled environment taken from the
literature and other built in our laboratory under a semi controlled environment.
The content of this paper is organized as follow: in Sect. 2, the HOG descriptor
is presented. In Sect. 3, we explained the proposed methodology to detect and
recognize a face under a partially controlled environment. Section 4 presents the
experimental setup and the discussion of the results. Finally, Sect. 5 presents the
conclusions and ongoing research.

2 HOG Descriptor

The HOG descriptor is a local statistic of the orientations of the image gra-
dients which is invariant to rotation and illumination changes. According to
[28], the main idea behind this descriptor is that local object appearance and
shape can often be characterized rather well by the distribution of local intensity
gradients or edge directions. The HOG feature summarizes the distribution of
measurements within the image regions and is particularly useful for recognition
of textured objects with deformable shapes.

Basically, the HOG descriptor divides the image into many cells where a
histogram counts the occurrences of pixels orientations given by their gradients.
Finally, the HOG descriptor is built with combination of these histograms. Based
on this process, four major steps can be delighted: image derivative computing,
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magnitude and gradient orientation computing, partial histograms building, and
normalization of partial histograms.

For computing the derivative in the horizontal and vertical directions denoted
with Gx and Gy, a Sobel filter over the input image I is performed.

After dividing the image into N cells, the next step of HOG feature is to
compute the magnitude |∇I (x, y)| and the orientation θ (x, y) of the gradient.
The magnitude is given by:

|∇I (x, y)| =
√

G2
x + G2

y (1)

while gradient is given by:

θ (x, y) = arctan

(
Gx

Gy

)
(2)

After that, the gradient angles in each cell are quantized into a number of bins
B of regularly spaced orientations and the magnitudes for identical orientations
are accumulated into a histogram. For each pixel with coordinates (x, y) it is
determined which of the B orientations is the closest to its orientation θ (x, y)
and then its magnitude |∇I (x, y)| is added to the corresponding bin. The number
of bins B used indicates the length of the histogram vector for each cell.

For better invariance to illumination and noise, a normalization step is usu-
ally used after calculating the histogram vectors. A common normalization
scheme is computed as:

Vn =
V√

‖V ‖2 + ε2
(3)

where V is the vector to be normalized and ε is a small positive value needed
when evaluating empty gradients.

Briefly, we could follow the next steps to perform the calculation of HOG
descriptor:

1: Compute the derivative in the horizontal and vertical directions
2: Compute the magnitude and the orientation of the gradient
3: Quantize into bins orientation
4: Normalize descriptor

Each pixel has to vote for some orientation in the histogram channels, this
could be done based on the orientation of the gradient and the votes are added
for the channels and for the cells. The cells could be radial o rectangular. The
orientations could be separated between 0 and 180◦ or 0 and 360◦, depending
on the use of the sign. Interpolation could be done over neighbors. The vote is a
function of the magnitude of the gradient of the pixel, could be the magnitude
itself, the square of the magnitude or the magnitude squared.
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3 Pattern Classification

Pattern classification is useful to determine to which class belongs a given pattern.
Basically, the method is to collect the data, then extract the representative pattern
information and then decide the class that it belongs to. Classes are a set of pat-
terns that share characteristics and differentiate between them. There are different
methods to decide the class to which a pattern belongs; one of them is to calculate
the distance between the given pattern and the classes reference patterns. Two of
the most popular distance metrics are presented in Eqs. 4 and 5.

The Euclidean distance allows finding how different is a pattern from another
considering them as vectors. In the case of pattern classification, the pattern
where the minimal distance to the reference class vector was computed, is the
class to which the pattern belongs.

d (p, q) =
√

(p1 − q1)
2 + ... + (pn − qn)2 . (4)

The Mahalanobis distance is also used to find the minimal distance between
two patterns but it takes into account the correlation between the database. The
Mahalanobis distances of an observation x from a set of observations with mean
μ and a covariance matrix S is defined as shown in Eq. 5:

DM (x) =
√

(x − μ)T S−1 (x − μ) . (5)

4 Methodology

Due to the face recognition system captures a picture that contains not only
the face but several other objects, first, it is necessary to localize the face. For
this purpose the Viola-Jones algorithm was used [9]. Then an image preprocess-
ing technique could be applied to the image. In our case, we do not apply any
preprocessing technique with the purpose of evaluating how much robust is the
HOG feature extraction technique under partially controlled environments. The
next step is to compute a feature vector using the HOG feature extraction tech-
nique over the region that contains the detected face. Once all the features of
each face have been obtained, the next step is to perform the classification stage.
This stage is composed of two phases, the training phase and the testing phase.
During the training phase, the average feature vector for each class is computed
whereas during the testing phase, the distance among an unknown face and the
average vector of each class is computed.

Figure 1 described the steps of the proposed methodology.

Fig. 1. Proposed methodology
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5 Experimental Results

To evaluate the accuracy of the proposed methodology, several experiments using
two different datasets were performed. To validate statistically the behavior of the
proposed methodology, 30 experiments using the same configuration were done.
On each of these experiments, we randomly generate two different sets of data,
50 % of the patterns for training set and the remaining 50 % for the testing set.

One of the datasets used during the experiments was taken from the AT&T
lab and contains a set of images snapped between April 1992 and April 1994
[7]. This dataset is composed of 40 classes, with 10 samples of each class. The
main characteristics of this dataset are that it was built using a homogenous
background, the pictures were snapped in different times, different positions
of the face are presented, and variations in illumination, but not many; the
expressions in the face are different, and some people use fixtures like glasses.
Also there are men and women. The age of the subjects varies and some people
have beard and/or mustache. The resolution of the images is the same for all
samples and it is 92× 112 with 256 gray levels. Some images of this database
are shown in Fig. 2.

To evaluate the proposed methodology under a partially controlled environ-
ment, the ULSA dataset was created in our labs. For this dataset more complex
features were added. The background of the images is not homogeneous, light-
ing conditions are adverse, the expressions are also more marked than AT&T
dataset, the camera distance is different between each snapshot, the resolution
of the image changes, and some are not too good focused. This database is com-
posed of 10 classes with 20 samples per class. Some images of this dataset are
shown in Fig. 3.

Fig. 2. Samples of ORL data base

Fig. 3. Samples of ULSA data base
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Fig. 4. Examples of the construction of the cells

In order to understand how much affect the number of windows during the
HOG descriptors calculation process, we varied the number of windows on the
height and width. For that purpose, three different experiments were done, divid-
ing the face region into 5× 5 windows, 10× 10 windows and finally, 15× 15 win-
dows, see Fig. 4. The histograms were normalized but no overlap between cells
so that only contribute to a block. The histogram is divided into nine channels
between 0 and 180◦, so that the magnitude of angle is considered unsigned. After
computing the HOG descriptor, we generate a vector of 225, 900 and 2025 fea-
tures for 9 channels when the face region was divided into 5× 5, 10× 10 and
15× 15 windows, respectively.

Once obtained the feature vector, we compute an average vector from all
patterns that belong to a given class using the training dataset. Then, the euclid-
ean distance between each pattern from the testing dataset and the means of
all classes is computed to get the class of the pattern. For the case of Maha-
lanobis distance, we compute the mean as well as the covariance matrix using
the training dataset. It is important to mention that instead of computing the
inverse of the covariance matrix, the pseudo-inverse is calculated for this work.
After that, the distance of each of the patterns of the test dataset is computed
to determines the class.

In Table 1, the average recognition results obtained using HOG and distances
are presented.

Table 1. Average results using HOG

Dataset Euclidean Mahalanobis

Tr. cr Te. cr Tr. cr Te. cr

ATT(5× 5) 0.9877 0.9093 1.00 0.8463

ULSA(5× 5) 0.7911 0.6633 1.00 0.8830

ATT(10× 10) 0.9858 0.8701 1.00 0.9772

ULSA(10× 10) 0.9030 0.7579 1.00 0.9307

ATT(15× 15) 0.9890 0.8474 1.00 0.9748

ULSA(15× 15) 0.9159 0.7741 1.00 0.9357

Tr. cr = Training, Te. cr. = Generalization.



Face Recognition Using Histogram Oriented Gradients 131

In order to compare the results, we applied the well-known principal compo-
nent analysis (PCA) [6,8,10]. Several experiments using PCA were done with the
purpose of presenting a comparison against other feature extraction methods and
show the robustness of HOG descriptor under partially controlled environment.
Table 2 presents the results obtained using PCA.

Table 2. Results using Eigenfaces

Dataset Euclidean Mahalanobis

Tr. cr Te. cr Tr. cr Te. cr

ATT(80 %) 0.9785 0.8951 0.8506 0.6950

ULSA(80 %) 0.8650 0.7306 0.51.26 0.4453

ATT(90 %) 0.9873 0.8971 0.82.00 0.6556

ULSA(90 %) 0.8953 0.7543 0.49.06 0.4100

ATT(100 %) 0.9926 0.9040 0.78.45 0.6043

ULSA(100 %) 0.9113 0.7583 0.46.33 0.3866

Tr. cr = Training, Te. cr. = Generalization.

As it was shown in Tables 1 and 2, using the reference dataset, the method
with the highest percentage is HOG using the Mahalanobis distance in the train-
ing stage where 100 % was obtained. For the testing phase remains HOG being
better with 97.72 %. For the dataset build in our lab, in both training and test-
ing HOG was better, with a maximum in tests of 93.57 % correct classification,
while with the use of PCA percentage fell to 75.83 % Comparing the percentages
obtained using Mahalanobis, we can observe that the use of a larger number of
windows increases the recognition rate.

As can be seen from the results obtained with the proposed methodology,
HOG descriptors provides better results compared against those obtained using
PCA.

6 Conclusions

Based on the experimenta results, we observed that the gradients orientation
histogram technique is useful for the face recognition problem. This paper ver-
ifies in an experimental framework that HOG can be used to efficiently classify
distinct classes of the same object, particularly in the context of face recognition.
This technique is efficient, considering that the achieved recognition rates were
above 90 % with both distances. HOG descriptor tends to be more stable than
PCA, which could not successfully classify the dataset in a partially controlled
environment. On the other side, when a face is well placed inside the image,
HOG can be used since it obtains the faces orientations and is robust amongst
different conditions of the image.
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Abstract. Genetics Algorithms (GAs) are based on the principles of Darwins
evolution which are applied to the minimization complex function successfully.
Codification is a very important issue when GAs are designed to dealing with a
combinatorial problem. An effective crossed binary method is developed. The
GAs have the advantages of no special demand for initial values of decision vari‐
ables, lower computer storage, and less CPU time for computation. Better results
are obtained in comparison the results of traditional Genetic Algorithms. The
effectiveness of GAs with crossed binary coding in minimizing the complex
function is demonstrated.

Keywords: Genetic Algorithms · Crossed binary coding · Mathematical
functions

1 Introduction

In mathematics, a function is a relation between a given set of elements called the domain
and a set of elements called the codomain. The function associates each element in the
domain with exactly one element in the codomain. The elements so related can be any
kind of thing (words, objects, qualities) but are typically mathematical quantities, such
as real numbers. The concept of function can be extended to an object that takes a
combination of two (or more) argument values to a single result. This intuitive concept
is formalized by a function whose domain is the Cartesian product of two or more sets.
A linear function, whose graph is a straight line which has an equation that can be written
in the form of: However, equations whose graphs are not straight line or they are called
nonlinear functions, some non linear functions have specific names. For example, a
quadratic function is non linear and it has an equation in the form of: where Another
nonlinear function is a cubic function which has an equation in the form of:, where. In
mathematics and computer science, optimization, or mathematical programming, refers
to choosing the best element from some set of available alternatives. Combinatorial

© Springer International Publishing Switzerland 2016
A. Martin-Gonzalez and V. Uc-Cetina (Eds.): ISICS 2016, CCIS 597, pp. 134–142, 2016.
DOI: 10.1007/978-3-319-30447-2_12



optimization is a branch of optimization. Its domain is optimization problems where the
set of feasible solutions is discrete or can be reduced to a discrete one, and the goal is
to find the best possible solution. In the simplest case, this means solving problems in
which one seeks to minimize or maximize a real function by systematically choosing
the values of real or integer variables from within an allowed set.

This formulation, using a scalar, real-valued objective function which is probably
the simplest example; the generalization of optimization theory and techniques to other
formulations comprises a large area of applied mathematics. More generally, it means
finding “best available” values of some objective function given a defined domain,
including a variety of different types of objective functions and different types of
domains.

The increasing importance of nonlinear programming with mathematical program‐
ming (MP) is commonly used [1]. Because of the nonlinearity nature in minimization the
complex function, unbearable long computation time will be induced by the use of MP
when the nonlinear function is somewhat complicated [2]. Severe initial values for the
optimization variables are also necessary. Moreover, with the increasing size of the
nonlinear function, MP will be futile. Heuristics needs less computational time, and
severe initial values for optimization variables are not necessary, but it may end up with
a local optimum due to its greedy nature. Also, it is not a general method with respect to
the fact that special heuristic rules will be needed for a special problem [3]. Many authors
applied traditional Genetics Algorithms (GAs) to solve the problem. Traditional GAs
performs effectively and gives a solution within 0.5 % of the global optimum. However,
traditional GAs has the disadvantage of long searching time and so needs more CPU time.
The application of GAs analysis to solve complicated problems has been the subject of
numerous review articles. The article published by Çelebi Mehmed describes the new
approach based on two explicit rules of mendel experiments and mendel’s population
genetics for the genetic algorithm [4]. However, we have seen, to solve the proposed
problem more effectively, we apply GAs with crossed binary coding method which is
developed, an intelligent problem-solving method that has demonstrated its effectiveness
in solving complicated problem, and satisfactory results are obtained.

The rest of this paper is organized as follows. Section 2 presents the methodology
including the new codification to demonstrate the effectiveness of GAs with crossed
binary coding in solving the proposed problem, Sect. 3 presents four problems with three
objective functions and their computations results using GAs with crossed binary coding
in comparison with traditional GAs are also given. Finally, the conclusions on this work
are drawn.

2 Methodology

2.1 Genetics Algorithms

The term genetics algorithms, almost universally abbreviated now a days to GAs, was
first used by John Holland and his colleagues [5]. A genetics algorithms is a search
technique used in computing to find exact or approximate solutions to optimization and
search problems, however the canonical steps of the GAs can be described as follows:
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The problem to be addressed is defined and captured in an objective function that
indicated the fitness of any potential solution.

A population of candidate solutions is initialized subject to certain constraints. Typi‐
cally, each trial solution is coded as a vector X, termed a chromosome, with elements
being described as solutions represented by binary strings. The desired degree of preci‐
sion would indicate the appropriate length of the binary coding.

Each chromosome, Xi, i = 1,…, P, in the population is decoded into a form an
appropriate for evaluation and it is then assigned a fitness score, μ(Xi) according to the
objective.

Selection in genetics algorithms is often accomplished via differential reproduction
according to fitness. In a typical approach, each chromosome is assigned a probability
of reproduction, Pi, i = 1,…, P, so that its likelihood of being selected is proportional
to its fitness relative to the other chromosomes in the population. If the fitness of each
chromosome is a strictly positive number to be maximized, this is often accomplished
using roulette wheel selection [6]. Successive trials are conducted in which a chromo‐
some is selected, until all available positions are filled. Those chromosomes with above-
average fitness will tend to generate more copies than those with below-average fitness.

According to the assigned probabilities of reproduction, Pi, i = 1,…, P, a new popu‐
lation of chromosomes is generated by probabilistically selecting strings from the
current population. The selected chromosomes generate “offspring” via the use of
specific genetic operators, such as crossover and bit mutation. Crossover is applied to
two chromosomes (parents) and creates two new chromosomes (offspring) by selecting
a random position along the coding and splicing the section that appears before the
selected position in the first string with the section that appears after the selected position
in the second string and vice versa (see Fig. 1). Bit mutation simply offers the chance
to flip each bit in the coding of a new solution.

Fig. 1. Four-points crossover operators

The process is halted if a suitable solution has been found or if the available
computing time has expired, otherwise, the process proceeds to step 3 where the new
chromosomes are scored, and the cycle is repeated.

2.2 Implementation and Empirical Methods

Mapping Objective Functions to Fitness Form. In many problems, the objective is
more naturally stated as the minimization of some cost function g(x) rather than the
maximization of some utility or profit function u(x). Even if the problem is naturally
stated in maximization form, this alone does not guarantee that the utility function will
be non negative for all (x) as we require in fitness function (a fitness function must be a
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non negative figure of merit [5]. In normal operations research work, to transform a
minimization problem to a maximization problem we simply multiply the cost function
by a minus one.
In genetic algorithm work, this operation alone is insufficient because the measure thus
obtained is not guaranteed to be non negative in all instances. With GAs, the following
cost-to-fitness transformation is commonly used:

may be taken as the largest g value observed thus far. For the problem of nonlinear
function in this paper, we take this transformation form.

Fitness Scaling. In order to achieve the best results of GAs, it is necessary to regulate
the level of competition among members of the population. This is precisely what we
do when we perform fitness scaling. Regulation of the number of copies is especially
important in small population genetic algorithms. At the start of GAs runs, it is common
to have a few extraordinary individuals in a population of mediocre colleagues. If left
to the normal selection rule , the extraordinary individuals would take
over a significant proportion of the finite population in a single generation, and this is
undesirable, a leading cause of premature convergence. Later on during a run, we have
a very different problem. Late in a run, there may still be significant diversity within the
population; however, the population average fitness may be close to the population best
fitness. If this situation is left alone, average members and best members get nearly the
same number of copies in future generations, and the survival of the fittest necessary for
improvement becomes a random walk among the mediocre. In both cases, at the begin‐
ning of the run and as the run matures, fitness scaling can help.

Constraints. We deal with the dimension constraints by coding equations and deal with
time constraints this way: a genetics algorithm generates a sequence of parameters to
be tested using the system model, objective function, and the constraints. We simply
run the model, evaluate the objective function, and check to see if any constraints are
violated. If not, the parameter set is assigned the fitness value corresponding to the
objective function evaluation. If constraints are violated, the solution is infeasible and
thus has no fitness.

Codings. When GAs manages a practical problem, the parameters of the problem are
always coded into bit strings. In fact, coding designs for a special problem is the key to
using GAs effectively. There are two basic principles for designing a GAs coding [6]:
(1) The user should select a coding so that short, low order schemata are relevant to the
underlying problem and relatively unrelated to schemata over other fixed positions. (2)
The user should select the smallest alphabet that permits a natural expression of the
problem. Based on the characteristic and structure of nonlinear function, instead of
choosing the concatenated, multiparamerted, mapped, fixed-point coding, crossed
binary coding is designed according to the two principles above. The coding method of
a nonlinear function is as follows: The studied case considers two optimization variables
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encoded using a binary system, which consists in altering one bit of each variable. Then
we place the highest bit of reach local string at the site from 1st to nth in nonlinear
function chromosome and place the second highest bit of each local string at the site
from (n + 1)th to 2nth, and so on. Then we can obtain a nonlinear function chromosome
(see Fig. 2).

Fig. 2. Illustration of the encoding method for a small size example

The reason for using crossed binary coding, because this codification is suitable for
the continuous and discontinuous variables, and can be analyzed in theory as follows:

• Because of the strong relationship among the parameters, the highest bit in each local
string in binary codings determines the basic structure among every parameter, and
the second highest bit in each local string determines finer structure among every
parameter, and so on for the third, the forth, etc.

• The schema defining length under crossed coding (n) is shorter than the length under
concatenated, mapped, fixed-point coding (nK-K + 1).

According to the schema theorem: short schemata cannot be disturbed with high
frequency, the schema under crossed coding has a greater chance to be reproduced in
the next generation. Due to its combining the characteristics of function optimization
with schema theorem and successful binary alphabet table, crossed coding demonstrates
greater effectiveness than the ordinary coding method in our implementation.

Local string formation is achieved this way: for a parameter  that
needs to be coded, transform it to a binary coding  first (appropriate length
K is determined by the desired degree of precision) and then map it to the specified
interval . In this way, the precision of this mapped coding may be calculated
as .

In fact, this means that the interval from  to  is divided into  parts,
because the biggest binary string that has a length of K equals the decimal number

. Then, we can obtain , and a local string for
parameter x with a length of K is obtained.

To illustrate the coding scheme to the size variables more clearly, we also want to
give a simple example. For the minimization problem:  in which

 and , if we adopt a string length of 5 for each local string
and ,  is an initial solution, we will get the chromosome 
(see Fig. 3) and obtain:
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Reproduction. The reproduction operator may be implemented in algorithmic form in
a number of ways. In this paper, we take the easiest methods Roulette wheel [6].

Crossover. Crossover operator can take various forms, i.e., one-point crossover, multi-
point crossover [7]. It is commonly believed that multi-point crossover has better
performance. The number of crossover points in a multi-points crossover operator is
determined by the string structure. In this paper, four-points crossover operator is
adopted. The crossover rate plays a key role in GAs implementation. Different values
for crossover rate ranging from 0.4 to 1.0 were tried, and the results demonstrate that
the values ranging from 0.6 to 0.95. In this paper, we take 0.6 as a crossover rate.

Mutation Operation. After selection and crossover, mutation is then applied on the
resulting population, with a fixed mutation rate. The number of individuals on which
the mutation procedure is carried out is equal to the integer part of the value of the
population size multiplied by the mutation rate. These individuals are chosen randomly
among the population and then the procedure is applied.The mutation rate using in this
paper is 0.40.

Elitism. The elitism consists in keeping the best individual from the current population
to the next one. In this paper, we take 1 as elitism value.

2.3 Population-Related Factors

Population Size. The GAs performance is influenced heavily by population size.
Various values ranging from 20 to 200 population size were tested. Small populations
run the risk of seriously under covering the solution space, a small population size causes
the GAs to quickly converge on a local minimum, because it insufficiently samples the
parameter space, while large populations incur severe computational penalties.
According to our experience, a population size range from 50 to 3000 is enough our
problem. In this paper and according to our experience, we take 200 as a population size.

Fig. 3. Multiparameter crossed binary codings
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Initial Population. It is demonstrated that a high-quality initial value obtained from
another heuristic technique can help GAs find better solutions rather more quickly than
it can from a random start. However, there is possible disadvantage in that the chance
of premature convergence may be increased. In this paper, the initial population is simply
chosen by random.

Termination Criteria. It should be pointed out that there are no general termination
criteria for GAs. Several heuristic criteria are employed in GAs, i.e., computing time
(number of generations), no improvement for search process, or comparing the fitness
of the best-so-far solution with average fitness of all the solutions. All types of termi‐
nation criteria above were tried; the criteria of computing time are proven to be simple
and efficient in our problem. In our experience, 200−10000 generations simulation is
enough for a complicated problem as our problem. The best results were obtained when
the numbers of generations were taken as 10000 for our problem. However, we need to
stress that the Genetics Algorithms parameters for traditional GAs and GAs with crossed
binary coding are the same. As shown in Table 1 presents the Genetic Algorithms
parameters used in this study.

Table 1. Genetic algorithms parameters

Population size 3000

Generation number 10000

Survival rate 0.15

Mutation rate 0.001

Elitism 1

3 Examples and Analysis

Four problems are given here to demonstrate the effectiveness of GAs. The mathematical
functions are composed of four problems with three objective functions, each one
depending on two independent variables (X1 and X2), the choice of these mathematical
functions is due to their particular behavior [8]. The results are presented in Table 2.

From these results, we can see that better results are obtained in comparison with
the traditional Genetic Algorithms. In addition, GAs with crossed binary coding results
in a faster convergence and the computing time is less than that of traditional GAs. This
demonstrates the effectiveness of GAs with crossed binary coding in solving the compli‐
cated problem quickly.

Now, several works about some important aspects in our implication of GAs and
some problems in practice. The most important of all is the method of coding. Because
of the characteristics and inner structure of the nonlineal function, the commonly
adopted concatenated, multiparamerted, mapped, fixed point coding is not effective in
searching for the global optimum as soon as possible. However, as is evident from the
results of application, crossed binary coding method is well fit for the proposed problem.
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Another aspect that affects the effectiveness of genetic procedure considerably is
crossover. Corresponding to the proposed coding method, we adopted a four point
crossover method. It is commonly believed that multi-point crossover is more effective
than the traditional one point crossover method. Nevertheless, we find that it is not the
case that the more points to crossover, the better. It is also important to note that the
selection of crossover points as well as the way to carry out the crossover should take
in account the bit string structure, as is the case in our implication. Despite the demon‐
strated advantages of GAs algorithms, the feeling persists that there is much to learn
about effectively implementing a genetic algorithms. One problem in practice is the
premature loss of diversity in the population, which results in premature convergence.
Because premature convergence is so often the case in the implementation of GAs

Table 2. Results founded by traditional GAs and GAs with crossed binary coding

*CPU time was calculated to this method on Microsoft Windows XP Profesional Intel(R)D CPU 2.80 Ghz, 2.99 GB of RAM.GAs(a): Traditional 
GAsGAs(b): GAs with crossed binary coding.
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according to our computation experience. Something has to be done to prevent it. Our
experience makes it clear that the elitism parameter could solve the premature problem
effectively and conveniently.

4 Conclusions

Genetics Algorithms are applied to minimize nonlineal function. Satisfactory results are
obtained. The obtained experimental results showed that the performance of the GA
depends on the codification chosen. Moreover, crossed binary coding method is the best
schema, with this codification GAs converges faster and the computing time is less than
that of traditional GAs. However as it does not seem easy to envisage a method to select
in advance the best schema for a given problem instance, in principle the only way is
trying various schemas at the same time and take the value provided for the best one.
The only answer that we can give to this problem is based on Darwin’s principle of
natural selection. The idea is that in any population of self-reproducing organisms, there
will be variations in the genetic material and upbringing that different individuals have.
These differences will mean that some individuals are better able than others to draw
the right conclusions about the world around them and to act accordingly. These indi‐
viduals will be more likely to survive and reproduce and so their pattern of behavior and
thought will come to dominate.
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