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Preface

The 3rd International Symposium on Big Data and Cloud Computing
(ISBCC’2016) was held at VIT University, Chennai on 10 and 11 March 2016.
As an exciting initiative in the area of big data and cloud computing, this sym-
posium series is becoming a leading forum for disseminating the latest advances in
big data and cloud computing research and development. The aim of the conference
is to bring together scientists interested in all aspects of theory and practise of cloud
computing and big data technology, providing an international forum for
exchanging ideas, setting questions for discussion, and sharing the experience.

The symposium attracted high-quality original research papers on various
aspects of big data and cloud computing. This year, we received 154 submissions.
After a rigorous peer-review process undertaken by the programme committee
members, 42 papers were accepted, representing acceptance rates of 27 %. We
congratulate the authors of those accepted papers and sincerely thank all the sub-
mitting authors for their interest in the symposium.

The 3rd ISBCC symposium consists of eight full session presentations. All the
presentations reflect perspectives from the industrial and research community on
how to address challenges in big data and cloud computing. The submissions were
split between various conference areas, i.e., computer security, WSN, cloud com-
puting, image processing, big data, IOT, and artificial intelligence. Track 1,
Computer Security, incorporates all security domains including information secu-
rity, network security, cloud security and mobile security. Track 2, Wireless Sensor
Networks (WSN), focuses on novel approaches, quality and quantitative aspects of
WSN. Track 3, cloud computing focuses on energy efficiency, scheduling and
optimization. Track 4, Image Processing, focuses on pattern recognition, tracking,
computer vision, image retrieval and object detection. Track 5, Big Data, incor-
porates data management, mining approaches, search techniques, recommendation
system, data classification and social graphs. Track 6, Internet of Things (IOT),
focuses on key fields of IOT implementation such as healthcare systems and
interactive systems; and link management. Track 7, Artificial Intelligence, focuses
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on prediction and decision making algorithms using fuzzy theory. Track 8,
Software Engineering, focuses on business tools, requirement analysis and metrics.

We are honoured to feature the following high-profile distinguished speakers for
their inspiring and insightful keynotes:

• Dr. P.A. Subrahmanyam (FIXNIX, USA)
• Dr. Ron Doyle (IBM, USA)
• Dr. Shajulin Benedict (St. Xavier’s Catholic College of Engineering, India)
• Dr. Wahiba Ben Abdessalem (Taif University, Saudi Arabia)
• Dr. Surya Putchala (ZettaMine Technologies, Hyderabad)
• Mr. Chidambaram Kollengode (DataXu Inc, India)
• Dr. Jemal H. Abawajy (Deakin University, Australia)
• Dr. Mohan Kumar (Trendwise Analytics, India)
• Dr. Md. Fokhray Hossain (Daffodil International University, Bangladesh)
• Dr. Nilanjan Dey (Techno India College of Technology, India)
• Dr. Dinesh Garg (IBM Research Laboratory India)
• Dr. Kapilan Radhakrishnan (University of Wales Trinity St. David, UK)
• Mr. P. Ravishankar (CTS, India)
• Dr. Neeran M. Karnik (Vuclip, Inc. Canada)
• Dr. B. Ravi Kishore (HCL, India)
• Dr. Prof. Md Abdul Hannan Mia (Agni Systems, Bangladesh)
• Dr. R. Venkateswaran (Persistent Systems, India)
• Dr. A. Clementking (King Khalid University, Saudi Arabia)
• Dr. V.N. Mani (DEIT, India)
• Prof. P.D. Jose (MET’s School of Engineering, India)
• Ms. Kiran mai Yanamala (Freelance Consultant, India)
• Dr. Praveen Jayachandran (IBM Research, India)
• Dr. Ajay Deshpande (Rakya Technologies, India)
• Dr. Murali Meenakshi Sundaram, Consultant, CTS India
• Prof. Dr. Lorna Uden, Staffordshire University, UK
• Dr. Tulika Pandey, Department of Electronics and IT, India
• Mr. Narang N. Kishor, Narnix Technolabs Pvt. Ltd, India
• Mr. S. Kailash, CDAC, India

In addition, the symposium features workshops covering many emerging
research directions in big data and cloud computing by both industry experts and
academia.

We are deeply grateful to all who have contributed to this amazing technical
programme in one way or another. Particularly, we profoundly appreciate the
great contribution by the following international scientific committee members:
Dr. P.A. Subrahmanyam (FIXNIX, USA), Dr. Ron Doyle (IBM, USA),
Dr. Shajulin Benedict (St. Xavier’s Catholic College of Engineering, India),
Dr. Wahiba Ben Abdessalem (Taif University, Saudi Arabia), Dr. Dey (Nilanjan,
Techno India College of Technology, India), Dr. Siti Mariyam Shamsuddin
(Universiti Teknologi Malaysia, Malaysia), Dr. Robert James Howlett (KES
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International, UK), Dr. Thomas Ditzinger (Executive Editor, Springer, Germany)
and Dr. Valentina Emilia Balas (University of Arad, Romania).

We appreciate the contribution by programme committee members and many
external reviewers. They reviewed and discussed the submissions carefully, criti-
cally and constructively. We thank the contribution from all our sponsors for the
generous financial support. We thank all the members of the organizing committee.
We also thank our volunteers without whom this mission would not be possible.
Last but not least, we thank all attendees who joined us in ISBCC 2016. The
attendants of the ISBCC’2016 shared the common opinion that the conference and
workshops were extremely fruitful and well organized.

V. Vijayakumar
V. Neelanarayanan
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A Preventive Method for Host Level
Security in Cloud Infrastructure

S. Ramamoorthy and S. Rajalakshmi

Abstract Cloud Virtual Infrastructure management is the emerging technology in
the IT industry today. Most of the IT business process demanding on the virtual
infrastructure as a service from the cloud service providers including compute,
network and storage etc., The dynamic adoption of computing resource and elim-
ination of major investment cost to setup the physical infrastructure attracted the IT
industry towards cloud infrastructure. Live VM Migration techniques allows more
frequently move the virtual machines from one physical location to another to avoid
the situations like load balancing, Fault tolerance, edge computing, virtual migra-
tion etc., The major challenge which found on this process security issues on the
VM live migration. The proposed model trying to eliminate the security challenges
in the pre-copy migration strategy by introducing the network addressing level
hashing technique to avoid the critical part of migration process. The dirty VM
memory pages are released to the destination server only after the authenticated
network process.

Keywords Cloud computing � VM live migration � Hashing � Pre-copy �Memory
pages � Network addressing

1 Introduction

Cloud Computing Data Center model will provide the facility to operate the IT
business services by offering its infrastructure like Compute, Storage, Network etc.,
Number of physical Servers are massively utilized to perform many number of
applications with the hypervisor support on the physical Environment. Every
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Hypervisor creates multiple number of Virtual machines to perform the host level
operations. Virtual Machines are nothing but the set of files which will inherit the
abstract behavior of the physical machine. There are number of Virtual machine
migration operations performed on the same cloud environment for continuity of
uninterrupted Service offered by the cloud to its customers.

Cloud Computing is a Internet based Technology offers computing resources as
a services to its end users support various IT business process. The computing
resources are physical infrastructure as a service including compute, network and
storage etc., The Cloud computing services are offered to the customers in the
different models like Infrastructure as a Service (IaaS), Platform as a Service (PaaS)
and Software as a Service (SaaS).

Cloud Deployment models selected by the customers based on their specific
business needs. If the customer is more concern about the data and less concern
about the cost they opted to go for the private cloud model in the home location. If
the customer is less concern about the data security but more concern about the
hiring cost then they will go for an public cloud model for their organization.

The third model will provide the intermediate level facility to the customers by
offering hybrid infrastructure for their business process.

Virtual Infrastructure is the backbone of the cloud computing business model,
this will eliminate the need for setting up the physical infrastructure by customers.
Instead of these customers can hire the computing resources as pay as you go model
structure.

Virtual machine Manager (Hypervisor) abstract the physical infrastructure to the
Virtual Machines running on the Hypervisor. This model allows the Multiple VM’s
to run multiple guest operation system on the same physical server. Many appli-
cation’s can be deployed using this flexibility of the physical infrastructure.
Automated Live VM migration is the one of the technique which is frequently
handled by the hypervisor to move the Virtual machine into different physical
servers depends on the requirement of the resource availability.

VM level attacks like monitoring and capturing the traffic between the virtual
network will lead to the different level of issues on the Co located VMs. VM level
challenges like Multitenancy, Colocated VM attack must be Addressed in a
Effective way in order to reduce the risk associated with infrastructure level threats
in the cloud environment. As an example Cloud Platform like Amazon EC2,
Microsoft Azure running multiple number of VMs on the same Environment can
lead multiple number of Security issues at the host level. Predominant usage of
internet services in the process of Connection establishment between Cloud data
center and the Client machine will reflect the untrusted channel communication in
public cloud environment. Untrusted Network operations, Untrusted Port group,
protocols and interconnecting devices will require maximum attention while setting
up the Cloud Environment for running multiple number of VM on the same
physical Machine.

Remote Level machine authentication is also part of this data center activity
which needs to prove itself as a authorized user to access the Virtual Machine
created on the cloud Environment.

4 S. Ramamoorthy and S. Rajalakshmi



2 Characteristics of VM Operations

Virtual machine is the set of files which inherit the abstract concept from the
physical machine and creates the Virtual environment as a mirror image of physical
machine. Hypervisor is the software layer which allows the multiple number of
OS’s run simultaneously by sharing the common resource among themselves from
the underlying physical machine.

There are two types of Hypervisor namely (a) Bare metal Hypervisor (b) Hosted
Hypervisor that is a software layer which allows the VM level interaction between
physical hardware and Virtual Machine created on the same hypervisor (Fig. 1).

From the above diagram it is clear that various level of security enforcement are
required on the cloud Infrastructure at Infrastructure level (IaaS), Platform level
(PaaS) and Application level (SaaS).

3 Live VM Migration Process

Live VM Migration is the process of migrating the VM from one physical server to
another physical server to different location. VM contents like CPU state, Memory
pages, VM configuration data etc., migrated to the destination server while VM still
in running state.

Two types of Migration strategies are followed in the process of Live
Migrations.

1. Pre copy Migration
2. Post copy Migration

Fig. 1 Hosted hypervisor
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In the Pre copy migration process the Running VM contents are copied at a time
and all the memory pages of the VM are migrated to destination host, this process
was done without disturbing the running application.

In Stop and Copy migration process the currently running VM was stopped for
the specific point of time in the source, in subsequent iteration the modified memory
pages (Dirty pages) are copied to the destination server, after that VM will be
resumed at the destination server.

4 Challenges Related to Co Located VM’s

Primary threat for a Virtual machine is due to running multiple VMs on the Same
Hypervisor. The attack surface will be very high among the VMs even the mali-
cious VMs can also the part of this Surface. Efficient sharing of resources among
the number of VMs will also lead to different issues on this environment. Live
Migration of Failed VM from one hypervisor to another hypervisor will carry the
sensitive information to the untrusted environment which could have the possibility
to attack the target VM and extract the confidential information about the target.

The major challenge in the Live VM migration is the Security issues related to
the VM content migration. Secure transfer of VM memory pages must be protected
from the unauthorized modification. The VM’s are still running state while trans-
ferred between different physical servers. There is a possibility of masquerade VM
contents into another. Strong Cryptographic Techniques are need to be deployed to
avoid this kind of memory modification but key management is the another over-
head for this kind of security mechanism. The proposed model trying to eliminate
this critical situation by introducing the network level Hashing technique to
authenticate the memory page migrations.

Types of Operations on Cloud Virtual Machine (Table 1).

Table 1 VM level operations

S. No. Type of VM
operation

Function

1. VM live
migration

Moving the Live VM from one hypervisor to another
hypervisor

2. VM copy Copy the contents of VRAM disk into another

3. VM move Movement of VM from one hypervisor to another physical
server

4. VM clone Performing cloning operation to take multiple copies of VM

5. VM template Taking the contents of VM in the form of template to produce
multiple copies

6 S. Ramamoorthy and S. Rajalakshmi



5 Proposed Methodology

Proposed model try to achieve the required level of security by implementing
following security polices at VM level.

• Self Destructive nature of VM when there is an unauthorized effect made on the
VM.

• Authenticated move or Copy of VM operations at hypervisor level.
• For every VM operation required to prove itself as a authenticated operation on

a VM.
• Identification of unauthorized move can be monitored based on the level of

traffic flow between two VM’s and Virtual Switch.
• If the traffic flow exceed the preset Limit then it will become concluded as a

unauthorized move of VM and it will destroy by itself (Figure 2).

Abnormal traffic rate identified between VM’s are enforced to apply some set of
security policy given below.

6 Behavior of VM Security Policy Rule

Traffic Rate = HIGH − Destroy the VM fail to provide Signature Identity
Traffic Rate = MEDIUM − Signature Identity Check
Traffic Rate = LOW − Continue its normal operation.

6.1 Proposed Algorithm

Let us Consider N-number of Virtual Machines running in an Hypervisor H.

H={VM1,VM2,VM3…VmN}
Th.Value=Max.traffic rate between VM & Vswitch
If(traffic flow rate<=Threshold Value)

Fig. 2 Co-located VM
surface attack
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Then
Continue the normal operation
Else if(traffic flow rate>Threshold Value)
Perform Signature Authentication Check
VSigID=GSigID
Enforce the Security policy over VM
Endif.

6.1.1 Vsignature—Authentication Process

Every clustered hypervisor’s group generated some hash value signature when it
was created as the part of cluster group for the Authentication purpose. This hash
based signature used to identify the hypervisor while moving the Live VM’s
between one Hypervisor to another in the same cluster group (Fig. 3).

This Signature Authentication will provide sufficient security to prevent the
Virtual Machine hosted in a attackers hypervisor in unauthorized manner.

Every time the Virtual machine will update the new MAC Address by throwing
back to its router where its previously hosted network. The Signature Verification
module will now recomputed the hash value based on the MAC address which is
thrown by the hypervisor.

7 Implementation and Result Analysis

The above work is simulated using Cloudsim by setting up the two different data
center along with multiple number of Virtual machines running on the same
hypervisor cloudlet. It is allowed to move a virtual machine from one hypervisor to

Fig. 3 Proposed architecture
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another hypervisor and the data transfer rates are monitored at the VM and VSwitch
level.

Capacity of Cloudlet ¼
Xn

i¼0

CðiÞ=Nvm

By setting pre Limit condition to the data traffic rate between two VMs and
Vswitch identifies the unauthorized behavior of the Virtual machine.

Mathematical Evaluation:

Tmr ¼ TcþTsd ð1Þ

T service downtime ¼ Tmr � Tcycles ð2Þ

Tsd[Est:Th value ð3Þ

Concluded as a abnormal behaviour VM.
RTT/ICMP Packet: (Vswitch)
Total Data transfer = Total no. of RTT
peak@/CPU cycles + Data Transfer + Total down time

RTT ! mean time between Time at first packet sent
Time at response

Let the size of the virtual machine RAM is ‘V’ the peak rate at which packet’s
sent ‘P’ and the network bandwidth available be ‘B’.

For an instance, Xen virtualization environment.
The Threshold limit, on the number of RTT peaks/CPU cycles limited to 5.
If RTT > Peaks > 5VM − abnormal
If the maximum amount of data transfers, set to 3 times of Vm RAM.

(1) If amount of data transfer >3 times VRAM

Forcefully stop VM and directed signature authentication
Then, set Th memory page = 50 (or) >50 memory pages

(2) If VM migration amount is <X then, downtime >Th value

Then destroy VM and migration.
→ Data migration during its nth cycle will always less than (or) equal to size of

VRAM − V.

V � P
B

� �
n� 1\V; n[ ¼ 1 ð4Þ

The RTT peak rate always less than network bandwidth available.

RTTP < B → B

A Preventive Method for Host Level Security … 9



Tc = V/B

Tc ¼ V=RTTP½ � ð5Þ

Total Data migrated during the down time,

V
P
B

� �
n\WV ð6Þ

W Limit data transfer

7.1 Results Analysis

Variation in the IOPS from the above statistical analysis clearly shows that unex-
pected data traffic between the VM’s and Vswitch will lead to an unauthorized
move of Virtual machine from the known Hypervisor to target attack surface in the
cloud environment (Table 2).

From the estimated values above graph shows a sudden rise of the curve when
there is high volume of data transfer at specific point of time (Fig. 4).

7.2 Notations and Symbols Used

See Table 3.

Table 2 Report analysis

S.No. Preset transfer rate
(IOPS)

Starting time
(ms)

Completion time
(ms)

Actual transfer Rate
(IOPS)

1. 3000 4.03 5.08 2800

2. 4000 5.09 6.05 3000

3. 4200 6.15 7.10 7000

4. 3500 7.12 8.10 8000

Fig. 4 Transfer rate result
analysis
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8 Conclusion

The Proposed model tries to reduce the Co-located VM attack on the same
hypervisor and enforcing the security polices over the Virtual Machine, when there
is an unauthorized move or Copy of Live VMs into malicious hypervisor.
Monitoring preset data traffic rate between two VMs and Vswitch node helps to
identify uncertainty of VMs at a specific point of time.

Simulated results also shows that proposed model will reduce the risk associated
on the VM running on the suspected hypervisor in cloud.

9 Future Enhancements

Proposed model is focused on the live migration of single VM from one hypervisor
to another hypervisor, in future case, cluster of VM’s running on hypervisor may
consider for the secure group VM migration among different hypervisor.

Acknowledgement I dedicate this research paper to my research supervisor Prof
Dr. S. Rajalakshmi, Director Advanced Computing Centre, SCSVMV University for the support
and guidance throughout my research work.
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Trust Enabled CARE Resource Broker

Kumar Rangasamy and Thamarai Selvi Somasundaram

Abstract The objective of the grid system is to allow heterogeneous geographi-
cally distributed computational resources to be shared, coordinated and utilized for
solving large scale problems. Grid users are able to submit and execute tasks on
remotely available grid resources. Resource management is a vital part of a grid
computing system. The notion of trust is used in resource management of grid
computing system. In this work, we apply behavioral trust to the problem of
resource selection. Through CARE Resource Broker (CRB), we demonstrate that
our behavioral trust scheduling scheme significantly maximize the throughput while
maintain the high success rate of task execution. We also analyze results of our
behavioral trust based scheduling and rank based scheduling.

Keywords Grid system � Resource management � Scheduling � Behavioral trust

1 Introduction

A grid system is an infrastructure capable of managing the services and resources in
a distributed and heterogeneous environment [1]. The computational grids enable
the sharing, selection, and aggregation of a wide variety of geographically dis-
tributed computational resources and present them as a single, unified resource for
solving large-scale compute and data intensive computing applications. A resource
broker is an important component of computational grid systems and acts as a
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bridge for the users to access grid resources. It leverages users in analyzing the
choice of selecting the suitable resource provider for their job submission.

A grid user wants to have the transparent access and negotiates for the resources
through the grid resource broker which identifies and allocates the suitable resource
providers for job execution. The main function of a grid resource broker is to
identify and exemplify the available resources and to select and allocate the most
appropriate resources for a given job. The effective allocation of distributed
resources requires not only the knowledge about the capabilities of the grid
resources but also the assurance that the high availability and the requested capa-
bilities can be fulfilled for successful completion of the job [2]. The resource
discovery is one of the biggest challenges in the grid environment. Although, grid
resource broker identifies the resource provider according to the suitability of the
requested task and it is important to analyze the resource provider and rate them
according to the quality of service rendered by them in their earlier performance.
The quality of service may be determined based on the past behavior of the resource
providers. The matching criteria of a resource provider in terms of credibility,
computation power, memory size, resource performance, etc., for a given set of
requirements also required for determining the good resource provider. The esti-
mation of the belief on the behavior and reputation results in determining the trust
values of the resource providers.

The trust values of the resource providers may be used for grading and ranking
them to achieve better quality of service in the grid environment. In this paper, we
propose a system that evaluates the trust of a resource provider by obtained by the
trust metrics such as credibility and availability. The proposed Trust Management
System is generic one and can be easily integrated with any metascheduler(s)/
resource broker(s). The proposed system is integrated with the CARE resource
broker to evaluate and update the trust value of resource providers. In our pervious
work [3], we have considered a simple averaging scheme for the calculation of trust
value. In brief, the contributions of this research work are summarized below.

• We propose a trust model to evaluate the trustworthiness of resource provider in
the computational grid infrastructure.

• We derive a novel mathematical model for credibility and availability as termed
as Trust Scheduling Function (TSF). The credibility is the combinational value
of direct and indirect satisfaction degree. The direct satisfaction degree obtained
through the job success rate and the indirect satisfaction degree obtained by the
feedbacks from the users. We have applied probabilistic approach based on
Bayesian inferences. The availability is derived by resource performance and
resource busy degree. The computed trust value can be used as input for the grid
resource broker to select the good resource provider for the job execution.

• We propose a mechanism to verify the feedbacks from the users after the
utilization of resource providers.

• The proposed trust model has been integrated with CARE resource broker. The
impact of trust based scheduling versus rank based scheduling has been
analyzed.
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The rest of the paper is organized as follows: In Sect. 2 gives the definitions of
trust. In Sect. 3, presents the related work. In Sect. 4, we discuss about various types
of trust in brief. We derive a mathematical formula to compute overall trust value is
explained in Sect. 5. The various components of Trust Management System are
explained in Sect. 6. The experimental setup made in our research laboratory and
the results are explained in Sect. 7. Finally, in Sect. 8, we conclude our research
work and outline the future work.

2 Trust Definitions

Several researchers have proposed various definitions for trust. One of the earlier
definitions of trust given by Gambetta [4] states “Trust (or, symmetrically, distrust)
is a particular level of the subjective probability with which an agent assesses that
another agent or group of agents will perform a particular action, both before he can
monitor such action (or independently or his capacity ever to be able to monitor it)
and in a context in which it affects his own action”. This definition reflects that trust
is measure of a belief which paves the way for many researchers in exploring the
computation of trust in a subjective manner. Castelfranchi and Falcone [5] extended
Gambetta’s definition that the trustor should have a “theory of mind” of the trustee,
which included the estimations of risk and a decision on whether to rely on the
other based on the trustor’s risk acceptability.

Grandison and Sloman [6] surveyed various definitions of trust. Their definition
states “the firm belief in the competence of an entity to act dependably, securely and
reliably within a specified context”. They define that trust is a combined effect of
various attributes which have been considered while defining the trust of a system.

Josang et al. [7] define trust as “the extent to which one party is willing to
depend on something or somebody in a given situation with a feeling of a relative
security, even though negative consequences are possible”. Their definition
describes that the trust of an entity depends on the reliability of what other entities
observe and also rely that the positive utility results in the good outcome and there
is a possibility of risk occurrence by the relative previous entity.

In general, various trust definitions have been proposed by many researchers
based on the context of the relationship which establishes among grid entities. In a
computational grid environment, we focus on the establishment of trust of a
resource provider. Hence, our definition of trust of resource provider states “Trust is
a prediction of reliance on the ability and competence of a resource provider based
on the commitment of quality of services measured within the specified context of
computational grid”.
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3 Related Work

Trust concept has been addressed at different levels by many researchers. Trust can
be broadly classified into Identity trust and Behavioral trust, where Identity trust is
concerned with the authentication and authorization of an entity and Behavioral
trust deals with entity’s trustworthiness based on good or bad performance. This
work is focused on evaluating behavioral trust of resource providers in a compu-
tational grid.

The notion of “trust management” was introduced by Blaze et al. [8] in their
seminal paper. In the computer science literature, Marsh [9] proposed a computa-
tional model for trust in the distributed artificial intelligence (DAI) community.
Marsh proposes a trust model takes into account direction. It categorized into three
types of trust such as Basic trust, General trust and Situation trust.

Abdul-Rahman and Hailes [10] proposed a model for computing the trust for an
agent based on the experience and recommendation in a specific context. Trust
values are categorized into very trustworthy, trustworthy, untrustworthy and very
untrustworthy. Each agent also stores the recommender trust with respect to another
agent. The recommender trust values are semantic distances applied for adjusting
the recommendation in order to obtain a trust value. They propose a method for
evaluating and combining recommendations and updating the trust value. As the
model is based on the set theory, each agent has to store all history of past expe-
riences and received recommendations. On a system with a lot of participants and
frequent transactions, each agent should have a large storage with this respect.
Regarding the network traffic, this is caused by the messages exchanged between
agents in order to get reputation information. The authors provide an example of
applying the reputation management scheme, but no computational analysis is
provided. However, we have given enough computational analysis based on the
proposed mathematical model. Moreover, their approach is entirely based on
subjective analysis. The researchers [11–14] have attempted to explore the sub-
jective nature of trust metrics. Further, they focus on the reputation or recom-
mendation that depends entirely on the opinion of the entities involved.

Azzedin and Maheswaran [15], view the trust at two different levels viz., direct
and overall trust. In this model, the overall trust represents the reputation value
earned by the resource provider. This model rates resource provider through various
levels A through F, with the assumption that A being the highest trust value and F
as the lowest value. It doesn’t provide any confined values for those levels. The
overall trust value earned by an entity is subjective in nature, depends on the user’s
view or opinion. Further, this model lacks the truthful assurance of the user’s
feedback which may lead to decrease or increase the trust level of those resources
which they had experienced. In our approach, we concentrate on object nature of
trust metrics. They have applied discrete approach in calculating the value of trust.
We have applied probabilistic density function to calculate the trust value of the
resource providers.
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Kamvar et al. [16] designed a Eigen algorithm for P2P system and it is based on
the transitive trust. This model has the drawback of storing each other peers trust
value locally. We have used trust database to store the trust values of each provider
in the computing grid infrastructure. In this way, our system reduces the burden
storing trust values locally. However, it does not suggest any method for obtaining
these trust values. This model also lacks the dynamic collection of the feedback
system. In our work, feedback aggregation is done after the verification of positive
feedbacks and negative backs. During the feedback verification, if the feedbacks are
found to be faked ones, our system automatically discards it. von Laszewski et al.
[17] exploits the beneficial properties of EigenTrust. This work extends the model
to allow its usage in grids. They integrate the Trust Management System as part of
the QoS management framework, proposing to probabilistically pre-select the
resources based on their likelihood to deliver the requested capability and capacity.
The authors present the design of the system, but they don’t present the experiments
in order to prove efficiency of the approach.

Aberer and Despotovic [18] referred to P2P networks, because it fully employs
the referral network as being a source for obtaining recommendations. They assume
the existence of two interaction contexts: a direct relationship where a destination
node performs a task and recommendations when the destination node acts as a
recommender of other nodes in the network. Rather than considering the standard
P2P architecture, the graph of nodes is built by linking peers who have one the
above-mentioned relationships. The standard models usual weight a recommen-
dation by the trustworthiness of the recommender. Instead, they model the ability of
a peer to make recommendations, which is different from the peer trustworthiness.

Chen et al. [19] proposed a model for selection and allocation of grid resources
based on Trust Management System scheme. The authors have considered trust
metrics such as affordability, success rate and bandwidth for the calculation of
overall trust value. There is no substantial mathematical derivation has given for the
calculation of trust value. The authors have followed the simple averaging scheme
for their computation of trust value.

Dessi et al. [20] introduced a concept of Virtual Breeding Environment (VBE).
This system has three types of operative contexts namely user operative context,
resource operative context and organization operative context. Under these con-
texts, many trust metrics have been proposed. However, their work lacks in
mathematical derivation of each and every metrics. Aforementioned trust metrics
are subjective in nature. For instance, the resources are grouped into five reputation
levels. The quantification of trust by adopting subjective metrics does not give
much accuracy compared to objective metrics that we have adopted in our research
work. There is no classification of direct and indirect trust metrics are obtained from
the resource providers and the users. We have classified the trust metrics into direct
and indirect one. The direct trust metrics are success rate and failure rate of the
resource providers. The indirect metrics such as positive feedbacks and negative
feedbacks. Moreover, the feedbacks are cross checked by our system.

An effective voting based reputation system has proposed by Marti and
Garcia-Molina [21] to facilitate the judicious selection of P2P resources. The major
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concern in such a system is to isolate the adverse effects of a malicious peer. The
simple voting scheme was found to be quite effective towards achieving this goal.
Similarly, Damiani et al. [22] also suggested a reputation sharing system to enable
reliable usage of remote peer’s resources. Their system works by using a distributed
polling algorithm. Our system achieves an effective resource selection and alloca-
tion of job execution by considering the past behaviours of resource providers.

Sabater and Sierra [23] proposed a model, named REGRET that considers three
dimensions of the reputation models such as the individual dimension: which is the
direct trust obtained by previous experience with another agent and the social
dimension which refers to the trust of an agent in relation with a group and the
ontological dimension which reflects the subjective particularities of an individual.
In [24] review some works regarding reputation as a method for creating trust from
the agent related perspective. They do not categorize the described models, but they
try to find how those models are related with some theoretical requirement prop-
erties for reputation. The aforementioned works are related to subjective in nature.
The quantification of overall trust value is more complex.

Karaoglanoglou and Karatza [25] presented a trust-aware resource discovery
mechanism that guarantees satisfying requests with a high value of trustworthiness
and in the minimum distance of hops in a Grid system. It is not clear that how trust
is calculated for each Virtual Organization (VO) in the Grid system. The authors
simply assume random values for all VOs. There is no substantial mathematical
background for the calculation of overall trust of VOs. Further, the proposed model
is not integrated any metascheduler/resource broker. In [26], the authors have
proposed the social-network based reputation ranking algorithm for the peer to peer
environment. It is capable of inferring while the calculation of indirect trust ranks of
the peers more accurately. Further, the effective measures are still missing in their
design and implementation. In [3], the authors mainly considered three trust metrics
such as affordability, success rate and bandwidth of the resource providers. The
overall trust value can be computed by the simple approach.

In this research work, we propose a trust model that aimed to explore the
possibility of obtaining the trust value in an objective fashion and the same has been
integrated with CARE resource broker. We compute the reputation of resource
providers by means of resource performance and quality of service. We consider the
user’s opinion in terms of positive and negative feedbacks. The feedbacks
are collected from the user after the usage of a particular resource provider can be
quantified into a numerical value. We propose a mathematical model to evaluate the
trust value of the resource provider. The trust values for each resource provider will
be stored in the database for the future use. Each resource provider has its unique
resource identity and associated trust value. We have considered two main factors,
one reflecting the entity’s past experience and the other reflecting the capabilities of
resource provider.
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4 Types of Trust for Computational Grid

The resource broker is responsible for identifying the suitable resource provider
meeting the customer’s requirement. It is also responsible for mediating the
resource provider and users during grid transactions. Trust in the resource provi-
der’s competence, honesty, availability, success rate and reputation will influence
the consumer’s decision for accessing them. The trust models are categorized into
four types such as Service provision trust, Behavioral trust, Identity trust and
Reputation trust.

4.1 Service Provision Trust

Service provision trust describes the relying party’s trust in service. The trustor
trusts the trustee to provide a service that does not involve access to the trustor’s
resources. This type of trust reflects the resource provider’s capability in terms of its
computational and connectivity power. The grid resources with a higher compu-
tational power are expected to process the task with a reduced amount of execution
time with respect to others. The trust metrics are considered in service provision
trust such as CPU speed, size of memory, network bandwidth, latency and uti-
lization of CPU, etc.

4.2 Behavioral Trust

Behavioral trust is a measurable trust by the resource broker by its experience and
interactions over the resource providers in the grid. It measures the consistency of
any grid entity over a period of time in the grid environment. It also helps in the
determination of trust acquired by an entity which helps to predict the behavior of
that entity in near future. A few examples of behavioral trust metrics are avail-
ability, success rate and network speed.

4.3 Identity Trust

Identity trust represents the entity’s trust depending on their form of identification to
the grid environment. This trust focuses more on the authentication and autho-
rization system which has been adopted in the grid environment. This trust helps to
classify the entity’s security level. A few examples of identity trust metrics are
certificate authority, authentication mechanism, authorization policies.
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4.4 Reputation Trust

Reputation trust reflects the trust of a grid entity over a certain period of time based
on the remarks made by the grid users. This trust helps to identify the experience of
a grid entity directly or indirectly. Reputation based trust is subjective in nature and
the value of trust vary from individual to individual. A few examples of reputation
trust metrics are feedback, recommendation, grading based on the varieties of jobs
handled, etc.

5 Mathematical Model for the Proposed Trust
Management System

In this section, we propose a novel trust model of estimating the trustworthiness of
the resource provider in the grid infrastructure. Our model has advantages by
considering the objective nature of the trust in the computation of trust value. There
are various possibilities of failures in the grid environment. The success rate, failure
rate and system availability of resource providers are taken into consideration while
calculating the overall trust value. Hence, the trustworthiness of the resource pro-
vider is the combined effect of the behavioral of current status and the historical
data meaning that how it was performed in the past and present. In the following
section, we explain the formation of a mathematical model for the proposed system.

Let us take the following scenario. Consider R is a problem, all the possible
solutions are representing a set S, set S is called the solution set of the problem. Let
us consider S ¼ ðT;�TÞ where T represents a grid node to another grid node of a
resource provider is not only credible but also available and −T represents a node
set which a grid node to another grid node is not entirely credible and available, is a
set of grid nodes in line with the requirements of solutions. For instance, a grid node
has very high credibility, but not available, or a node has high availability, but it is
not credible, such nodes do not meet the requirement nodes. For the credibility and
availability of the grid node, we formulate a trust scheduling function TSFðiÞ to
evaluate the trustworthiness of a resource provider. This scheduling function is
evaluated via two functions namely credibility function CðiÞ and availability
function AVLðiÞ. TSFðiÞ is defined as formula (1).

TSFðiÞ ¼ a� CðiÞþ b� AVLðiÞ ð1Þ

Here a and b are the weights of credibility and availability, sum of a and b is 1.
We have assigned equal weights for credibility and availability. If there is a low
requirement level for credibility, then we assign the lower value for a and higher
value for b. If there is higher requirement of the credibility is needed, then we
assign the bigger value for a and lower value for b.

20 K. Rangasamy and T.S. Somasundaram



5.1 Credibility

The credibility is an assessment of grid node status and behaviors characterized by
the credibility value. This is to make each others satisfaction degree evaluation of
the trusted status after interacting information between nodes. We define a double
CðiÞ ¼ ðDðiÞ; IðiÞÞ to indicate the credibility of the node. Here DðiÞ is the direct
satisfaction degree and IðiÞ is the indirect satisfaction degree. CðiÞ is defined as
formula (2).

CðiÞ ¼ w1 � DðiÞþw2 � IðiÞf g ð2Þ

Here, w1 and w2 are the weights of direct satisfaction degree and indirect sat-
isfaction degree, the sum of w1 and w2 is 1. In general, we have more confidence for
the direct satisfaction degree and less confidence for the indirect satisfaction degree.
Therefore, we usually set the value of w1 is larger and set the smaller value for w2.

5.2 Direct Trust Satisfaction

It is the direct evaluation of trusted status of the other node after interacting with
each other and comes from the historical record of information. This information is
obtained from the job success rate of the resource provider. Direct satisfaction is a
kind of reliable information in the derivation of trustworthiness value. The calcu-
lation of direct satisfaction degree is done by Bayesian inferences. Two metrics are
used in beta distribution to represent the observations are chosen ns as the number
of previous satisfying interactions and nu as the number of unsatisfying interactions.
While computing the values of ns and nu, it is assumed that the desired type future
interaction is identical to that of previous interactions. By setting x ¼ ns þ 1 and
y ¼ nu þ 1 the estimated value of D(i) is obtained by the expected value of the
probability distribution function of the beta distribution.

DðiÞ ¼ Eðf ða; x; yÞ ¼ x
xþ y

¼ ns þ 1
ðns þ 1Þþ ðnu þ 1Þ ¼

ns þ 1
ns þ nu þ 2

ð3Þ

The idea of adding 1 each to ns and nu (thus 2 to ns þ nu) in formula (3) is that it
follows the Laplace’s famous rule of succession for applying probability to decision
making from the history of values.

5.3 Indirect Trust Satisfaction

It is an indirect evaluation of trusted status of the grid node is performed by
collecting the feedback from others. The feedback from others could help to find
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out the quality of the site even without direct interactions. However, feedback is not
reliable source of information. By getting feedbacks from the grid users, we
compute the indirect trust value of each site. The feedback evaluation is done by the
following mechanism. After the usage of the grid resource, the feedback can
be collected from the users through web forms. The feedbacks are classified by the
user QoS parameter such as a deadline and the recommendation for the future.

The user can give an answer to the question as follows after usage of each grid
node.

– Whether the job has been finished within the deadline or not?
– Do you recommend to use this node in the future for the other users?

It is obvious that the users could provide both positive feedbacks and negative
feedbacks about the grid resource providers. These feedbacks are cross checked and
then aggregated. Here P denotes the positive feedbacks and N denotes the negative
feedbacks. The positive feedbacks and negative feedbacks are checked by the fol-
lowing scenario. The grid job is through the job submission template to the various
resource providers available in the grid infrastructure. The job template consists of
job requirements such as CPU, memory, disk size, deadline and etc. After every job
execution, the user has to provide the feedback about the resources. Through the
user, feedbacks are compared with the scheduler generated execution time of the
job.

For instance, the user request 30 min as a deadline parameter to run the job on
the resource. If the job is finished on or before 30 min, but the user gives the
negative feedback about the resource. We consider this feedback is faked one. So
we consider this as a negative feedback. Likewise, user has to provide the feedbacks
for recommendation metric. It is possible that the resource provider performs well,
but the user can give negative feedback. The grid metascheduler has logs at the end
of every job execution. Through the system generated logs our trust model could
verify the recommendation parameter and aggregate the negative and positive
feedbacks. The mechanism for verifying the feedbacks are hidden to the users of the
grid system. After the feedback verification, we categorize the feedbacks and then
aggregate using the following formula for the calculation of overall trust.

By setting x ¼ nP þ 1 and y ¼ nN þ 1 the estimated value of I(i) is obtained by
the expected value of the probability distribution function of the beta distribution.

IðiÞ ¼ Eð f ða; x; yÞ ¼ x
xþ y

¼ nP þ 1
ðnP þ 1Þþ ðnN þ 1Þ ¼

nP þ 1
nP þ nN þ 2

ð4Þ

5.4 Resource Availability

Resource availability function AVLðiÞ is defined as the characteristics of resource
performance and resource busy degree characterization. It is decided by the
resource performance RP(i), resource busy degree RB(i).
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The resource performance RPðiÞ is defined as a formula (5).

RPðiÞ ¼
Xn

j¼1

ðRij � pjÞ pj 2 ð0; 1Þ ð5Þ

Here RPðiÞ is the resource performance number, i is the grid node, Rij is the
number, j is the resource attribute number, i grid node, such as a number of CPUs
per core, CPU frequency, memory size, hard disk size, network speed, etc., pj is the
weight number, j is the resource attribute. It is a static value and there is no need to
update periodically.

The degree of a resource busy is defined as a formula (6) below.

RBðiÞ ¼
Xn

j¼1

ðð1� Uij

Tij
Þ � qjÞ qj 2 ð0; 1Þ ð6Þ

Here, RBðiÞ is the busy degree of a number, Uij is the usage number, j is the
category resource number, i grid node, such as a CPU, memory, hard disk size,
network usage, etc., Tij is the total amount number, qj is the weight of the resource
usage number. The value of BðiÞ is dynamic in nature. So, this value can be updated
periodically to the resource broker in order to take the scheduling decision.
Therefore, the resource availability function AVLðiÞ is the combination of resource
performance value and resource busy value.

AVLðiÞ ¼ RPðiÞþRBðiÞ ð7Þ

6 Trust Management System

In our earlier work [3, 27], we have proposed a generic life cycle of Trust
Management System and its various phases involved in establishing trust across the
grid resources. Figure 1, present the proposed Trust Management System has been
integrated with CARE resource broker.

The sub components of the Trust Management System are described in this
section. The Trust Metrics Identifier represents the trust metrics in a simpler form
for the ease of trust value computation. The two main components of Trust Metrics
Identifier are Trust Metric Information Collector and Trust Metric Indicator. The
Trust Metrics Information Collector (TMIC) retrieves the basic information about
trust metrics of every resource provider. It obtains the information from the grid
resource broker or the grid middleware depending upon the trust metrics needed.
The various metrics which is obtained by TMIC is availability status, job status,
CPU and network information of the resource provider.
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Trust Metric Indicator provides the representation of the trust metrics which
have been obtained through TMIC. It converts each trust metric into a suitable
format for the computational aspect.

The Trust Estimator processes the trust metrics and applies a suitable mathe-
matical formula for the computation of trust value of a resource provider. The two
main components of Trust Estimator are Trust Metric Evaluator (TME) and Trust
Metric Aggregator (TMA). The Trust Metric Evaluator computes the value of each
trust metric considered for the resource provider. It provides the conversion of the
trust metrics which is given by the TMI and represents the value of computing
resources with respect to each trust metrics. The Trust Metrics Aggregator performs
the computation of overall trust of computing resources. It processes each trust
metrics, which is provided by the TME and applies a suitable mathematical model
to compute the trust value.

The Trust Manager maintains the trust values computed by the Trust Estimator
(TE). Thismaintenance of trust helps in evaluating the past experience of any resource
provider in a grid environment. The twomain components of TrustManager are Trust
Monitor and Trust Propagator. The Trust Monitor updates the trust value of any
computing resources after each job execution. It also keeps logging information of
every trust metrics computation. The Trust Propagator communicates with the grid
metascheduler. The Trust Propagator retrieves the trust value of the resource provider
from the Trust DB, if requested by the metascheduler. The metascheduler can utilize
the trust value which is calculated by the Trust Management System and can schedule
the jobs accordingly. The Trust DB holds the trust value of all resource providers that
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are available in the grid environment. It is also responsible for the Trust maintenance
of every resource after each task/job completion.

6.1 CARE Resource Broker (CRB)

CARE resource broker [28] is a meta-scheduler that has been developed at the
Center for Advanced computing Research Education Laboratory, Madras Institute
of Technology. The motivation behind this work is that the application scheduling
in grid is a complex task that often fails due to non availability of resources and
required execution environment in the resources. The CARE resource broker
addresses several scheduling scenarios using the concepts of virtualization. The
Virtualization technology offers effective resource management mechanisms such
as isolated, secure job scheduling, and utilization of computing resources to the
possible extent. However, lack of protocols and services to support virtualization
technology in high level grid architecture does not allow management of virtual
machines and virtual clusters in grid environment. CRB proposes and implements
necessary protocol and services to support creation and management of virtual
resources in the physical hosts. Besides, CRB supports Semantic component,
Resource leasing and Service Level Agreement (SLA). In addition to the afore-
mentioned features of CRB, the proposed trust model that in assists to select good
service provider for the reliable job execution. The current form of CARE resource
broker provides more features but it lacks in selecting most reliable resource for the
job execution. For this reason, we propose and model a novel trust scheme in
addition to the aforementioned features.

The conventional CRB is working based on the ranking scheme. The compu-
tation of rank is done by considering the CPU and memory of the grid resources.
Trust based scheduler makes scheduling decisions for jobs on the available grid
resources. The grid jobs can be submitted to Care Resource Broker (CRB) through
the job submission portal. The Request Manager component of CRB does the
matchmaking process for the submitted jobs against the available resources in the
specific interval. By default, the CRB is working based on the conventional (rank)
scheme. The new feature is introduced in CRB is trust based scheme. The function
of Dispatch Manager is invokes the rank or trust scheme is based on the configu-
ration of CRB. If the trust scheme is configured, then the CRB calls the trust based
scheduling function. The trust calculation is done by considering both direct and
indirect experience. Trust based scheduler is working based on system capability,
system performance, direct trust interaction and indirect trust interaction. The
algorithm for trust based scheduling is given below.
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7 Results and Discussion

7.1 Experimental Setup

Figure 2 shows that the experimental testbed is done in our research laboratory for
testing the proposed work in real world scenario. The test-bed consists of the Trust
Resource Broker named Gridtrustbroker.mit.in and three cluster resources namely
Xencluster.care.mit.in, Smscluster.care.mit.in and Centcluster.care.mit.in. This
setup is managed by the grid middleware of Globus Toolkit (GT) 4.0.1,
Torque-2.0.1 and Sun Grid Engine (SGE) 2.3.0 as Local Resource Manager (LRM),
Ganglia 3.0.2 as resource monitoring tool, Network Weather Service (NWS) 2.13
as network monitoring tool and Oracle 10 g as a database for the trust repository.
The purpose of using database is reduce the overhead and to store the historical
information about the grid resources for a very large environment.

The Xen hypervisor is also installed in the environment because our CARE
resource broker supports for the creation of virtual nodes, if there is a shortage of
physical nodes. We have submitted and tested grid jobs in this testbed. The setup
produces the fruitful results. We have tested 50 grid jobs in this environment
initially. In the rank based scheme which is used in gridway metascheduler, the
success ratio is 76 %. In trust based scheme, the success ratio is 85 %. Obviously,
trust based scheduling is producing better results.

Gridway Metascheduler 
Node

Gridtrustbroker.care.mit.in

Globus-4.0.7 + PBS+
Xen 3.2.x + RHEL 5

Globus-4.0.7 + PBS+
Xen 3.2.x+ Cent OS 5

Xencluster.care.mit.in

Globus-4.0.7 + PBS+
RHEL 5

Smscluster.care.mit.in Centcluster.care.mit.in

CN1 CNn… CN1 CNn… CN1 CNn…

Grid Resources

Oracle 10g
Trust 

Repository

Fig. 2 Experimental setup
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7.2 Simulation Experimental Results and Inferences

The proposed trust model has been simulated using the java based simulator code
using a sample of 200, 400, 600, 800, 1000 requests and 200 nodes of grid
resources and the requests (jobs) have been submitted to the trust enabled Gridway
metascheduler node. The above requests have been tested both with trust and
non-trust based model. The percentage of requests handled successfully with
respect to the submitted requests is plotted as shown in Fig. 3. The proposed trust
model increases the job success ratio, user satisfaction, and utilization of grid
resources. The job success ratio in case of trusted resources is gradually increasing
but in case of non-trusted resources, the job success ratio shows inconsistent.

The user’s satisfaction level is plotted based on the feedback given by the user.
The user’s satisfaction increases for the trustworthy resources over a period of time
whereas the satisfaction level is fluctuating and it is unpredictable for non-trusted
resources as shown in Fig. 4.

The resource utilization of the trusted versus non-trusted resources is plotted as
shown in Fig. 5. The X-axis represents the number of requests and Y-axis repre-
sents the utilization of the resources. The graph is plotted with the sample of 200,
400, 600, 800, 1000 and 1200 requests. The resource utilization of the trusted
resources increases with the number of requests and the non-trusted resources
utilized in a constant rate.

7.3 Trust Based Scheduling Versus Rank Based
Scheduling Algorithm

The proposed Trust Management System has been integrated with the Gridway
metascheduler for analyzing the impact of using trust in the selection of the

Job Success Ratio Trust versus Non-Trust
Resources
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Fig. 3 Job success ratio
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computational resource for the job execution. The Gridway metascheduler enables
large scale reliable and efficient sharing of computing resources managed by dif-
ferent LRMS systems. However, Gridway approach follows the resource selection
based on the rank mechanism.

The integration of our trust module with Gridway metascheduler is given in the
following link: http://www.gridway.org/doku.php?id=ecosystem. In analyzing the
impact of the resource selection in the grid environment, a simulator is developed to
evaluate the performance of trust based scheduling algorithm with the rank based
algorithm. In Fig. 6 represents the comparison of trust based scheduling and rank
based scheduling. By default, Gridway uses the rank based scheduling algorithm.
The rank based algorithm finds the ranking of computing resources by using the
computational capability such as CPU and free RAM available.

The proposed trust model not only considers the computational capability and
also takes the past behavior into an account while calculating overall trust. Our trust
based scheduling algorithm has been tested using the same resources considered in
rank based scheduling. Figure 6 shows that the trust based scheduling scheme
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outperforms the ranking mechanism used by the Gridway metascheduler. These
results states that the resources are utilized more effectively compare to rank based
scheduling. In this way, in a computational grid environment, the throughput of the
resources can be maximized by using our approach. The comparison between these
two schemes is represented below.

8 Conclusion

In this work, we present the trust enabled CARE by considering the metrics such as
direct trust, indirect trust and system availability. The proposed trust model is
proficient in choosing reliable, most trustworthy resources which are part of grid
environment. The computation of trust value of each resource provider is done
through the mathematical model and the measured value of trust is objective in
nature. We have tested our trust model with CARE resource broker and observed
that the trust based scheduling enables the identification of resource providers
yielding increased throughput. We also analyze results of our behavioral trust based
scheduling and rank based scheduling. Our trust model is a generic one and the
same can be easily integrated with other grid metascheduler(s)/resource broker(s),
thus improving the effective resource management of grid infrastructure.
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An Initiation for Testing the Security
of a Cloud Service Provider

D.M. Ajay and E. Umamaheswari

Abstract If Security and Privacy are the biggest concerns in cloud, how to find
which Cloud Service Provider is safe? This paper proposes an idea to test the
security of a Cloud Service Provider, in a way helping new customers adopting
cloud, independently select their service provider. This testing will create a healthy
competition among the service providers to satisfy their Service Level Agreement
and improve their Quality of Service and trustworthiness.

Keywords CSP—Cloud Service Provider � SaaS—Software-as-a-Service � PaaS—
Platform-as-a-Service � IaaS—Infrastructure-as-a-Service �TaaS—Testing-as-a-Service

1 Introduction

The idea of cloud computing was first coined by Professor. John McCarthy, MIT at
the MIT’s centennial celebration in 1961 [1]. He quoted “Computing may someday
be organized as a public utility just as the telephone system is a public utility. Each
subscriber needs to pay only for the capacity he actually uses, but he has access to all
programming languages characteristic of a very large system. Certain subscribers
might offer service to other subscribers. The computer utility could become the basis
of a new and important industry”. His words presciently describe a phenomenon
sweeping the computer industry and internet today: Cloud Computing.
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1.1 Characteristics of Cloud Computing

• Companies, individuals, and even governments instead of owning their own
computer systems, will be able to share computing resources on a common
computing infrastructure.

• The common computing infrastructure consists of interchangeable parts pro-
viding computation, communications, and data storage.

• Any of the component malfunctions or need to update, the programs and data of
that component will automatically move to other components.

• This model is cheaper to operate, since both the hardware infrastructure and
administrative staff can be utilized much more efficiently.

• The companies, end users can scale up and scale down their resources at any
time, in no time, saving a lot of cost and time.

1.2 Predictions and Market Estimates for Cloud Computing

• Global Cloud Computing Market Forecast 2015–2020 expects, the global cloud
computing market to grow at a 30 % Compound Annual Growth Rate (CAGR)
reaching $270 billion in 2020 [2].

• 90 % of the worldwide mobile data traffic is expected to be accounted in cloud
applications by 2019 [3].

• Software-as-a-Service workloads will raise to 59 % by 2018 from 41 % in 2013
[4] (Fig. 1).

The second section will explain the importance of security in Cloud Computing,
major attacks and data breaches in recent times. The third section will explain the
security standards in Cloud Computing defined by various Organizations. The
fourth section will explain about Cloud Testing. The fifth section will explain the
proposed idea for testing the security of a Cloud Service Provider.

2 Importance of Security in Cloud Computing

Cloud Computing with all its benefits and computing trend for the future, has some
major areas of concern among which security is an important factor. Security is the
one of the biggest barrier for the IT industry to switch to cloud. While an orga-
nization or enterprise adapts to cloud, the crucial data and important file manage-
ment and protection responsibility switches to the service provider. Therefore, it is
very crucial for the enterprise or organization to test the security, prevention
capability, protection strategy and recovery standards of a cloud service provider
before switching to cloud (Fig. 2).
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Fig. 1 2015—three years predictions for, impact of cloud computing on business [3]

Fig. 2 Top concerns for cloud security, 2012 and 2014
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The magnitude of attacks and data breaches in recent times explain the impor-
tance of security aspect in cloud computing.

• The HealthCare industry is the biggest sufferer of data breaches. 7,787,832
records of Community Health System were breached in 2014. Overall Health
care Industry had about 495 breaches in total, and the total records breached are
21.2 million, at a total loss of $4.1 billion [6, 7].

• Educational Institutions are the second attacked industry accounting 27 % of
data breaches [8]. Privacy Rights ClearingHouse Reported, 17 % of all reported
data breaches involve higher education institutions [9]. In 2014, 30 institutions
had suffered data breaches. In 2015, 9 institutions suffered attacks including big
names like Harvard, University of California Los Angeles, and Penn State
University.

• In the Retail Industry retailers like Target, Home Depot, Neiman Marcus, Dairy
Queen suffered data breaches. About 64,668,672 customer records were brea-
ched in 2014.

• In the Financial Sector 1,182,492 records of NASDAQ was breached in 2014.
• Even Government Organizations suffered security breaches. About 6,473,879

US Post Office, State Department records were breached in 2014 (Table 1).

Table 1 Loss as a result of hacking cloud environment [10, 11]

Year Country Company Attack type Impact

Jul
2011

China Alibaba XSS payload Goods ordered by customers
were never delivered,
resulting in financial loss
estimated $1.94 million

Dec
2013

USA Target Credentials was stolen by
hackers from a third party
HVAC company through
phishing mails

70 million customers’ credit
card information were
compromised

April
2014

USA Home
Depot

Custom-built malware Compromised 53 million
emails and 56 million credit
card or debit card
information

Sep
2014

Global iCloud By using a Brute force service
technique called “iBrute”,
Hackers hacked the accounts
of major celebrities

Major celebrities’ private
photographs were publicized

Nov
2014

Global Sony Brazen cyber-attack Hacking copies of
unreleased Sony films,
information about
employees and their
families, intercompany
e-mails

Jun
2015

Russia,
Iran

Kaspersky
Lab

Duqu 2.0 Advanced attack on
Kaspersky internal networks
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3 Cloud Computing Standards

It is extremely important for Enterprises or Organizations to carefully evaluate the
security and data protection standards followed by a cloud service provider, before
switching to cloud. Many International Organizations have defined several Cloud
Computing standards and security standards, guidelines and procedures for
increasing the security of Cloud Computing services. Some of them are [12]

1. Cloud Standards Customer Council (CSCC).
2. The European Telecommunications Standards Institute (ETSI).
3. Distributed Management Task Force (DMTF).
4. European Union Agency for Network and Information Security (ENISA).
5. Global Inter—Cloud Technology Forum (GICF).
6. ISO/IEC JTC 1.
7. National Institute of Standards and Technology (NIST).
8. International Telecommunications Union (ITU).
9. Open Cloud Consortium (OCC).

10. Storage Networking Industry Association (SNIA).
11. OpenCloud Connect.
12. Object Management Group (OMG).
13. Organization for the Advancement of Structured Information Standards

(OASIS).
14. The Open Group.
15. Open Grid Forum (OGF).
16. Association for Retail Technology Standards (ARTS).
17. Enterprise Cloud Leadership Council (ECLC).

3.1 Cloud Computing Security Threats

Cloud Security Alliance (CSA) in March 2010, had listed seven items of cloud
computing security threats [13].

1. Abuse and Nefarious Use of Cloud Computing: Traditionally PaaS service
providers suffer most from this kind of attacks. But, recent studies states that
attackers have also started targeting IaaS providers. Since the registration pro-
cess in IaaS providers are often easy, anyone with a valid credit card can register
and avail the services immediately. Using this spammers, malicious code writers
perform their illegal activities with immunity. Stricter initial registration and
validation processes, introspecting the traffic of the customer network, improved
fraud monitoring of credit cards will help in handling this threat in a more
efficient way.
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2. Insecure Interfaces and APIs: Provisioning, Monitoring, Management,
Orchestration of services to the customers are provided by exposing a set of
software interfaces or APIs. APIs are responsible for security and availability of
general cloud services. Auditing the security model of cloud provider interfaces,
implementing strong authentication and access controls with encrypted trans-
mission will help in handling this threat.

3. Malicious Insiders: There is little or no standards followed in hiring and
practices for cloud employees. The malicious insider with the level of access
granted, can harvest confidential data and also gain complete control over the
cloud services, with minimal risk of detection. This security threat can be
handled by following standards in hiring cloud employees, Insiders’ require-
ment conditions and processes should be transparent to the customers.

4. Shared Technology Issues: Sharing infrastructure, scalability are the biggest
advantages in Cloud Computing. In this infrastructure, the underlying compo-
nents aren’t designed to offer strong isolation among users. Virtualization,
hypervisor acts as mediator between guest operating system and the physical
compute resources. However, flaws have been exhibited by hypervisors which
enabled the guest operating system to gain control of inappropriate levels or
control the underlying platform. In-depth defence strategy is recommended
which includes computing, storage, and monitoring and network security
enforcement. Strong compartmentalization among individual customers should
be employed in such a way that no individual customer impacts other tenant’s
operations running on the same cloud provider.

5. Data Loss or Leakage: Deletion and alteration of records, loss of encoding key
are some of the ways to compromise data. The architectural or operational
characteristics of cloud environment increases the data leakage threat.

(a) Implementing strong API access control.
(b) Backup and retention strategies should be specified to the provider in the

contract.
(c) Strong key generation, management, storage and destruction practices

should be implemented.

6. Account or Service Hijacking: Attacker gains access to cloud service provi-
der’s credentials and can manipulate data, redirect customers to illegitimate
sites, return falsified information. Detection of unauthorized activity by
employing proactive monitoring system and prohibition of sharing of account
credentials between users and services are ways in which this threat can be
handled.

7. Unknown Risk Profile: Details like internal security procedures, patching,
auditing, internal security procedures are not often clearly stated. Infrastructure
details should be fully/partially disclosed, Alerting and monitoring on necessary
information are the measures to handle this threat.
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4 Cloud Testing

FromSect. 2, we can infer security is one of the biggest concerns in CloudComputing.
To prevent and overcome the security issue, it’s important to test the cloud.

4.1 Types of Cloud Testing

There are three different types of cloud-based testing [14].

1. Testing a Software-as-a-Service in a Cloud
Software-as-a-Service testing comprises of validating SaaS applications with
data integration, business workflow, compliance, application/network security,
availability, performance, multi-tenancy, multi-browser compatibility, and live
upgrade testing and disaster recovery. The focus of SaaS testing is on the core
components of application, infrastructure, and network.

2. Testing as a Service (TaaS)
Testing as a Service can be defined as automated software testing as a
cloud-based service. Companies prefer to reduce costs, improve quality, and
speed up the process of the applications. TaaS is an important paradigm which is
the latest trend in cloud services. TaaS provides Testing services on demand on
clouds any time and all the time.

3. Testing a Cloud

• Testing of Cloud:
Cloud service providers and end users are interested in carrying this type of
testing. This testing validates the quality of a cloud environment from an
external view based on the provided cloud service features and specified
capabilities.

• Testing inside a Cloud:
Cloud vendors can perform this type of test. Access to internal infrastructure
is necessary to perform this testing. This testing checks the quality, security,
management and monitoring capabilities of a cloud from an internal view
based on the internal infrastructure and specified cloud capabilities.

5 Cloud Security Testing

The biggest barrier or major factor of concern for users or organizations that are
thinking of shifting to cloud services, is finding the best secured Cloud Service
Provider from the market. Users or Organizations concerned about privacy and data
security in CSP, find the above as the major problem. This makes testing the
security measures, procedures followed by a Cloud Service Provider vital. The
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motivation of this paper is to help new customers to cloud, find the most secured
and reliable CSP in terms of trust and security. In this work, a new idea is being
proposed to test the security of a Cloud Service Provider. There has been large
number of attacks and data breaches in recent times, which has caused huge data
and revenue loss. Some of the most important are mentioned in Sect. 2. Each attack
has taught new lessons and paved the way for new strategies and standards to avoid,
handle those attacks with minimal loss. Cloud Computing standards have been
defined by many International Organizations as mentioned in Sect. 3. These
Organizations periodically update the latest cloud standards [12]. Theoretically lots
of attacks have been predicted, practically new attacks have evolved and used to
breach data and security, making security the biggest concern in cloud services. The
idea proposed is to collect the major attacks on security of Cloud services and find
out best strategies that are followed to prevent those attacks. The best strategies for
preventing those attacks can be determined by studying the standards proposed by
International Organizations, Procedures followed by Cloud Service Providers, and
solutions put forth by Researchers’. A single attack can have many number of
efficient strategies and the best among them can be determined by trial and error
method. The best strategies in handling an attack should be updated frequently by
observing the new trends and if any new strategy is found more efficient than the
current one, it should be updated and also checked whether the Cloud Service
Providers have updated it or not. Cloud Service Providers that follow the best
strategy and keeps updating time to time are considered more secure, according to
this proposed idea (Fig. 3).

Fig. 3 Process flow for
testing security of a cloud
service provider
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6 Conclusion and Future Work

This paper proposed a new idea to test the security of a Cloud Service Provider.
This idea will take into consideration all the theoretically predicted and practically
evolved attacks used to breach security of cloud services. Then the best strategies to
prevent and handle those threats will be determined and Cloud Service Providers
using those strategies will be considered more secure.

The future work will focus on implementing this idea in a more effective way,
taking into consideration all the pros and cons.
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Security and Privacy in Bigdata
Learning Analytics

An Affordable and Modular Solution

Jeremie Seanosky, Daniel Jacques, Vive Kumar and Kinshuk

Abstract In a growing world of bigdata learning analytics, tremendous quantities
of data streams are collected and analyzed by various analytics solutions. These
data are crucial in providing the most accurate and reliable analysis results, but at
the same time they constitute a risk and challenge from a security standpoint. As
fire needs fuel to burn, so do hacking attacks need data in order to be “successful”.
Data is the fuel for hackers, and as we protect wood from fire sources, so do we
need to protect data from hackers. Learning analytics is all about data. This paper
discusses a modular, affordable security model that can be implemented in any
learning analytics platform to provide total privacy of learners’ data through
encryption mechanisms and security policies and principles at the network level.

Keywords Bigdata � Learning analytics � Analytics � Security � Privacy

1 Introduction

It is becoming obvious that the future and success of learning analytics and ana-
lytics in general reside in “bigdata” [1]. By this, it is meant that more and more data
will need to be collected, or sensed, in order to provide always more accurate and
reliable analytics results, as these additional data provide much context for each
learning interaction. Fulfilling the goal of learning analytics, advanced analyses on
these data will help learners improve their learning skills through an individualistic,
learner-centered approach, which creates a learning environment where each and
every student is cared about as opposed to the traditional class where some students
may be left behind due to the work load on the teacher. However, the successful
adoption and implementation of these fabulous ideas will necessitate properly
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addressing the security question, as this new growing global dataset of learners’
interactions may become a high-value target.

Ensuring total security, privacy, and protection of students’ data is the ultimate
goal for success in learning analytics. However, a proper equilibrium, or the
“Golden Mean”, needs to be achieved between two security extremes for optimal
efficiency of such a learning analytics system. One side of the pendulum to be
careful of is an over-complexification of advanced security layers. Such a scenario
will arise if very advanced, complex security solutions are implemented properly or
improperly that result in possible data bottlenecks, data losses, and ultimately
higher costs. Data bottlenecks will arise from security mechanisms that overload the
system and cause the intake of learners’ interaction data to slow down to a trickle.
Data losses may also be a result of levels of security that are too high and thus may
mistakenly reject valid data packets as “malicious”, thus creating an incomplete
dataset and possibly inaccurate analysis results. Sometimes, such high-level secu-
rity mechanisms do not cover all possible system flaws, as they tend to be more
focused on network-level security while the application layer may have imple-
mentation flaws. In addition, this over-complex security may induce a false feeling
of quasi-invincibility, which may lead to other consequences. The other side of the
pendulum to be aware of is laxity with regards to security and the naïve belief that
hackers are not interested in that kind of data. Neither side of the pendulum is
appropriate, and the latter creates openness for hackers to break into such a system,
leak personal and confidential data, and thus cause harm to students, institutions,
companies, etc.

The security model discussed in this paper arose from the need for a
production-level security layer in building a learning analytics solution targeting the
writing and coding learning domains to be used in various academic institutions
worldwide [2–5]. With several institutions showing interest in the product, pilot
experiments started. It became clear that the security question needed to be
addressed before this system could be deployed in production mode. Different
security strategies were explored and an affordable, modular security model that can
be implemented in any learning analytics system and provide an acceptable level of
security for students’ learning interaction data has been developed.

The above-mentioned bigdata learning analytics platform provides the following
features to learners and teachers:

• It captures a wide variety of observations of learners at different times and
frequencies from a widerange of learning contexts and learning domains.

• It analyzes and transforms those observations into insights by means of different
analytics solutions such as competence and confidence analytics, metacompe-
tence assessment, causal inferencing, clustering techniques, predictive analysis,
and personalization and adaptation with regards to the learning contents.

• It observes the impact that learning analytics feedback has on each student’s
learning progress.

For a practical understanding of how the system works, Fig. 1 shows the
technical architecture of this system.
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As a complement to Figs. 1 and 2 demonstrates this same learning analytics
architecture from a data flow perspective, indicating where the data come from,
through what analytics apparatus they pass, and what is the expected outcome.

OpenACRE is currently an operational system provided to students in different
institutions and this research paper aims at providing a solution to the data security
aspect in such a learning analytics system.

Fig. 1 OpenACRE technical architecture

Fig. 2 OpenACRE data flow
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Learning analytics is the process of analyzing learning interactions, or activities,
by learners in any learning environment and perform analytics on those data in
order to assess the learning competence of the learners. Different variants of such
systems exist that use numerous techniques to analyze various aspects of learning
interactions from learners, but fundamentally, the goal of any such learning ana-
lytics system is to provide helpful feedback to learners as to how and where to
improve their learning process.

As obvious as it may seem, almost every online environment is under constant
threat from hackers and ill-willed people who are intent on destroying others’ work,
stealing confidential information, and harming people’s lives. Learning analytics
systems are no exception. The following describes a possible disastrous scenario in
which students’ learning data would be hacked into and leaked to the world and the
ensuing consequences.

Students’ data from an unsecure learning analytics environment could be rather
easily hacked into and released publicly. Unveiling of this information, which
should be private between the teacher and student, could potentially cause a student
to be denied a job at a company and thus harm his/her career. Furthermore, the
simple fact that this information belongs to the student and is confidential as far as
the student permits, that the student has been assured that his/her data were secure,
and that then he/she suddenly finds out that a breach occurred is in and of itself
totally unacceptable. This creates a breach of trust towards the academic institution
and the system and cancels any good that the learning analytics solution might do or
have done for students. Such scenarios absolutely need to be prevented.

Several security solutions exist these days for almost every imaginable possible
scenario from advanced encryption techniques to firewall solutions, which solutions
can be very expensive and complex to setup and maintain. However, protection
needs to be addressed in two layers of any learning analytics system: (1) the net-
work and (2) application layers. A learning analytics system can boast a very secure
network apparatus, but flaws in the application layer (the code of the system) could
expose vitally important data to hackers.

On the other hand, it may be justifiably argued that some of the security mea-
sures introduced in this paper are overboard, unnecessary, and incur useless
overhead if only K-12 and university students’ data are considered. However, the
security and privacy model discussed in this paper has been designed from ground
up not only with academic institutions in mind, but also and importantly with
industry based on previous experience with building a training system for operators
in the oil industry [6]. When dealing with training of employees in the industry,
whether it be software companies, medical institutions, oil and gas industries, etc.,
employee and company data are extremely sensitive, and thus much higher security
is required than with academic institutions. One should thus keep in mind the
application of learning analytics in the industry and the higher risks involved
despite the fact that this paper uses an academic learning analytics system as its use
case to better convey the concepts of the described security and privacy model.

Given the aforementioned facts, this paper proposes a simple, secure, and
affordable learning analytics security layer that could be implemented in any
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learning analytics system, be it for academic institutions or industries, and thus
provide sufficient security as per the system’s requirements.

2 Proposed Solution: Security, Affordability,
Modularity (SAM) Model

2.1 Introduction

Given these factors to consider and given the risks incurred by the learning ana-
lytics world, this research has come up with a solution named the SAM Model.
SAM stands for Security, Affordability, and Modularity and is a model specifying
how to practically implement security into a new or existing learning analytics
system while incurring minimal or no costs. Modularity means that this model
provides a basic, no-cost security model that different institutions can add upon with
their respective security layers as they see fit. By “affordability”, it is intended to
reach a wider range of institutions and share a great learning experience not only
with large, well-off institutions but also with less-favored institutions in
under-developed or developing countries around the world. These less-favored
institutions oftentimes are those who are most in need of higher-quality education,
but who generally cannot afford it. The SAM Model strives to offer the most
affordable security solution for these institutions.

The underlying, fundamental principle of the SAM Model is centered around the
idea of making all of the data marshalled by the learning analytics system “com-
pletely meaningless” to any hacker. This is considered the first layer of the SAM
Model upon which are built the other features to protect the data through encryption
and a secure network architecture. The SAM Model relies on the use of good
practices, common sense, and open-source software to achieve a reasonably high
level of security without involving costly, security solutions.

2.2 Privacy and Anonymity

In any learning environment, there are key elements of the data that constitute a
threat to the privacy of students and institutions, and that are of interest to hackers,
namely PII, or Personally Identifiable Information. PII is any information shared by
students to the system that can be used to identify a student as a person. This
includes username, first and last names, phone number, email address, home
address, social network IDs, age, gender, etc. These personal details are in no way
required for accurate, reliable analysis results. This constitutes the first layer of the
SAMModel whereby all PII is removed from students’ learning interaction data. To
achieve this, user accounts are created by the learning analytics system and the user
ID is then assigned to the student.
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The SAM Model defines a user profile as an entity with four tokens, which are
called SII (System-Identifiable Information). SII means that these tokens can only
be used by the system to identify a student as a system entity, not a person.

The four SII tokens are:

1. Institution ID (unique identifier per institution)
2. Learner ID (institution-unique identifier per learner)
3. PIN Number (password-like token private to each student)
4. System ID (unique private key per learner entity in the system; used for

decryption of each student’s data)

These tokens contribute to making the notion of student or learner abstract and
anonymous to any outsider to the system, thus mitigating the possible damage from
a hacking attack.

As per the SAM Model, mapping between the student ID provided by the
institution and the learner ID created by the learning analytics system should not be
done by the learning analytics system and stored by the system. As shown in Fig. 3,
it is the responsibility of the institution to do this mapping if they desire so and keep
that information on their side. It should be noted, however, that most institutions
use meaningless numerical or alphanumerical character strings as Student IDs,
which in and of itself does not constitute an appreciable risk with regards to the
disclosing of students’ personal information. However, if a learning analytics
system would go about doing this mapping and storing this mapping on the server
in the same place as the rest of the system, that would constitute a risk in the
following manner. A hacker could break into the learning analytics system and find
the LearnerID → StudentID mapping. Then if the hacker knows which institution
these students belong to, he could hack into the institution’s system where the

Fig. 3 LearnerID → StudentID mapping
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personal information of students is stored associated with their StudentID and thus
bridge the gap between the data and their owner. However, in such a case, data
would still be encrypted as per the section below and would require some effort on
the hacker’s part to decrypt them. In addition, each institution is identified with a
unique, meaningless Institution ID that cannot trace back to the institution itself.
Therefore, the SAM Model proposes a network-level security layer that can avert
hacking into the core system itself. This shall be discussed below in this research
document.

2.3 Encryption of Data

Included in the Security part of the SAM Model is a learners’ data encryption layer
which programmatically encrypts all of the data in transit between the learning
environment (client-side) and the data analytics engine (server-side). The encryp-
tion mechanism is presented in a visual manner in Fig. 4.

In the SAM Model, the encryption mechanism works as follows. Upon the
successful creation of a learner account in the learning analytics system, an
encryption key pair is generated by the system for that particular learner, and the
private key is stored as part of that learner’s private profile information. For
security’s sake, this private key is kept exclusively private to the system forever and
not even the learner gets access to it. However, the public key, which is also stored
in the system as part of that learner’s private profile information is passed to the
client-side during the authentication handshake process when the learner success-
fully authenticates into the learning tool from where the learning interaction data are

Fig. 4 Encryption mechanism
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captured. From that point onwards, the learning tool uses the authenticated learner’s
public key to send encrypted data packets to the backend where these are stored in
their encrypted form.

Upon reception of encrypted learning interaction data packets into the backend
system, the data analytics engine retrieves these data and decrypts them using the
appropriate learner’s private key which resides exclusively on the server. Only then
is the data analytics engine able to process and analyze these data and make sense
of them.

When the data analytics engine has completed analyzing the learning data, the
results of the analysis need to be encrypted again, which operation is performed
using that learner’s public key that also resides both on the server and on the client
(only when the client requests it through authentication). These encrypted analysis
results are then stored on the backend waiting to be requested by the visualization
(dashboard) tools.

The final step in the encryption process occurs when learners want to view their
learning analytics results, that is how well their learning performances are in the
learning domain at hand. In this scenario where the user requests to view his/her
data, the encryption process needs to be reversed. Therefore, upon successfully
authenticating in the dashboard tool, a session-based encryption key pair is gen-
erated by the client learning tool on the client-side. The private key is kept on the
client side and the public key is sent to the server as part of the transaction in which
results are requested for displaying in the dashboard visualizations. Upon receiving
the public key from that session, the server-side uses it to encrypt the analytics
results and send these data encrypted to the client for viewing in the dashboard.
When the client (dashboard) receives the encrypted data, it uses its private key to
decrypt the data and show them in an intelligible manner to the user in the dash-
board. Given that this encryption pair is session-based, when the student logs out of
the dashboard tool or the session expires, the key pair is invalidated and destroyed
so that no one else can retrieve the key pair and decipher learners’ results.

It is correct to say that the analytics results are more in need of protection than
the raw learning interaction data captured from the learning environment. In the
SAM Model specifications, this encryption mechanism should use advanced
client-side public-key encryption techniques such as OpenPGP or RSA in order to
encrypt data in a very secure way. The aforementioned encryption mechanism
provides a second layer of security on top of the existing anonymity and privacy
layer which already renders the data unidentifiable. Now encryption aims at ren-
dering the data unreadable.

2.4 Network-Level Security

In the preceding sections, emphasis has been directed towards privacy and anon-
ymity as the first protection layer and then encryption of the data. These two layers
are application-level security mechanisms. However, these mechanisms alone do
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not protect the data against the most important threats. This section proposes a
secure network architecture or topology for hosting the different components of a
typical learning analytics system, which components could be summarized as
follows:

1. Learning Sensors—sensors tracking learning interactions from various learning
environments

2. Ingestion Service—web service taking in learning data packets and passing
them on to the server for further processing

3. Queueing System—the queue serving as a buffer zone to temporarily store
learning data and avoid any data loss

4. Collection Service—internal service taking data from the queue and persisting
them in a database

5. Input Analytics Store—database system storing raw learning interaction data
before they are processed and analyzed

6. Data Processor—parallel-processing engine that performs custom-built analyses
on the raw learning interaction data and persists the results in an output data store

7. Analytics Results Store—database system storing the results of the processing
done by the Data Processor on the learning interaction data

8. Results Service—web service providing the analytics results data back to the
client for visualization in the dashboard component

This shows how data are flowing through a typical learning analytics system,
and from there, possible attack points, flaws, or high-risk areas can be discerned.
Based on the current system architecture, vulnerable, high-risk areas have been
identified and a proposed secure network architecture design when deploying
learning analytics systems ensued. This security-centric architecture is generic and
can be applied to any such system.

Figure 5 shows the components described above from a network and security
perspective.

As this architecture clearly demonstrates, three layers are concerned:

1. Client-side sending out and receiving data
2. Middleware securely bridging the gap between client-side and private network

hosting the system’s core
3. Private server network hosting the learning analytics system’s core

This architecture stems from a principle of isolation of the at-risk components of
the system in order to minimize and even eradicate any unnecessary exposure. That
is why the whole system has been broken down into three network layers that
interact securely together.

The most sensitive, at-risk component of a learning analytics system is the
system’s core where the data processing is done and where all of the data is stored.
This is the safe, or vault, of the learning analytics store. Therefore, higher protection
is required.

This secure-centric system architecture starts with the client-side where Learning
Sensors and Dashboards reside. This is the layer with which learners interact

Security and Privacy in Bigdata Learning Analytics 51



sending their learning interaction data via the Learning Sensors and viewing their
performance reports in the Visualization layer. This information travelling back and
forth between the server and the client needs to be protected, which is achieved by
the afore-mentioned first layer of client-side encryption.

Then comes the Secure Connection Channels. The raw data, even though they
are client-side encrypted, need to travel in a secure environment where they cannot
be sniffed. To achieve that, at least three possible and well-known solutions exist,
namely SSL, VPN, and SSH.

SSL (Secure Sockets Layer) is the default secure channel for conveying infor-
mation between applications and server-side components using the concept of
signed certificates. However, SSL has vulnerabilities that sometimes get uncovered
and can be exploited by hackers to sniff in the traffic [7–9]. Still, it is a good
security layer. Also, SSL interception techniques could possibly make in-transit
data vulnerable to exposure [10].

VPN (Virtual Private Network) is a more secure approach towards protecting
data to and from the server. Most VPN solutions tend to be costly solutions, though
reliable, free VPN solutions exist that can be used to provide more advanced
security of the data such as SoftEther VPN [11, 12] and OpenVPN [13] that are
worth considering. According to the SAM Model, modularity is there to allow the
adding of new or more advanced security features on top of the existing default
security setting. VPN is one such option that can provide more security, though it is
less user-friendly as learners have to setup a VPN connection in order to work with
the system. Again, depending on the case and the level of security required, VPN
can or cannot be considered.

SSH (Secure Shell) tunneling, or port forwarding, could be used with a secure
SSH key pair to establish a very secure connection to the server and send data

Fig. 5 Learning analytics system network-level security
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securely. Furthermore, with this approach, as with the VPN solution, the risk of
opening up server ports for client connections is mitigated since connections are
made via SSH and not directly to a specific port. Though no security mechanism is
absolutely 100 % secure and invincible, these security mechanisms offer high-level
protection against sniffing of learners’ data.

These three possible secure connection channels are options that can be used as
per the SAM Model to ensure a double encryption layer for the data. This means
that data are doubly encrypted while in transit. First of all, the client-side encrypts
the data and sends them out, but then the connection channel such as SSL, VPN,
and SSH provide a very strong second layer of encryption over these
already-encrypted data. Therefore, even if someone would breach SSL, VPN, or
SSH, the data would still be encrypted, and they would have to try to decrypt them.

Those data are now encrypted and passed onto the middleware layer called the
“Broker”. This broker plays a critical role in the whole architecture, as it bridges an
important gap between the client-side sending encrypted data and the system core
totally protected in a private network, which otherwise would be completely
inaccessible. This Broker is a single server hosting a web service that listens on a
single port and accepts only predefined types of data packets and otherwise rejects
non-compliant data types. This Broker does not decrypt any of the data, but only
relays them to the protected core. The Broker may also provide a temporary storage
of data in transit in the case where the core is unreachable.

Finally, the most important part of the learning analytics system, the core, is
hosted in a totally private network of servers hosting the different components of
the system. This network comprises the two critical web services provided by the
learning analytics system, namely the Ingestion and Result Services. These web
services are unreachable from the web as they reside in a private network. This
isolation of the core component protects it better due to its greater risk level as
compared to the other components.

In order to send the learning data to the core and retrieve performance results,
data pass through the Broker, which in turn relays those encrypted data to and from
the respective web services on the private network. The key here is that the Broker
server is on the same physical network as the core servers but is reachable from the
internet only through a specific port and accepts only a predefined structured type of
data. The other servers hosting the core are private and have no public IP address
through which they could be web-reachable. Using this approach, all of the raw and
processed data are protected against exposure by preventing any external access to
the servers storing these data.

However, one possible flaw remains through the Broker. One can argue that
someone breaking into the Broker’s web-reachable server could then potentially
gain unauthorized access to the internal, private network to which the Broker is
connected. That is truly a possibility, but it is possible to mitigate this threat by
isolating the Broker and private network so that only strict standards-adhering
communications via the web services can be accomplished between the Broker and
private core network. For instance, SSH access to any server within the private
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network could be denied to the Broker server, thus ensuring that no one hacking
into the Broker could penetrate into the private network’s servers.

In summary, the SAM Model, as laid out above, is a learning analytics archi-
tecture design that if implemented can ensure a proper balance between protection
and productivity in the learning analytics world.

3 Conclusion

As the learning analytics world grows, security concerns with respect to the mar-
shalled data will become increasingly important. It is therefore of utmost impor-
tance to address these issues in the beginning and propose concrete plans to fix
possible current and future issues. In addition, proliferation of such systems on a
worldwide scale will demand from them that they be as low-cost as possible in
order to reach out to those most in need of high-quality education. This is what this
research strives to do by designing a secure, affordable, modular learning analytics
architecture based on an actual learning analytics system pilot-tested in several
institutions as of now. The SAM Model proposed in this research paper will raise
security awareness in the learning analytics world and provide a basic, no-cost
solution to remedy to security issues. This will also serve as the basis upon which to
build new learning analytics security models as well as expand on the SAM Model
in order to always provide better protection of learners’ data and thus build a trust
relationship between the learner and the system providing help to the learner.

The SAM Model serves as a model, or specification, that different learning
analytics platforms can implement with different variants depending on their
respective context. The SAM Model should be considered a draft specification, or
work in progress, that needs to be refined, reviewed, critiqued, validated, and
approved by the general consensus of the learning analytics world.

Areas to be considered for future improvement and research include, though not
restricted to:

1. Security provisions against DNS Hijacking
2. Secure authentication mechanisms (e.g. Central Authentication Service) to

ensure the learner’s credentials cannot be intercepted

Finally, researchers may also be interested in pursuing the creating and develop-
ment of anHTTPA-like protocolwhere learners havemore control over their data, thus
providing for greater transparency as to who is doing what with their data [14–17].
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Detection of XML Signature Wrapping
Attack Using Node Counting

Abhinav Nath Gupta and P. Santhi Thilagam

Abstract In context of web service security, several standards are defined to secure
exchanges of SOAP messages in web service environment. Prominent among these
security standards is the digital signature. SOAP messages are signed partially or
fully before being transmitted. But recent researches has shown that even signed
messages are vulnerable to interception and manipulation of content. We refer to
these types of attacks as XML signature wrapping attacks. In this paper, an
approach is proposed to detect the XML signature wrapping attacks on signed web
service requests using node counting. We detect XML signature wrapping attacks
by calculating the frequency of each node in web service request. Experiments
show that the proposed solution is computationally less expensive and has better
performance in securing the exchange of SOAP messages.

Keywords XML digital signature � XML signature wrapping � Web services

1 Introduction

Web Service is generally used to describe web resources that are accessed by the
software applications rather than users. Web services are a set of functionalities
designed to work in collaboration to complete a task. Web services standardized the
business applications and due to the code reusability and interoperability feature
provided, the business environment is falling for web services. Due to extensive
usage of web services in business scenario it gives enough importance to Web
Services to raise the security concerns.

Making Web Services secure means making SOAP messages secure and
keeping them secure wherever they go [1]. The group of security standards in
WS-Security is used to secure exchanges of SOAP messages in Web Service
environment. However, despite all of these security mechanisms, certain attacks on
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SOAP messages may still occur and lead to significant security faults [2]. Illustrated
that the SOAP message, protected by an XML Digital Signature as specified in
WS-Security, can be modified without invalidating the signature. These kind of
attacks are called XML Signature Wrapping Attacks. They can happen because
XML Digital Signature assigned to an object in an XML document does not depend
on the location of the object in the document.

Moreover, SOAP extensibility model by default has a very less restriction of the
presence of headers and elements inside soap message and hence an unrecognized
security header or soap header can be present inside soap message. All of these
features along with vulnerabilities of XML Digital Signature gives away a way for
performing wrapping attacks on SOAP messages.

Different solutions have been proposed to solve this problem. For example, in
Ref. [3] the authors proposed an inline approach that uses the structure information
of the SOAP message by adding a new header element called SOAP Account. In
Ref. [4] the authors extended the inline approach by considering not only structure
but depth and parent child relationships in soap message. However, none of these
solutions could properly detect wrapping attacks. Moreover, not much attention has
been laid on how to recover from the attack.

Section 2 describes the related work done on the same topic. Section 3 gives the
details of system design. Section 4 describes the experimental setup and perfor-
mance evaluation against other popular approaches to counter xml signature
wrapping attack. Section 5 is conclusion followed by references considered for the
study.

2 Related Work

To secure the exchange of XML document over the web, to maintain the authen-
ticity and integrity of the exchange, XML digital signature is deployed [2]. XML
Digital signature provides mechanism to encrypt an XML document partially or
fully thereby securing the content of the XML document. In Fig. 1 [3] the structure
of signed XML document is given.

The major vulnerability of xml digital signatures which leads to xml signature
wrapping attack is xml processing is done twice when xml digital signature is
present: once for the validation, and once for application use. Issue is that, for each
case, validation and application, different approach is used to access xml data. XML
Signature validation finds the signature element and use the references id inside to
locate the signed element. The application parser instead analyze the message
thoroughly to find the data application is interested in. Generally the results are
same, but in the signature wrapping case, the attacker replaces the original signed
element by a fake and relocating the original element inside the soap message from
its original place.

SOAP message is depicted in Fig. 1 [3]. The figure shows the function of
deleting the user present in the SOAP message body. Authentication and integration

58 A.N. Gupta and P. Santhi Thilagam



of the SOAP body is done with the help of XML signature. XML signature is
present in SOAP header consisting two elements <SignedInfo> which is the
identification pointing to the SOAP body and digest value computed over cited
element and <SignatureValue>. The authentication for <SignedInfo> is provided by
computing the signature value and assigning it to <SignatureValue>. The end-user
first searches for the cited element given in <SignedInfo>. Than the digest value
over the cited element is computed and comparison is done with the value given in
the <DigestValue>. Than the signature is verified using <SignedInfo>. At the end,
function defined in the SOAP body is executed. This was first observed by
McIntosh and Austel [2], Example of the XML Signature Wrapping attack is shown
in Fig. 2 [3]. In this example an attacker moves the original body of the SOAP
inside header. Then he creates a body of the SOAP new id and invoke different
function. Since the Signature is not altered just relocated and the concerning parts

Fig. 1 Example of XML
signature applied on the
SOAP body

Fig. 2 Example of XML
signature wrapping attack on
the SOAP body
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are also unchanged, the security logic will be able to do the verification of integrity
and authenticity. This new SOAP body is taken as the input by the business logics.

XML Signature Wrapping attack is a newly discovered attack and as explained
above, this attack exploits the loophole in processing of XML signature, which is
designed for the purpose of authentication and integrity of the request message, to
inject malicious data inside the request. Only a handful of papers are available to
provide insight of this attack and even less counter measures. McIntosh and Austel
[2] show ways to defend against wrapping attacks by laying certain message
exchange policies for both sender and receiver. These policies have to be hardcoded
into the application. But due to this the advantages of service oriented architectures
is lost as the web services no longer remain independent.

Another popular countermeasure is XML Schema validation [3]. However,
performing schema validation in the Web Services framework is not suitable, since
it could adversely affect the performance of the service. Furthermore xml schema
validation doesn’t provide good security against the xml signature wrapping attack.

Second category of proposed countermeasures is called the inline approach and
was presented in [3]. This approach fixes the relative location of the signed element
so that any movement or alteration is detected. This approach works by adding a
header element called SOAP account for each signed element containing its number
of child element, parent elements, depth from SOAP header and Envelope.

But this idea has some disadvantages, first among those is its not being a
standard of xml. Secondly, attacker could alter the message content while still being
validated successfully. That means that inline approach cannot prevent against
signature wrapping attacks in general.

Other approaches like schema hardening [3], attaching XPath expressions and
ontology based approaches in [3]. But All these approaches have to be hardcoded
into the application itself, and it means loss of flexibility and independence of
service oriented architecture. All the approaches defined above are proactive
approaches and demand a good understanding of the system from both the client
side and service provider side.

3 System Design

The System is divided into 3 main modules, interception module, detection module,
and logging module. First module is basically the interception module which
intercepts the incoming digitally signed SOAP requests and forward it to the
detection module.

Detection module then applies the algorithm given below to detect the presence
of the XML signature wrapping attacks by analysing the request thoroughly. If
detected, the request is denied and log is generated via logging module else the
request is forwarded to intended recipient and another log is generated of successful
forwarding of the request.
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The Algorithm to detect the XML signature wrapping is

Input: InputStream of SOAP Envelope

1. See if <Signature> is child of <Header> element using//Signature//Reference
[@URI] xpath expression, if present move to step 2 else there is no attack.

2. If found, extract the URI attached with the Reference attribute using string api in
java, and check if it begins with #, if it does move to step 3 else match the URI
against the URI Signatures.

3. If the URI begins with #, check the SOAP Header for optional header elements
using//*[contains(@mustUnderstand,′0′)]/*/*xpath expression. It also extract all
the children of the optional header element and save it in a NodeList data
structure from java xpath api.

4. Extract all the children of SOAP Body element including itself
using/Envelope/Body/*and save them in another NodeList.

5. Now compare NodeList from above two steps by counting the frequency of
child nodes, if a single element is common in both list there is XML Signature
Wrapping attack, else no attack.

Output: Boolean value notifying the presence of attack vector.

This concludes the algorithm to detect the XML signature wrapping attack.

4 Implementation and Performance Evaluation

We have implemented 3 services as per the specifications provided by a popular
benchmark for web services named TPC-APP, and deployed them on Apache
Tomcat using Axis2 service engine.

Test Environment machine composed of Hardware: 100 Mbps Ethernet card,
4 GB memory, Intel core i5 cpu with clock speed of 2.40 GHz, and Software:
Windows 7 Home Basic Edition, Java2 Standard Edition jdk 1.7.0. All the
implementation including web services and WS-IDS is in java.

Colored Petri Net (CPN) tools version 4.0 are used for the simulation of XML
signature wrapping attack in Lab Environment. Using the CPN tools we have
simulated 100 web services request messages which contains 20 malicious request
of namespace injection, 20 each of both id based and xpath based signature
wrapping attacks and rest of the request are all valid. Several attacking cases
including Replay Attack, Redirection Attack and Multiple Header Attacks is sim-
ulated inside the header and body of service requests along with attacks specific to
XML signature wrapping. We have also considered the specific case of XML
signature wrapping attacks and also sub types of the attack itself like namespace
injection or id based wrapping. The system starts by intercepting the incoming
SOAP requests and analysing them according to three approaches, i.e., WS
Security, SOAP Account and Node Counting to detect the XML signature wrap-
ping attack. The results are presented in Table 1.
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The results presented in Table 1 makes it is easy to recognize that our approach
has bettered the other approaches. WS-Security approaches show the lowest attacks
detection because as we mentioned in Sect. 2, XML Digital Signature has limita-
tions to protect SOAP message from wrapping-attacks.

The next, SOAP Account approaches show the second best result. This is
because with this approach, analysis of SOAP account, a header for each referenced
element contains the number of child nodes of that element, would decrease the
performance of the approach. Results may vary on different configurations and
more rigorous testing, but while comparing Node Counting approach with other
approaches it is noticed that Node Counting is only approach independent of any
prior interaction to web service client or web service provider of any kind. In case
of SOAP Account approach a separate header element for each of referenced ele-
ment has to be added inside SOAP Header which has to be analysed at the receiving
end in order to detect any XML Signature attack, a computationally expensive task.

We lose the independency and flexibility of web services as it is not a standard
yet. Same is the case with WS-Security approach in which an xpath expression is
included to locate the referenced element, again expensive in terms of computation
cost. Also it has to be noted that even though approach bettered other approaches, it
cannot detect 100 % of attacks. It is because slight variations in the behaviour of the
attack may happen or new attack may appear.

Aside from detection rate of the XML signature wrapping attack, there is one
more factor to consider and that is time taken to analyse the service request to detect
the presence of XML signature wrapping attack. Node counting approach performs
better than WS Security and SOAP Account as it takes less time to analyse the
service request to detect the presence of attack as shown in Table 2.

The reason for this time difference is node counting approach directly analysis
the received service request without referencing or dereferencing other extensions
to the original request like the case in SOAP Account and WS Security Approach.

Table 1 Performance of node counting against other detection approaches

XML signature wrapping attack detection technique False positive True positive

WS security 8 52

Node counting 0 60

SOAP account 16 44

Table 2 Timed analysis of XML signature wrapping attack detection

XML signature wrapping attack detection technique Time taken in analysis (ms)

WS security 1200

Node counting 450

SOAP account 700
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5 Conclusions

In this paper, we have studied about web services and attacks on web services,
specifically about the XML signature wrapping attack. We have studied various
vulnerabilities of xpath and XML digital signatures and also considered various
scenarios in which those vulnerabilities are exploited to mount signature wrapping
attack on web services. We have also studied popular proposed mechanism to
counter the XML signature wrapping attacks and there shortcomings in catering the
XML signature wrapping attack.

In this paper, we proposed a mechanism based on node counting to combat with
XML Signature Wrapping Attacks. Experiments showed that the proposed solu-
tions have better performance in securing the exchange of SOAP message com-
paring to other methods.

Thus, we believe that our approach can protect SOAP message from
wrapping-attacks and therefore, bring a reasonable protection to entire Web Service
environment. Our current method may cause a reduction of the effectiveness when
slight variations in the behaviors of the attack happen or when new attacks appear.
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Secure and Efficient Distance Effect
Routing Algorithm for Mobility
(SE_DREAM) in MANETs

H.J. Shanthi and E.A. Mary Anita

Abstract The aim of this paper is to provide security against Denial of Service
attack for position based routing in MANET. In the position based routing, the
message forwarding area is restricted by using the position information of the
destination node because routing overhead is lower than ad hoc routing protocols.
The presence of misbehaving nodes inside the forwarding zone is the hindrance to
provide reliable data transmission. To subdue this, we propose Secure and Efficient
Distance Effect Routing Algorithm for Mobility (SE_DREAM). In this protocol, the
misbehaving nodes inside the forwarding zone are detected by analyzing the traffic
flow between each pair of nodes in the network. If the traffic flow is abnormal, then
that node is added into the malicious list. The malicious node is revoked from
forwarding zone before forwarding the message towards destination position. The
proposed algorithm outperforms existing geographic routing algorithm in the
presence of malicious nodes in the network.

Keywords Mobile ad hoc network � Denial of service attack � Distance effect
routing algorithm for mobility � Misbehaving nodes

1 Introduction

Mobile Ad hoc Network is consists of number of mobile terminals with no
infrastructure and centralized control. The mobile nodes in the ad hoc network
change its position more frequently. So, providing an efficient route between the
mobile modes is the ultimate goal of the Mobile Ad hoc Network. The route should
be discovered with less overhead and less bandwidth consumption [1]. The
Geographic routing in MANET can achieve these requirements.
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1.1 Geographic Routing

In geographic routing, the nodes know their location by using any positioning
system like Geographical Positioning System (GPS). The node estimates the
position of its immediate neighbors and the destination node to forward a data
packet to the destination. Even though the node in MANET changes its location
dynamically, a node can estimate its neighbor’s location easily in geographical
routing [2, 3].

Many routing protocols of MANET uses the topology information to discover
the route in the dynamic environment. The geographic or position based routing
overcomes some of the disadvantages of topology based routing using some
additional information. The geographic routing forwards the data packet towards
the position of the destination node. There are two types of geographic routing such
as proactive and reactive routing. In proactive routing, each node maintains the
location table. The location table is updated by transmitting location packets among
the nodes. So, the node will get the location information from its location table in
case of proactive routing. The best example of proactive geographic routing is
Distance Effect Routing Algorithm for Mobility (DREAM) [4]. In reactive routing,
the node will estimate the position of its neighbor at the time of route discovery by
using location services like GPS [1]. This kind of protocol does not maintain the
location table. The best example of reactive routing is Location Aided Routing
(LAR).

1.2 Security of Geographic Routing

Trusting the neighbor nodes in the geographical routing plays an important role as
all the nodes forward the data via its immediate neighbors. The forwarder nodes are
selected based on the location information. So, the attackers try to hack the location
information. So, we need to provide the security to the location information
exchanged between the nodes. The attacker may change the message or drop some
packets if it has been in the forwarding zone. Hence, the routing protocol without
security cannot provide better performance in the presence of malicious nodes [5].

In this paper, we propose a Secure and Efficient Distance Effect Routing
Algorithm for Mobility (SE_DREAM) to ensure the reliable communication in
MANET in the presence of misbehaving node in the network. The misbehaving
nodes inside the forwarding zone are detected by analyzing the traffic flow in the
network. According to the traffic flow analyzed, the nodes are categorized and
exclude from the forwarding zone.

The rest of the paper is organized as follows: Sect. 2 discusses various works
have done related to our proposed work. In Sect. 3, the process proposed work is
explained in a prolix manner. Section 4 presents the results obtained by imple-
menting the proposed idea in the Network Simulator.
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2 Related Works

Malgi et al. [6] have proposed an Anonymous Position-based security aware
routing protocol (APSAR) to maintain the anonymity protection from malicious
nodes. This protocol has provided the anonymity protection for source, destination
and the route by dividing the network area into several zones.

Rao et al. [7] have proposed secure geographical routing using Adaptive
Position Update technique. In this protocol, the source node discovers the secure
geographical route by using group signature when it wants to transmit the data. The
Adaptive position update technique is used to update the position of the nodes
according to their mobility patterns dynamically.

Carter et al. [8] have proposed Secure Position Aided Ad hoc Routing (SPAAR)
which protects the position information to provide security for position based
routing. A node verifies its one hop neighbors before adding them in the route. So,
the unauthorized users cannot participate in the route as well as route discovery
process.

Pathak et al. [9] analyze the well known geographic routing protocol Greedy
Perimeter Stateless Routing protocolwithAdaptive PositionUpdate (APU) technique
for position update. In this paper, the author provides the security by encrypting the
data packets during transmission. The RC4 algorithm is used for encryption.

Ranjini et al. [10] have proposed security efficient routing for highly dynamic
MANETs. The authors said that the Position based Routing is the best solution for
delivering data packets in the highly dynamic environment. But the position based
routing did not check whether the intermediate nodes in the route are secure or not.
The security efficient routing gives the solution for this problem.

Malgi et al. [11] have proposed SC_LARDAR (Security Certificate Location
Aided Routing Protocol with Dynamic Adaptation of Request Zone) protocol
which is a new location based ad hoc routing protocol. SC-LARDAR concentrates
on black hole attack in MANETs. The main advantages of this protocol are
reduction in flooding RREQ packets and reduction of power consumption. But
certificate based security scheme consumes extra memory to store keys. But our
proposed method uses the traffic analyses method to detect the abnormal traffic flow
in the network. The traffic analyses method is applied only to the nodes inside the
forwarding zone towards the destination. So, the proposed method can reduce the
overhead, memory usage and energy consumption to detect the misbehaving nodes
in the forwarding area.

3 Proposed Work

DREAM is a proactive routing protocol because each mobile node maintains
location table. The location table is updated by transmitting location packets
(LP) to nearby nodes in higher frequency and to faraway nodes in lower frequency.
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The mobile node in ad hoc network is not necessary to maintain up to date location
information for far away mobile nodes. Each location packet consists of
co-ordinates of the source node, source node’s speed and the time in which the LP
was transmitted. Upon receiving the LP packet each node updates its location table.

Consider the network with 20 mobile nodes as shown in Fig. 1. Let us consider
node N2 as the source node and the node N15 as the destination node. Each and
every node broadcast Location Packets (LP) to its neighbors. The Location Packet
contains the co-ordinate of the source node and the time at which the LP was
transmitted. Each mobile node maintains Location Table (LT) and updates the
Location table by using LP it received. The source node calculates the expected
zone by using the Eq. (1). In Fig. 1, the dotted circle around the destination node
N15 is the expected zone. The nodes N11, N14, N16 and N17 are the nodes
available inside the circle around the destination node. Then source node defines its
forwarding zone by calculating minimum angle α as shown in Fig. 1. The minimum
angle is calculated by using Eq. (2). The forwarding zone is the area enclosed by
angle α vertex is at source N2 and whose sides are tangent to the circle around the
destination N15. The nodes N5, N6, N8, and N10 are present in the forwarding
zone.

The malicious node inside the network is discovered by analyzing the traffic flow
between each pair of nodes. If the detected malicious node is present inside the
forwarding zone in the sense that should be remove from the forwarding zone list.
Assume that, the node N10 is the malicious node in our network as shown in Fig. 1.
The source node sends the data packet for destination in the forwarding zone. When
the destination receives the data packet successfully, it returns as ACK packet to the
source node N2.
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3.1 Process

1. Source first calculates a circle around the most recent location for destination D,
using the last known speed.

R ¼ Vmax � t1 � t0ð ÞCentered atXd; Yd ð1Þ

2. Source node S defines its forwarding zone to be the region enclosed by an angle
α, whose vertex is at S and whose sides are tangent to the circle calculated for D.

Angle a ¼ arcsinðR� dSDÞ ð2Þ

3. Each of these neighbors then computes their own forwarding zone, based on
their own location tables.

4. In our proposed work, we are going to filter out the malicious node present in
the forwarding zone by using following method.

3.2 Traffic Matrix Construction and Traffic Analysis

In Mobile ad hoc network, individual mobile node dynamically come into and goes
out of communication range of another individual mobile node. To simplify the
analysis, we assume that mobile node will stay in communication range of other
nodes for certain time interval.

Assume that there are altogether N mobile nodes in network denoted by mi

(i = 1, 2, …, N). Considering two individual mobile node mi and mjði 6¼ jÞ, the
process of mi sending data to mj can be divided as follows.

First mj discover nodes those are present inside the communication range
(Neighbor list), in which the probability of containing mi is denoted by Ps

ji. Then
assume that the data transfer rate from mj to mi is Tji and assume that probability of
mi data receiving rate for the data transmitted by node mj is Pr

ji. Finally mi begins
transferring data to mj with the flow throughput Bij.

Therefore, the traffic from mobile node mi to mj is

TFij ¼ Ps
ji � Tji � Bij: ð3Þ

Now, we will go through every parameter. The probability of not containing mi in
the neighbor list of mj is given by following equations,

Consider that, the total number of neighbor nodes of mj is denoted by Lj and the
total number of mobile nodes in the network is denoted by N. Then the probability
of not getting mi inside the communication range of mj is given by
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Ps
ji ¼ Lj=N ð4Þ

Ps
ji ¼ 1� Ps

ji: ð5Þ

The data transmission rate is the amount of data transmitted from one mobile node
to another in a given time. It can be viewed as speed of travel of a given amount of
data from one node to another node. The data transfer rate from mj to mi is Tji is
given by

Tji ¼ Amount of data transferred=Time ð6Þ

Probability of mobile node mi’s data receiving rate for the data transmitted by
node mj is given by following equation.

Consider that the Service capacity is denoted by Si (Maximum amount of data it
can receive) and Demand is denoted by Di (Actual size of the data node mi

received)

Pr
ji ¼ Si=Di ð7Þ

Throughput is the rate at which the data can be transmitted. The flow throughput
Bij is given by,

Bij ¼ Amount of data=Transmission Time ð8Þ

3.3 Threshold Traffic Value

The threshold traffic value is calculated by analyzing the traffic of source node S.
The following is the pseudo code to calculate the threshold traffic value.

Proc ThresholdValue (S, NL(s))
List trafficValues; 
NL (n) denotes neighbor list of node n; 
FNL denotes Forwarding node list; 

for each node  ( )n LN s∈
Append TF(s, n) to trafficValues; 

End for
Sorted value [] = Sorted value of list 

trafficValues in descending order; 
mt=sorted value [0]; 
return mt;

End Proc
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Then compare the calculated threshold value with the traffic matrix of the nodes
in the forwarding zone. If the traffic value of node mi and mj value is greater than
threshold value in the sense, the node mj send the revocation message against the
node mi to all its neighbors. The revocation message is transmitted with the sig-
nature in the following way:

The misbehavior node revocation is comprised of three sub process.

• Misbehavior Notification
• Revocation Generation
• Revocation Notification.

3.4 Misbehavior Notification

After the detection of node mi’s misbehavior, the mobile node mj notify the mis-
behavior detection of node mi to entire neighbor nodes. The notification message
consists of ID of the node mi along with time stamp value {IDi; Tj}

3.5 Revocation Generation

Whenever a particular node got a misbehavior notification, the message will be
dropped if the node mj itself has revoked already.

The node mi is diagnosed as malicious node when the number of misbehavior
notification message reaches the predefined threshold value.

The neighbor nods construct the revocation message in the following way:

Re vj ¼ H IDið Þ � d ð9Þ

where ‘d’ denotes the shared key among the mobile nodes in the ad hoc networks
d is the highest prime number. Each and every mobile node has its own public

key pub (i), which is generated by pubðiÞ ¼ r � d. r 2 Z is an random integer
generated by each mobile node. Then the value dpub ¼ H pubðjÞð Þ � d, which is used
to verify the signature appended with the revocation message.

3.5.1 Revocation Verification

Upon receipt of revocation message, each neighbor node verifies it by checking
whether the equation H pubðjÞð Þ � Re vj ¼ dpub �H IDið Þ holds. If the equation
holds, the particular node mi is revoked from forwarder zone list.
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5. Now the forwarding zone is free from malicious nodes. So, each neighbors of
source node in the forwarding zone forwards the data accordingly.

6. When destination D receives a data packet, D returns an ACK packet.
7. If source node S does not receive an ACK packet within a time out period, then

source resorts to a recovery procedure.

4 SE_DREAM Algorithm

In this section, we will describe how to transmit the data securely and efficiently in
the ad hoc network. For that, we introduce SE_DREAM algorithm for eliminate
misbehaving nodes in the forwarding area to provide reliable communication in the
ad hoc network. Algorithm 1 depicts the pseudo code of SE_DREAM algorithm.
The parameters used in our algorithm are described in Table 1.

Table 1 Parameter description used in Algorithm 1

Parameter Description

S Source node intended to transmit the data

D Destination node receives the data from S

dij Distance between the node ‘i’ and ‘j’

CRi The communication range of the node i

Vmax The maximum speed of the destination node

t0 Time at which transmission starts

t1 Time at which transmission ends

TFij Traffic flow between node ‘i’ and ‘j’

NL (i) Neighbor list of node i

mL List name used to store the malicious node’s ID

Xd X co-ordinate of the destination node

Yd Y co-ordinate f the destination node

NA List of ad hoc nodes in our network

FZ Forwarding zone

Re vj The revocation message sent by node j

a Minimum angle used to define the forwarding zone

R The radius of the circle around the destination
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Initially, the source node S calculates the circle around the destination node. The
radius of the circle is calculated in line 3. The line 4–6 describes how to calculate
the forwarding zone. The threshold value is calculated by calling the procedure
ThresholdValue. It has two arguments such as source node ID and the neighbor list
of source S. It returns the threshold traffic value. The malicious node is detected by
analyzing the traffic matrix values from line 9 to 18. From line 20 to 24, the
malicious nodes are removed from the forwarding zone. The data is forwarded to
destination via forwarding zone by the source node is given by line 26–35. If the
destination receives the data packet successfully, it will send the acknowledgement
back to the source node else the source node update the location table and do the
process from line 1.

5 Simulation Results

5.1 Simulation Model and Parameters

The detailed simulation parameters are listed in Table 2.

5.2 Performance Metrics

The NS2 Simulator is mainly used in the research field of networks and commu-
nication. The performance evaluated by using the network parameter packet
delivery ratio, packet loss ratio, end to end delay, routing overhead and throughput.

Table 2 Simulation
parameters

Parameter type Parameter value

Simulation time 60 ms

Simulation area 1500 × 1000 m

Number of nodes 50

Mobility Speed 3, 4, …, 10 m/ms

Path loss model Two ray ground

Channel bandwidth 2 Mbps

MAC protocol 802.11

Transmission range 250 m

Traffic model CBR
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The performance of our proposed scheme is evaluated by comparing the pro-
posed scheme SE_DREAM with the existing location based secure and reactive
routing protocol SC_LARDAR.

Figure 2 gives the comparison analysis output of the proposed scheme
SE_DREAM with the existing approach SC_LARDAR. The proposed scheme
outperforms than SC_LARDAR. In our context, the packet transmission starts at
time 45.0 ms and 100 packets have to transmit for each and every 0.05 ms. Initially
87 packets have been delivered to the destination successfully remaining packets
have lost due to link breakage and channel fading only as we have remove mali-
cious nodes from forwarder list. In Fig. 3, the packet loss ratio has plotted. The
packet delivery rate varies during the runtime because of frequent link failure,
channel fading and presence of malicious node in MANETs. When the simulation
end, our proposed scheme has delivered 74 packets out of 100 packets to the

Fig. 2 Packet delivery ratio comparison analysis with existing secure geographic routing protocol
SC_LARDAR
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destination successfully on the other hand the existing scheme has delivered 69
packets to the destination successfully. Thus our proposed scheme provides higher
performance than the existing one in terms of packet delivery ratio. Higher the
Packet delivery ratio indicates that the high performance of the network.

The packet loss ratio of the proposed scheme is compared with the existing
approach SC_LARDAR. The packet loss ratio of the proposed scheme is lower than
the SC_LARDAR as shown in Fig. 3. The Packet delivery ratio is indirectly pro-
portional to the packet loss ratio. Lower the Packet loss ratio indicates that the high
performance of the network.

Figure 4 shows that the proposed scheme leads to less delay when compared
with the existing approach SC_LARDAR because of existing scheme provides
certificate based security. In our context, delay refers to the time taken by the source

Fig. 3 Packet loss ratio comparison analysis with existing secure geographic routing protocol
SC_LARDAR
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node to deliver the data successfully to the intended destination. In our simulation,
our proposed scheme takes 38.0 ms to deliver 87 packets successfully whereas the
existing scheme have taken 46.0 ms to deliver 82 packets successfully. The sim-
ulation result shown in Fig. 6 proves that the routing overhead in SC_LARDAR is
lower than the proposed scheme. Our security scheme has to update the location
table periodically by broadcasting Location Packets as the topology of the network
changes dynamically. In the existing scheme, the location table is not maintained by
the node. On the fly, it discover the by exchanging location information. The
routing overhead is slightly increases during the runtime in Fig. 5. The route
discovery process starts from 0.0 ms. At simulation end time, our proposed scheme
uses 5524 packets to discover the route whereas the existing scheme uses only 5000
packets to discover the route.

Fig. 4 End to end delay comparison analysis with existing secure geographic routing protocol
SC_LARDAR
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The comparative analysis of the proposed scheme with the existing approach
SC_LARDAR is given by the graph shown in Fig. 5. Tracing the values from
Fig. 5, we can say that our proposed scheme has delivered 91418 bytes successfully
per unit time on the other hand the existing scheme has delivered 90320 bytes
successfully per unit time. As a result, the proposed routing algorithm is can able to
guarantee reliable communication in the highly dynamic environment.

6 Conclusion

Providing reliable communication in the Mobile Ad hoc Network in the presence of
misbehaving nodes is the challenging one. This paper proposes a Secure and
Efficient Distance Effect Routing Algorithm for Mobility (SE_DREAM) scheme to
enable reliable communication and optimal communication overhead by detecting
malicious nodes in the network. The attacks described in this paper focus on DoS
attacks from outside nodes in the forwarding zone of DREAM. This proposed
scheme parry the malicious node in the forwarding zone while forwarding the data

Fig. 5 Throughput comparison analysis with existing secure geographic routing protocol
SC_LARDAR
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packets towards the destination position. The performance metrics of the proposed
scheme is obtained by using the simulator NS2. The performance of the proposed
scheme is evaluated by comparing with the existing secure geographic routing
protocol Secure Position Aided Ad hoc Routing. Our proposed scheme outperforms
than the existing scheme in terms of throughput and overhead.
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Intrusion Detection Model Using Chi
Square Feature Selection and Modified
Naïve Bayes Classifier

I. Sumaiya Thaseen and Ch. Aswani Kumar

Abstract There is a constant rise in the number of hacking and intrusion incidents
day by day due to the alarming growth of internet. Intrusion Detection Systems
(IDS) monitors network activities to protect the system from cyber attacks.
Anomaly detection models identify the deviations from normal behavior and
classify them as anomalies. In this paper we propose an intrusion detection model
using Linear Discriminant Analysis (LDA), chi square feature selection and mod-
ified Naïve Bayesian classification. LDA is one of the extensively used dimen-
sionality reduction technique to remove noisy attributes from the network dataset.
As there are many attributes in the network data, chi square feature selection is
deployed in an efficient manner to identify the optimal feature set that increases the
accuracy of the model. The optimal subset is then used by the modified Naïve
Bayesian classifier for identifying the normal traffic and different attacks in the data
set. Experimental analysis have been performed on the widely used NSL-KDD
datasets. The results indicate that they hybrid model produces better accuracy and
lower false alarm rate in comparison to the traditional approaches.

Keywords Accuracy � Chi square � Feature selection � Intrusion detection
system � Linear discriminant analysis � Modified Naïve Bayes

1 Introduction

Intrusion Detection Systems (IDS) are built to defend networks from various
viruses and attacks. IDS deploys efficient classification techniques to discriminate
normal behavior from abnormal behavior in network data. The major challenge for
building IDS is the management of large scale data clustering and classification.
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Many of the existing IDS face difficulty in dealing with new types of attacks or
changing environments. Hence machine learning approaches are used for intrusion
detection such as support vector machine [1], genetic algorithm [2], neural network
[3], K-nearest neighbor [4], rough set theory [5], Naïve Bayes [6] and decision tree
[7]. These approaches create an opportunity for IDS to learn the behavior auto-
matically by analyzing the data trails of activities. The major steps involved in
intrusion detection using machine learning techniques are

(i) Capturing packets from the network
(ii) Extracting the optimal set of features that describe a network connection
(iii) Learning a model that describes the behaviour of normal and abnormal

activities
(iv) Identifying the intrusions using learned models.

In our paper, we consider step (i) has been already completed and data is
available.

The important contributions of this paper are as follows:

1. Hybrid model including a rank based feature selection integrated with modified
Naïve Bayes classifier to minimize the computational task involved in
classification.

2. Minimizing the training data and also allowing new data to be added to the
training phase dynamically.

2 Related Work

IDS is considered as a crucial building block for any network system. Malicious
attacks result in more adverse effect on the network than before and hence there is a
need for an effective solution to recognize such attacks more effectively. Naïve
Bayes is one of the classification approaches that identifies the class label in a faster
manner due to the less complexity involved in the model. Fast prediction is also one
of the major reasons for the selection of Bayesian approach by many researchers.
Virendra et al. [7] developed a new integrated model that ensembles Naïve Bayes
and Decision Table techniques. Dewan et al. [8] proposed an algorithm for adaptive
network intrusion detection using Naïve Bayesian classifier integrated with decision
tree. A balanced data set is deployed to the integrated model to reduce false pos-
itives for different types of network attacks and the model also eliminates redundant
attributes as well as contradictory examples from training data to avoid building a
complex detection model. The model also addresses limitation of data mining
techniques such as handling continuous attribute, dealing with missing attribute
values, and reducing noise in training data. Due to the large volumes of security
audit data as well as the complex and dynamic properties of intrusion behaviors,
several data mining based intrusion detection techniques have been applied to
network-based traffic data and host-based data in the last decades.
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Many of the hybrid intrusion detection models used feature selection and
dimensionality reduction techniques to remove the noisy features and unimportant
features which decreases the classification accuracy. Bhavesh et al. [9] built a hybrid
model using LDA (Latent Dirichlet Allocation) and genetic algorithm (GA). LDA is
used for generation of optimal attribute subset and GA performs the calculation of
initial score of data items and then performs the different operations like breeding,
fitness evaluation using objective function and filtering to produce new generation.
Saurabh et al. [10] proposed an attribute vitality based reduction method in con-
junction with a Naïve Bayes classifier for classification. Thaseen et al. [11, 12]
proposed a novel model for intrusion detection by integrating PCA and Support
Vector Machine (SVM) after optimizing the kernel parameter using variance of
samples belonging to same and different class. This variance plays a key role in
identifying the optimal kernel parameter to be deployed in the model for training.
Hence this method resulted in a better classification accuracy.

Hence from the literature it is evident that dimensionality reduction along with
optimal feature selection yields a better performance for the classifier model. In our
approach, we develop a model by integrating dimensionality reduction with optimal
subset selection using rank based feature selection and thereby predicting the class
label using modified Naïve Bayesian approach.

3 Background

3.1 Normalization

Normalization is the process of altering the data to tumble in a lesser range such as
[−1, 1] or [0.0, 1.0]. Normalization is mostly required for classification algorithms.
There are many methods for normalizing data such as min-max normalization,
z-score and normalization by decimal scaling. In this paper, we deploy z-score
technique as it is based on the mean and standard deviation of the attribute.

d1 ¼ d � mean ðf Þ
std ðf Þ ð1Þ

where,
mean (f) sum of all values of a specific feature ‘f’
std (f) standard deviation of all values of a specific feature ‘f’

3.2 Linear Discriminant Analysis

In many applications, the data set is noisy and has columns with single values.
Hence a pre-processing stage is required to filter the unwanted data. Linear
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Discriminant Analysis has been used in most of the applications to extract the
relevant attribute set. LDA is used to produce a new subset of uncorrelated features
from a set of correlated ones. The resultant data can be expressed in a less
dimensional space with more powerful data representation. There has been a wide
usage of PCA also for dimensionality reduction in many fields like face recognition,
image compression and also for intrusion detection. The advantages of LDA in
comparison with PCA are specified as follows.

(i) LDA handles both within-class and between class discrimination whereas
PCA does not consider the within class variance [13].

(ii) Dimensionality reduction is performed by preserving class discriminatory
information as high as possible [14].

(iii) LDA performs better than PCA when number of samples in a dataset is large
[15].

3.3 Feature Selection

Feature selection is the process of retrieving a subset of relevant features for
building a model. The major reasons for using feature selection are:

• Simplify the models for easier interpretation by researchers,
• Reduced training times,
• Reduction of over fitting to improve generalization.

The most widely used feature selection techniques are mutual information and
chi-square as they improve the overall accuracy of the classifier. In our paper, we
have deployed chi square feature selection technique.

3.3.1 Chi-Square Feature Selection

Chi-squared feature selection is a commonly used approach in many applications
[16]. In this approach, the feature is evaluated by calculating the chi-squared
statistic value relative to the class variable. The hypothesis is of the assumption that
two features are not related and it is verified by chi-square formula:

v2ð f ; cÞ ¼ N � ðWZ � YXÞ2
ðW þXÞðW þ ZÞðW þXÞðY þ ZÞ ð2Þ

where,
W No. of times feature ‘t’ and class label ‘c’ co-occurs
X No. of times ‘t’ appears without ‘c’
Y No. of times ‘c’ appears without ‘t’
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Z No. of times neither ‘c’ nor ‘t’ appears
N Total number of records.

3.4 Modified Naïve Bayes (MNB) Classifier

Naïve Bayes technique utilizes the Bayesian probability model for prediction of
class label [17]. Naïve Bayes assumes that the probability of one feature has a null
effect on the probability of the other feature which is considered as the hypothesis.
Naïve Bayes classifier makes 2n! distinct assumptions for n attributes It is specified
as given below:

PðCjYÞ ¼ PðY jCÞPðCÞ
PðYÞ

i:e ðCjYÞ ¼ Pðy1jCÞ � Pðy2jCÞ � � � � � PðynjCÞ � PðCÞ
ð3Þ

where,
P(c|y) is the posterior probability of class for the analyst attribute
P(c) is the prior probability
P(y) is the prior probability of predictor.

The assumption in Naïve Bayes is that the attributes are conditionally
independent.

P(YjCiÞ ¼
Yn

k¼1

P(ykjCiÞ ¼ P(y1jCiÞ � P(y2jCiÞ � � � � P(ynjCiÞ ð4Þ

This results in reduction of computational cost. If the attribute is categorical,
P(Yk |Ci) is the number of tuples in Ci having value yk for Ak divided by |Ci,D |.
Number of tuples of Ci in class D. If the attribute is continuous in nature, P(yk |Ci) is
evaluated based on guassian distribution with mean µ and standard deviation r.

gðx; l;rÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffi
2pr2

p e�
ðx�lÞ
2r2

2

ð5Þ

and

PðXK jCiÞ ¼ gðxk; lc;rciÞ ð6Þ

Naïve Bayes assumes normal distribution for the numerical attributes and also
considers that all features are independent for a given class.
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In this paper, we will use modified Naïve Bayes as the experimental results show
that this will increase the performance.

According to modified Naïve Bayes, we do not attempt to multiply individual
probabilities but rather we will perform an summation to produce final probability.

Therefore, Eq. (3) will be modified as

PðY jCkÞ ¼
X

1\k\n

PðykjCkÞ ð7Þ

4 Proposed Intrusion Detection Model

The proposed intrusion detection model is built integrating dimensionality reduc-
tion, optimal subset selection and classification techniques. The entire process is
divided into three stages. (i) Preprocessing of the data by normalization and
dimensionality reduction using LDA. (ii) optimal subset selection using chi square
feature selection and (iii) modified naïve bayes classifier for predicting the normal
and abnormal data samples. In stage 1, the entire data set is sent to a preprocessor
which normalizes the data using z-score normalization and dimensionality reduc-
tion is performed using LDA which removes noisy attributes from data. In stage 2,
the genetic algorithm is deployed to identify the best optimal subset for classifi-
cation. The features with maximum chi square statistic are supplied to the modified
naïve Bayesian classifier for classification.

4.1 Proposed Algorithm

Input: Attributes of dataset.
Output: Class label prediction, accuracy
Hybrid Approach

Step 1: Z-Score Normalization and LDA.
Step 2: Remove symbolic features and normalize the continuous features within

the range [0, 1] using z-score

(i) Calculate the mean (µ) and standard deviation (σ) of every continuous
feature.

(ii) Re calculate the value of every attribute using z-score technique.

Step 3: Remove noisy attributes using LDA

(i) Calculate the within class (Sw) variance for normal and attack data
and between class variance (SB).

(ii) Compute the eigen vector and sort the feature according to highest
variance.
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Step 4: Optimal subset selection using chi square feature selection

(i) Determine the chi square statistic on every feature
(ii) Select the optimal feature subset of the individuals which are having a

maximum chi square value.

Step 5: Modified Naïve Bayes Classifier

(i) Predict the class label using probability estimation of normal class
and abnormal class.

(ii) If the probability (normal) > probability (abnormal) assign class label
to normal other wise to abnormal.

5 Performance Analysis

We have used an Intel Core CPU @2.30 GHz with Matlab R2013a for conducting
experiments. The proposed model has been evaluated with NSL-KDD dataset
containing 33,300 records [18]. Z-score normalization is performed as a part of
preprocessing to transform all attribute values into the normalized range [0, 1]. In
this paper, the various performance metrics evaluated are detection rate and false
alarm rate which are the major metrics used to analyze the performance of intrusion
detection (Fig. 1).

In this paper, the metrics used are

Detection rate ¼ TN
TN þFP

ð8Þ

False-Alarm-Rate ¼ FN
TN þFP

ð9Þ

where, TP indicates True positives, TN specifies True Negatives, FP indicates False
Positives and FN specifies False Negatives. A confusion matrix is generated to
identify the actual and predicted classification accuracy of every data category.

5.1 Study of NSL-KDD Dataset

The NSL-KDD data set contains five divisions of network traffic such as normal,
denial of service, unauthorized access to local (U2R), Remote to Local (R2L) and
probe After preprocessing on the NSL-KDD dataset, dimensionality reduction
using LDA is performed resulting in removal of symbolic features and features with
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less variance. Table 1 shows the 31 attributes selected after dimensionality reduc-
tion and 22 optimal attribute subset selected after obtaining the maximum chi
square statistic value on every attribute. A ten-fold cross validation is performed to
generate different folds of training and test data. Classification using modified naïve
bayesian is performed to predict the class label. The entire data is split into training
and test set. The training set contains nearly 15,000 records and the test set contains
18,800 records. Table 2 shows the confusion matrix format generated for naïve
bayes classifier for each of the individual attack type and normal data for the test set
The confusion matrix specifies the information about actual and predicted classi-
fications for the network traffic obtained from the modified naïve Bayesian clas-
sifier. This matrix helps us to predict how many samples are classified correctly in
each category and how many are misclassified.

5. Performance Analysis

Dataset

Evaluation of Performance Metrics

Stage 1

Generate feature subset using chi-
square technique.

Normalization      

Stage 2 

Test the modified naïve Bayes model 
on the testing set.

Train the modified naive model on the 
training set

Dimensionality reduction using LDA

Perform a 10-fold cross validation to 
generate training and test set

Predict the label for the test data

Fig. 1 Proposed intrusion
detection model
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5.2 Discussion

The accuracy and false alarm rate are the two major factors that specify the cost task
of an intrusion detection model. The performance of the proposed model has been
analyzed on NSL-KDD dataset and the results are shown in Table 3. The results
also show that the feature selection plays an important role in minimizing the
computational complexity of the model. The accuracy is obtained from the average
accuracy of all class labels present in the respective datasets. The major challenge in
any intrusion detection model is selection of unbalanced training set for multiple
classification task and selection of critical features which can distinguish the
attackers and normal users with their network behavior. Both the challenges are met
in our proposed model as the dataset we deployed in our model are very huge and
imbalanced in nature. The chi square feature selection plays a major role in ranking
the feature and identifying the class label. The minority attacks in NSL-KDD
dataset namely U2R and R2L are detected with a good classification accuracy of 91
and 99 % respectively. In contrast to other classification techniques such as decision

Table 1 Features selected after dimensionality reduction and optimal subset selection using
chi-square

31 features selected after
dimensionality reduction by LDA

Service, Dst_bytes, dst_host_diff_srv_rate,
diff_srv_rate, flag, dst_host_serror_rate,
dst_host_srv_count, same_srv_rate, count,
dst_host_same_srv_rate, dst_host_srv_serror_rate,
serror_rate, src_bytes, dst_host_srv_diff_host_rate,
srv_serror_rate, dst_host_same_src_port_rate,
logged_in, dst_host_count, hot, dst_host_rerror_rate,
srv_count, duration, srv_diff_host_rate,
dst_host_srv_rerror_rate, rerror_rate, protocol_type,
srv_rerror_rate, is_guest_login, srv_count,
num_compromised, num_failed_logins

22 features selected after
chi-square test

Service, Dst_bytes, dst_host_diff_srv_rate, flag,
dst_host_serror_rate, dst_host_srv_count,
same_srv_rate, dst_host_same_srv_rate, serror_rate,
src_bytes, dst_host_srv_diff_host_rate, hot,
dst_host_rerror_rate duration, srv_diff_host_rate,
dst_host_srv_rerror_rate, rerror_rate protocol_type,
srv_rerror_rate, is_guest_login, srv_count,
num_compromised

Table 2 Confusion matrix of
proposed model on
NSL-KDD data set using
MNB classifier

Probe DoS U2R R2L Normal

Probe 1837 0 0 0 31

DoS 2 6495 0 0 19

U2R 0 0 11 0 10

R2L 0 1 1 1275 19

Normal 29 29 0 0 8521
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tree, nearest neighbor and genetic programming no retraining of the classifier is
required in the proposed model for any new datasets arriving in the model. In
addition as the training and testing stages are deployed as two modules indepen-
dently, the process of training and testing can also be deployed parallel in any
intrusion detection model. This is considered as an essential factor for real time
intrusion detection. We have also illustrated in Table 4 that the proposed model
produces better results in comparison to the other existing models in terms of
accuracy and false alarm rate.

6 Conclusion

In this paper we develop and evaluate an intrusion detection model using LDA, chi
square and modified naïve bayesian classification. LDA is one of the widely
practiced dimensionality reduction technique to remove noisy attributes from the
network dataset. As there are many attributes in the network data, optimal subset of
attributes are identified by calculating the chi square statistic and obtaining the
maximum test value attributes. The optimal subset is then used by the modified
naïve bayesian classifier for identifying the normal and different attacks in the data
set. With the experimental analysis performed using the NSL-KDD dataset. It is
evident that the majority attacks can be classified accurately which is very crucial
for any intrusion detection model whereas the minority attacks and normal data
accuracy is slightly less due to the less number of training samples that illustrate
their behavior. Our model focusses on building a defense mechanism to identify the
majority attacks with maximum accuracy.

Table 3 Performance of proposed model on NSL-KDD dataset

Metrics NSL-KDD dataset

Detection rate 97.78

False alarm rate 2.46

Data preparation time 4.20 s

Training and testing time 10235 s

Table 4 Comparison of proposed model with other Naïve Bayesian techniques

Models Detection rate False alarm rate

Traditional Naïve Bayes [13] 70.01 29.99

Naïve Bayes with feature selection [20] 75.78 24.21

Discriminative multi nomial Naïve Bayes [19] 94.84 5.16

Proposed model 96.80 4.1
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An Intelligent Detection System for SQL
Attacks on Web IDS in a Real-Time
Application

K.G. Maheswari and R. Anita

Abstract Web application plays an important role in individual life as well as in
any country’s development. Web application has gone through a rapid growth in
the recent years and their adaptation is moving faster than that was expected few
years ago. Web based applications constitute various types of attacks, in that SQL
injection is the worst threat which exploits the most web based applications. It is
done by injecting the SQL statements as an input string to gain an unauthorized
access to a database. However, in previous system the injection gives an access to
some unauthorized users because the development of different approaches to pre-
vent SQL injection still remains an alarming threat to web application. To address
this problem an extensive review on different types of SQL injection attacks are
presented in this paper. The web intrusion detection system is focused in this paper
for threat detection and prevention by using renowned datasets. The strength and
weakness of the entire range of SQL injection is estimated by addressing with
mathematical models.

Keywords Web IDS � SQL � Attacks � Dataset � Protocol

1 Introduction

Intrusion detection is the software application to monitor the flaws in the network. It
searches for the security violations, unauthorized access, identify information
leakage and other malicious programs. IDS can also take some steps to deny access
to intruders. Web applications are most widely used for providing services to the
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user like online shopping. Online banking and many other applications is designed
in perspective of users [1]. Web sites and web applications are rapidly growing;
however the complex business applications are now delivered over the web i.e.
(HTTP). The web applications increased with the web hacking activity and also it
get attacked by the internet worms. So there is a big question mark in damage done
and firewall utility.

The web pages involved in drive-by-download attacks typically include mali-
cious JavaScript code [2]. This code is usually obfuscated and it finger prints the
visitors browser, identifies the vulnerabilities in browser itself. Hence the Web
attacks such as URL interpretation attack, Input validation attacks, Session
hijacking, Buffer overflow attack, XSS attack etc. The web IDS system is used to
reduce the injection of these attacks and also it reduces the analysis time and
increases the efficiency of the system.

2 SQL Attacks

The objective of the SQL injection attack is to shaft the database system into
running harmful code that can reveal confidential information. Hence the SQL
injection attacks are an unauthorized access of database [2, 3]. The attack repository
is built to evaluate the classification scheme by collecting SQL injection attacks
from various references. Table 1 explains the various types of attacks with the help
of their scenarios.

The SQL injection attack is categorized in different names with different case
depending on the system scenarios [3]. The attack is broadly classified based the
orders of vulnerability types as first order injection attack, second order injection
attacks and lateral injection attacks. It is also classified on the bases of blind and
against database.

Table 1 Types of SQL attacks with their scenarios

Types of
attacks

Working methods Scenarios

Tautologies SQL injection codes are injected into one
or more conditional statement so that they
are always evaluated to be true

SELECT * from users where
id = ‘101’ OR ‘1’ = ‘1’

Logically
incorrect
queries

Using error messages rejected by the
database to find useful data facilitating
injected of the backend database

SELECT * from users where
name = ‘Lucia01’

Union
queries

Injected query is joined with a safe query
using the keyword UNION in order to get
information related to other tables

SELECT salary from employee
where empid = “union select * from
employee”

Stored
procedure

Many databases have built in stored
procedures. The attackers execute these
built in functions

Update department Set dept = ‘abc’;
SHUTDOWN;—where dept = ‘aaa’
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3 Related Works

Panda and Ramani [4] presented an approach which protects the web applications
against SQL injection attacks. Some predefined methods are discussed and applied
in the database to avoid attack in the web application login phase. Indrani
Balasundaram et al. proposed a hybrid encryption to prevent the SQL injection
where they used AES encryption and RSA Cryptosystem to make the authentica-
tion. Hasan Kadham et al. proposed mixed cryptography to encrypt database.

Denial of service attacks are large scale co-operative attacks on the networking
structure. It disables servers/victims from providing services to its clients. These
attacks adversely affect the network badly. Therefore they must be detected on time.
Introduces a classification technique which plays a significant role in detecting such
intrusions but it takes significant classification time due to large number of features.
It reduces its efficiency. So in order to improve efficiency or to reduce classification
time, researcher provides relevant set of features for detection of DOS attacks. For
this purpose, researcher is using NSL KDD dataset and analysis is performed on
orange canvas V2.6.1 data mining tool.

4 Web Intrusion Detection System

Web Intrusion detection system is security programs to decide whether events and
activities occurring in a web applications or network are legitimate [5]. The
objective of web IDS is to identify intrusions with low false alarm rate and high
detection rate while consuming minor properties. There are abundant issues in out
dated web IDS including regular updating, low detection capability to unfamiliar
attacks.

In order to protect web applications from SQL injection attacks, there is a great
need of a mechanism to detect and exactly identify SQL injection attack (Fig. 1).

The SQL injection is the injection of threat by means of vulnerable code. This
web attacks is analyzed and the results are shown in Fig. 2. The main aim of web

1339916791.542641 q5z39ByqpB1 192.168.245.1 51279 192.168.245.128 80 tcp
HTTP::SQL_URI_Injection_Attack SQL Attack from 192.168.245.1 to destination: 
192.168.245.128 with Attack
string /dvwa/vulnerabilities/sqli/?id=1'&Submit=Submit - 192.168.245.1 
192.168.245.128 80 - bro
Notice::ACTION_LOG 6 3600.000000
1339916811.243118 8CtiEfN7jG9 192.168.245.1 51284 192.168.245.128 80 tcp
HTTP::SQL_URI_Injection_Attack SQL Attack from 192.168.245.1 to
destination: 192.168.245.128 with Attack 
string /dvwa/vulnerabilities/sqli/?id=1'+or+'1'='1&Submit=Submit - 192.168.245.1 
192.168.245.128 80 - 
bro Notice::ACTION_LOG 6 3600.000000 F

Fig. 1 SQL injection notice log
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IDS is to detect the web attacks, especially the database corruption attack. For
identifying these attacks the hybrid feature relevance algorithm is used by collab-
orating mRMR and by calculating information gain ratio. After feature selection
process of the renowned datasets, the classification of attack data is organized by
fuzzy cognitive map technique. The fuzzy system will generate the rule for pre-
diction, which is used for the detection of wrong query.

4.1 Temporal Classification

The Temporal FCM Based Classifier is constructed using Fuzzy Temporal featured
Set approach [6]. Generalization of featured set is done using higher detection
approximation operators. Fuzzy decision table is a decision table with fuzzy attri-
butes. The simple higher detection approximation operators of a fuzzy set is defined
in for every A = F(U), F(U) is the fuzzy power set the residuated implicator, R
describes a fuzzy similarity relation and At(u) corresponds to activation function.
The tstart and tend defines the starting time and the ending time of the temporal
concept. The higher detection approximation operation using generalization of
fuzzy featured sets is

R# aðAÞðxÞ ¼ inf # ðRðx,uÞ; aÞ
At ðuÞ� a
^inf # ðRðx,uÞ; At ðu)); 8� 2 U

AtðuÞ[ a

8 tstart\t\tend

ð1Þ

The higher detection approximation hypothesis and fuzzy decision table are used to
obtain fuzzy decision classes [7] for constructing the classifier. The higher detection
approximations are used to define the decision classes. By taking a subset of
attributes into consideration, the higher detection approximations are designed. The
elementary sets will be the outcome of this stage from which the objects are
classified into the decision classes. The decision classes are fixed as 0 and 1, which

Fig. 2 Fuzzy featured set
versus fuzzy sets
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is defined in Table 2. The value 0 and 1 indicates that an attack belongs to category
that web application is or not affected by threat.

5 Computational Results and Analysis

In order to illustrate the feasibility and effectiveness of the algorithm, we construct
the detection mechanism by means of temporal data. Figure 2 explains the com-
parison analysis of fuzzy sets and fuzzy featured sets. The analysis of data is
maintained by SPSS which originates the combination of rule generation for the
prediction analysis, the data set is analyzed and managed by SPSS, the result is
obtained as follows:

The SQL detection accuracy is managed by the Chi Square test by means of
SPSS v20. The result of the test is analysed by means of significant value shown in
Table 3 and Curve fit is statistically subjected by a graph in Figs. 3 and 4.

Table 2 Fuzzy decision table a/c C1 C2 C3 C4 Dc

A1 100 009 013 019 1

A2 007 264 011 215 1

A3 009 064 241 321 0

A4 100 016 158 009 0

Table 3 Chi-Square tests

Value df Asymp. Sig. (2-sided)

Pearson Chi-Square 0.804a 2 0.669

Likelihood ratio 0.814 2 0.666

Linear-by-linear association 0.119 1 0.730

N of valid cases 15
aPoission-distributed random variable
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The value accuracy shows that it is greater than 0.5. This shows that the
detection of SQL injection can be done by analyses of protocols in renowned Data.
We subjected both the protected and the unprotected database instances to different
types of SQL attacks namely tautology, piggy back and SQL statements, which is
analysed in Table 4.

6 Conclusions

SQL injection is a common techniques hacker which employees to attack under-
lying databases. These attacks reshape the SQL queries, thus altering the behaviour
of the program for the befit of the hackers. In our technique the automatic scanner
tool is introduced for detecting the SQL injection attacks based on the WEB
intrusion detection system. This IDS model captures the different types of injection

Fig. 4 Curve fit using Chi
Square

Table 4 SQL detection
accuracy

SQL attacks Unprotected
server

Protected
server

Use of tautologies Not detected Detected

Additional SQL stmt Not detected Detected

Valid user input of
(‘)

Query allowed False positive
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attacks which results in the various performance metrics affecting database access.
The feature selection methods which were newly proposed and tested with public
data have shown improved performance in terms of the feature size and the clas-
sification accuracy. In particular, the result of temporal classification method
demonstrated the most powerful and stable performance over all the other methods
considered. As part of the future work, we plan to extend the implementation of the
proposed architecture. We also try to implement and explore the possible func-
tionalities to avoid explicit instrumentation of source code.
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Real-Time Scene Change Detection
and Entropy Based Semi-Fragile
Watermarking Scheme for Surveillance
Video Authentication

V.M. Manikandan and V. Masilamani

Abstract This paper proposes a semi-fragile video watermarking scheme suitable
for data authentication of surveillance video. To authenticate any video it is not
mandatory to watermark all the frames within it. Instead of that watermarking a few
frames such that modification of those frames will lead to change the semantic is
also sufficient. A novel scene change detection algorithm is proposed to detect the
major scene changes in video and a few selected frames in each scene have been
used for watermarking. The scene change is identified by a combined measure of
weighted block based mean absolute frame differences and count of edge pixels. To
watermark a specific frame an authentication code has been generated from the
highest informative block based on the discrete cosine transform
(DCT) coefficients. The authentication code is further inserted into the less infor-
mative blocks of same frame by a new watermarking algorithm based on pixel
intensity swapping within a four neighborhood region. Information within a block
of frame is measured in terms of entropy. Experimental study has done on video
from standard video data set shows good performance. The comparative study of
performance with existing technique has been done.

1 Introduction

Nowadays video surveillance is very much popular for monitoring the daily
activities in places like banks, hospitals, retail shops etc. The advances in digital
video technology and communication networks made that video surveillance
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systems are more cost effective and flexible in use. The major advantage of video
surveillance is that authorized persons can go through the recorded video to observe
the activities happened in past and can be used as a proof or evidence to find crime,
robbery or any other unusual incidents. Most of the organizations drastically
reduced their manpower resources for security purpose by the replacement of
surveillance video camera. The man power can be restricted to the locations where
physical intervention is required and remaining security can be provided by the
installation of surveillance video [1, 2]. Surveillance video can be efficiently kept in
cloud storage provided by any reputed cloud storage provider with affordable cost
[3]. Unfortunately the networking environment becomes unsafe due to the mali-
cious activities by fraud people. Especially in the case of surveillance video, it may
transmit from different locations to the cloud storage through internet [4, 5]. In
between this, malicious people may be able to access the video content and can
modify it according to their wish.

Video watermarking technique provides a very promising solution to ensure the
authenticity of a video. In video watermarking unique information which is known
as watermark will embed into video sequences, in future it can be used as proof of
copy right or owner identification information or for data authentication. In video
watermarking, watermark can be either directly inserted in raw video data or
inserted during encoding process or implemented after compressing the video data
[6, 7]. Based on the survival capability watermark against signal processing attacks,
image or video watermarking schemes is categorized into robust, fragile and
semi-fragile watermarking schemes [8–13]. Robustness, invisibility and real-time
processing are the major three challenges in video watermarking. Invisibility and
real-time performance are important for a watermarking scheme to be used for
surveillance video data authentication [12]. Scene change detection is a crucial part
in video watermarking algorithms and different methods are already proposed for
this [14–18]. Real-time performance and stability of scene change detection is the
main parameter to evaluate a scene change detection algorithm.

This research work contributes two key algorithms. Firstly a reliable scene
change detection technique with real-time performance, secondly a semi-fragile
watermarking scheme for video authentication. The proposed watermarking scheme
is evaluated by peak signal to noise ratio (PSNR). The survival capability of
watermark against noise addition, filtering, histogram equalization and contrast
stretching has been shown experimentally with surveillance video data set.

2 Preliminaries

For better readability of the paper, a few essential topics are revisited in this section.

Entropy Entropy is a statistical measure of randomness that can be used to
characterize the texture of the input image.
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Entropy ¼ �
X255

k¼0

Pr rkð Þ:Log2PrðrkÞ ð1Þ

Here rk is the number of pixels with pixel intensity k and Pr(rk) is the probability of
intensity rk be present in an image [19].

Mean Absolute Frame Difference (MAFD) Mean absolute frame difference
between two image blocks IB1 and IB2 of size S × S can be computed as follows.

MAFD ¼ 1
S2

XS

i¼1

XS

j¼1

IB2 i; jð Þ � IB1ði; jÞj j ð2Þ

3 Proposed Scheme

Overview of the proposed watermarking scheme is shown in Fig. 1. Video frames
from surveillance video will be analyzed to identify scene change detection and the
frames with scene changes only will goes to watermarking module. For both scene
change detection and watermarking we have proposed new algorithms. Proposed
video authentication scheme has three major modules.

(1) Scene change detection (2) Authentication code generation and insertion
(3) Watermark extraction and data authentication

3.1 Scene Change Detection

Algorithm 1: Scene change detection
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A video will consist of a sequence of frames, say (F1, F2, …, FVN). Practically it
is not possible to watermark all the frames within a video file mainly due to time
constraint. One more reason to avoid watermarking all video frames is that the
visual quality of video will get degraded. In our proposed scheme, from the
incoming video frame sequence major scene changes will identify by a novel
algorithm. It is basically finding the difference between a reference frame with an
incoming frame in terms of weighted block mean absolute frame differences and
count of edge pixels. Initially the first frame will be considered as the reference
frame and when next frames are coming for processing, the scene change detection
algorithm will find a measure of dissimilarity with the current frame and the ref-
erence frame. Firstly both reference frame (PrevFrame) and current frame
(CurrentFrame) need to be converted into gray scale images of size R × C and
divide into non-overlapping blocks of size S × S. The blocks with same index on
CurrentFrame and PrevFrame will be considered and for each block we will get a
mean absolute frame difference. Mean absolute frame difference (MAFD) between
two blocks in different frames which are in the same index can be computed by
Eq. (2). Next find the number edge pixels in each block of CurrentFrame,
PrevFrame and find the absolute difference between these two. Both the measures
are normalized between 0–1 before going for further computation. In our method
we have assigned equal weight for both measures as 0.5. If the sum of weighted
measures is exceeding a threshold (Th), it shows a scene change from PrevFrame to
CurrentFrame.

Fig. 1 Overview of proposed watermarking scheme
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3.2 Authentication Code Generation and Insertion

Algorithm 2 describes the steps for watermarking a RGB video frame.

Algorithm 2: Watermark insertion

Firstly, separate red, green and blue color planes from the identified frames
which need to be watermarked. Assume that BPlane represent the blue color plane
extracted from the frame that only will consider for authentication code generation
and watermarking. The key idea behind the authentication code generation is that
an image frame will divide into non-overlapping blocks of size S × S. After finding
the entropy of blocks in BPlane, N blocks will be considered in the descending
order of their entropy value for authentication code generation. The authentication
codes generated from different blocks need to be concatenated for the final
authentication code for a video frame. DCT values of BPlane blocks need to be
analyzed for authentication code generation. To generate the authentication code
from the DCT coefficient matrix D of size S × S, compare the values in D (I, J) and
D (I, J + 1) here 1 ≤ I ≤ S and 1 ≤ J ≤ S − 1 . If D (I, J) > D (I, J + 1) then 1 will
produce as code and otherwise 0. For N number of blocks the code will generate
and concatenate one by one in predefined order. This will produce final authenti-
cation code for the frame. To insert the watermark we propose a new method which
will ensure that the entropy value of a block will not get updated after inserting the
authentication. Watermark insertion is dependent on the key value (key) and the
insertion will start with the block that has least entropy. The key is a sequence of
index pairs with the restriction that any two pair of index should not have a
common 4-neighborhood.
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3.3 Watermark Extraction and Data Authentication

Algorithm 3: Video frame authentication

4 Experimental Study

We have done experimental study for both scene change detection algorithm and
watermarking scheme with surveillance video data set downloaded from VIRAT
[20].

4.1 Analysis of Scene Change Detection Algorithm

Performance of the proposed scene change detection algorithm has been evaluated
with two parameters.

Average success rate It can be measured as ratio of number of successfully detected
scene changes and actual number of scenes in the video. The threshold to find to
weight difference between consecutive frames can be adjusted to capture a very small
change in the scene also. Practically speaking we prefer to select a threshold value
between 15 and 20 which will be able to find the normal scene changes.

Stability Sensitivity to the noise in the video stream. To evaluate the stability of
proposed scheme we have added heavy amount of salt and pepper noise and
gaussian noise (noise density = 0.1) to the video frames and tried to identified the
scene changes and we observed the stability of scene change detection algorithm.
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4.2 Analysis of Proposed Watermarking Algorithm

The visual quality of the proposed video watermarking scheme is measured by Peak
Signal to Noise ratio (PSNR) between the original video frame and watermarked
video frame. The modification on watermarked frame purely dependent on the
length of the authentication code. Because to insert a long authentication code
probably we need to modify many pixel values from the selected frame. From a
single block of size S × S, an authentication code of length S * (S − 1) will be
generated. We took R = 512, C = 512 and S = 8 for all the experimental study.
The PSNR value obtained for varying block sizes is shown in Fig. 2 and note that
all PSNR values are measured in decibel (dB). The number of blocks selected for
authentication code generation is fixed as 2. We have achieved higher PSNR value
when block size is set as 8 × 8. Robustness and visual quality of watermarked
frames are considered for comparative study. The comparative study has been
conducted against [12], which proposed with the objective for surveillance video
authentication. The PSNR value obtained for existing method and proposed method
after watermark insertion (same number of watermark bits) is shown in Fig. 3.

The similarity of extracted watermark and inserted watermark obtained for
existing method [19] and proposed method after common signal processing oper-
ations are shown in Table 1.

Fig. 2 Block size versus
PSNR

Fig. 3 Comparison of PSNR
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5 Conclusion

This research work proposed a novel scene change detection algorithm that can be
used for real-time applications and a watermarking scheme for data authentication
of video data. Scene change detection is distinguished from traditional algorithm we
have introduced weighted block based measure on absolute mean frame difference
and edge pixel’s count. The watermark information will be generated from the
video frames itself based on the DCT coefficient values of selected blocks. Entropy
has been used as the criteria for selection blocks for watermark generation and
watermark insertion. To reduce the visual quality degradation watermarking has
been done in blocks with less entropy. The interesting thing is that proposed
watermarking scheme will not change the entropy of a particular block or entire
image. Experimental study shows that the proposed scheme works better than the
existing methods.
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Secure Video Watermarking Technique
Using Cohen-Daubechies-Feauveau
Wavelet and Gollman Cascade Filtered
Feedback Carry Shift Register (F-FCSR)

Ayesha Shaik and V. Masilamani

Abstract The enormous growth of digital data in the form of digital videos has
brought many issues for the copyright holders. Due to advanced technologies
available, the legal data can be distributed illegally and modified easily, which
creates a problem for the owners of the content and may lead to financial degra-
dation of that organization. These problems arise as unauthorized users can also
exchange the copyrighted content illegally over peer-to-peer networks without any
legal issues. Hence, authentication of digital data and identifying authorized user is
very essential. So, in this paper a secure watermarking technique for video has been
presented for user identification and data authentication. In this paper Cohen-
Daubechies-Feauveau (CDF) 9/7 lifting wavelet has been used and it is observed
that the results are promising. The watermarking has been performed on LH5 and
HL5 sweatbands that consists of the most significant features of the video. In order
to authenticate the video, watermarking the most significant information is
important. The reason is that, any modification done to the watermarked video will
modify the significant information. Gollman cascade filtered-feedback carry shift
register (F-FCSR) is used for generating secure random numbers that will be used
for watermarking.
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1 Introduction

These days the rapid growth in the amount of digital data is increasing the security
and authenticity problems. Data authentication is very essential for many applica-
tions in the networked environment. The attackers can easily modify the content, so
the authorized user needs to make sure that the data has not been modified.
Watermarking is a technique of inserting data called watermark into the digital data,
this watermark will hold the information about the content provider or authorized
owner for proving ownership. Recently, many watermarking techniques have been
proposed by researchers in this area to solve these security and authentication
issues. For authenticating digital video, a very few watermarking techniques are
available. The recent developments in multimedia technologies made the unau-
thorized user to produce illegal copies easily, which is a threat for the content
provider or copyright holder. The software implementation of 3D-DWT
(DWT) watermarking technique for video using a secret key is proposed in [1].
The applications of video watermarking can be listed as copy control, broadcast
monitoring, fingerprinting, video authentication and copyright protection. The
purpose of these applications is preventing unauthorized copying, identifying the
video that is being broadcast, tracing un-authorized user, verifying the data has been
altered or not and proving ownership respectively [2].

A semi-fragile compressive sensing watermarking algorithm has been proposed
in [3]. In this technique, for sensing I frame’s discrete cosine transform
(DCT) coefficients, the compressive sensing watermark data are generated from the
block compressive sensing measurements. Another video watermarking method
that uses scene change detection and adjustment of pixel values is proposed in [4].
In [5], the macroblock’s and frame’s indices will represent the watermark signals
and embedded into non zero quantized DCT values of the blocks. Various types of
attacks on the watermark has been detailed and discussed in [6]. Usually, most of
the video watermarking techniques will apply DCT or haar wavelets for water-
marking. In our work, CDF 9/7 wavelet is used for video watermarking since it has
highest compression efficiency compared to DCT and conventional haar wavelets.
CDF 9/7 wavelet is an effective biorthogonal and a secure random number gen-
erator known as Gollman cascade feedback carries shift register is used. The pro-
posed video watermarking is secure, reduces visual quality degradation and suitable
for data authentication. To achieve this, less number of coefficients from a signif-
icant portion of the video are used for watermarking.

The rest of the paper is organized as follows. Section 2 provides literature
survey. Section 3 explains proposed watermarking technique in detail. Section 4
gives results and analysis followed by Sect. 5 presents conclusion.
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2 Literature Survey

A video authentication scheme using DCT and dither modulation (DM) for security
and copyright protection is proposed in [7]. Dither modulation is a quantization
index modulation (QIM) scheme. For authentication of digital video, a discrete
wavelet transform based blind digital watermarking method is proposed in [8], based
on the scene changes different parts of single watermark is embedded in different
scenes of video. General attacks for content-based authentication schemes have been
discussed in [9] and they showed that the existing content-based video stream
authentication schemes cannot detect content-changing attacks. An algorithm for
multicast video streaming is proposed in [10]. This technique at the transmitter side
combines a digital signature with a hash-chain which is pre-computed and is
embedded into the video stream. In this technique received blocks can be authen-
ticated on-the-fly and the bandwidth overhead introduced is negligible.

A fragile digital watermarking scheme [11], where the watermark is made up of
time information and camera ID, the secret key based on features of the video is
embedded into the B frame chromatic components. This technique can detect frame
cut, foreign frame insertion and frame swapping and the watermark information
picked up from the carrier can be displayed on the video while the video is being
played.A robust distance basedwatermarking for digital video is proposed in [12], the
distances are calculated from the addresses, from the values of the watermark and
these distances are used during embedding. Each watermark will have its own pattern
of distances at different possible lengths of distance bits and 1-level DWT has been
used for watermarking. A still image watermarking technique is extended to raw
video by considering the video as a set of still images is proposed [13] in DFT domain.
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3 Proposed Work

In this section, Watermarking algorithm is explained in detail. This section is
divided into two sections as watermark generation and watermark embedding.

3.1 Watermark Generation

A secured password is generated using key generator. This password is known to
the sender and the receiver. From this password, generate two random keys K1 and
K2, using Gollman Cascade F-FCSR. Now using K1 generate a sequence of ran-
dom binary watermark W, and using K2 generate another sequence of random
numbers P.

3.2 Watermark Embedding

In this work, the original video has to undergo scene change detection. After
detecting the scene changes, these scenes are used for the watermarking. Scene
detection can be performed by finding the histogram difference between the con-
secutive frames as shown in Eq. (1).

Di ¼
XN

k¼1

Hi � Hi�1j jð Þ ð1Þ

where i denotes frame number, N denotes number of bins in the histogram, Hi and
Hi−1 correspond to the histograms of ith and i – 1th frames respectively, and Di

denotes difference between the histograms. Now select the frames that are having
the difference Di > TH as the scene for the watermarking. TH denotes user defined
threshold value.

After detecting the scenes, apply CDF 9/7 lifting wavelet on them. Select LH5
and HL5 subbands for watermarking to reduce visual quality degradation and data
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authentication. From these coefficients, select highest coefficients to embed the
watermark. Small change to the frame will lead to the large change in highly
significant portion of the frame. So, by using the significant coefficients we can
verify any modification has been done to the frame or not for data authentication.

Now embed the watermark generated into the selected coefficients. If the cor-
responding watermark bitWi is zero, then embed the corresponding random number
Pi with the embedding strength α (user defined) into the selected coefficients.
Otherwise, no change is done to the selected coefficient. Apply inverse CDF 9/7
lifting wavelet to the subbands. The resultant is the watermarked video. The block
diagram of the proposed method is given in Fig. 1. The algorithm for watermarking
the video is explained in detail in Algorithm 1. The watermark generation algorithm
is discussed in Algorithm 2. The extraction algorithm for video is explained in
Algorithm 3.

Fig. 1 Proposed
watermarking scheme
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4 Results and Analysis

The proposed method has been tested using videos given in [14] (Container,
Foreman, Sample and VIRAT data set videos). The proposed method watermarked
video shows less bit error rate and plotted in Fig. 2. The PSNR values for the
watermarked frames for the proposed technique and for the technique in [1, 15] is
plotted in Fig. 3. It is evident that the proposed method outperforms the water-
marking methods provided in [1, 15].

Fig. 2 BER for proposed, and for the technique given in [1, 15]

Fig. 3 PSNR for proposed, and for the technique given in [1, 15]
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5 Conclusion

In this paper, a secure video watermarking using CDF 9/7 lifting wavelet and
Gollman cascade F-FCSR is proposed. The CDF 9/7 lifting wavelet has a good
compression efficiency compared to conventional convolution-based wavelets and
DCT. The use of this wavelet will give most significant features of the frame. The
watermarking has been performed only on the detected scenes and the watermark
used is a random binary watermark. The watermark is generated using Gollman
cascade F-FCSR, which is a secure random number generator to make our proposed
watermarking scheme secure. The experimental results on video standard database
shows that the proposed method outperforms.
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Part II
Wireless Sensor Network



Quality Measurements of Fruits
and Vegetables Using Sensor Network

Amol Bandal and Mythili Thirugnanam

Abstract In India most of the population survival is based on agricultural products.
All the business and organizations that make, display, transport or prepare food for
sale they will need to check food quality. A quality assessment system is required
for farmers, the customer also in the fruit trading centers, to ensure quality of fruits
and vegetables. If the fruits, vegetables are rotten, then a quality assessment system
should intimate what are the items are not suitable to eat and what items we can
keep in the storage so that other items should not get rotten. It will help farmers
also, to classify fruits and vegetables as per quality and can easily do pricing of
those products. This paper gives an overview about how wireless sensor network is
designed and used to solve different problems related to agriculture, such as soil
monitoring, Irrigation handling, etc. The same idea is extended to check the quality
of agricultural products. Two methodologies used for assessing the quality of foods
are destructive and non destructive. In case of destructive method we need to cut
and then monitor internal section or take out the juice of fruit. A non destructive
method just checks quality based on the external features like weight, color,
appearance, etc. Some of the techniques like computer vision, image processing,
hyper spectral imaging, etc. are used to assess food quality. As these methods are
based on only external features of food item, there is a necessity to bring more
accuracy in assessing the quality of food items. With this intention, this work aims
to propose an automated framework using a multi sensor network for predicting
quality of fruits and vegetables. To increase the availability of data related to
research projects, results received from the described framework will be deployed
on agriculture cloud.
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1 Introduction

In Indian scenario most of the population based on agriculture. Sometimes
unknowingly spoiled or rotten food item is the part of storage then it will spoil other
food items. Fruits and vegetables are marketable products for the increasing eco-
nomic value of industries as well as satisfying customer demands. Farmers as well
as a wholesaler or food organization must know the details of the maturity, evo-
lution to decide how and when to sell each batch of product.

In recent years, almost in all places there is a deployment of sensor networks.
Different applications like habitat monitoring, environmental monitoring, structural
health monitoring, etc. are using wireless sensor network. Wireless sensor network
it is nothing but a combination of 3 things: Sensing, CPU, i.e. processing unit and
Radio for transmission of data. As soon as people start understanding the impor-
tance of sensor network hundreds of applications started to use it. Whenever it
comes to the wireless device, we mainly think about cell phones, laptops, etc.
Wireless sensor networks use small, low-cost embedded devices for a wide range of
application. To implement it, we don’t need any pre-existing infrastructure. In
Agriculture scenario, we need sensors to check weather condition, soil information.
In smart Irrigation system water level monitoring is done using sensor deployed in
the field.

Literature survey is given in the following sections. First review gives idea about
how smart agriculture is using wireless sensor network. To know environmental
conditions different sensors like temperature, Humidity, pH, etc. are used. Second
review gives idea about how the different non destructive methods such as machine
vision, image processing, etc. assuring quality check. The last part of literature
survey describes biological factors and attributes on which quality of food grains or
vegetable is depending.

2 Literature Review

El-kader and El-Basioni [1] implemented wireless sensor network in cultivating the
potato crop in Egypt. A literature review was carried out to understand the usage of
different technology and sensors used in smart agriculture. Sensor nodes will
contain sensors for temperature, humidity, light intensity, soil pH, and soil mois-
ture. They have used sensor board such as MTS400 having sensors for temperature,
relative humidity, light intensity, and also barometric pressure. Potato crop devel-
opment phases can be monitored using above different factors. Potato crop mod-
elling can be used as decision tool for farmers to do irrigation scheduling,
fertilization scheduling and other plating practices scheduling which helps to
improve potato crop and save of resources such as irrigation water and fertilizers,
and this modelling can be efficiently and easily done by deploying the sensor nodes
in the crop field which sense the required parameters and send it to the user on
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real-time where he can analyze this data, draw a complete accurate picture of the
field characteristics, and take the suitable decision in the suitable time.

Majone et al. [2] describes how WSN deployment is done to monitor soil
moisture dynamics. Using 135 soil moisture and 27 temperature sensor soil
dynamics are tested. As per the soil dynamics, i.e. pH level and moisture, irrigation
schedule is decided for apple trees. Test-bed implementation [3] of a wireless
sensor network for automatic and real-time monitoring of soil and environmental
parameters influencing crop yield is presented. In precision agriculture, continuous
monitoring of sensor data at every minute may not be always needed. Instead, the
data may be monitored on an hourly basis or at different times of the day, e.g.,
morning, noon, afternoon and evening. This, in turn, helps in conserving the battery
power of sensor nodes. For this test bed implementation Mesh Network of sensors
is used. These nodes have a bi-directional radio transceiver through which data and
control signals are communicated wirelessly in the network and nodes are generally
battery operated. Nandurkar et al. [4] designed and developed precision agriculture
system. The main aim of this system is to give farmer information about temper-
ature and moisture and as per farmer will regulate water supply. They used LM-35
temperature sensor, moisture sensor. Microcontroller ATMEGA 16 and using
UART data of temperature and moisture is displayed on the LCD panel of the
microcontroller.

Sakthipriya [5] designed and developed an effective method for crop monitoring.
The main motive behind this work is to increase production of rice crop by auto-
mated control of water sprinkling. The decision is taken based on the information
received from leaf wetness, soil moisture, soil pH sensor. Based on the value of soil
pH action is taken to start or stop the water sprinkler. The system is designed with
the help of MDA300 sensor board, micaZ mote, MIB510 Gateway.

Wireless sensor network for monitoring an agricultural environment is designed
by Patil et al. [6]. Smart weather station is designed using a microcontroller to
collect the value of the temperature, relative humidity, water level and soil moisture.
ZigBee standard is used to send data over the wireless network. LM35 temperature
sensor, SH220 humidity sensor, soil moisture sensor, WL400 water level sensor
along with 89C52 microcontroller is used to monitor the environment. Chandraul
and Singh [7] has simulated and experimented Agri-cloud in Indian scenario. They
have stored data on the MAD-cloud, according to coordinate, then on physical and
chemical requirement related to a particular crop.

3 Food Quality Check

This section gives overview about the different methods used to check the quality of
food items or vegetables. Mainly nowadays image processing and computer vision
widely used for food quality check. What are the advantages and disadvantages of
these techniques are discussed here.
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An app for safe food named as “Foodsniffer” is developed by the Greek research
institute (NCSR-DEMOKRITOS 2014) with the help of 9 partners from 7 European
countries. The smart phone app works in combination with a small electronic
sensor. With this, the user can test a few simple handling products such as grapes,
wine, beer and milk by placing a drop on it. The result appears than after 15–30 min
on the screen. The Foodsniffer equipment uses potentially cheap disposable sensor
chips and the detection is based on microscopic optical interferometry in a silicon
chip suitable for mass production. AL-Marakeby and Aly [8] developed a frame-
work for quality inspection of food products. Sorting tons of fruits and vegetable
manually is time consuming. In this research a vision-based sorting system is
developed to increase the quality of food products. The image of the fruit or
vegetable is captured and analyzed. Four different systems for different food
products are developed, namely apples, tomatoes, eggs and lemons. Acceptance of
the fruit or vegetable it is based on different factors like color, crack edge detection
in the case of eggs. The edge detection and segmentation methods are used to detect
different color spots on the surface of fruits.

Parmar et al. [9] presented a unified approach for food quality evaluation using
machine vision and image processing. Image of fruits or grains are captured and
color value is converted into gray-scale. Object identification and measurement is
done based on the external features, size, shape, color and texture. CCD camera and
LED light panel is used to acquire the images. A frame grabber is used to do analog
to digital conversion. Seng and Mirisaee [10] proposed a fruit recognition system
based on the external features like color, shape and size. K-Nearest neighbor
classification algorithm is used to classify captured images and clusters are formed.
Al Ohali [11] designed and implemented date fruit grading system based on the
computer vision. He collected 400 samples and extracted RGB images of the date
fruit. Based on the external features, grading is defined as grade 1, grade 2 and
grade 3. The System is tested using back propagation neural network. Kuswandi
and Wicaksono [12] has given an overview of smart packaging with the help of
chemical and biosensors. Smart packaging is done based on time temperature
indicator, microbial spoilage sensor, leakage sensor, etc. A review is given on fruits
and vegetable quality inspection with the help of hyperspectral imaging by Pu et al.
[13]. Along with the external quality attributes like color, size, shape, etc. bio-
chemical components can be measured with the help of hyperspectral imaging
principle. High spatial and spectral resolutions equipment are required to do
hyperspectral imaging.

As per the above mentioned papers there are some disadvantages of using these
methodology’s are:

1. Collected Attributes that are taken depends on the external features of food
items, e.g., color, shape, etc. [8].

2. Object identification, being considerably more difficult in unstructured scenes,
requires artificial lightning.

3. Most of the equipment used in image processing is too expensive, especially for
thosewith high spatial and spectral resolutions used in hyperspectral imaging [13].
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4. Spectral variations due to morphological changes of most fruits and vegetables
(such as, round or cylinder-shaped objects) diminish the power of models; it
might deteriorate the classification of food.

5. Some of the techniques are taking more time for predicting quality [14].
6. Some of the edge detection techniques that are only useful to predict only

damaged surfaces.

4 Biological Food Quality Check

Every food Establishment uses, processes, and sells food in different ways.
However, the general issues and key principles of food safety remains the same,
whatever the style of the operation. Food poisoning is a serious health problem. It
can cause severe illness and even death. Food poisoning can seriously damage the
reputation of a business, damage the reputation of the food industry. To avoid
mentioned issues in Sect. 3 related to image processing and computer vision we
need to have some other way to predict quality with reference of proper attributes.
Abbott [15] has summarized food and fruits related quality attributes are mentioned:
Sensory attributes (e.g. Appearance, aroma, etc.), Nutritive values, Chemical con-
stituents (e.g. Water level), Mechanical properties (e.g. Fruit texture, compression
on surface), Optical properties (reflectance, transmittance, absorbance or scatter of
light by the product).

Microbial contamination is the most important problem that needs to be solved.
Food containing microbial contamination in terms of pathogenic microorganism
can be extreme hazards to human health. Traditionally, quality control test includes
odour sampling. Fungal spoilage is an important issue observed in case of fruits and
bakery products. Most fruits and vegetables generate ethylene (C2H4) gas while
they ripen, especially if they have been damaged [16]. If we mix fruits and veggies
that either emit or are sensitive to ethylene gas, much of your fresh produce will age
and decay faster than normal. Carbon dioxide (CO2) is the likely output of some of
the decompositions. Methane (CH4) is generated from anaerobic decomposition
[17]. Different Papers have used Cyranose-320 (carbon—black polymer sensor) to
detect fungi and bacteria. Balasubramanian et al. [18] gives a solution to detect
fungi and bacteria in food grains (Maize) using cyranose-320 black polymer sensor.
The same sensor technique is used by Panigrahi et al. [19] identification of spoiled
beef. Spoilage of Alaska pink salmon Fish is detected under different storage
condition by Chantarachoti et al. [20] using same sensor technology. This cyranose
polymer sensor it is also used in vegetables (Onion) by Li et al. [21] to check
freshness. The cyranose polymer sensor is expensive to detect fungi. We can use
MOSFET to detect fungi on fruits and vegetables, which is economical as com-
pared to cyranose.
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5 Objectives

Many of these techniques mentioned above are expensive or not just enough to
solve the problems related to quality check. Some techniques need to be imple-
mented to get a decision in less time. Cost effective solutions need to be imple-
mented. The main objectives of this paper are to review the state of the art in fruit
quality check and provide practical solutions with equipment as simple as possible.
Some of the important objectives are summarized here:

(a) To introduce multi-sensor setup to extract the features, e.g. temperature,
humidity, ripeness, Acidity, decomposition level. (b) Design an algorithm for
identification of influence parameter to predict quality level. (c) To monitor and
analyze decomposition stages of food items to predict quality and lifetime. (d) To
use cost effective equipments with less processing time.

6 Proposed Framework

Based on the literature survey given in above sections, we propose a framework to
check and predict the quality of fruits and vegetable. This framework will be
designed based on multiple sensors. As per shown in Fig. 1 food quality check is
divided into three phases.

Data acquisition system: In this phase we are going to use microcontroller and
analog to digital converter. Different sensors will be attached to ADC to sense the
different attributes of food items. Here we are planning to use temperature and
humidity sensor along with CO2 or CH4 i.e. methane sensor and carbon black
polymer sensor. The first phase will find out all values of these mentioned sensors
and stored in the database.
Training Phase: In this second phase trained database will be generated. In this
phase input database will be provided which is generated using data acquisition
phase. In this phase training algorithm will be applied and classification will be
done as per the quality. Classification done on the basis of quality attributes will be
stored as trained database.
Testing Phase: Once the trained database is generated, we can go for food quality
check. Whenever we have to test new food item, sensor values will be taken and
will be compared to the trained database in the second phase. After comparison
decision will be taken, i.e. food item is ok or not suitable to eat or spoiled. One
more decision will be predicted, i.e. for another how many day food items can be
kept in the current environment.

Algorithm

1. Initially on an hourly basis for a day, we will extract values from the fruits and
vegetables using the mentioned sensors and stored in the database. Same
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experiment will carry out after a few days. We will categorize these values into
the two classes as ‘Eatable’ and ‘spoiled’.
Estimate mean (μ) and variance (σ2) for each sensor category as:

l ¼ 1
N

XN
n¼1

xn and r2 ¼ 1
N

XN
n¼1

ðxn � lÞ2

where N = Total readings of individual sensor.
Let, ltemp &rtemp are mean and variance of the Temperature sensor.
lhmd &rhmd are mean and variance of the Humidity sensor.
lCO2

&rCO2 are mean and variance of the CO2 sensor.
lCH4

&rCH4 are mean and variance of the CH4 (methane) sensor.
lcbp &rcbp are mean and variance of the Carbon Black Polymer sensor.

2. Let’s say we have equiprobable classes, so P(Eatable) ¼ P(Spoiled) ¼ 0:5
3. When dealing with continuous data, a typical assumption is that the continuous

values associated with each class are distributed according to a Gaussian dis-
tribution. Then the probability distribution of some value given a class can be

Data Acquisition 
Phase

Micro 
Controller

ADC

Setup of sensing the data

System

In
pu

t 
D

B

Apply training 
algorithm 

In
pu

t 
D

B

Classify the quality of 
the Vegetables& Fruits

T
ra

in
ed

 
D

at
as

et

Training Phase

Apply training 
algorithm 

Classify the quality of the 
Vegetables& Fruits

T
ra

in
ed

 
D

at
as

et

Input Data Prediction of life time 
Vegetables& Fruits

Testing Phase

Fig. 1 Proposed framework

Quality Measurements of Fruits and Vegetables … 127



computed. For example, temperature value of a sample is given, and then the
probability distribution can be computed as:

P(SampletempjEatable) ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2pr2
temp

q exp
�ðSampletemp � ltempÞ2

2r2
temp

 !

where, P(SampletempjEatable) ¼ Probability of the temperature value of a
sample belongs to Eatable class.

4. Similarly, we can calculate the probability for the remaining features extracted
from the sample as:

P SamplehmdjEatableð ÞP SampleCO2
jEatable� �

P SampleCH4
jEatable� �

P SamplecbpjEatable
� �

P SampletempjSpoiled
� �

P SamplehmdjSpoiledð ÞP SampleCO2
jSpoiled� �

P SampleCH4
jSpoiled� �

P SamplecbpjSpoiled
� �

5. Using Decision making with the MAP (maximum a posteriori probability) rule,
we can calculate

P EatablejSampleð Þ ¼ P SampletempjEatable
� �

� P SamplehmdjEatableð Þ � P SampleCO2
jEatable� �

� P SampleCH4
jEatable� � � P SamplecbpjEatable

� �
� P Eatableð Þ

where P EatablejSampleð Þ ¼ Probability of sample belongs to Eatable class

P SpoiledjSampleð Þ ¼ P SampletempjSpoiled
� �

� P SamplehmdjSpoiledð Þ � P SampleCO2
jSpoiled� �

� P SampleCH4
jSpoiled� � � P SamplecbpjSpoiled

� �
� PðSpoiledÞ

where P SpoiledjSampleð Þ ¼ Probability of sample belongs to Spoiled class.
6. If P EatablejSampleð Þ[ P SpoiledjSampleð Þ Then We label “Sample is Eatable”

Otherwise “Sample is Spoiled”
7. End

7 Conclusion

Instead of going for a destructive method to test quality of food items in laboratories
by checking their chemical compositions and then predicting quality, there is need
of other non destructive methods that will help to predict quality without cutting or
taking the juice out of fruit. Non destructive method, e.g., computer vision can
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detect injury of fruit surface, but not suitable to test internal quality. Here we are
trying to propose a framework that will help to test internal quality attributes and
microbial contamination with the help of sensors. Another advantage of this
framework will be simple and cost-effective. New technique to predict food quality
using sensor network will be enhanced. In the future, we are planning to deploy
data generated for an individual food item as per the values received from the
multi-sensor network on agriculture cloud. These values can be used anywhere
through a cloud and the quality of food item can be predicted. It will help to
enhance agricultural production and enhance the availability of data related to
research projects in the field. Another advantage of using the cloud for agricultural
research is to reduce the cost, time, and make the communication system much
faster and easier.
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Associate Scheduling of Mixed Jobs
in Cloud Computing

Dinesh Komarasamy and Vijayalakshmi Muthuswamy

Abstract In a cloud environment, the jobs are scheduled based on different con-
straints so as to complete the job within its deadline. However, the classical
scheduling algorithms have focussed on processing the compute-intensive and
data-intensive job independently. So, simultaneous processing of compute-intensive
and data-intensive jobs is a challenging task in a cloud environment. Hence, this
paper proposes a new technique called Associate Scheduling of Mixed Jobs
(ASMJ) that will concurrently process compute-intensive and data-intensive jobs in
a two-tier VM architecture using the sliding window technique to improve pro-
cessor utilization and network bandwidth. The experimental results show that the
proposed ASMJ improves the processor utilization, QoS, user satisfaction and
network bandwidth compared with the existing techniques.

Keywords Cloud computing � Job scheduling � Compute-intensive �
Data-intensive � Associate scheduling of mixed job

1 Introduction

In cloud computing, the networks of computers (i.e. servers) are connected together
to process, store and manage the jobs using several remote servers instead of the
local server or personal computer. Cloud computing delivers three major services
such as Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software
as a Service (SaaS) [2]. The features of cloud computing are on-demand resource
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provisioning, elasticity, measured service, broad network access and resource
pooling [3]. The vast computing power of the cloud is partitioned and shared
among the VMs using the virtualization technique [4]. A large number of users
handed their jobs over to the cloud system and so scheduling plays a dramatic role
in processing the jobs in a cost-effective manner. The job may be either
compute-intensive or data-intensive job [5]. In compute-intensive, most of the
computation time contributes for computing the job. Similarly, most of the pro-
cessing time dedicates for data accesses in a data-intensive job [6].

Most of the existing scheduling algorithms only focused on executing either
compute-intensive or data-intensive job [7, 8]. Thus, existing techniques optimally
utilize either network bandwidth or processor utilization. So, this article proposes a
new scheduling technique called Associate Scheduling of Mixed Jobs (ASMJ) that
will simultaneous schedule both the compute-intensive jobs and the data-intensive
jobs using the sliding window technique with the support of foreground VM and
background VM in a two-tier VM architecture. The ASMJ embeds the sliding
window technique and constructs the graph for scheduling the jobs between fore-
ground and background VM efficiently. The rest of the paper is organized as
follows. Section 2 discusses the literature review. Section 3 illustrates the proposed
system (i.e. Associate Scheduling of Mixed Job) that composed of job model,
system model and scheduling policies. Section 4 explains the experimental setup
and simulation results. The conclusions and future work of this paper are given in
Sect. 5.

2 Literature Review

This section briefly describes the existing scheduling technique to schedule the
compute-intensive and data-intensive jobs independently [7, 8]. Here, the jobs
scheduling algorithms are classified as static scheduling and dynamic scheduling. In
a static scheduling, the resources are previously specified for the jobs. But in a
dynamic scheduling, the jobs are assigned to the resources at the runtime [9]. In the
existing scheduling algorithm, the jobs were prioritized based on various parame-
ters such as length, deadline, cost, etc. [10, 11]. Here, the compute-intensive and
data-intensive jobs scheduled separately in the existing scheduling algorithm that
underutilized the processor of the VM and the bandwidth of the network. Here, the
job does not fully utilize the processing speed of the VM while running the jobs.
Hence, the computing power of the VM is dynamically partitioned between fore-
ground and background VM [12]. Several algorithms were available to schedule the
independent jobs as well as parallel jobs. The existing algorithms were AMSS
(Adaptive Multilevel Scheduling algorithm), EASY backfilling, CMBF
(Conservative Migration support Backfilling) and so on [13–15]. The Federated Job
Scheduler (FJS) has been introduced to schedule compute-intensive and data-
intensive jobs sequentially [6]. From the literature, several works were carried out
to schedule the compute-intensive and data-intensive independently. Instead of that,
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this work proposes an Associate Scheduling of Mixed Jobs (ASMJ) to improve the
processor utilization and network bandwidth by concurrently processing the
compute-intensive and data-intensive job in a VM.

3 Proposed Model Design

The user submits an eternal number of jobs to run in the cloud in a cost-effective
fashion. Hence, this article proposes a new algorithm called Associate Scheduling
of Mixed Jobs (ASMJ) that composes of job model, system model and scheduling
policies. Among these, the job model describes the characteristics of the job. The
jobs are independent of each other (i.e. the job does not wait for the completion of
another job to process in the VM). While submitting the jobs, the user must mention
length and deadline along with its type. The job type mostly comes under either
compute-intensive or data-intensive job. The job length and job deadline are rep-
resented as ‘ls’ and ‘d’ respectively. Similarly, the cloud system contains several
Virtual Machine (VM). Here, the job does not utilize the entire processing speed of
the VM and so computing capacity of the VM is dynamically shared between the
foreground and background VM. The foreground and background VM information
are maintained in the VM monitor. The VM monitor contains twin queue to store
the information of the foreground and background VM as QFVM and QBVM

respectively.
The jobs are scheduled similar to the centralized scheduling system. The ASMJ

will schedule the jobs based on characteristics of the job and computing power of the
VM. Among these jobs, the compute-intensive jobs run in the foregroundVM and the
data-intensive job process in the background VM to avoid the wastage of computa-
tional and bandwidth of the resource. In the proposed work, the jobs submitted by the
users are initially stored in the job queue and later forwarded to the job-classifier. The
job-classifier divides the job into compute-intensive and data-intensive job. Further,
the compute-intensive jobs are stored in a computational queue Qcð Þ and the
data-intensive (i.e. I/O jobs) are stored in a data-intensive queue ðQdÞ.

The jobs in Qc and Qd move to the sliding window to maintain one to one
relation between the jobs and resources. The size of the sliding window
(S) dynamically varies depending on the available number of VMs in the VM
monitor ðgÞ as S ¼ g. Here, the two-sliding windows are named as Sc and Sd as the
size of g. The jobs in Qc and Qd move to the Sc and Sd respectively, based on an
FCFS algorithm to avoid starvation. Suppose, the jobs are insufficient to fulfill Sc, at
that time the jobs in Qd will occupy the remaining space of the sliding window
ði:e: ScÞ. Similarly, the jobs in Qd is inadequate to accomplish the Sd and so the jobs
in Qc will engage the sliding window ði:e: ScÞ. The jobs persist in the sliding
window are prioritized using the deadline along with the arrival time of the job. The
prioritized compute-intensive job is represented as Pc. Similarly, prioritized
data-intensive job is represented as Pd . The prioritized value is expressed in the
equation below.
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Pcj ¼ dj � aj; 8j in Sc and Pdj ¼ dj � aj; 8j in Sd

After prioritizing, the jobs need to map with the resource exist in the VM pool.
The minimum required processing speed of the job is represented as PS and
computed using the length and deadline of the job as given below.

PScj ¼ lsj
dj
; 8j 2 Sc and PSdj ¼ lsj

dj
; 8j 2 Sd

After computing the PS, the job will map with the suitable VM based on the
weightage value. Hence, the weightage value between the job and virtual machine
is computed using the minimum required processing speed of the job with the
processing speed of the VM. The weightage value is represented as Wt and com-
puted as given below

WtðjkÞ ¼ PScj
PVMk

; 8j in PSc; 8k 2 ð1; gÞ

WtðjkÞ ¼ PSdj
PVMk

; 8j in PSd; 8k 2 ð1; gÞ

where PVM represents the processing of the VM. Figure 1 represents the map
between the job and the resource. The jobs and foreground VM along with back-
ground VM are represented as nodes. The nodes are independent of each other.
Initially, the job connects with all the resource that looks like mesh topology (i.e.
one-many relation). The jobs are depicted as a circle. Similarly, the foreground and
background VM are represented as a square. The link established connecting the
nodes is termed as an edge. The link established between the job in Sc with the
foreground VM. Furthermore, the edge also established linking the job persist in Sd
and background VM.

Fig. 1 Maps the job and
resource
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After establishing the edges, the job in the sliding window connects with either
foreground VM or background VM. Among this several edges, the every job will
choose only the edge that has the lowest weightage value among the existing edges
and also the VM does not connect with another resource. The VM allocation
algorithm shows effective scheduling of mixed workloads (i.e. compute-intensive
and data-intensive) among the VMs (i.e. foreground VM and background VM).

The VM allocation algorithm clearly explains the allocation of foreground VM
and background VM for the submitted jobs.

4 Experimental Setup and Analysis

Cloudsim is one of the most important simulation tools to provide an extensible
simulation framework for carrying out several experiments relevant to the cloud
computing technologies [16]. Generally, the cloudsim supports job scheduling, load
balancing, scalability, VM creation, etc. It provides the computing power of the VM
[i.e. Infrastructure as a Service (IaaS)] for processing the jobs. It contains several
data centers. Each of the data center may have one or more hosts that has several
VMs to provide a computing power for processing the job simultaneously. The
following classes of the Cloudsim need to modify for simultaneously scheduling of
compute-intensive and data-intensive jobs effectively such as cloudlet scheduler,
VM Scheduler, VM policy allocation and datacenter broker.

Table 1 describes the characteristic of job. The main constraint parameters of the
job include length, deadline and type. The job length defines as Million Instruction
(MI). The job deadline is millisecond (ms). Further, the job type generally belongs
to either compute-intensive or data-intensive job. For the sake of simplicity test, the
job spends more processing time for computation (i.e. compute-intensive jobs)

Associate Scheduling of Mixed Jobs in Cloud Computing 137



represents as type = 1. Similarly, the jobs dedicate more processing time for data
access are considered as type = 0.

This paper proposes Associate Scheduling of Mixed Job (ASMJ) that will
simultaneously schedule both compute-intensive and data-intensive jobs.

4.1 Waiting Time

The incoming jobs contain both compute-intensive and data-intensive jobs. The
proposed work (i.e. ASMJ) focus on reducing the waiting time of the job compared
with the existing scheduling algorithm such as FCFS, EDF by introducing the VM
allocation algorithm in the two-tier VM architecture.

The VM allocation algorithm will simultaneously schedule both compute-
intensive as well as data-intensive jobs among the foreground VM and background
VM. Figure 2 describes the waiting time of the jobs. The proposed method (i.e.
ASMJ) outperforms the classical scheduling algorithm by reducing the waiting time

Table 1 Job description Job_id Job_type Job_length Job_deadline

0 0 15,000 10

1 1 20,000 15

2 1 14,500 14

3 0 17,400 28

4 1 15,300 20

5 0 8000 36

6 1 5500 25

7 1 5000 20

Fig. 2 Waiting time
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of the job using the two-tier VM architecture whenever n� g. The performance of
the ASMJ degrades only when the number of incoming jobs is less than the total
number of available VM ðn� gÞ.

4.2 Throughput

The throughput of the VM is improved by partitioning the computing capacity of
the VM with the aid of two-tier VM architecture. The existing scheduling algorithm
run only one job at a particular time. Even though the compute-intensive jobs run in
the VM, the computing power of the VM cannot be fully utilized because the
compute-intensive job does not contain computing instruction alone. The perfor-
mance measure is computed using the total number of jobs completed per unit time
as given below.

Throughput ¼ No: of job completed
time duration

Figure 3 describes throughput of the VM. The proposed ASMJ outperforms the
existing scheduling algorithms by deploying the VM in two-tier VM architecture
that will simultaneously process both the compute-intensive and data-intensive
jobs. The proposed ASMJ algorithm underperforms only when the number of
incoming job is less than the number of VM exists. The jobs are effectively mapped
with the resource having minimum weightage value. Moreover, ASMJ effectively
utilize the entire processing speed of the VM by deploying the VM allocation
algorithm in the two-tier VM architecture.

Fig. 3 Throughput of the
VM
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4.3 Processor Utilization

The ASMJ outperforms the other classical scheduling algorithm by partitioning the
computing capacity of the VM as foreground VM and background VM. The pro-
cessor cannot be fully utilized while running the compute-intensive jobs in a
one-tier VM architecture.

The performance of the data center degrades while processing the compute-
intensive jobs in the foreground and background VM. Further, the bandwidth
cannot be effectively utilized while processing the compute-intensive jobs alone.
Figure 4 denotes processor utilization. The utilization of the processor is increased
by processing the compute-intensive jobs and data-intensive jobs simultaneously.
Further, the job is mapped effectively with the VM by assigning the edge having the
smallest weightage value.

4.4 Total Virtual Machine

The jobs which contains both data-intensive and compute-intensive jobs, are sub-
mitted to the foreground and background VM respectively. AMSJ needs only a less
number of VM for processing the submitted jobs because the VMs utmost process
two jobs concurrently in the single VM (i.e. foreground and background VM).

Figure 5 describes the number of required VM. It predicts the total number of
VMs required for the processing the submitted jobs. AMSJ process the compute-
intensive and data-intensive jobs in the foreground and background VM concur-
rently in order to avoid the degradation of the system performance. AMSJ algorithm
surpasses the existing algorithm by reducing the number of VM required for pro-
cessing the submitted jobs by simultaneously processing the jobs in the VM (i.e.
foreground and background VM).

Fig. 4 Processor utilization

140 D. Komarasamy and V. Muthuswamy



5 Conclusion and Future Work

Existing scheduling algorithms processed compute-intensive and data-intensive
jobs separately. The ultimate aim of the proposed work is to simultaneously
scheduling of both compute-intensive and data-intensive jobs. This proposed work
(Associate Scheduling of Mixed jobs) come across various difficulties to concur-
rently schedule the jobs. In the proposed work, the jobs are simultaneously
scheduled only with the deployment of the VM allocation algorithm in the two-tier
VM architecture. Initially, the jobs were classified and then stored in a twin-queue.
Further, the jobs move to the sliding window based on FCFS model to avoid
starvation. The jobs establish a link with all the resources in the data center (i.e.
mesh topology). Later, the jobs mapped with the VM having the smallest weightage
value among all edges to improve processor utilization. The compute-intensive job
process in the foreground VM and data-intensive job executes in the background
VM to optimize the utilization of the processor as well as bandwidth. So, the ASMJ
outperforms the classical scheduling algorithms by parallel running the
compute-intensive jobs and data-intensive jobs in a particular VM. In future, the
work can be extended for the dependent jobs.
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Towards an Analysis of Load Balancing
Algorithms to Enhance Efficient
Management of Cloud Data Centres

J. Prassanna, P. Ajit Jadhav and V. Neelanarayanan

Abstract Now a day’s cloud computing breaks almost all the barriers of large scale
computing and widens the scope of massive computational possibilities. Cloud
computing provides various benefits to the whole computing societies such as on
demand flexi pay access to techno business services and wide range of computing
resources requires an exponential growth in its technology put forth serious chal-
lenges including VM load balancing especially in cloud data centers. It dynamically
distributes the workload across multiple servers in the cloud data center so that not
even a single server involved is underutilized or overutilized. If load balancing is not
done properly in the cloud then it leads to the inefficiency in processor utilization that
in turn risks the provider by creating a significant problem of increase in overall
energy consumption and the world by increasing the carbon emissions. Lots of
different techniques like Round Robin, Throttled and Equally Spread Current
Execution are claimed to provide efficient mechanisms to resolve this problem. This
paper compares and summaries the existing load balancing techniques which are
used to solve the issues in cloud environment by considering the data center pro-
cessing time and response time and propose an improved load balancing strategy
believed to be a efficient solution for the cloud load balancing issues.

Keywords Cloud computing � Datacenters � Underutilization � Overutilization �
Load balancing � Energy consumption

1 Introduction

Cloud computing is becoming a biggest buzz word today. Clients can access cloud
as per their need for the services like software as a service, platform as a service or
infrastructure as a service on the basis of pay as you go model.
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Datacenter is the heart of cloud computing which are used to satisfy these
requests. The main aim is to satisfy the customer request as well as the proper
utilization of the resources. Load balancing plays key role in efficient utilization of
the resources. If load balancing is not done properly then it will results in
overutilization or underutilization of some resources [1]. This leads to the increase
in energy consumption. Many algorithms like Throttled, Equally Spread Current
Execution and Round robin are used to satisfy the client requests with minimum
response time [2, 3]. Also many workload scheduling approaches like Green
scheduler, the Energy aware network scheduler [4] deals optimizing and stabilizing
the energy consumption of the data centres.

Load balancing algorithms are classified as static algorithms and dynamic
algorithms. Static algorithm requires prior knowledge about the resources [5] but it
does not consider the current state of the system [6]. Hence they are easy to
implement. But they are not suitable for dynamic situations. Dynamic algorithm
overcomes this problem. They do not require any prior knowledge [6] but they need
current state of the system. Hence they are complex to implement but give better
results to the dynamic situations [5].

This paper discusses some existing load balancing algorithm like Round Robin,
Throttled and Equally Spread Current Execution and proposes a new improved
approach for load balancing in cloud. The analysis result of these algorithms is done
by using cloud Analyst tool.

2 Load Balancing in Cloud Computing

Load balancing is a computer networking method that effectively distribute the
inbound web traffic or work load across network server computers to guarantee the
availability of application and its performance. As a result of the distribution more
work can be done in a same amount of time and in general all users can get server
faster. The Load balancing algorithms will help to fine-tune the inbound traffic
distribution across several connections. The huge volume of information generated
by cloud applications and a bottleneck in the network through a cloud server would
result an increase in the delay on data transactions in the cloud computing that leads
towards the necessity of the load balancing for cloud inbound traffic demands [7]
(Fig. 1).

2.1 Benefits of Load Balancing

Scalability
The servers can be added smoothly without any interruption and the application can
be scaled without any barriers through load balancing the servers in the cloud.
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Availability
Even in the case of unavailability of few or more servers the load balancing can
guarantees the services remains up and in full swing through distributing the load
effectively, monitoring the routine health and maintaining the presentence of every
session over multiple servers.

Performance
Load balancing make cloud applications and services to respond much faster than
usual and the transaction time get reduced to a greater extends through efficient
caching mechanism, compression techniques and speeding up of SSL for
improvement of cloud application services.

Efficiency
The efficiency of the cloud services are increased in greater extend by which the
demanded resources are ease to avail by the client, cloud serviced resources are
utilized efficiently even under the circumstance of load imbalance, the clients value
for money will be increased and the energy can be saved.

Reliability The reliability of the cloud services are ensured by server redundancy
through load balancing which makes an application to be hosted at various cloud
hub anywhere in the world. The cloud serving resource even in any worst case of
failure will not let down from its hosted cloud by redirect those traffic to any other
cloud location to host those service without any interruption.

3 Load Balancing Algorithm for Cloud

3.1 Round Robin Algorithm

One of the best examples of static load balancing algorithm is Round Robin
algorithm [8]. The inbound requests are dispatched to the available servers in round

Fig. 1 Cloud load balancing
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robin fashion [9]. This algorithm uses the concept of time slicing or time quantum.
In this approach, the virtual machine is randomly selected from the group of virtual
machines to assign first request and then next requests are assigned in round robin
manner using time slice concept. After assigning the request to the virtual machine
that virtual machine is moved to the end of the list. In case if the VM is not free then
that request should stand in the queue. This approach has one issue i.e. some nodes
are heavily loaded or some are lightly loaded. This algorithm is easy to implement
but main task is to decide the time quantum. If time quantum is small then it leads to
increase in number of context switches. If time quantum is too large then this
algorithm will work same as FFCS scheduling.

3.2 Equally Spread Current Execution Algorithm (ESCE)

This is the example of dynamic load balancing algorithm. This approach attempts to
preserve the equal workload on all the available virtual machines. Initially an index
table is maintained by ESCE load balancer for the virtual machines as well as the
number of requests currently assigned to each virtual machine. All virtual machines
are assigned with 0 allocation count. When request will come from the
DataCenterController to allocate VM, ESCE load balancer scans the table to
identify least loaded VM. Suppose it will give more than one VM then first
identified VM is chosen for handling the request. This VM id is send to the
DataCenterController by the ESCE load balancer. By considering this VM id,
DataCenterController communicates the request to that VM. The allocation count
of that VM is increased by one. This change is updated in index table. After
completion of request assigned to that VM, DataCenterController will receive the
response cloudlet and then notifies the ESCE load balancer for the VM
de-allocation. The allocation count of that VM by is decreased by one. The ESCE
load balancer again updates this change in index table. This leads to the additional
overhead to scan the queue again and again [10].

3.3 Throttled Load Balancing

Throttled load balancing algorithm is another example of dynamic load balancing
algorithm which is completely based on the virtual machines. Throttled load bal-
ancer maintains the index table of virtual machines along with their states i.e.
available or busy. All the virtual machines are initialized as available. In this
algorithm, initially client requests the throttled load balancer to find the right virtual
machine which will perform the tasks given by the client. DataCenterController
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receives the request from client and queries the throttled load balancer for the
allocation of virtual machine. Starting from the top, the index table is scanned by
the throttled load balancer until the first available VM will found or table is scanned
completely. If the available VM is found then immediately that VM id is send to the
DataCenterController. By considering this VM id, DataCenterController commu-
nicates the request to that VM. Then throttled load balancer acknowledges the new
allocation and index table is updated accordingly to it. In case if proper VM is not
found then throttled load balancer returns −1 and the request is queued by the
DataCenterController. When VM completes the assigned request, response cloudlet
is received by the DataCenterController and it notifies the throttled load balancer for
the VM de-allocation. Then DataCenterController will check if any requests are
pending in the queue. If so then these requests are further processed by following
the same procedure. If no request is pending then it continues to next incoming
request [6, 10].

4 Results and Analysis

Simulation is carried out by using CloudAnalyst [11] Simulator. CloudAnalyst
simulator gives scenario of six different geographical locations (Fig. 2).

User base configurations are described in Table 1. It describes the information
like which region the User Base belongs and Requests per user per hour. Table 2
shows data center characteristics like its region, what kind of operating system it
have, which architecture it uses etc.

Fig. 2 Snapshot of CloudAnalyst simulator
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4.1 Overall Response Time Summary

Tables 3, 4 and 5 shows the overall response time of Round Robin, ESCE and
Throttled respectively. Figures 3 and 4 shows comparison of the overall response
time as well as Data Center Processing time of given algorithms. The comparison
done with Algorithms which are used and Time taken to respond as well as to

Table 1 User base configuration

Name Region Requests per
user per hour

Data size per
request (bytes)

Peak hours
start (GMT)

Peak hours
end (GMT)

Avg
peak users

Avg
off-peak users

U01 0 60 100 3 9 1000 100

UB2 1 60 100 3 9 1000 100

UB3 2 60 100 3 9 1000 100

UB4 3 60 100 3 9 1000 100

UB5 4 60 100 3 9 1000 100

UB6 5 60 100 3 9 1000 100

UB7 0 60 100 3 9 1000 100

UB8 1 60 100 3 9 1000 100

UBS 2 60 100 3 9 1000 100

UB10 3 60 100 3 9 1000 100

Table 2 Dataenter configuration

Table 3 Response time by Round Robin

AVG (ms) MIN (ms) MAX (ms)

Overall response time 145.41 35.32 401.09

Data center processing time 0.62 0.03 2.71

Table 4 Response time by ESCE

AVG (ms) MIN (ms) MAX (ms)

Overall response time 145.43 35.32 401.09

Data center processing time 0.65 0.03 1.81
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process the requests. By analysing this two figures we can say that the Throttled
algorithm is little bit better than Round Robin and Equally Spread Current
Execution Algorithm. Table 6 shows the response time by region using given
algorithms and different user bases.

Table 5 Response time by Throttled

AVG (ms) MIN (ms) MAX (ms)

Overall response time 145.40 35.32 401.09

Data center processing time 0.61 0.03 1.33

Fig. 3 Comparison of overall
response time between RR,
ESCE and Throttled

Fig. 4 Comparison of data
center processing time
between RR, ESCE and
Throttled
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Tables 7, 8, and 9 depicts the VM allocation in each datacenter using three
algorithms. In Throttled algorithm, 19 and 1066 requests are queued that is no VM
is allocated to that requests. Figure 5 shows the allocation of virtual machines in
datacenter 1, datacenter 2 and datacenter 3 using Round Robin, Equally Spread
Current Execution and Throttled algorithm.

Table 6 Response time by region

User base Round Robin Equally spread current execution Throttled

UB1 50.31 50.31 50.30

UB2 200.39 200.39 200.39

UB3 50.55 50.56 50.55

UB4 300.62 300.59 300.58

UB5 50.41 50.76 50.9

UB6 200.33 200.33 200.34

UB7 50.31 50.32 50.32

UB8 200.41 200.41 200.40

UB9 50.53 50.53 50.53

UB10 300.76 300.72 300.76

Table 7 VM allocation in
Round Robin

Data center 1 Data center 2 Data center 3

0 → 19,153 0 → 15,400 0 → 15,489

1 → 19,153 1 → 15,400 1 → 15,489

2 → 19,153 2 → 15,400 2 → 15,488

3 → 19,153 3 → 15,400 3 → 15,488

4 → 19,153 4 → 15,400 4 → 15,488

5 → 19,153 5 → 15,400

6 → 19,153 6 → 15,400

7 → 19,153 7 → 15,399

8 → 19,153 8 → 15,399

9 → 19,152 9 → 15,399

10 → 19,152 10 → 15,399

11 → 19,152 11 → 15,399

12 → 19,152 12 → 15,399

13 → 19,152 13 → 15,399

14 → 19,152 14 → 15,399

15 → 19,152 15 → 15,399

17 → 19,152 17 → 15,399

16 → 19,152 16 → 15,399

19 → 19,152 19 → 15,399

18 → 19,152 18 → 15,399
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Table 8 VM allocation in
ESCE

Data center 1 Data center 2 Data center 3

0 → 234,960 0 → 158,125 0 → 23,518

1 → 60,323 1 → 47,911 1 → 14,383

2 → 39,020 2 → 32,442 2 → 10,641

3 → 22,075 3 → 22,416 3 → 7855

4 → 13,161 4 → 15,261 4 → 5900

5 → 6973 5 → 10,596 5 → 4330

6 → 3601 6 → 7032 6 → 3307

7 → 1673 7 → 4910 7 → 2426

8 → 755 8 → 3307 8 → 1737

9 → 295 9 → 2252 9 → 1222

10 → 112 10 → 1471 10 → 799

11 → 45 11 → 968 11 → 552

12 → 26 12 → 591 12 → 340

13 → 9 13 → 343 13 → 203

14 → 6 14 → 172 14 → 118

15 → 5 15 → 88 15 → 60

17 → 3 17 → 46 17 → 29

16 → 2 16 → 28 16 → 20

19 → 3 19 → 13 19 → 9

18 → 2 18 → 15 18 → 8

Table 9 VM allocation in
Throttled

Data center 1 Data center 2 Data center 3

0 → 235,029 0 → 158,135 0 → 47,408

1 → 60,329 1 → 47,873 1 → 16,457

2 → 38,963 2 → 32,492 2 → 7437

3 → 22,072 3 → 22,454 3 → 3528

4 → 13,133 4 → 15,221 4 → 1546

5 → 6993 5 → 10,562 −1 → 1066

6 → 3621 6 → 7064

7 → 1679 7 → 4919

8 → 745 8 → 3300

9 → 289 9 → 2248

10 → 105 10 → 1452

11 → 46 11 → 957

12 → 27 12 → 597

13 → 9 13 → 341

14 → 4 14 → 180

15 → 3 15 → 83

17 → 2 17 → 44

16 → 26

19 → 12

18 → 8

−1 → 19
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5 Proposed Work

Throttled load balancer checks the list from the top until first available VM will
found. But if numbers of VMs are large, then it takes time to parse the list. If we
will make two index tables one for available and another for busy VMs then this
will reduce the time taken by load balancer to parse the list of VMs. The proposed
algorithm is as follows (Figs. 6 and 7):

1. Initially maintain two index tables one for Available VMs and another for Busy
VMs. Initially all theVMsare inAvailable table and theBusy table contains noVM.

2. New request is received by DataCenterController.
3. DataCenterController informs load balancer for next allocation of VM.
4. Load balancer will scan the Available table.

If found:

(i) Load balancer will return the VM id to the DataCenterController.
(ii) DataCenterController communicates with the VM identified by this VM id
(iii) Load balancer is acknowledges the new allocation and updates the

Available table as well as the Busy table. It removes VM from Available
table and adds into Busy Table.

If not found:

(i) Load balancer returns −1.
(ii) DataCenterController queues that request.

5. When processing request is finished by VM, DataCenterController will receive
the response cloudlet. Load balancer receives notification for VM de-allocation.
It removes Busy VM from table and adds into Available Table.

Fig. 5 VM allocation using
RR, ESCE and Throttled
algorithm
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Fig. 6 Work flow of proposed cloud load balancing algorithm

Fig. 7 Proposed cloud load balancing architecture
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6. DataCenterController checks for the waiting requests in the queue. If queue is
not empty then it continues from step 3.

7. Continue from step 2.

6 Conclusions

The greatest challenge of efficient load balancing is to minimize the response time
to a greater extend. According to this, we have analyzed the three major load
balancing algorithms by executing different user request in a simulated cloud
environment. By analyzing these algorithms we can observe that the Throttled load
balancing technique gives an optimal solution by reducing the response time than
compared with Round Robin and Equally spread current execution algorithms.
From this impact an improved and believed efficient alternative approach is pro-
posed with two lists, availability and busy, used to efficiently harmonize the load to
avoid the servers to be underutilized or over utilized.

7 Future Work

Future work will be focused on implementing proposed approach to get better result
of minimum virtual machine allocation as well as response time. In future we can
add priority to the VMs using different configuration of VMs.
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Energy Efficient Cloud Computing

Subramaniyam Kannan and Suresh Rajendran

Abstract Cloud Computing is a developing technology which is revolutionizing
the IT Infrastructure due to its high scalability and flexibility in providing the
computing resources as services on demand. Cloud data centres are made up of
large servers which consume a great amount of power which will in turn increase
the operating costs and the environmental impact in terms of CO2 emissions.
Hence, Cloud Computing solutions are extremely effective in terms of processing
power and storage but are often criticized for the high amount of energy they
require. Therefore, this paper will look at how to model the energy usage of a
simple cloud solution, taking into consideration primarily the running of the
hardware servers, from the idle to full utilization, as well as the transport of data
between servers. An energy saving mechanism named DVFS is used in this paper in
order to reduce the energy consumption. Cloudsim toolkit is used to create the
cloud data centre and analyze the efficiency of DVFS mechanism.

Keywords Cloud computing � Virtualization � Dynamic Voltage frequency scal-
ing � Cloudsim

1 Introduction

Due to the fast growing internet in tandem with virtualization technology has led to
a new form of utility computing which provides computing resources in a flexible
and on-demand fashion. It significantly reduces the operational costs as the
infrastructure is maintained by the cloud service providers. It is also characterized
by pay per use Model in which customers pay only for what they use.

While extremely effective in terms of processing power and storage, cloud
computing solutions are often criticized for the high amount of energy they require.
Cloud infrastructure is equipped with large and power consuming data centres that
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makes it challenging to model the energy consumption eco-efficiently. Data centres
consume about 50–100 times more energy than typical office buildings. Data centres
can even consume the same amount of electricity that is used by a city. It leads to
extreme heat dissipation due to the high energy consumption of the data centres
which would in turn increase the cooling costs and make the servers vulnerable to
risks and failures. All these problems will increase the operational costs and envi-
ronmental impact in terms of CO2 emissions. Hence it is very important to model and
reduce the energy usage of cloud data centres. An eco-efficient mechanism named
DVFS is used to reduce the energy consumption which can help to increase the
profitability of the Cloud data centres and in turn reduce the environmental impact.

2 Background

2.1 Cloud Computing

Cloud computing is one of the most significant shifts in information technology
which has created a huge impact in everyone’s life. Cloud Computing can be
explained by separating the two terms “Cloud and Computing”. Computing is
defined as a model consisting of services that are rendered and delivered in a manner
similar to utilities such as electricity, water, telephony and gas. In such a model,
users can access services depending on their requirements, regardless of where the
services are hosted. This model is called as Utility computing and recently (since
2007) being called as cloud computing. The latter term often denotes the infras-
tructure as a “cloud” from which users can access applications as services from
anywhere in the world and on demand. Cloud Computing is basically an internet
centric way of computing. The Services are delivered as Utilities using the Internet
and hence the name Cloud Computing. According to Armbrust et al. [1] “Cloud
computing refers to both the applications delivered as services over the Internet and
the hardware and system software in the data centres that provide those services.”

2.2 Virtualization

Virtualization is one of the fundamental components of cloud computing, especially
in regard to infrastructure as a service. Virtualization is a term that refers to the
creation of a virtual version of something, whether hardware, a software environ-
ment, storage, or a network [2]. A virtualized environment consists of three major
components namely guest, host, and virtualization layer [3]. The guest represents
the system component that interacts with the virtualization layer instead of the host.
The host represents the actual hardware which manages the guest. The virtualiza-
tion layer is responsible for creating the environment where the guest can operate.
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Virtualization is used for creating a secure, customizable, and isolated execution
environment for running applications, without affecting other user’s applications
[3]. The basis of this technology is the ability of a computer program or a com-
bination of software and hardware to emulate an executing environment separate
from the one that hosts such programs. For example, we can run Linux OS on top of
a virtual machine, which itself is running on Windows OS. In virtualization, the
guest is represented by a system image that consists of an operating system and
installed applications. These are installed on top of virtual hardware that is con-
trolled and managed by the virtualization layer, also called the virtual machine
manager (VMM) or hypervisor. The host is represented by the physical hardware,
and in some cases the operating system that defines the environment where the
hypervisor is running.

2.3 CloudSim

In this paper, Cloudsim is used in order to create a cloud data centre and to analyze
the Performance of DVFS. Cloudsim [4, 5] is a simulation toolkit which allows
modelling and simulation of Cloud Computing systems. It is used for modelling
Cloud system components such as data centres, virtual machines (VMs) and
resource provisioning policies. Presently, it supports modelling and simulation of
both single and inter-networked clouds (federation of clouds). It is widely used for
investigation on Cloud resource provisioning and energy-efficient management of
data centre resources.

Figure 1 shows the multi-layered architecture of the Cloudsim software frame-
work. The Cloudsim simulation layer is responsible for allocating the hosts to the
Virtual Machines and to manage the execution of Cloudlets or the tasks assigned to

Fig. 1 Cloudsim architecture
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the Virtual Machines. The top-most layer in the Cloudsim stack is the User Code
which is used for specifying the Number of Hosts, Virtual Machines and Cloudlets
along with their configuration.

The Hosts are assigned to one or more VMs using the VM allocation Policy. The
Default VM allocation policy is used which allocates the VMs to the Hosts on First
Come First Serve (FCFS) basis. At the host level, VM scheduling is used for
allocating the processing power of host to VMs. At the VM level, cloudlet
Scheduling is used in order to assign a fixed amount of available power to perform
individual tasks. Cloudsim supports space-shared scheduling policy which as- signs
specific CPU cores to specific VMs and time-shared scheduling policy which
dynamically distributes the capacity of a core among VMs or assigns processing
cores to VMs on demand. Thus, a data centre manages several hosts which will in
turn manage Virtual Machines during their life cycle.

Cloudsim provides an abstract class called Power Model for the simulation of
power consumption models and power management techniques. This class provides
a function called getPower(), which returns the power consumed depending on the
CPU Utilization of the host. The DVFS technique is implemented using the
PowerModel class.

2.4 Management of Power Consumption

The energy which is supplied to the data centres is used for computational operation,
cooling systems, networks, and other overheads. In case of computational opera-
tions, there are some energy-saving techniques which can be deployed in order to
monitor and control energy consumption. In terms of energy efficiency, it can be said
that data centre X is better than data centre Y if X can consume less power and
process the same workload as Y, or X can consume the same power but with more
workload compared with Y. The following are the existing techniques used for
reducing power consumption without degrading the performance in the data centres:

1. Virtual Machine/Server Consolidation: Firstly, a study by Corradi et al. indi-
cates that Virtual Machine (VM)/Server consolidations is used for reducing the
power consumption of cloud data centres [6]. This technique allocates more
number of virtual machines on less number of host machines so that the host
machines are fully utilized. For example, when there are two VMs, both the
VMs are allocated to the same physical server instead of allocating each VM to
a separate physical server. This technique is called as VM/Server consolidation
which reduces the operational costs and increases the efficiency of energy usage
by fully utilizing the host machines. However, the number of VMs in one host
machine cannot be increased beyond a threshold as it will degrade the perfor-
mance of VMs.

2. Power and Thermal Management: The study conducted by Pakbaznia et al. states
that power and thermal management (PTM) technique can be used in order to
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improve the energy efficiency of data centres [7]. In this approach, Server con-
solidation is used in accordance with efficient cooling in order to reduce the
overall power consumption. The Server consolidation will reduce the number of
physical servers that are kept ON and the supplied cold air temperature is also
maintained in order to reduce the power consumption of the cloud data centre.
But the number of cloudlets or the incoming workload in terms of requests per
second should be known in prior in order to use this technique.

3. Dynamic Voltage and Frequency Scaling (DVFS): Dynamic Voltage and
Frequency Scaling (DVFS) is the most eco-efficient technique used in order to
reduce the energy consumed in cloud data centre. This technique alters the CPU
power consumption depending on the workload offered [8]. It is a hardware
technology that dynamically changes the voltage and the frequency of the pro-
cessor during execution depending on the CPU utilization. DVFS technology [9]
can adjust the system voltage and frequency without having to restart the power
supply. When the CPU working voltage is reduced depending on the CPU uti-
lization, a large amount of energy is saved. The dynamic power consumption is
defined by multiplying the voltage square with the system frequency.

Pd ¼ a � c � t2 � f ð1Þ

where Pd is the dynamic power consumed, a is the switching activity, c is the
physical capacitance, v is the supply voltage, and f is the clock frequency. The
values of switching activity and capacitance are determined by the low-level
system design. DVFS is the Dynamic Power Management (DPM) technique [8]
which reduces the supply voltage and clock frequency in order to reduce the
dynamic power consumed. The main idea of this approach is to intentionally
scale down the CPU performance, when it is not fully utilized, by decreasing the
voltage and frequency of the CPU. From Eq. 1, this should result in a cubic
reduction of dynamic power consumption. DVFS is supported by most modern
CPUs including mobile, desktop and server systems. The reduction of CPU
frequency and the voltage will result in the degradation of the system
performance and in turn increases the execution time. The DVFS decreases the
execution speed of a task as the CPU frequency and voltage is decreased in order
to achieve significant reduction in power consumption. The power consumption
can be saved effectively only by reducing both the frequency and the voltage.

3 Design Approach

As discussed before, Cloudsim toolkit is used to implement Eco-efficient mecha-
nisms in Cloud data centres. The main objective of the experiments is to calculate
the energy consumed in data centres. The following steps are performed in order to
model an eco-efficient cloud data centre.
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• Create a Data Centre with hosts and then creating Virtual Machines over the
hosts using Virtualization techniques and then assigning Cloudlets to the Virtual
Machines. This is done using the Cloudsim tool kit by just specifying the
technical parameters of the host and virtual machines.

• Calculate the energy Consumed by each host computer depending on its CPU
utilization for performing the specific tasks assigned to them. The energy
consumed is calculated by monitoring the CPU utilization and using the
getPower() function present in the predefined class PowerModel [10, 11].

• Calculate the total energy consumed in order to perform all the tasks. This is the
actual energy consumed by the data centre without implementing any Energy
saving algorithm (Non Power Aware Mechanism).

• Implementing the energy saving algorithm called Dynamic Voltage and
Frequency Scaling (DVFS) in the Cloudsim toolkit.

• Calculate the total energy consumed by the data centre with DVFS
implementation.

3.1 Non Power Aware (NPA) Mechanism

NPA is the mechanism which calculates the energy consumed by the host com-
puters without any power saving algorithm. In this mechanism the CPU utilization
is calculated in order to determine the energy consumed by the host computers. In
Cloudsim, the capacity of the host machine, the capacity of VM, and the cloudlet
requested by the user is represented by using MIPS (million instructions per sec-
ond). Each cloudlet will be distributed to VMs on different hosts. VMMIPS is the
amount of MIPS required for the VM to perform a particular task and HOSTMIPS

represents the amount of MIPS the host can support. The CPU utilization of a
virtual machine VCPU is calculated by Eq. 2 and the average CPU utilization of all
the VMs ðVavgÞ is calculated using Eq. 3.

VCPU ¼ VMMIPS

HOSTMIPS
ð2Þ

VAVG ¼
Pn

i¼1 VCPUðiÞ
n

ð3Þ

where n is the number of virtual machines created on one host.
For Example, when there are 10 hosts and 20 VMs then each host supports 2

VMs. If the total capacities of hosts are 2660 MIPS, and that of the VM are
2500 MIPS then VCPU ¼ 2500

2600 ¼ 0:94.
As there is no energy saving mechanism, the host computers consume maximum

energy in NPA mechanism. In this mechanism, the total energy consumed is found

162 S. Kannan and S. Rajendran



by multiplying the total power required to switch on the host which is calculated
using PowerModel class and the time period. Hence the total energy depends on the
power consumed to switch on the host and is independent of the CPU utilization
which implies the same amount of power is consumed for both the extremes of
CPU utilization (too low and too high).

3.2 Dynamic Voltage and Frequency Scaling (DVFS)
Mechanism

In DVFS, the measured CPU utilization is used for deter- mining power con-
sumption. The MIPS needed to run a task in the VM and the available MIPS of the
host is monitored at regular intervals and the CPU Utilization is calculated by using
Eqs. 2 and 3. Depending on the CPU Utilization the DVFS mechanism will adjust
the Supply voltage in order to reduce the consumed energy. When the utilization is
too low, the voltage will be lowered to reduce the power consumption. In contrast,
when the utilization is too high, the voltage will be increased in order to maintain
users quality of service.

4 Technical Specifications

Cloudsim version 3.0.3 is used for the simulation as it provides power provisioning
techniques which can be directly used. Cloud data centre is characterized by three
classes namely Cloudlet, VM and Host.

• Cloudlet is the task or the application that the VM performs. It is characterized
by Instruction length and data transfer overhead. The specifications for the
cloudlets are given below in Table 1.

• Virtual Machine is the one which is virtually created over the host computer. In
order to process the cloudlets efficiently without any overload, 4 types of VMs
with different configurations are used in this project. The different types of VMs
with the specifications are shown in Tables 2 and 3.

Table 1 Cloudlets Cloudlets

Cloudlet length 1,728,000 (MIPS)

No. of processingelements (Cloudlet PES) 1

Utilization seed 1

File size 300 (Bytes)

Output size 300 (Bytes)
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• Host is the actual physical computer which is present in the data centre. In order
to create VMs with different Configurations, 2 types of Hosts with different
processors are used. The different types of Host processors with the specifica-
tions are given in Tables 4 and 5.

The Scheduling interval is taken as 300 s and the simulation limit is taken as
24 h. The values which are used have already been experimented and validated by
Calheiros and Buyya [10, 11] to quantify Cloudsim efficiency in simulating Cloud
Computing environments. Also, these technical specifications represent the typical
specifications of the machines found in a data centre.

Table 2 Four types of virtual machine

High-CPU medium instance 2.5 EC2 Compute Units, 0.85 GB

Extra large instance: 2 EC2 Compute Units, 3.75 GB

Small instance: 1 EC2 Compute Unit, 1.7 GB

Micro instance: 0.5 EC2 Compute Unit, 0.633 GB

Table 3 Virtual machines

Virtual machines

No. of VM types 4

MIPS 2500, 2000, 1000, 500

RAM 870,1740, 1740, 613

No. of processing elements (VM PES) 1

Bandwidth 100 Mb/s

Storage 2.5 GB

Table 5 Hosts Hosts

No. of hosts types 2

MIPS 1860, 2660

RAM 4096, 4096

No. of processing elements (HOST PES) 2

Bandwidth 1 Gb/s

Storage 1 TB

Table 4 Two types of Hosts

HP ProLiant ML110 G4 (1 × [Xeon 3040 1860 MHz, 2 cores], 4 GB)

HP ProLiant ML110 G5 (1 × [Xeon 3075 2660 MHz, 2 cores], 4 GB)
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5 Results

Firstly, the actual energy consumed by the data centre is calculated by varying the
three main parameters namely no. of hosts, no. of VMs and no. of Cloudlets.
Secondly, the same set of scenarios are conducted with the deployment of a DVFS
mechanism. Each scenario will have a number of experiments that will vary
depending on the number of hosts, number of VMs and number of Cloudlets. The
Scenarios are started with default values of 10 hosts, 20 VMs, and 20 Cloudlets and
then all the parameters will be incremented to find variation of energy consumption
with the key parameters and to determine the efficiency of DVFS Mechanism. The
maximum values for each scenario that the Cloudsim can handle will also be
determined.

In scenario-1, the No. of hosts are doubled whereas the No. of VMs and
Cloudlets are kept constant at 20. The simulation is started with 10 hosts, 20 VMs,
and 20 Cloudlets. The maximum values that the cloudsim can handle are 81,920
hosts, 20 VMs, and 20 Cloudlets.

Based on the results shown in Fig. 2 when the number of hosts are doubled, the
energy consumption for the scenario without the deployment of DVFS also doubles
because more host machines will be running for the same workload which leads to
wastage of energy. But with the deployment of DVFS, the energy consumed is
almost constant because only the number of host machines that are required to
perform the workload will be running and the rest will not be running which will
reflect in energy saving.

Fig. 2 Energy comparison between DVFS and NPA with increasing number of hosts
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In scenario-2, the No. of hosts are doubled whereas the No. of VMs and
Cloudlets are kept constant at 20. The simulation is started with 10 hosts, 20 VMs,
and 20 Cloudlets. The maximum values that the cloudsim can handle are 81,920
hosts, 20 VMs, and 20 Cloudlets.

Based on the results shown in Fig. 3 when the number of hosts are doubled, the
energy consumption for the scenario with and without the deployment of DVFS
remains as a constant. Each VM has one processing element which is used to
execute one cloudlet. As the number of VMs is 20 which implies only 20 cloudlets
can be executed at one time and the remaining cloudlets are postponed. Hence the
energy consumed is constant as only 20 cloudlets are executed in all the experi-
ments. It is also clear that DVFS mechanism reduces the energy consumption by
75 % when compared to the scenario without deployment of DVFS mechanism.

In scenario-3, the No. of hosts and VMs are doubled whereas the No. of
cloudlets are kept constant at 20. The simulation is started with 10 hosts, 20 VMs,
and 20 Cloudlets. The maximum values that the cloudsim can handle are 81,920
hosts, 1,63,840 VMs, and 20 Cloudlets.

Based on the results shown in Fig. 4 when the number of hosts and VMs are
doubled, the energy consumption for the scenario without deployment of DVFS
doubles because more host machines will be running for the same workload which
leads to wastage of energy. But with the deployment of DVFS, the energy con-
sumed is almost constant because only the number of host machines that are
required to perform the workload will be running and the rest will not be running
which will reflect in energy saving (Same as Scenario 1).

Fig. 3 Energy comparison between DVFS and NPA with increasing number of cloudlets
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In scenario-4, the No. of hosts and cloudlets are doubled whereas the No. of
VMs are kept constant at 20. The simulation is started with 10 hosts, 20 VMs, and
20 Cloudlets. The maximum values that the cloudsim can handle are 81,920 hosts,
20 VMs, and 1,63,840 Cloudlets.

Based on the results shown in Fig. 5 when the number of hosts and Cloudlets are
doubled, the energy consumption for the scenario without the deployment of DVFS
doubles but with the deployment of DVFS, the energy consumed is almost constant.
The results obtained are same as the results of scenario 1. From scenario 4 and
scenario 2 one can conclude that increasing the number of cloudlets will not have
an impact on energy consumption.

In scenario-5, all the three parameters namely the No. of hosts, No. of VMs and
No. of cloudlets are doubled. The simulation is started with 10 hosts, 20 VMs, and
20 Cloudlets. The maximum values that the cloudsim can handle are 2560 hosts,
5120 VMs, and 5120 Cloudlets. When the parameters are further doubled then the
variation of energy consumed is no more linear which clearly indicates the
Cloudsim’s inability to handle it.

Based on the results shown in Fig. 6 when the number of hosts, VMs and
Cloudlets are doubled, the energy consumed for both the scenarios with and without
the deployment of DVFS doubles. But the energy consumed by the scenario
without DVFS Mechanism consumes 4 times more energy than the energy con-
sumed by DVFS Mechanism which implies 75 % of energy is saved by using
DVFS.

Fig. 4 Energy comparison between DVFS and NPA with increasing number of hosts and VMs
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Fig. 5 Energy comparison between DVFS and NPA with increasing number of hosts and
cloudlets

Fig. 6 Energy comparison between DVFS and NPA with increasing number of hosts, VMs and
cloudlets
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6 Design Constraints and Trade Offs

The Major realistic design constraints faced during the project design are:

• Cloudsim Toolkit is an Open Source software and it is in developing stage. It
was very difficult to understand the toolkit as there were no user manual and
tutorials available. Reverse engineering was used in order to understand the
working of the tool kit.

• Cloudsim is not user friendly as it requires the users to have a prerequisite
knowledge about Java Programming language

• Cloudsim is a raw java code without any graphical user interface which meant
the entire simulation should be done by working with the libraries directly.

• The simulation of experiments was very long and because of the randomness of
the toolkit each experiment was run multiple times. As the number of param-
eters increases, the simulation time also increases by great extent.

• The Cloudsim can handle only a certain amount of resources and it gives
undesirable results when the resources are increased beyond the threshold limit.

The Significant trade-offs encountered during the project are:

• Cloud Sim Vs Green Cloud: Green Cloud is built on top of NS2 that can be used
to determine the consumed energy of a data centre but its simulation takes long
time and requires high memory usage. Hence its scalability is limited only to
small data centres. As the Cloud Sim is scalable and have low simulation
overheads, it is Preferred over Green Cloud.

• Energy Consumption VS Performance: DVFS dynamically reduces the voltage
and Frequency of CPU in order to reduce the energy consumption of the entire
data centre. The reduction of CPU frequency and the voltage will result in the
degradation of the system performance and increases the execution time. Hence,
DVFS compromises on the performance of the system in order to reduce the
overall power consumption.

7 Conclusion

From Table 6, one can see that scenario 1 and scenario 4 are same. Considering
scenario 1, 2 and 4, one can conclude that the number of cloudlets will not have an
impact on the energy consumption of the data centres. One can also note that
Scenario 1 and Scenario 3 are same which implies increasing the number of VMs
alone will not have an impact on energy consumption. Hence the number of hosts is
the significant parameter which will have an impact on the energy consumption of
cloud data centres. Thus, from the results obtained, the deployment of DVFS in a
data centre will reduce energy consumption significantly as it manipulates the
voltage and clock frequency of a CPU depending on the CPU utilization.
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Power Optimization System for a Small
PC Using Docker

G. Anusooya and V. Vijayakumar

Abstract In this paper, we have proposed a technique using Raspberry Pi board as
a small PC with Docker to implement the concept of virtualization. Docker which is
used for running distributed applications in an open platform. This implementation
shows how efficient it will be to implement server virtualization technique on
simple computers like raspberry pi. The outcome will be a virtualized Raspberry Pi
which will run various applications on the hypervisor. This method involves
booting Arch Linux into the Raspberry Pi, and then installing a hypervisor into it.
Virtual machines will be installed and keep running in the background. If the power
consumed with virtualization is less than the power consumed when these processes
are running in different hardware without any virtualization then it is concluded that
virtualization is saving power and also reducing the hardware involved. Power
monitoring software is used to measure the power consumed by the raspberry pi.

Keywords Power optimization � Raspberry pi � Docker � Virtualization

1 Introduction

1.1 Green Computing

Green computing the current trend which is responsible for eco-friendly environ-
ment [1]. The main aim of green computing in terms of computer technology is
improve energy efficiency of central processing units (CPUs), peripherals and
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servers. The main aim of green computing is to reduce the carbon emission, to
maximize the energy efficiency during the product life cycle and to improve the
disposal of the e-waste.

Reducing the carbon emissions and taming energy efficiency is the major task of
Green Computing. So, reducing the carbon emission is the major task. This can be
achieved in terms of virtualization.

1.2 Virtualization

Virtualization [2] which makes the physical devices virtual for the resource, such as
a server, storage device, network. An operating system which act as multiple
framework for the execution of many environments. Our single hard drive which is
partitioned into multiple drives is also one way of virtualization. We use the drives
as if we execute only one applications at a time but where multiple operation is
taking place virtually. The term virtualization is becoming trending now, and as a
result the term is now associated with a number of computing technologies like:

• Combination of multiple storage units in a network which act as a single storage
unit is known as storage virtualization.

• Making a single physical server to work virtually with multiple virtual servers
for various operations is called as server virtualization.

• Operating system-level virtualization is a type of server virtualization works in
the kernel layer.

• A logical segmentation of a single physical network resource is said to be
network virtualization.

1.3 Docker

To build, ship and run distributed applications the developers uses Docker [3]
which is an open platform. It consists of Docker Engine, a portable, lightweight
runtime and packaging tool, and Docker Hub, a cloud service for sharing appli-
cations and automating workflows. Docker enables apps to be quickly assembled
from components and eliminates the friction between development, QA, and pro-
duction environments. As a result, it can ship faster and run the same app,
unchanged, on laptops, datacentre VMs, and any cloud.

Docker uses the containers, which is very fast and light weight process. It is
similar to any real life container, all the required resources for that application to
work is made available inside the container. The Docker engine communicates with
the operating system, thus eliminating the need of a guest operating system making
it a lot quicker by reducing the overhead.
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Components of Docker

• Images
• Registries
• Containers

Images

A Docker image is a read-only template. For example, an image could contain an
Ubuntu operating system with Apache and your web application installed. Images
are used to create Docker containers. Docker helps to provide a simple way to build
new images or update already existing images, or we can download Docker images
that other developers have already created. Docker images are the build component
of Docker.

Registries

Docker registries store the images. These are public or private stores from which
you can upload or download the images. The public Docker registry is also called
the Docker Hub. It provides the collection of existing images for the use of new
application development. These can be images you create for yourself or you can
use the same images that others have previously created. Docker registries are the
distribution component of Docker.

Containers

Docker containers are same as the directories we use. It holds everything that is
needed for an application to run. Each container is created with the Docker image.
Docker containers can be run, started, stopped, moved, and deleted. Each container
is an unique and secure platform for running applications. Docker containers are the
main source for running the component of Docker.

1.4 Arch Linux

Arch Linux [4] is an independently developed, i686/x86-64 general purpose
GNU/Linux to suit any role of versatile distribution. The development of Arch
Linux mainly focuses on simplicity, minimalism, and code elegance. It is installed
as a minimal base system, configured by the user upon which their own ideal
environment is assembled by installing only what is required or desired for their
unique purposes. GUI configuration utilities are not officially provided, and most
system configuration is performed from the shell by editing simple text files. Arch
endeavour to stay in the edge, and typically offers the latest stable versions of most
software.

Docker is placed in the Arch Linux in an Raspberry Pi board for the imple-
mentation analysis of the power consumption.
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2 Existing Work

1. Power Consumption benchmarking for green computing [5]: It explored the
techniques for accurately measuring of power consumption of computers in
screensavers sleep mode, hard disk sleep mode, system stand by etc.,

2. Optimization of operating systems towards green computing [6]: It focuses on
green computing by optimizing operating systems and scheduling of hardware
resources. The architecture for optimized operating systems towards green
computing to enable computer’s power management features in operating sys-
tems for various techniques like virtualization, Terminal servers, Shared mem-
ory and power management etc.

3. Profile-based Optimization of Power Performance by using Dynamic Voltage
Scaling on a PC cluster [7]: They proposed an optimization algorithm to select a
gear using the execution and power profile by taking the transition overhead into
an account. They have built and designed a power-profiling system, named
PowerWatch. With this system they examined the effectiveness of their opti-
mization algorithm on two types of power-scalable clusters namely crusoe and
turion. They have created a positive effect without the impact of performance.

4. Power Analysis and Optimization Techniques for Energy Efficient Computer
Systems [8]:

It describes different techniques addressing a major challenge of reducing power
consumption of today’s computer systems.

3 Proposed Work

The main goal was to implement server virtualization technique in Raspberry pi2.
The project was intended at reducing the power and hardware required to do a
certain job. Virtualization is a recent trend being followed in data center [9] to cut
down costs. This also saves a lot of power because the work of two to three
machines can be done by one.

3.1 Raspberry Pi with Docker

Implementation required installation of a hypervisor to virtualize the Raspberry Pi.
Arch Linux was chosen as the supporting operating system as it is the best for
customization and also for embedded systems. Docker was chosen as the hyper-
visor as the technology being used docker is quite new in the virtualization sector
and is far more efficient than the conventional hypervisors available.
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The raspberry pi2 board and virtualizing it using the appropriate hypervisor and
there by analyzing the power to show that virtualization is a power efficient tech-
nique and implementing this would reduce the cost to a great extent (Fig. 1).

The Raspberry pi here is the computing device. The Raspberry pi is virtualized
using the hypervisor called Docker. The base OS as represented in the diagram is
the arch Linux and the hypervisor is installed over the base OS.

We are using raspberry pi2 as the hardware because it has the capacity to handle
the virtualization and is also known as a mini pc. We can manage to run any OS on
this. We have chosen Arch Linux as the OS to be used. We are using Docker
software for the Virtualization of Raspberry Pi. To interface the same with the
laptop we use an Ethernet Cable as shown in the figure. This is to create a Remote
Desktop environment in the system.

3.2 Implemented Work

The Raspberry pi is connected to a laptop remotely using an Ethernet cable. This
was done using the Vncserver and Vinagre remote desktop client. The raspberry pi
was virtualized and multiple sessions were run to show that the using the same
amount of power were able to perform the work of multiple hardware on a single
hardware.

The laptop is used as an input output device. A remote server was installed
inside the Raspberry Pi2 and a remote desktop client was installed inside the
laptop. The Ethernet standard allows us to connect the laptop to the raspberry pi
using the IP address of the pi board. The ssh protocol was used to connect with the
raspberry pi using the internet protocol address of the pi. The raspberry pi was
booted with Arch Linux (Fig. 2), so once you connect the raspberry pi the Arch
Linux boots up.

Fig. 1 Architecture diagram
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Arch Linux is a command line operating system so primarily we get to work on
the command line interface only. We installed a desktop environment called
Cinnamon to present Arch Linux with a desktop environment.

Once the Arch Linux is available to work on, we install Docker. Once the docker
is installed the applications in the repository can be pulled to the system. An
application called Own cloud was pulled down for the demonstration. Multiple
sessions of docker containers with this application were run.

While this was being done a tool to measure the power consumption Fig. 3
(Powertop) was run in the background to measure the power consumed.

Fig. 2 Logging to Arch Linux

Fig. 3 PowerTop
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The tool measures power (frequency measure) Fig. 4 in percentages and the
power percentage remained almost constant while running multiple docker
sessions.

This was again confirmed by using vcgencmd command. This command is used
to check the voltages Fig. 5 and various other values like clock cycles of different
components available on the pi board.

Analysis

The computation power of the raspberry pi might not be as great as a server but this
can be compensated by using an array of raspberry pi boards which will still cost
less than a server and with virtualization it can do the work more than one servers,
thus cutting down cost by a huge amount along with power and the amount of
hardware.

A typical server costs around 26,000. A server consumes around 18 kW per day,
which converted to energy is 1800 kWh. Our project consumes around 100 Wh. If
make the system efficient in the area of computing power, by taking an array of 5
raspberry pi boards it will still make the power consumed to 500 Wh. If the system
takes the load this is a huge cut down. But analysing the load is yet to be done, so
that is a disadvantage of our system compared to the existing system.

Fig. 4 Frequency measure
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All considered the proposed system will be cheaper. The power consumed by the
monitor is not considered because it is the same in both the cases.

The powertop estimated 5.1 % of the total power consumption by the CPU when
two applications were running on the pi.

4 Conclusion and Future Work

The server virtualization technique was implemented on Raspberry pi2, which
enabled to run multiple Docker sessions at almost the same power requirement thus
establishing that using the virtualization technique we can reduce the power and
also hardware requirement. This technique when employed in large datacentres will
reduce the cost significantly and also reduce the number of servers significantly
making the data centre small and efficient.

The plan in the future is to implement the virtualized small computers in a data
centre. The aim is to show that virtualizing the environment would lower the power
consumed and also the hardware required. The research can also be extended into
various power saving techniques like frequency scaling and also apply various
intelligent algorithms to make an idol power consumption model which will give us
the exact amount of power required to run any system.

Fig. 5 Volts measure
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A Survey on Desktop Grid
Systems-Research Gap

Neelanarayanan Venkataraman

Abstract To harvest idle, unused computational resources in networked environ-
ments, researchers have proposed different architectures for desktop grid infras-
tructure. The desktop grid system provide high computational capability at low cost
and this motivates its use. However, there are several distinct differences between
them in terms resource participation, resource sharing nature, application support,
service quality, deployment effort required etc. Building a desktop system has to
consider resource’s heterogeneity, non-dedication, volatility, failures, security, etc.
Therefore, it is important to comprehend current research approaches in desktop
grid system development to identify research gaps. In this paper, we propose a
taxonomy for studying various desktop grid systems. We also present the strength
and weakness of existing desktop grid systems and identified the research gap.

1 Introduction

The concept of a “computing utility” providing “continuous operation analogous to
power and telephone” can be traced back to the Multics Project in the 1960s [1].
The term the “Grid” has emerged in the mid 1990 s to denote a proposed computing
infrastructure which focuses on large-scale resource sharing, innovative applica-
tions, and high-performance orientation [2]. The grid concept provides virtual
organization environment for resource sharing and problem solving across multiple
institution. The sharing involves a direct access to computing resources, storage
devices, network resources, software, scientific instruments and other resources
subjected to highly controlled sharing rules. The sharing rules define clearly what is
shared, who is allowed to share, and the sharing conditions. A set of individuals and
or/institutions defined by such sharing rules forms a virtual organization [2].
Researchers and corporations have developed different types of grid computing
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systems to support resource pooling or sharing. Typically, such grid computing
systems can be classified into computational and data grids. In [3], a taxonomy for
grid systems is presented, which proposes three types of grid systems. As stated
earlier, they are computational grids, data grids and service grids.

Now, let us focus on computational grids that optimizes execution time of
applications that require greater number of processing cycles. The “Computational
Grid” refers to the vision of a hardware and software infrastructure providing
dependable, consistent, fast, and inexpensive access to highend computational
capabilities [4]. Generally speaking, such grid computing platforms can be classi-
fied into two main categories; classical high-end grids and volunteer or desktop
grids [5]. Classical grids provide access to large-scale, intra and-inter institutional
high capacity resources such as clusters or multiprocessors [4, 6]. For example,
Globus [6] and Legion [7] provide a software infrastructure that enables applica-
tions to handle distributed heterogeneous computing resources, normally dedicated,
in multiple administrative domains. TeraGrid,1 build using Globus Toolkit is one
such example. However, installing, configuring, and customizing Globus middle-
ware requires a highly skilled support team, such as the London e-Science Centre2

or the Enabling Grids for E-science project.3 Participating in such grid projects
involves time consuming networking and training processes. The application
developer must possess a knowledge of both the middleware being used and the
underlying computational hardware. Using this information, task dependent
libraries and binaries can be produced. These are typically managed by the user,
who also has to possess some knowledge of the target architecture. This makes the
process of application deployment both time consuming and error prone [8]. Globus
based grid computing infrastructure requires third party resource brokers or
meta-schedulers for task distribution. Meta-scheduler, a software scheduling sys-
tem, allows a designated node to act as an active gateway for other passive nodes,
for example GridWay.4 Thus effort towards development, integration, testing and
packaging of many components are substantial. For these reasons, the deployment
and operational cost of such systems are substantial, which prevents its adoption
and direct use by non-technical users. For example, NSF Middleware Initiative
(NMI) program5 has invested roughly $50M for development of various compo-
nents. TeraGrid cyber infrastructure facility has allocated approximately 25 % of
the staff to common integration functions and 75 % of the staff to resource provider
facility functions [9].

Consider a situation where the participants are offering different resources to
collaborate on a common objective. In this scenario, every participant wants to
participate for a certain limited amount of time, normally till the participant has

1www.teragrid.org.
2www.lesc.imperial.ac.uk.
3www.eu-egee.org.
4www.gridway.org.
5www.nsf-middleware.org.
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some utility interest in the participation. Administrative overheads erupting from
classical grid participation make it impractical for such transient communities to
undergo a formal grid establishment process.

Volunteer or Desktop Grids, in contrast, is designed to distribute computational
tasks between desktop computers owned by individuals at the edge of Internet or idle
desktop computers in an institution. Volunteer Grid computing systems allow for-
mation of parallel computing networks by enabling ordinary Internet users to share
their computer’s idle processing power [10, 11]. Projects based on volunteer com-
puting system provide computational infrastructures for complex computational
intensive research problems that range from searching for extraterrestrial intelligence
(SETI@home) to exploring new HIV/AIDS treatments (fightAIDS@home). Such
systems require setting up a centralized control system responsible for managing the
contributed clients, who in turn periodically request work from a central server.
Volunteer computing is highly asymmetric; it is a ‘master-slave’ architecture in
which volunteers supply computing resource but do not submit any work to be done.
Public outreach and incentive structures (like high-score competitions) play a sig-
nificant role in attracting volunteers. In volunteer computing, users require system
administration and database expertise to create and operate projects [12].

Historically, the Condor project [10] pioneered using the idle time of organi-
zational workstations to do parallel computing. Increasing computational power and
communication bandwidth of desktop computers are helping to make distributed
computing a more practical idea. By using existing desktop computers from a local
network, the cost of such an approach is low compared with parallel supercom-
puters and dedicated clusters. The main difference in the usage of institutional
desktop grids relatively to volunteer ones lies in the dimension of the application
that can be tackled. In fact, while volunteer grid computing projects usually
embrace large applications made up of a huge number of tasks, institutional desktop
grids, which are much more limited in resources, are more suited for modestly-sized
applications.

Peer-to-peer platforms provide an operating system independent middleware
layer, which allows sharing of resources in a peer-to-peer fashion. Various proto-
cols for supporting P2P service discovery (e.g. Gridnut [13] and GridSearch [14])
and P2P resource discovery [15] has been proposed. Grid computing focus on
infrastructure. On the other hand, peer-to-peer computing focus mainly on scala-
bility and not infrastructure. However, a convergence between peer-to-peer and
Grid computing has been foreseen in literature [16, 17].

2 Overview of Desktop Grid Systems

In this paper we identify and comprehend concepts related to Desktop Grid
Systems. We propose a new taxonomy considering resource provider, resource
consumer and grid application perspectives. Then we map currently existing
desktop grid systems using the above taxonomy to identify their strength and

A Survey on Desktop Grid Systems-Research Gap 185



weakness. We also identify the research gap in existing research work related to
desktop grid systems.

In this section we present some of the well known grid systems but with special
focus to desktop grid systems. While this list is not exhaustive, but merely repre-
sentative from this research point of view. The survey includes desktop grid sys-
tems that have been demonstrated with proof of concept application or working
prototype or have been widely used or deployed in real environment. The survey
excludes research work that reports theoretical model with no implementation and
evaluation are excluded from the study.

2.1 BOINC

The Berkeley Open Infrastructure for Network Computing (BOINC) [11, 18] is a
software platform for distributed computation using idle cycles from volunteered
computing resources. BOINC is composed of a central scheduling server and a
number of clients installed on the volunteers’ machines. The client periodically
contacts the server to report its availability and gets workload. BOINC is mainly
based on voluntary participants connected through Internet.

Although projects using BOINC are diverse in their scientific nature, in general
they are data analysis applications composed of independent tasks that can be
executed in parallel. Each project must prepare its data and executable code to work
with the BOINC libraries and client/server infrastructure. Also they need to set up
and maintain their own individual servers and databases to manage the project’s
data distribution and result aggregation. Though each project requires individual
server setup and maintenance, BOINC users can participate in multiple projects
through single client interface.

The BOINC server consists of seven different daemon programs, some of which
are provided by BOINC and others need to be implemented individually for each
project [19]. The feeder, and transitioner, are components provided by BOINC.
The BOINC server maintains a queue of work units that need to be sent to the
clients. The feeder retrieves newly generated work units from the database to fill the
queue. The transitioner controls the state transitions of work units and results
throughout their lifecycles. The lifecycle of a work unit begins when it is generated
by the work generator and is added to the database. The work generator daemon
need to be developed by the application. The work units can then go through
several state transitions as they are distributed to one or more clients for execution.
If a client has received a work unit and has not returned the results within a
predetermined amount of time, then the work unit is said to have timedout or
expired. The transitioner detects work units that have timed out and redistributes
them to different clients. The lifecycle of a work unit ends when enough valid
results for that work unit have been collected and a single result called the canonical
result is chosen for that work unit. Similar to work unit, the result can also undergo
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several state transitions. All results that are invalid or not selected to be the
canonical result are deleted.

Database purge and file deleter daemons provided by BOINC. The file deleter
and the database purge daemons remove files and work units that are no longer
needed to keep the database size at constant size. The validator daemon attempts to
determine which results are valid by comparing results from several different
clients. The assimilator daemon processes valid results, which usually mean storing
them to a separate database for later analysis.

The BOINC architecture is highly modular and scalable. If the project server
becomes inundated with client requests, additional servers can be added to the
project with daemons running on all the servers each handling only a fraction of the
total incoming requests. With a sufficient number of project servers, the only bot-
tleneck in the system is the MySQL6 server [20].

BOINC, a powerful and robust system for public resource computing has sig-
nificant limitations. The BOINC client has been ported to several platforms, but the
BOIN server can only be executed on Linux-based operating systems. Hence,
researchers or application developer need to have expertise in Linus system
administration and database expertise [12]. Furthermore, project creators must have
a large knowledge of C++ or FORTRAN programming [21]. Compared to the high
complexity of BOINC system, there is very little documentation available about
how to create a BOINC project. This lack of documentation is the largest barrier
that researchers face when creating BOINC project [22].

Projects must have a large visibility in order to attract enough cycle donors (i.e.,
volunteers) [21]. Resource providers are concerned with the potential harm inflicted
by Internet sharing systems, especially when the installation or use of the system
requires administrator (or root) privileges [23].

2.2 DG-ADAJ

Desktop Grid—Adaptive Distributed Application in Java (DG-ADAJ) [24] is a
middleware platform, facilitating Single System Image (SSI), to enable efficient
execution of heterogeneous applications with irregular and unpredictable execution
control in desktop grids.

DG-ADAJ is designed and implemented above the JavaParty and Java/RMI
platforms. DG-ADAJ automatically derives graphs from the compiled bytecode of a
multi-threaded Java application that account for data and control dependencies
within the application. Then, a scheduling heuristic is applied to place mutually
exclusive execution paths extracted from the graphs among the nodes of the
desktop grid system.

6www.mysql.com.
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DG-ADAJ does not include methods for resource brokering. Before scheduling
any computational jobs resources need to be found/selected manually by the user.
ADAJ applications had to be written utilizing the JavaParty, so the application had
to be tightly coupled with the platform.

2.3 SZTAKI Local Desktop Grid

SZTAKI Local Desktop Grid [25] is built on BIONC technology but significantly
extends the client concept of BOINC in order to enable the creation of hierarchical
desktop grids within a large organization or community.

The hierarchical Desktop Grid allows a set of projects to be connected to form a
directed acyclic graph. Task is distributed among the edges of the directed graph.
By doing this, SZTAKI can reduce load on the primary BOINC server by using the
second and third-level BOINC servers. But, each level of BOINC servers still has
the same characteristics of the original BOINC, for which performance is not
guaranteed. Communication and data transfer between the client and the desktop
grid system is performed via HTTPS.

SZTAKI LDG focuses on making the installation and central administration of
the local desktop infrastructure easier by providing tools to help the creation and
administration of projects and the management of applications.

SZTAKI LDG supports DC-API for easy implementation and deployment of
distributed applications on local desktop grid environment.

2.4 distributed.net

A very similar effort to BIONC is distributed.net [26]. However, the focus of the
distributed.net project is on very few specialized computing challenges.
Furthermore, the project releases only binary code of the clients and hence
impossible to adapt in other projects. The project that attracted the most participant
was an attempt to decipher encrypted messages. However, the volunteers were
provided with cash prizes.

2.5 XtremWeb

XtremWeb [27], a research project from University of ParisSud, France aims to
serve as a substrate for large scale distributed computing. Similar to BOINC,
XtremWeb is based on the principle of cycle stealing.

XtremWeb supports the centralized setup of servers and PCs as workers.
However, it can be used to build a peer-to-peer system with centralized control,
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where any worker node can become a client that submits jobs. It implements three
distinct entities: the coordinator, the workers and the clients to create a XtremWeb
network. Clients can be used by any user to submit tasks to the XtremWeb network.
They submit the task to the coordinator and permits the end user to retrieve results.
The workers installed on volunteer hosts execute the task.

Tasks are scheduled to workers according to their demand (i.e., pull model) in
First In First Out (FIFO) order [28]. All actions and connections are initiated by
workers. The coordinator registers every worker connection. The communication
between coordinator and workers are encrypted for network security. The workers
downloads the executable software and all other related components (e.g., the input
files, the command line arguments for the executable binary file, etc). Workers
sends the result (the output files) to the coordinator.

During registration workers provide configuration information such as
XtremWeb worker version, operating system, CPU type, memory size, etc.
XtremWeb coordinator performs matching about CPU type, OS version and Java
version [29]. Coarse grained, massively parallel and applications that are not
communication intensive are suited for deployment on XtremWeb [28]. XtremWeb
uses replication and checkpointing for fault tolerance [30].

XtremWeb-CH [31] is an upgraded version of XtremWeb with major
improvements in communication routines and improved support for parallel dis-
tributed application.

2.6 Alchemi

Alchemi [32] is an open source project from Melbourne University developed in C#
for Microsoft .NET framework. It allows flexible application composition by
supporting an object-oriented application programming model with a multithread-
ing paradigm. Grid application consists of several grid threads that can be executed
in parallel. Although tightly coupled with .NET platform, Alchemi can run on other
platforms using Web services. Alchemi is based on the master-worker parallel
programming paradigm.

Alchemi grid consists of three components: manager, executor, and owner. The
manager manages grid application execution and thread execution. Executors sign
up with manager. Owner submits grid threads to manager who adds them into to a
thread pool. Then the manager schedules threads for execution on available
executors. Executors after completion of execution of the threads submit the results
to the manager. Later, the owner can retrieve the results from the manager.

Aneka [33], an improved version of Alchemi allows the creation of enterprise
Grid environments. It provides facilities for advance reservation of computing
nodes and supports flexible scheduling of applications.
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2.7 Bayanihan

Bayanihan [34] is a web-based volunteer computing frame-work that allows users
to volunteer their resources.

Bayanihan system consists of client and server. A client executes Java applet on
a web browser. It has a worker engine that executes computation or a watcher
engine that shows results and statistics. A server consists of HTTP server, work
manager, watch manager and data pool. The HTTP server serves out Java class file.
The work manager distributes tasks and collects result. Bayanihan basically uses
eager scheduling, in which a volunteer asks its server for a new task as soon as it
finishes execution of current task. Eager scheduling works by assigning distributed
tasks to hosts until every task has been scheduled at least once. At this point,
redundancy is introduced by rescheduling any task that has not yet completed. This
process continues until every task completes. The client uses remote method
invocation technique called HORB [35] on the server to get a task.

The applications are mainly compute-intensive and independent. In addition,
Bayanihan supports applications running in Bulk Synchronous Parallel
(BSP) mode, which provides message-passing and remote memory primitives [34].

2.8 Condor

Condor [36] developed at the University of Wisconsin—Madison scavenge and
manage wasted CPU power from otherwise idle desktop workstation across an
entire organization.

Workstations are dynamically placed in a resource pool whenever they become
idle and get removed from the resource pool when they become busy. Condor can
have multiple resource pool and each resource pool follows a flat resource orga-
nization. Condor collector listens for resource availability advertisements and acts
as a resource information store. A Condor resource agent runs on each machine
periodically advertising its availability and capability to the collector. Condor
provides job management mechanism, scheduling policy, priority scheme, resource
monitoring and resource management. Condor is comprised of a server and large
number of volunteers. A central manager in the server is responsible for match-
making, scheduling and information management about task and resources.

Condor provides ClassAd [37] in order to describe characteristics and require-
ments of both tasks and resources. It also provides a matchmaker for matching
resource requests (tasks) with resource offers (i.e., available resources). Condor
provides Directed Acyclic Graph Manager (DAGMan) [38] for executing
dependable tasks. Condor enables preemptive resume scheduling on dedicated
compute cluster resources. It can preempt a low-priority task in order to immedi-
ately start a high-priority task.
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Condor-G [39] is the technological combination of the Globus and the Condor
projects, which aims to enable the utilization of large collection of resources
spanning across multiple administrative domains. Globus contribution composes of
the use of protocols for secure inter-domain communication and standardized
access to a variety of remote batch systems. Condor contributes with the user
concerns of job submission, job allocation, error recovery and creation of user
friendly environment.

2.9 Entropia

Entropia [40] facilitates a Windows desktop grid system by aggregating the desktop
resources on the enterprise network.

The Entropia system architecture consists of three layers: physical node man-
agement, resource scheduling and job management layer. The physical node
management layer provides basic communication, security, local resource man-
agement and application control. The resource scheduling layer provides resource
matching, scheduling of work to client machines and fault tolerance. The job
management layer provides management facilities for handling large number of
computations and data files. A user can interact directly with resource scheduling
layer by means of API or can use the management functionalities provided by job
management layer. The applications are mainly compute intensive and independent.

Entropia virtual machine (EVM) runs on each desktop client and is responsible
for starting the execution of the subjob, monitoring and enforcing the unobtrusive
execution of the subjob, and mediating the subjobs interaction with the operating
system to provide security for the desktop client and the subjob being run.
The EVM communicates with the resource scheduler to get new task (subjobs), and
communicates subjob files and their results via the physical mode management
layer.

The resource scheduler assigns subjobs to available clients according to the
client’s attributes such as memory capacity, OS type, etc. The Entropia system uses
a multi-level priority queue for task assignment.

The applications are mainly compute intensive, independent and involve less
data transfer between server and clients [41].

2.10 QADPZ

Quite Advanced Distributed Parallel Zystem (QADPZ) [42] is an open source
desktop grid computing system. The users of the system can transmit computing
tasks to these computers for execution in the form of dynamic library, an executable
program or any program that can be interpreted, for example Java, Perl, etc.
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Messages between the components of the system are in XML format and can
optionally be encrypted for security reasons.

A QADPZ consists of three types of one master, many slaves and multiple
clients delegating job to the master.

• Master—A process running on the master computer responsible for jobs, tasks,
and slaves accounting. The slaves talk to the master when they join or leave the
system, or receive or finish tasks; the clients talk to the master when they start or
control user jobs or tasks.

• Slave—A process running on the volunteer computer as a daemon or Win NT
service. The slave communicates with the master and starts the slave user
process. Without the slave running the slave computer cannot take part in
collaborative computing.

• Client—A process running on a client computer. It communicates with the
master to start and control jobs and tasks of a specific user, may also commu-
nicate directly with slaves and is responsible for scheduling the tasks of user
jobs as required by particular user application.

• Slave computer—One of many computers where the distributed collaborative
computation takes place, for example: a UNIX server, a workstation, a computer
in a student PC Lab, etc.

• Client computer—Any computer that the user uses to start his application.
A client computer may be a notebook connected to the network using a dial-up
connection, a computer in the office, lab, etc.

All slaves participating in the system run a slave program that accepts the tasks
to be computed. The master program keeps track of the status of the slave com-
puters. The master registers the status of the slaves, i.e., idle or busy computing a
QADPAZ task or disabled because a user has logged out. When a user wishes to
use the system, he prepares a user application consisting of two parts: A slave user
program, i.e., the code that will effect the desired computing after being distributed
to the slaves, and the client that generates jobs to be completed.

The user can choose the QADPZ standard client, which allows him to set up and
submit a job. The job description is saved into an XML-formatted project file and
can be manually edited by more advanced users. Alternately, a user may want to
write his or her own client application to have full control over the submission of
tasks. It is possible to directly write a slave library to speed up the execution. In that
case, the slave service or daemon will not start a new process with the downloaded
executable but a dynamic shared library will be loaded by the slave process.

QADPZ is implemented in C++ and uses MPI as its communication protocol.
The client and the slaves talk to each other by the use of a shared disk space, which
is certainly a performance bottleneck and requires costly synchronization [43].

All the components need to be installed manually and have their own configu-
ration files requiring manual configuration. The system has been used in the area of
large-scale scientific visualization, evolutionary computation, and simulation of
complex neural network models.
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2.11 Javelin

Javelin, a Java-based infrastructure for global computing with a goal to harness the
Internet’s vast, growing, computational capacity for ultra-large, coarse-grained
parallel applications. The work that started with SuperWeb has been continued with
new versions named Javelin++, Javelin 2.0, Javelin 3.0, CX, JANET and currently
JICOS, each with improvements in performance, scalability, computation and pro-
gramming model. Javelin [44–46] is a Java based infrastructure. Applications run as
Java applet in Javelin version or screen saver in Javelin++ version [47].

Javelin consists of three entities: broker, client and host. A broker is a
system-wide Java application that functions as a repository for the Java applet
programs, and matches the client tasks with hosts. A client submits a task to the
broker through a Web browser by generating an HTTP POST request, and peri-
odically polls the broker for the results. Hosts are Web browsers, generally running
on idle machines, that repeatedly contact the broker for tasks to perform, download
the applet code, execute it to completion, and return the results to the broker. The
communication between any two applets is routed through the broker [44]. The
Javelin is hindered by Java applet security model. Hence, Javelin 2.0 abandoned
the applet-based programming framework and added support for problems that
could be formulated as branch and bound computations. However, the essential
architecture remained almost same.

In Javelin, the work stealing is performed by a host, and eager scheduling is
performed by a client. Applications are mainly compute-intensive and independent.
Currently, Javelin supports branch and bound computations. Javelin achieves
scalability and fault-tolerance by its network of brokers architecture and by inte-
grating distributed deterministic work stealing with a distributed deterministic eager
scheduling algorithms. The main advantage of this architecture are:

• URL based computation model permits the worker hosts to perform the nec-
essary computation off line and later reconnect to the Internet to return the
results from the computation.

• Administrative overheads involved in preparing worker nodes (during deploy-
ment) is minimized by ubiquity of Web browsers.

However, centralized match making process and task repository by broker limits
Javelin. Further, it assumes the user’s a priori knowledge of the broker’s URL
address. Eager scheduling leads to excessive data traffic and presence of multiple
copies of the same task.

2.12 Charlotte

Charlotte [48] developed at New York University is a web based volunteer com-
puting framework and implemented using Java. Charlotte supports Java-based
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distributed shared memory over the Java Virtual Machine and parallelism. The key
feature of the shared memory architecture is that it requires no support from the
compiler or the operating system, as it is the case with most shared memory
architectures. The implementation of distributed shared memory is at data level.
Every basic data type in Java has a corresponding Charlotte data type. Charlotte
maintains data consistency by using the atomic update protocol allowing concurrent
reads but exclusive write/updates.

Charlotte, based on Calypso’s programming model to provide parallel routines
and shared memory abstraction on distributed machines. The main entities in
Charlotte program are a manager (i.e., a master task) executing serial steps and one
or more workers executing parallel steps called routines. A routine is analogous to a
standard Java thread, except for its ability to execute remotely. A distributed shared
namespace provides shared variables among routines. The manager process creates
an entry in well-known Web page. Volunteer users load and execute the worker
processes as Java applets embedded into web pages pointed by pointing their
browsers to this page. A direct socket connection provides the manager worker
communication.

Initially, it uses eager scheduling and then redundant assignment of tasks to
multiple clients to handle client failures and slow clients. Multiple executions of a
task can result in incorrect program state. Charlotte uses two-phase idempotent
execution (TIES) to ensure idempotent memory semantics in the presence of
multiple executions. TIES ensures guarantees correct execution of shared memory
by reading data from the master and writing it locally in the worker’s memory
space. Upon completion of a worker the dirty data is written back to the master who
invalidates all successive writes, thus maintaining only one copy of the resulting
data [49]. Further, in order to mask latencies associated with the process of
assigning tasks to machine by employing dynamic granularity management.
Granularity management technique (bunching) assigns a set of task to a single
machine at once. The size of bunch is computed dynamically based on the number
of remaining task and number of available machines.

Charlotte makes use of existing Internet infrastructure such as HTTP servers and
web browsers for running applets. As with Javelin project, Charlotte is also hin-
dered by Java applet security model. Charlotte programs must conform to the
parallel routine program structure and must be implemented as a Java applet. This
approach is not very transparent or flexible because programmers must adhere to
both the applet API and Charlotte’s parallel routine structure [50]. Charlotte does
not address the question of how a Web browser, i.e., the worker, finds the work.
Earlier version requires manual input of the URL location. However, current ver-
sion uses a registry and lookup service provided by KnittingFactory [50]. The
primary function of the manager is not only scheduling and distributing works but
also responsible for communication of workers as well as applet-to-applet com-
munication. Hence, the manager could be a bottleneck. Further, Charlotte requires
that a manager run on a host with HTTP server. If multiple applications are run by
single machine, then multiple managers are needed to run on this machine. Hence,
it would introduce additional overhead and leads to performance problem.
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2.13 CPM

Compute Power Market (CPM) [51] is a market-based middleware system for
global computing on personal computing devices connected to the Internet. It
applies economic concepts to resource management and scheduling across
Internet-wide volunteer computing.

It consists of a market, resource consumers and resource providers. The market
consists of a market resource broker and market resource agent. The market
resource broker is component of resource consumer and the market resource agent
is a component of resource provider. It maintains information about resource
providers and resource consumer—a kind of registry. The resource consumer buys
computing power using the market resource broker. The market resource broker
finds suitable resource based on the information provided by the market. It is
responsible for negotiating cost with resource providers and task distribution to
resource providers. The resource provider sells computational power using market
resource agent. The market resource agents updates resource information and
deploys and execute tasks. The resource broker selects the resource based on
deadline or budget.

CPM takes the advantage of real markets in the human society. However, the
centralized market servers introduce limitations, such as single point of failure and
limited scalability. Furthermore, the centralized market server requires additional
organizations for regular maintenance [52].

2.14 POPCORN

POPCORN [53] is a Web-based global computing system for scheduling
Java-based parallel applications. POPCORN uses market model for matching
sellers and buyers.

It consists of a market, buyers and sellers. The sellers provide their resources to a
buyer by using Java enabled browser. The market has the popcorn, a currency used
by buyer to buy resources. The seller can earn the popcorn for selling its resources.
The market is responsible for performing matching between buyers and sellers,
transferring task and result between them and for account management.

POPCORN uses several market models for scheduling. The Popcorn system
implements three different kinds of auction mechanisms: Vickrey auctions,
first-price double auctions, and k-price double auctions. Popcorn has a central
repository by means of a Web platform for information aggregation. However, this
platform may become a communication bottleneck. The applications are mainly
compute-intensive and independent.
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2.15 The Spawn System

Waldspurger et al. [54] proposes a distributed system that uses market mechanism
for allocating computational resources called Spawn.

The Spawn system organizes participating resources as trees. A leaf resource can
join randomly selected auction among the available auctions. The managers of each
leaf serve as funding sponsors for their children. In case an agreement is reached
after the auction process, a resource manager controls the communication with and
monitoring of the supplied resources.

The Spawn system supports tree-based applications in which partial results are
computed on different levels of the tree and are subsequently sent to a leaf on a
higher level of the tree. On each leaf, a manager combines and aggregates the
results received from its children. Subsequently, this manager reports the aggre-
gated results to its higher leaf on the tree.

The Spawn system uses market models for scheduling. The managers of each
leaf serve as funding sponsors for their children. This funding is used to purchase
CPU resources for subtasks associated with each leaf. These resources are pur-
chased by participating in Vickrey auctions which are instantiated by each node that
offers idle CPU slice. In Vickrey auction uses sealed-bid that means bidding agents
cannot access information about other agent’s bid. Further, the winner pays the
amount offered by the next highest competitive bidder. The auction instance and the
pricing information are advertised to the neighbors of each node. Out of all
available auctions, a requesting leaf randomly joins one particular auction. In case
an agreement is reached after the auction process, a resource manager controls the
communication with and monitoring of the supplied resources.

The authors through simulation of prototypical implementation show that
Vickery auctions leads to economically efficient outcomes. In addition it has lesser
communication costs compared to an iterative auction. However, as the information
is only propagated to neighbors, new information is disseminated with delays.
Besides, the seller-initiated auction is suitable only for heavily loaded systems. In
lightly loaded system, the buyer-initiated auction is proved to outperform the seller
initiated auction [55].

2.16 OurGrid

OurGrid system [56, 57] is an open, free-to-join, cooperative grid in which labs
donate their idle computational resources in exchange for accessing other labs’ idle
resources when needed.

OurGrid is based on a peer-to-peer network, where each labs in the Grid cor-
respond to a peer in the system. OurGrid has three main components: the OurGrid
peer, the MyGrid broker and the SWAN security service. The MyGrid broker is
responsible for providing the user with high-level abstractions for resource and
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computational task. The SWAN security service guarantees secure resource access.
Each peer in represents a lab. Each peer has direct access to a set of resource. Each
resource has an interface called GridMachine that provides access to the resource.

The OurGrid system mainly focuses on compute intensive and independent
tasks. The OurGrid system provides resource matching and heuristic scheduling.
The OurGrid architecture implements the idea of symmetric resource participation.

3 Classification of Desktop Grids

In this section, we present the various classification of desktop grids. There are
several taxonomy of Desktop Grids. Baker et al. present the state of the art of Grid
computing and emerging Grid computing projects. They hierarchically categorize
Grid systems as integrated Grid systems, core middleware, user-level middleware,
and applications/application driven efforts [58]. Krauter et al. proposes a taxonomy
of Grid focusing on resource management. Their taxonomy classifies the archi-
tectural approaches from the design space [3]. Venugopal et al. proposes a tax-
onomy of Data Grids based on organization, data transport, data replication and
scheduling. Sarmenta classifies volunteer computing into application-based and
web-based [59]. Chien et al. [40] classifies Desktop Grid into Internet scalable
Grid and Enterprise Grid. Fedak et al. [60] provide a taxonomy of Desktop and
Service Grids based on distribution of computation units, scalability, type of
resource contribution, and organization. Choi et al. [61] presents the taxonomy of
Desktop Grid systems and mapping of taxonomy to the existing Desktop Grid
systems. However, their taxonomy is focused on scheduling in Desktop Grid
systems. We provide a taxonomy and mapping that is more generic and inclusive in
nature. The objective of this taxonomy are to:

• Categorize based on attributes related to system architecture, resource provision,
and grid deployment effort.

• Provide mapping of main desktop grid system according to the taxonomy.

3.1 Centralized Desktop Grids

Desktop grid system can be categorized into centralized and decentralized desktop
grids. Centralized desktop grid system consists of three logical components: client,
workers and server. Client allows platform users to interact with the platform by
submitting jobs and retrieving results. Worker is a component running on the
volunteer’s desktop computer which is responsible for executing jobs. Server, a
coordination service connects clients and workers. The server receives jobs sub-
missions from clients and distributes them to workers according to the scheduling
policy. Servers also manage fault tolerance by detecting worker crash or
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disconnection. If needed tasks are restarted on other available workers. Workers on
completion of task execution return the results to the server. Finally, the server
verifies the correctness of the results and stores them for the client to download
them. Typical examples are BOINC, XtremWeb, Entropia etc. Properties of cen-
tralized desktop grid has been presented in Tables 1 and 2.

The desktop grid system can be classified based on deployment and resource
location into local and global desktop grids. Local desktop grid, also known as
Enterprise desktop grid, consists of desktop PC hosted within a corporation or
University interconnected by Local Area Networks (LAN). Several companies such
as Entropia and University projects such as Condor, SZTAKI local desktop grid,
etc., have targeted these LANs as a platform for supporting desktop grid applica-
tions. Such grid environments have better connectivity and have relatively less
volatility and heterogeneity than global desktop grids. Local desktop grids connect
resources from the same administrative domains, normally by using local area
networking technologies and poses low security risks. Internet desktop grids con-
nects resources from different administrative domains, normally by using wide-area
networking technologies. They aggregate resources provided by end-user Internet
volunteer. Global grids are characterized by anonymous resource providers, poor
quality of network connections, being behind firewalls, having dynamic addressing
techniques (DHCP) and poses high security risks. Desktop grids based on BOINC
such as SETI@HOME, Einstein@HOME, etc. falls under global desktop grids.

In order to maximize the potential work pool and minimize setup time, a vol-
unteer computing system must be accessible to as many people as possible. Desktop

Table 1 Centralized global desktop grid system

DG system Platform Scheduling policy Deployment effort

BOINC Middleware-based Simple Thick deployment

Entropia Middleware-based Simple Thick deployment

distributed.net Middleware-based Not available Not available

XtremWeb Middleware-based Simple Thick deployment

DG-ADJ Middleware-based Deterministic Thick deployment

POPCORN Middleware-based Economic Thick deployment

Spawn Middleware-based Economic Thick deployment

Bayanihan Web-based Simple Thin deployment

QADPZ Web-based Simple Thick deployment

Javelin Web-based Deterministic Thin deployment

Charlotte Web-based Simple Thin deployment

Table 2 Centralized local desktop grid system

DG system Platform Scheduling policy Deployment effort

Condor Middleware-based Simple Thick deployment

SZTAKI LDG Middleware-based Simple Thick deployment
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grid system can be categorized into Web-based and middleware-based desktop grid
computing according to the accessibility platform running on volunteers. In the
web-based desktop grid systems, clients write their parallel application in Java and
post them as Applet on the Web. Then, volunteers can join by pointing to the web
page using their browsers. The Applet gets downloaded and runs on the volunteer’s
desktops. Typical examples are Charlotte, Bayanihan, Javelin and so on. In the
middlewarebased desktop grid computing systems, volunteers need to install and
run a specific middleware that provides the services and functionalities to execute
parallel applications on their machine. The middleware fetches tasks from a server
and executed them on volunteer desktops, when the CPU is idle. Typical examples
are BOINC, XtremWeb, Entropia, and so on.

In desktop grid environment, large number of people will want to share their
resources. In addition, a higher number of application will be deployed. Therefore,
special attention should be given to ease of deployment of new application and
preparation of the execution environment. In [62], von Laszewski et. al. identify
three deployment strategies: thick, thin and slender deployment based on the
hosting environment. In thick deployment, an administrator uses a software
enabling service, for example Grid Packaging Tool (GPT) [63] to install the Grid
software on a resource participating in the Grid. In thin deployment, end user uses a
Web browser to access Grid service in a transparent fashion, for example Charlotte,
Bayanihan, Javelin, etc. In slender deployment, slender clients are developed in an
advanced programming language such as Java and made available from a
Web-based portal. Initially, end user can install these slender clients on their
resources to participate in the Grid. Additionally, slender deployment provides an
automatic framework for updating the component if a new one is placed on the Web
server.

Scheduling policy matches tasks with resources by determining the appropriate
tasks or resources. It can be classified into three categories: simple, model-based
and heuristics based [64]. In simple approach, tasks or resources are selected by
using First Come First Served (FCFS) or randomly. This scheduling policy is
appropriate for high throughput computing requirement and commonly imple-
mented by major desktop grid middleware like BOINC, Condor, XtremWeb, etc.
The model-based approach is categorized into deterministic, economy, and prob-
abilistic models. The deterministic model is based on structure or topology such as
queue, stack, tree or ring. Tasks or resources are deterministically selected
according to the properties of structure or topology. For example, in a tree topology,
tasks are allocated from parent nodes to child nodes. In deterministic scheduling
models, a set of jobs has to be processed by a set of machines and certain per-
formance measures have to be optimized. In the economy model, scheduling
decision is based on market economy. In the probabilistic model, resources are
selected in probabilistic manners such as Markov, machine learning or genetic
algorithms. In the heuristic-based approach, tasks or resources are selected by
ranking, matching, and exclusion methods on the basis of performance, capability,
weight, etc.
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3.2 Distributed Desktop Grid System

A distributed desktop or peer-to-peer Grids constructs a computational overlay
networks using tree, graph or distributed hash table. In the absence of a server,
volunteers need to maintain partial information about other volunteers in the grid
environment. Scheduling is performed at each volunteer depending on the com-
putational overlay network. Volunteers exchange their information between other
volunteers. The volunteers self-organize themselves into a computational overlay
network based on a criteria such as resource capability or time zone. A client can
submit a set of independent computational tasks to known volunteer. The known
volunteer distributes tasks based on scheduling mechanism. Each volunteer exe-
cuted the computational task and returns the result to parent volunteer (in the tree).
Finally, the parent volunteer returns the result to the client. Distributed desktop
grids have been presented in Table 3.

Typical examples are Compute Power Market (CPM), Our Grid, etc. Other P2P
Desktop Grid platforms such as the Organic Grid [65], Messor [66], Paradropper
[67], and the one developed by Kim et.al. [68]. These platforms are still under
development and do not have any applications implemented on top of it. Further,
they have not been deployed and evaluated. Hence they do not provide a solid
substrate enabling the deployment, use, and management of a production level
desktop grid environment [69]. As stated earlier, we have excluded such projects
from the survey.

3.3 Computational Grids Based on JXTA Technology

The JXTA platform defines a set of protocols designed to address the common
functionality required to allow any networked device to communicate and collab-
orate mutually as peers, independent of the operating system, development lan-
guage, and network transport employed by each peer.

Several projects have focused on the use of JXTA as a substrate for grid services.
The P2P-MPI project, the Jalapeno project, the JNGI project, the JXTA-Grid
project, the Our Grid project, the P3-Personal Power Plant project, the Triana
project, the Xeerkat project, the NaradaBrokering project, and Codefarm Galapagos
are listed in the JXTA web-site (as on 2008). However, none of these projects are
being actively developed [70].

Table 3 Distributed global desktop grid system

DG system Platform Scheduling Deployment

Policy Effort

CPM Middleware-based Economic Thick deployment

OurGrid Middleware-based Deterministic Thick deployment
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Out of this 10 projects, 8 are FOSS projects. Currently, the P2P MPI project, the
OurGrid project, the Triana project and the XeerKat project have switched to other
platforms. The Jalapeno project, the JNGI project and the P3 project stopped their
development around 2005–2006. The JXTA-Grid project is not yet in
production [71].

JNGI uses software developed by Project JXTA to communicate in peer-to-peer
fashion. Peer groups are used as fundamental building block of the system. The
system consists of monitor groups, worker groups, and task dispatcher groups. The
monitor group handles peers joining the system and redirects them to worker groups
if they are to become workers. The system can have multiple monitor groups in a
hierarchical manner. During task submission the submitter queries the root monitor
group for an available worker group which will accept its tasks. The root monitor
group decides the sub group to which the request should be forwarded to. The
request would finally reach a worker group. The worker group consists of workers
performing the computations. Once the request arrives at a worker group, a task
dispatcher in the task dispatcher group of that worker group will send a reply to the
submitter. The task dispatcher group distributes individual tasks to workers. The
task dispatcher group consists of a number of task dispatchers, each serving a
number of workers. If a task dispatcher disappears, the other task dispatchers will
invite a worker to become a task dispatcher and join the task dispatcher group. Task
dispatchers periodically exchange their latest results and thus results are not lost
even if a task dispatcher becomes unavailable. The submitter polls the task dis-
patcher about the status and results of previously submitted tasks.

The Jalapeno system consists of manager peers, worker peers and task submitter
peers. Each host can play one or more of these roles. Initially every host starts a
worker peer that starts to search for available manager peers. When a manager is
found, the worker tries to connect to it. Manager can have only a limited number of
connected workers and rejects any worker when this limit has been reached.
Accepted workers will join the worker group created by the manager and start
executing tasks. If a worker is unable to connect to a manager within certain time, it
will start a new manager peer on the local host and connect to it. The first host
becomes a manager after some time and start to accept worker peers. When a
manager becomes unavailable its workers will either find another manager or
become managers themselves. Workers with a worker group can communicate with
other workers or the manager. The task submitter submits a collection of tasks to a
randomly chosen manager. The manager splits the bundle into a set of smaller
bundles. The manager keeps a limited set of bundles from which tasks are extracted
and handed to the connected workers. The rest of the bundles are forwarded to a
number of other, randomly chosen, managers which repeat the process. Bundles
which are not forwarded are returned to the task submitter. When a worker finishes
a task it will return the result to its manager which in turn will forward the result to
the task submitter.

In P3 system, peers form their own base peer group that is a subgroup of always
existing JXTAs base group. A peer can run host daemon to share resources and/or
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controller tool to access resources shared by the others. To distribute a job to
resource providers, a user first creates a distinct peer group for the job, job group,
with the controller tool. After joining the group itself, controller publishes an
advertisement of his job within the group. It includes a description of the job. Peers
running a host daemon discover the advertisements of job groups made by con-
trollers. According to their policy, they decide whether they want to join a job
group and contribute to processing the job. If a host decide to join, it discover and
obtain a Java Archive (JAR) from the controller. The archive contains compiled
Java application code. P3 has an object passing library, by which an application can
unicast or broadcast Java objects, and receive them synchronously or asyn-
chronously. P3 provides two parallel programming libraries a master-worker library
and a message passing library for application developers. The master-worker
library supports master-worker style parallel processing and the message passing
library supports MPI programming. If a worker leaves a job group, a work unit
delivered to the worker but not completed is delivered to another worker.

3.4 Jini for Grid Computing

Jini [72], a Java-based infrastructure developed by Sun Microsystems provides a
distributed programming model that includes dynamic lookup and discovery,
support for distributed events, transactions, resource leasing and a security model.
A number of research groups have considered Jini in the realization of their Grid
middleware [73–79].

Jini is built on top of RMI, which introduces performance constraints [80, 81].
Further Jini is primarily concerned with communication between devices and hence
file system access and processor scheduling need to be implemented [81]. Adaptive
and scaLable internet-based Computing Engine (ALiCE) [77], a technology for
developing and deploying general-purpose grid applications implemented in Java,
Java Jini [72] and JavaSpaces7. The ALiCE system consists of a core middleware
layer that manages the Grid fabric. It hosts compute, data and security, monitoring
and account services. The core layer includes an Object Network Transport
Architecture (ONTA) component that deals with the transportation of objects and
associated code across the Grid fabric. The core layer uses Jini technology to
support the dynamic discovery of resources within the Grid fabric. For object
movement and communications within the Grid, a Jini based tuple space imple-
mentation called JavaSpaces is used.

JGrid [76], based on Jini aim at exploiting Jini’s support for dynamic self healing
systems. To virtualize a local computing resource, Compute Services are introduced
that manage job execution on the local JVM. These Compute Services can be

7http://river.apache.org/doc/specs/html/js-spec.html.
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hierarchically grouped using Compute Service Managers. Resource brokers
schedule jobs onto these Compute Service Managers and Compute Services on a
client’s behalf. JGrid supports a number of application models including batch style
execution using a Sun Grid Engine backend, Message Passing Interface (MPI).
JGrid has extended Jini’s discovery infrastructure to cope wide with wide area
discovery.

4 Taxonomy Development

Taxonomy provides methods and principles for classification. Classification facil-
itates to summarize knowledge about objects under study. This paper aims to
provide a means of classification through development of a taxonomy about
desktop grid systems. In the previous section, we have presented the extensive
literature review conducted to characterize the desktop grid system. In this section,
we introduce the terms in the taxonomy to compare currently existing desktop grid
systems and to identify the research gap in this domain.

4.1 Desktop Grid Architecture

Desktop grid system provide high computational power at low cost by reusing
existing infrastructure of resources in an organization. However, most of the
existing desktop grid systems are built around centralized client-server architecture
[82]. This design could potentially face issues with scalability and single point of
failure [61, 82]. In volunteer desktop Grid systems, central task scheduler would
become a potential bottleneck when scheduling large number of tasks [65].

In contrast to existing Grid paradigms, models based on peer-to-peer architecture
offers an appealing alternative [83]. Most of the current research on peer-to-peer
architecture do adapt centralized approach in one form or other. For example, JXTA
can be considered as hybrid peer-to-peer system as it has the concept of super peers.
Jini uses lookup service to broker communication between the client and service
and this approach appears to be a centralized model.

For the announcement of new auction instances, their states and current market
prices, Popcorn installs a central repository by means of a Web platform. As a
disadvantage of this central information aggregation the Web platform becomes a
communication bottleneck [84]. In Spawn, market information is propagated only
to neighbors and new information is disseminated with delays. This imperfect
knowledge could result in performance trade offs [84].
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4.2 Desktop Grid Adoption

Volunteer desktop Grid systems, in general, employ “many resource providers few
users” model, meaning that any user can join and offer resources, but only a
selected few users can make use of those resources. Hence, volunteer desktop
computing is highly asymmetric [85] in which volunteers contribute computing
resources but do not consume any. Thus the asymmetric nature of desktop Grid
systems acts as one of the primary impediment to widespread adoption by users.
From our survey, we could see that CPM and OurGrid alone support symmetric
resource participation. CPM is based on market economy model and OurGird is
based on P2P architecture model. Hence, we adopt distributed computational
economy framework for quality-of-service (QoS) driven resource allocation. Such
framework provides mechanisms and tools that realize the goal of both resource
provider and resource consumer. Resource consumers need a utility model, rep-
resenting their resource demand and preferences. And resource providers need an
expressive resource description mechanism.

4.3 Grid Application Development

Currently, most of the grid applications are implemented with the help of computer
scientists. Providing MPI-like grid application programming language is not suf-
ficient, as many scientists are not familiar with parallel programming language [86].

One of the major resource for researchers is existing application toolkits.
However, many existing applications are developed for desktop computers. Hence,
grid enabling existing application with minimal efforts could be useful to the
researchers.

Grid computing not only have technical challenges but also have deployment
and management of grid environment challenge.

4.4 Quality of Service

Desktop computing systems, for example Entropia and P2P systems, for example
Gnutella provide high levels of quality of service for specialized service. But are too
specific for generalized use; e.g., it would be difficult to see how the Gnutella
protocol8 could be useful for anything but searching for files or data content. A Grid
should be able to provide non-trivial quality of service, for example, this is mea-
sured by performance, service, or data availability or data transfer. QoS is not just
about aggregation of capabilities of participating resources in the Grid. QoS is

8http://rfc-gnutella.sourceforge.net/.
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application specific and it depends on the needs of the application. For example, in
a physics experiment, the QoS may be specified in terms of throughput, but in other
experiments, the QoS may be specified in terms of reliability of file transfers or data
content. From our survey, we could see that only Compute Power Market
(CPM) provides quality of service using differentiated price service.

4.5 Scheduling Policy

Popular desktop grid computing systems such as BOINC, Condor and XtremWeb
employs the classical eager scheduling algorithm, First-Come-First-Served (FCFS).
is for bag-of-tasks applications, where a task is simply delivered to the first worker
that requests it. This scheduling policy is particularly appropriate when high
throughput computing is sought and thus it is commonly implemented by major
desktop grid middleware like BOINC, Condor and XtremWeb. However, FCFS is
normally inefficient if applied unchanged in environments where fast turnaround
times are sought, especially if the number of tasks and resources are in the same
order of magnitude, as it is often the case for local user’s bag-oftasks [87]. As an
alternate distributed scheduling mechanism such as market-based scheduling can be
considered. The evaluation results of computational and data grid environments
demonstrate the effectiveness of economic models in meeting user’s QoS require-
ments [88].

4.6 Limitations of Jini and JXTA

As both Jini and JXTA have Java based implementations, the features of the Java
language for dealing with OS and hardware heterogeneity are inherited by both
frameworks. Jini prescribes the use of leases when distributing resources across the
network. The leasing model as a whole contributes to the development of auton-
omous self healing services that are able to recover from crashes and clear stale
information without administrator intervention. The framework extends the Java
event model in a natural way, incorporating measures that enable the developer to
react to the intricacies of delivering events across a, possibly unreliable, network.
Although Jini does not mandate the use of RMI for proxy to service communica-
tion, RMI is mandatory when interacting with the Jini event and transaction models.
To interact with the reference implementation of the Jini lookup service and to
renew leases, RMI is also required since the lookup service and lease objects are
represented by a RMI proxy [89]. Java RMI is acceptable when transferring small
or medium sized chunks of data over high-speed data links but being slower than
TCP. Another issue is the performance degradation imposed by the HTTP tunneling
technique [89]. JXTA project lacks in the documentation, hence design and
implementation decisions are not documented. Often, it requires inspection of the
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implementations source code to determine the different steps and policies used
throughout the implementation of the JXTA protocols [89]. JXTA does have a good
set of tools that allow using resources available in the network. However while
working with this platform many mistakes can be noticed. The documentation for
many important elements hardly exists. The tools for XML processing, used mainly
with advertisements, are difficult to utilize. Despite of supposed popularity of JXTA
there are still no professional products based on it. Implementation of JXTA pro-
tocols still has many undocumented elements [90] (Table 4).

5 Research Gap

Research in desktop grid system focus on two areas: desktop grid application
development and desktop grid system development. Research on desktop grid
application development focus on scheduling, resource management, communica-
tion, security, scalability, fault tolerance, trust, and architectural model.

The grid application development research focus on developing new applica-
tions suitable for desktop grid systems. However, writing and testing grid appli-
cations over highly heterogeneous and distributed resources are complex and
challenging. Hence, the desktop grid system should support ease of application
development and integration.

The strength and weakness of current approaches to desktop grid system
development can be summarized as follows:

• Most of the current desktop grid system follow client server or centralized
peer-to-peer architecture. These approaches are easy to implement and have
high throughput. However, they are not scalable, have a single point of failure,
and server component become a bottleneck.

• Distributed desktop grid system based on market approach has been proposed.
However, use of multiple markets for resource sharing has not been explored.

Table 4 Summary of market based systems

DG System Model Description

Spawn Vickrey
auction

The Spawn system provides a market mechanism for trading CPU
times in a network of workstations. Tree-based concurrent programs
are sub-divided into nodes. Each node holds vickrey auction
independently to acquire resources

POPCORN Auction Each buyer (resource consumer) submits bid and the winner is
determined through one of the three auction protocol implemented:
Vickery, Double and Clearing House

CPM Various
models

CPM supports various market model such as commodity market,
contract-net/tendering and auction
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• Most of the current desktop grid system focus on asymmetric resource utiliza-
tion. However, support for symmetric resource utilization could motivate users
to contribute their resources to the desktop grid initiative.

• Currently desktop grid system do not support quality of service based on
non-trivial parameters.

• Current market-based resource management approaches in desktop grid com-
puting focus on price-based mechanisms to allocate resources. In price-based
mechanisms, the price represents supply/demand condition of resources in an
economic market. Instead of price, a utility function can be used to represent
these condition. However, this aspect has not been given adequate attention.

• Currently either thin or thick deployment technologies have been widely used.
However, slender deployment fosters adoption of Gird by scientific community.

• Porting existing desktop application or development of new grid application
should be possible with minimal efforts.

Apart from these issues, resource failure and lack of trust among participants are
also important challenges to be addressed.

6 Conclusion

In this paper we have presented a taxonomy of desktop grid systems considering the
perspectives of resource provider, resource consumer and grid application. The
contribution of this paper are

• A taxonomy of desktop grid systems to characterize the demands of resource
provider, resource consumer and grid applications.

• Mapping of existing Desktop Grid Computing System using the above
taxonomy.

• Identifying the research gap in current research in the desktop grid domain.
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Trust Based Resource Selection in Grids
Using Immune System Inspired Model

V. Vijayakumar

Abstract Grid is emerging as a potential technology leading to the utilization of
the computer resources that are underutilized. Resources scheduling is one of the
core grid services and has a direct impact on the overall performance of the system
and the service quality. Scheduling in grids helps to find an better resource which
improves the performance and also helps in utilizing the available resources effi-
ciently. Most scheduling and resource selection algorithms do not take the char-
acteristics of the resource into account. This can ultimately lead to reliability and
security issues which will affect the quality of service. In this work it is proposed to
implement a trust module which predicts trust across the grid network drawing
principles from the Immune System (IS). By integrating the trust module with
dynamic scheduling, security is increased and ratio of job task failure decreases.
The proposed immune inspired system improves the makespan by almost 35 %
compared to traditional mechanism of manually selecting nodes based on trust and
reputation.

Keywords Immune system (IS) � Trust and reputation systems (TRSs) � Trust
management framework (TMF) � Artificial immune system (AIS) � Human
immune system (HIS)

1 Introduction

Grid computing is the way of utilizing the resources in solving large scale problems
and it supports wide range of applications, researches and for industries too.
Security plays a very important role in grid environment and is involved in every
stage of grid computing including resource selection, job submission, secure
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communication, authentication and authorization [5, 14]. These security factor
implementations can be termed as attribute based security mechanisms. Various
mechanisms have been proposed in the related areas for grid security based on
attributes. Another emerging area of research is the identification of trustworthiness
of the resource based on its previous behavior and interaction with the grid [4, 6].

In grid computing, individuality is hard to be established because fresh accounts
can be formed easily, agent may not employ in frequent communication together
due to the grid size and diversity of required services (Malarvizhi and Rhymend
[13]). The motivation for effort on Trust and Reputation Systems (TRSs) falls in
understanding the dishhonest individuals. In this research we propose an immune
system inspired collaborative filtering mechanism for recommendation of resources
based on the user’s requirement and risk appetite [7, 8].

2 Related Work

The barrier for the grid to be widespread is the using, configuring and maintaining
difficulty, which wants extreme IT with human involvement. Also, interoperation
amongst grids is on track. To be the core of grid systems, the resource management
must be autonomic and inter-operational to be sustainable for future Grid com-
puting. For this purpose, Liang and Shi [12] introduce HOURS, a reputation-driven
framework for Grid resource management. HOURS is designed to tackle the dif-
ficulty of automatic rescheduling, self-protection, incentives, heterogeneous
resource sharing, reservation and agreement in Grid computing. The work focused
in designing a reputation-based resource scheduler and use emulation to test its
performance with real job traces and node failure traces. To describe the HOURS
framework completely, a preliminary multiple-currency-based economic model is
also introduced, with which future extension and improvement can be easily inte-
grated into the framework.

Recommendation-based reputation assessment in peer-to-peer systems relies on
recommendations in predicting the reputation of peers [2, 15, 18]. In this they
discuss the effectiveness and cost metrics in the recommendation retrieval and also
they evaluate the following retrieval methods: flooding, recommendation tree and
the storage peer. The simulation results show that overlay network construction
significantly contributes to the performance of recommendation retrieval in terms of
effectiveness and cost. Storage peer approach in structured network outperforms the
other two approaches as long as the network is stable. Vijayakumar et al. [19]
proposed a trust model by considering both trust and reputation with the user’s
feedback and also the other entities feedback in providing the secured resources for
the users to submit their job in the grid environment.
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3 Methodology

Artificial Immune System (AIS) algorithms are modeled on the Human Immune
System (HIS) for solving complex real-world problems. The empirical knowledge
of the HIS is used to create a process which is distributed, adaptive and
self-organizing to tackle engineering problems. Depending on the pathogens HIS
encounters, it triggers either innate or adaptive mechanism, to neutralize the
pathogen [16]. The HIS has the ability to differentiate cells as self or non-self within
the body. The HIS categorizes the self and non-self cells using distributed task force
and its cleverness to act local and global perspective with the help of network
messengers in communicating each other [1].

The immune system is the mechanism which never changes also it has the
capability to neutralize formerly identified pathogens while the adaptive system
responds to previously unknown foreign cells. The immune system acts both in
parallel and sequential fashion. During an infection, the immune system responds
by sending specific lymphocytes or antibodies to destroy the invading antigens [10].
Essentially, the immune system is matching of antigen and antibodies. Most of the
AIS models are based on negative selection mechanism, clonal selection and the
somatic hyper mutation theories [9].

In this paper it is proposed to implement a recommender system based on the
Human Immune System (HIS). The hypothesis of Clonal selection theory specifies
how B cell lymphocytes respond to an infection and how antibodies change and
mutate for different type of infections. The theory specifies that when an organism
is exposed to an antigen, immune system responds by producing Antibodies
(Ab) from B lymphocytes which will neutralize the antigen. Each B lymphocytes
produce specific type of antibodies, so while antigen matches with antibody, also
binds to antigen and replicates in producing clones [3, 11]. With genetic mutation
the binding strengthens with antigens exposure. The clone selection theory used in
this work can be summarized as follows:

• Maintaining memory set of previous antigen attacks
• Selection and cloning of matched antibodies
• Mutating the cloned antibodies at a high rate
• Elimination of lymphocytes moving receptors which are self reactive
• propagation and separation happen while antigen contacts

The number of clone created is given by:

nClones ¼ a:M
i

þ 0:5
� �

where, a is the clonal part, M is antibody pool size and i is rank assigned to the
antibody.
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The clones prepared for every antigen to the exposed system for m number of
selected antibodies is given by:

Nc ¼
Xm

i¼1

a:M
i

þ 0:5
� �

Appropriate encoding is key factor for the success of the algorithm. The antigens
and antibodies in context of an application domain can be defined as, a target or
solution is the antigen and rest of the data is antibodies. There may be one or more
antigens and usually the antibodies are plentiful. The antigens and antibodies in the
domain are similarly encoded. Usual forms of encodings are a string of numbers or
features. Potential cell strength is calculated using:

Eg ¼ f I,A,F,Au,S,In,SJE,Amg

where,
Eg Encoder
I Intrusion Detection System capabilities
A Anti virus capability
F Firewall capability
Au Authentication mechanism
S Secure file storage capacity
In Interoperability capacity of the resource
SJE Secure Job Execution capability
Am Authorization mechanism

The Self-Protection Capability requirement for the antibody is computed by:

SPCi ¼
Xn

i¼1

EgðiÞ � xðiÞ

where, x(i) is the current capability of the cell and Eg(i) is the survival capacity. The
encoded data can have values: {0,0.125, 0.250,0.375,0.5,0.625,0.75,1}, 0 repre-
sents no affinity and 1 represents required affinity for the cell, n = The total number
of factors, x = The affinity of the cell.

Once the antibody has the desired strength measured by SPC, it is considered to
be part of the memory pool for cloning and deployment. The best antibodies are
selected by its previous reputation and is given by its Reputation vector
RV = {Consistency, Confidentiality, Truthfulness, Security, Privacy,
Non-repudiation, Authentication, Authorization, Reliability, Robustness}.
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The reputation vector of all the antibodies in the memory pool is given by:

RM ¼
SA11 SA12 SA13. . .. . .SA1j

SA21 SA22 SA23. . .. . .SA2j

SAi1 SAi2 SAi3. . .. . .SAij

2
4

3
5

where, j is the number of chromosomes and i is the number of antibodies in the
memory pool and Sij can have values {0,0.125,0.25,0.375,0.5,0.625,0.75,1}.

Affinity measure is closely associated with encoding and is an important design
criterion while developing AIS. In case of binary encoding, simple matching
algorithms are used to obtain similarity score. These algorithms count the number
of continuous bits that match or return the length of the longest matching bits as
similarity measure. If the encoding is non-binary, then the ‘distance’ between the
two strings is computed using the affinity relation:

rm ¼
P

i xi � �xð Þ yi � �yð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i xi � �xð Þ2 yi � �yð Þ2

q

with

rmðiÞ ¼
0 when rmðiÞ � 0

1 when rmðiÞ � 1

(

In absence of ties differences between the ranks are calculated as rm. The values
equal to 1 show strong affinity and near 0 show weak affinity for the anticipated
antigen.

The antibodies reputation with respect to other antibody is computed by:

Ri ¼
Xj

n¼1

Rvði;jÞ

The total capacity of an individual antibody by its self protecting capability and
reputation is given by:

Ei ¼ SPCi þRi

Given the antigen strength, the antibodies are segregated into three categories
based on the distance from the protection capability required is given by:

AntibodyClustering ¼
X

i

ðxi � yiÞ2

For the trust values normalized in the range of −1 to +1 the search space of the
proposed method is shown in Figs. 1 and 2.
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Fig. 1 For a given trust and reputation x and y, the search space as f(x, y)

Fig. 2 The antigen
generations
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4 Results

Experiments were simulated in a grid environment containing 10 nodes are given by:

fn0; n1; n2; n3; n4; n5; n6; n7; n8; n9g

If the job completion time is less than the estimated time based on the scheduling
strategy, only the first cluster is selected with high value of trust and reputation, else
the first and the second cluster is selected with lowering of the trust. Let the required
trust value to compute a given job be {0.6250, 0.1250, 0.8750, 0.8750, 0, 0.1250,
0.6250, 0.2500}. The Security parameters of each node during the first run is shown
in Table 1. The SPC computed for each node is given in Table 2. The reputation
snapshot for all the 10 nodes are given in Table 3. The trust value for each node
computed from Tables 2 and 4 is shown in Fig. 3. The node centroids obtained for
the above value is computed as 3.0184, 4.4282 and 3.9610. Based on these cen-
troids the scheduling time for 30 jobs of random duration is shown in Fig. 4.

Table 1 The security parameters snapshot at first run

First run I A F AU S In SJE Am

n0 1 0.375 0.5 0.875 0.5 0.25 1 0.125

n1 0.875 0 0.625 0.375 1 0.25 0 0.75

n2 0.875 0.625 0.375 0 0.625 0.75 0.5 0.5

n3 0.25 0.5 0.875 0.25 1 0.875 0.375 0.125

n4 0.625 0.75 0.75 0.125 0.25 0.375 0.5 0.375

n5 0 0.75 1 0.25 0.75 0.875 0.75 0.625

n6 0.375 0.625 0.5 0.375 0.25 0.75 0.25 0.125

n7 0.25 0 0.25 0.5 0.75 0 0.875 0.75

n8 0.125 0 0 0.5 0.75 0.625 0.5 0.25

n9 0.125 0.25 0.625 0.875 0 0.375 0 1

Table 2 Computed SPC by the given method

First run I A F Au S In SJE Am SPC

n0 0.625 0.0469 0.4375 0.7656 0 0.0313 0.625 0.0313 2.5626
n1 0.5469 0 0.5469 0.3281 0 0.0313 0 0.1875 1.6407
n2 0.5469 0.0781 0.3281 0 0 0.0938 0.3125 0.125 1.4844
n3 0.1563 0.0625 0.7656 0.2188 0 0.1094 0.2344 0.0313 1.5783
n4 0.3906 0.0938 0.6563 0.1094 0 0.0469 0.3125 0.0938 1.7033
n5 0 0.0938 0.875 0.2188 0 0.1094 0.4688 0.1563 1.9221
n6 0.2344 0.0781 0.4375 0.3281 0 0.0938 0.1563 0.0313 1.3595
n7 0.1563 0 0.2188 0.4375 0 0 0.5469 0.1875 1.547
n8 0.0781 0 0 0.4375 0 0.0781 0.3125 0.0625 0.9687
n9 0.0781 0.0313 0.5469 0.7656 0 0.0469 0 0.25 1.7188
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It can be seen from Fig. 4, the proposed immune inspired system improves the
makespan by almost 35 % compared to traditional mechanism of manually
selecting nodes based on trust and reputation. This clearly shows that quantity alone
is not a criteria for providing good quality of service in grid environment.

Table 4 The correlation among the nodes to select the ideal node

n0 n1 n2 n3 n4 n5 n6 n7 n8 n9

n0 1 0.1122 0.19 0.1682 0 0.2322 0 0 0 0

n1 0.1122 1 0 0 0.7152 0 0 0.2044 0.1587 0

n2 0.19 0 1 0.7075 0 0.425 0 0 0.1048 0.5148

n3 0.1682 0 0.7075 1 0 0 0 0.0377 0.1746 0.5698

n4 0 0.7152 0 0 1 0.2642 0 0 0.2236 0

n5 0.2322 0 0.425 0 0.2642 1 0 0 0 0.3024

n6 0 0 0 0 0 0 1 0.1291 0.1694 0.1661

n7 0 0.2044 0 0.0377 0 0 0.1291 1 0 0

n8 0 0.1587 0.1048 0.1746 0.2236 0 0.1694 0 1 0.5132

n9 0 0 0.5148 0.5698 0 0.3024 0.1661 0 0.5132 1

Fig. 3 Trust value computed using the immune system based mechanism

Fig. 4 The makespan for all the three scenarios
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In this proposed method the experimental setup is compared with Song et al.
[17]. The makespan and grid utilization obtained is shown in Figs. 5 and 6.

The makespan of the proposed AIS method is 1.6 × 106 and the failure rate is
0.0937 compared to 0.19 obtained from DT-STGA method which was proposed by
Song et al. [17]. Computing the percentage difference by the proposed method and
DT-STGA method, the decrease in failure rate is 106.3 %. Similarly the grid
utilization is also improved by 1.55 %.

5 Conclusion

In this paper it was proposed to implement an immune system inspired resource
selection of grid resources based on trust and reputation. The paradigm of the
immune system to identify antigens and clone antibodies is studied and applied

Fig. 5 The makespan obtained using proposed method

Fig. 6 The Grid utilization rate

222 V. Vijayakumar



with satisfying results. The proposed methodology was implemented using Matlab
and makespan computed. The computed values look promising without compro-
mising on the trust and security.
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Part IV
Image Processing



Discrete Orthogonal Moments Based
Framework for Assessing Blurriness
of Camera Captured Document Images

K. De and V. Masilamani

Abstract One of the most widely used tasks in the area of image processing is
automated processing of documents, which is done using Optical Character Readers
(OCR) from document images. The most common form of distortion in document
images is blur which can be caused by defocus, motion, camera shake etc. In this
paper we propose a no reference image sharpness measure framework using dis-
crete orthogonal moments and image gradients for assessing quality of document
images and validated the results against state of the art image sharpness measures
and accuracy of three well known Optical Character Readers.

Keywords Document image quality � Discrete orthogonal moments

1 Introduction and Literature Survey

With the invention of smart phone camera, a lot of documents are scanned as
images from mobile phone and tablet cameras. The document images need to be
processed automatically with the help of Optical Character Readers. For the
accurate prediction of OCR the images need to be of very good quality. The most
common distortion for document images is the introduction of blur in the image.
The most common sources of blur are camera shake, motion, defocus. Blurred
images are not accurately processed using OCRs.

Image Quality assessment algorithms are classified into three categories namely,
(1) Full Reference Image Quality Assessment Algorithms (FR-IQA), (2) Reduced
Reference Image Quality assessment algorithms (RR-IQA) and (3) No Reference
Image quality assessment algorithms (NR-IQA) [1]. The first category of algorithms,
FR-IQA need a reference image of the same scene and full reference image infor-
mation is required for assessing quality of a target image. Peak Signal to Noise Ratio
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(PSNR) and Structural Similarity Index Measure (SSIM) [2] are the most common
examples. The next category of algorithms, RR-IQA also need a reference image of
the same scene, but instead of full reference image data only certain features of the
reference are used to perform the task of image quality assessment of the target image
ex. [3]. Finally, the third category of image quality assessment algorithms, NR-IQA
does not require any reference image information for the assessment of quality of
target images. NR-IQA is an extremely difficult task to come up with an algorithm
which will denote information about quality of image as different type of distortions
have different statistical properties. For this reason distortion specific image quality
assessment algorithms are developed for different type of distortions like noise [4],
compression (JPEG [5], JPEG2000 [6]) and blur. The popular measures are based on
Just noticeable blur (JNB) [7], Cumulative Probability of blur detection (CPBD) [8],
S3 [9], Q-metric [10] etc.

There are different approaches for no-reference image blurriness/sharpness
assessment like in spatial domain [11], wavelet domain [12], Phase coherence [13],
using fuzzy logic [14], Auto regression space [15] and using deep learning approach
to document image quality assessment, Kang et al. [16]. One of the recent work in this
field using discrete orthogonal moments was proposed by Li et al. [17], where the
authors use Tchebichef moments and image gradients with saliency detection to come
up with a image sharpness measure. The proposed measure works excellent for
natural images but does not give good performance for document images. In this
paper we have adapted the concept of using discrete orthogonal moment energy and
image gradients proposed by Li et al. [17], to develop a framework for image
sharpness estimation specific for document images, where we can use any of the three
discrete orthogonal moments Krawtchouk, Hahn and Tchebichef moments and image
gradient calculation can be done by different methods as it will be explained later.

A brief survey of about the area of document image quality assessment is published
in the article [18]. References [19–21] lists out some work related to OCR. Quality
aspects for camera captured images for OCR other than blurring are discussed in [22].
The goal of document image sharpness/blurriness assessment is to develop a
numerical measure which gives an estimate about the sharpness of the document
images. To validate the proposed work we compare our proposed measures against
accuracy of the state of the art Optical Character Readers (OCRs) and compare our
results with state of the art image sharpness measures. The OCR considered for this
study are ABBYY Finereader [23], Tesseract OCR [24] and Omnipage [25].

In Sect. 2 we will provide the theoretical concept on which our model is based.
In Sect. 3, we will provide our proposed framework and in Sect. 4 we will present
the results and finally we conclude with brief concluding remarks in Sect. 5.

2 Preliminaries

In this paper we propose a image sharpness/blurriness assessment framework based
on discrete orthogonal moments and image gradients for document images. In this
section we give a brief introduction of the theoretical concepts used.
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2.1 Moments

Discrete Orthogonal moments like Hahn moments, Krawtchouk Moments and
Tchebichef moments are used as features for different image processing and
computer vision applications like object detection, structural analysis etc.

Krawtchouk Moments—Image analysis using a type of discrete orthogonal
moments called Krawtchouk moments (Kmn) are discussed in detail [26] with
applications and mathematical foundations.

Hahn Moments—Details of using Hahn moments in image analysis is men-
tioned in detail in [27]. The detailed equations involving generation of Hahn
moments from Hahn polynomials with their mathematical background is explained
in detail in [27] and we simply follow the procedure generate Hahn Moment matrix
Hmn.

Tchebichef Moments—Li et al. [17] have explained the relationship between
blurring in the image and Tchebichef moments in details. Similar relationships
between blurring parameter of images and Krawtchouk and Hahn moments are
found. The details process of generating the matrices of Tchebichef moments with
mathematical proofs is available in [28]. In future if new moments with similar
better properties are proposed by researchers we can use those kernels in our
proposed framework.

2.2 Image Gradients

For calculating Image gradients we have considered two implementations. First one
is the same one discussed by Li et al. using convolution operator. Refer [17] for the
details of implementation. Another alternate implementation proposed in [29] is
also used to test our proposed framework. The 5-tap derivative function is available
in [30]. In future if more efficient and accurate ways to calculate image gradients are
invented we can simply integrate in the proposed frame work.

3 Proposed Document Image Sharpness/Blurriness
Framework

The block diagram of the proposed framework for document image sharpness
assessment is shown in Fig. 1. Let the image be of size M × N be denoted by I. To
extract text region from background classical Otsu’s thresholding technique [31] is
used and thus Binary image BW is generated from the original text image. Similarly
gradient image G is generated by any one of the techniques discussed above. Now
both the binary image BW and the gradient image G is split into R × R blocks. The
set of blocks in the binary image BW are denoted as fBBW

ij g and set of blocks in the
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gradient image G are denoted by fBG
ij g, i 2 f1; 2; 3; . . .;Xg, j 2 f1; 2; 3; . . .;Yg

where X ¼ Mb c
Rb c ; Y ¼ Nb c

Rb c , i j denotes the top most left most corner. Variance of

each of the block in the binary image BW is computed. If variance of a particular
block is below a low threshold t, then we classify the block as background block
and if it is above the threshold t we classify the block as foreground or text block
and put it sets fBBWForegroundg and fBGForegroundg. Experimentally it has been observed
that a low threshold t = 0.005 works very well and it performs well in cases where a
small amount of noise is present in the image. Assumption is that only minute
amount of additive noise must be present in the image, ideally it is preferred to
remove noise before scanning a document image using OCR. Mathematical rep-
resentation of both these sets

fBGForegroundg � fBG
ij g which means fBGForegroundg is a subset of fBG

ij g
fBBWForegroundg � fBBW

ij g which means fBBWForegroundg is a subset of fBBW
ij g

Fig. 1 Block diagram of proposed framework
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Ei;j ¼
Xm

p¼0

Xn

q¼0

T2
pq � T2

00 ð1Þ

Ei;j ¼
Xm

p¼0

Xn

q¼0

H2
pq � H2

00 ð2Þ

Ei;j ¼
Xm

p¼0

Xn

q¼0

K2
pq � K2

00 ð3Þ

where Tmn, Hmn and Kmn are Tchebichef, Hahn and Krawtchouk moments and T00,
H00 and K00 are the dc components of Tchebichef, Hahn and Krawtchouk moments.
The energy of only ac moment values is considered as only energies of edges and
shapes are considered which is available in the ac component and thus dc com-
ponent needs to be removed. Equations 1–3 give the energy terms for Tchebichef,
Hahn and Krawtchouk cases respectively. Any of these energies can be used in the
proposed framework. The first term of each R × R block is removed as the zeroth
order term in the moment denotes the dc component and we are only interested in
computing the ac components. The proposed measure SDOCMOM will be the ratio of
total sum of energy of components in set fBGForegroundg divided by total sum of energy
of components in the set fBG

ij g which means that the ratio of total energy of
moments of the text region to the total energy of moments of the image. The energy
of moments of text region can be represented mathematically E0 ¼
EijjjvarðEijÞ[ t; 8; 1\i\X; 1\j\Y ; where var() denotes the variance of the
block.

SDOCMOM ¼
P

z2E0 z
PX

i¼0

PY
j¼0 Eij

ð4Þ

4 Results

4.1 Analysis with DIQA Dataset

Document Image Quality Assessment Database (DIQA) [32] is a standard dataset
available publicly for quality assessment of document images and it consists of 175
images of documents with various type of blurring distortions captured from dif-
ferent camera devices and also provides result data of three well known OCRs. To
validate the proposed framework we use Spearman Rank Correlation Coeffcient
(SRCC), Kendall Rank Correlation Coefficient (KRCC) to determine prediction
monotonicity and Pearson Linear Correlation Coefficient for prediction accuracy.
We find the correlation values between sharpness scores and the accuracy of state of

Discrete Orthogonal Moments Based Framework … 231



T
ab

le
1

Pe
rf
or
m
an
ce

of
pr
op

os
ed

fr
am

ew
ok

on
D
IQ

A
da
ta
bs
e
fo
r
di
ff
er
nt

O
C
R

O
C
R

K
ra
w
tc
ho

uk
H
ah
n

T
ch
eb
ic
he
f

SR
C
C

K
R
C
C

PL
C
C

SR
C
C

K
R
C
C

PL
C
C

SR
C
C

K
R
C
C

PL
C
C

Im
ag
e
gr
ad
ie
nt

A
B
B
Y
Y

0.
81

84
0.
62

24
0.
81

21
0.
82

59
0.
63

01
0.
82

29
0.
82

59
0.
63

01
0.
82

29

5
ta
p

Im
ag
e
gr
ad
ie
nt

O
m
ni
pa
ge

0.
65

16
0.
47

73
N
A

0.
66

48
0.
48

95
N
A

0.
66

48
0.
48

95
N
A

5
ta
p

Im
ag
e
gr
ad
ie
nt

T
es
se
ra
ct

0.
80

45
0.
60

73
0.
80

63
0.
82

07
0.
62

48
0.
81

97
0.
82

07
0.
62

48
0.
81

97

5
ta
p

232 K. De and V. Masilamani



T
ab

le
2

St
an
da
rd

im
ag
e
sh
ar
pn

es
s
m
ea
su
re
s
ve
rs
us

di
ff
er
en
t
O
C
R
ac
cu
ra
cy

A
B
B
Y
Y

fi
ne
re
ad
er

O
m
ni
pa
ge

T
es
se
ra
ct

SR
C
C

K
R
C
C

PL
C
C

SR
C
C

K
R
C
C

PL
C
C

SR
C
C

K
R
C
C

PL
C
C

B
IB
L
E
[1
7]

0.
40

62
0.
28

51
0.
23

40
0.
33

77
0.
23

97
N
A

0.
44

37
0.
31

04
0.
41

44

A
R
IS
M

[1
5]

0.
00

51
0.
00

02
0.
04

0.
04

0.
02

N
A

0.
04

0.
02

0.
12

JN
B

[7
]

0.
03

0.
01

0.
02

0.
02

0.
00

9
N
A

0.
08

3
0.
06

0.
03

L
PC

=
SI

[1
5]

0.
79

72
0.
60

40
0.
86

02
0.
69

01
0.
51

59
N
A

0.
82

79
0.
63

79
0.
83

64

C
PB

D
[8
]

−
0.
37

6
−
0.
26

07
−
0.
43

84
−
0.
29

91
−
0.
19

36
N
A

−
0.
24

32
−
0.
16

19
−
0.
25

92

Q
-m

et
ri
c
[1
0]

0.
79

55
0.
60

67
0.
63

97
0.
62

93
0.
45

14
N
A

0.
75

82
0.
56

29
0.
70

78

FI
SH

[1
2]

0.
78

59
0.
59

51
0.
69

10
0.
64

27
0.
47

03
N
A

0.
77

32
0.
57

97
0.
73

81

FI
SH

B
B

[1
2]

0.
77

85
0.
59

02
0.
77

19
0.
64

14
0.
47

31
N
A

0.
78

96
0.
59

81
0.
79

84

Discrete Orthogonal Moments Based Framework … 233



the art OCRs for the dataset. The OCRs considered for our work are ABBYY
Finereader, Omnipage and Tesseract OCR. For testing purpose we generated gra-
dient images using two techniques but the results are identical for both cases. The
results obtained by using Hahn and Tchebichef moments were similar and found to
be slightly better than Krawtchouk moments.

4.2 Comparison with State of the Art Image Sharpness
Algorithms

In this section we compare our proposed image sharpness measures with the state of
the art image sharpness measures (BIBLE [17], ARISM [15], JNB [7], LPC-SI [13],
CPBD [8], Q-Metric [10], FISH [12] and block wise version of that FISHBB [12])
and we use SRCC, KRCC and PLCC for comparing the results. Table 2 gives the
values for three well known OCRs namely, ABBYY Finereader [23], Omnipage
[25] and Tesseract OCR [24]. The proposed measure work better than most of the
standard image sharpness measures like ARISM [15], JNB [7], CPBD [8] and
BIBLE [17] which uses discrete orthogonal moments and image gradient concepts
works very badly with document images, but the improvement suggested in this
paper makes it suitable for document image sharpness assessment. The measures
Q-Metric [10], FISH [12], FISHBB [12] and LPC-SI [13] give decent performance
for document images. Table 1 gives results for ABBYY Finreader [23], Omnipage
[25] and Tesseract OCR [24] and we observe that all the measures of the proposed
framework gives better performance than the state of the art measures.

5 Conclusion

No-reference image sharpness measure framework exclusively for document ima-
ges based on discrete orthogonal moments and image gradients is proposed and
validated using standard dataset DIQA which is publicly available and comparative
study against latest state of the art image sharpness measures is performed and our
proposed measure is found to beat the performance of all the measures.
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An Analysis of BoVW and cBoVW Based
Image Retrieval

P. Arulmozhi and S. Abirami

Abstract Bag-of-Visual Word (BoVW) is one of the popularly used Image
Representation model. It is a sparse vector model based on the occurrence count of
the visual words extracted from image features. One of the major limitations of
BoVW model is the quantization error that is caused mainly because of false
matches. In this paper, first the BoVW model based Image Retrieval is performed
experimented and analyzed for various visual word size and vocabulary sizes. The
novelty of this paper is based on the assumption that objects of our interest covers
mostly the centre part of the images. In this paper, an algorithm where features
belonging to the centre part of the images are given attention (cBoVW) and applied
for online query Image Retrieval. Using CalTech 256 dataset, several evaluations
are done and results seem to be promising in resolving quantization error when
compared with the conventional BoVW model.

Keywords Bag of visual words � Vocabulary � Visual words � Quantization
error � Image retrieval

1 Introduction

Earlier, half a century back, taking a photo copy of any kind of images, as and when
an individual wish was almost not that easy as compared to today’s scenario. This
drastic change has been occurred as a result of revolution in Digital Technology. In
addition to this is the growth of Internet and extensive usage of Social Media and
Mobile Phones. As a result, accessing images is an inevitable part of today’s human
activity, which created a mandatory need for retrieving images both accurately and
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efficiency. This paved the way for a new research area namely Content Based Image
Retrieval (CBIR), where given an image as a query, the system should be able to
return all the matched images from the stored image databases in ascending order
based on their similarity score.

Image Representation, Image Indexing and Image Matching are the three stages
to be performed for any kind of Image Retrieval. Initially images are represented by
considering low-level features like lines, edges and corners etc. To further improve
the quality of the image retrieval, next higher level of feature representation like part
based, patches based representations are carried out. BoVW, is one such represen-
tation and it become popular now-a-days as it holds collection of codeword. It gets
interest points initially using existing descriptors like SIFT [1], SURF, MSER,
ASIFT, FAST and emerging binary descriptors like ORB, BRIEF etc. Then
grouping of the descriptors using unsupervised method are performed and each
image is represented as a histogram. Simplicity, efficiency, compact image repre-
sentation, scalable retrieval in large databases at high precision make BoVW rep-
resentation as the most common approach for image retrieval.

Apart from its popularity, it has limitations like low discrimination power, no
spatial clues and quantization errors. As BoVW is the orderless collection of Visual
Words based on the feature’s frequency, it does not hold any spatial information
and this ultimately lead to low discriminability. Feature quantization, one of a step
in Image Representation using BoVW is responsible for creating Quantization
error. In Hard Quantization, after finalizing the visual vocabulary, each feature of an
image is quantized to a nearby vocabulary (visual word). This effect causes false
matches by assigning to a visual word where originally it belongs to another visual
word.

In this paper, an analysis of existing BoVW based Image Retrieval is experi-
mented for different vocabulary sizes and visual word sizes. For centrally located
images, the features covering the middle area is able to discriminate better than
other part of the features as they may belong to background. Holding this idea,
central part of the features are considered for testing the query images and per-
formance is evaluated using a different image retrieval model called cBoVW.

This paper is organized in the following way. In Sect. 2, the papers related to
BoVW Image Retrieval are discussed. The existing BoVW based Image Retrieval is
analyzed and the usage of central feature (cBoVW) for Image retrieval is specified
in Sect. 3. In Sect. 4, experimentation and result discussions are performed. Finally
the paper is concluded with the information obtained from experimentation and the
further work to be carried out is discussed in Sect. 5.

2 Related Works

Lot of works are performed in the literature to improve the retrieval accuracy and
efficiency of image retrieval. In this paper, BoVW based improvements are listed
based on category they belong to.
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Zhang et al. [2] has taken the limited power discrimination of SIFT problem and
proposed an edge based local descriptor for large-scale partial-duplicate image
search on mobile platform. They preserved location and orientation of edges and
created a compact representation. Liu et al. [3] proposed a new image representation
method where the length of the signature is dependent on the image patch region.
Weights are assigned by extracting region based patches using intensity and spatial
information and developed a new texture based algorithm called Probabilistic
Center-Symmetric Local Binary Pattern to achieve scale and orientation invariance.
Liu et al. [4] proposed a method to do geometric verification by getting a binarized
code using the spatial context information around a single feature. For each feature,
a circle around it is formed and it is further divided into 3 regions based on the
center feature’s dominant orientation and binary code is generated. It is matched by
computing hamming distance and achieved better geometric verification. But it is
memory prohibitive to extend it to index billion scale of image database [5].

Zhou et al. [6] proposed a codefree feature quantization method, which efficiently
quantize the SIFT descriptor to a discriminative bit-vector called binary SIFT
(BSIFT) of size 128 or 256 bits and matched using hamming distance. As a result, no
need of visual codebook training and can be applied in image search in some
resource-limited scenarios. Yao et al. [7] proposed a descriptor that encodes the
spatial relations of the context by order relation and adopted the dominant orienta-
tion of local features to represent the robustness. Zhou et al. [6] proposed a codebook
free hashing method for doing mobile image search satisfying the memory con-
strains of it. Scalable Cascaded Hashing (SCH), another approximate nearest
neighbor search method ensures recall rate by performing scalar quantization on the
top k PCA features and verifies to remove the false positive feature matches.

Zhou et al. [8] created a new affine invariant descriptor, namely Sampling based
Local Descriptor (SLD) to provide fast matching. For each image, elliptical sam-
pling is done as per elliptical equation, and then orientation histogram is created
over the gradient magnitude to achieve the orientation invariance. Tang et al. [9]
found a remedy to reduce the semantic gap in visual word quantization by intro-
ducing contextual synonym dictionary by identifying the visual words with similar
contextual distribution using the co-occurrence and the spatial information statistics
and averaged over all the same image patches.

Yao et al. [7] proposed a new descriptor for image editing operations exploring
the spatial relations of the context and considered the dominant orientation of local
features for near duplicate images. With the calculation of appropriate weight, the
features of the context are extracted and contextual descriptors are generated by
encoding the contextual features to a single byte and the similarity between two
images is measured. Chen [10] gave importance to codebook learning and esti-
mated codebook weights using machine learning approaches based on the
assumption that the weighted similarity between the same labelled images is larger
than the differently labelled images with largest margin.

With respect to image indexing Zheng et al. [11] proposed IDF weighting scheme
which provides a remedy for burstness problem. This lp norm pooling created a new
IDF representation by involving term frequency, document frequency, and
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document length and codebook information and thereby optimizes the minimization
of cost function. Feng et al. [12] proposed a multi-dimensional inverted index for
generating feature point correspondences by ordering the visual words of feature
descriptors called order quantization and it is able to distinguish the features
belonging to the same visual words. When the network connection is slow or busy,
Chen [10] suggested memory efficient image signature database of image signature
stored entirely on mobile device is needed to have a fast access to local queries. They
presented compact, efficient and highly discriminative representation to provide fast
recognition.

Thus lots and lots of improvement using BoVW representation are happening
repeatedly. Its simplicity, compact representation makes us to choose this BoVW
representation for implementing image retrieval.

3 Proposed Methodology

As accessing the images using Internet increases day-by-day, the retrieval accuracy
and efficiency of images are becoming an essential need in today’s environment.
BoVW based Image Retrieval consists of the following phases: Image
Representation, Image Indexing, Image Matching and Image Post Verification. In
Image Representation, the features are extracted from the images that are invariant
to translation, scale, and rotation and partially invariant to viewpoint. Image
Indexing is subjected to provide fast access to the image features from the repos-
itory of Image databases. In Image Matching, for the given query image, features
are extracted, described and compared with the features of image databases using
distance/similarity measures. New scoring is calculated for the matched features
and used for displaying image similarity in descending order, i.e. the image having
highest score is displayed first, second largest score as second image and so on.

In this paper, the existing BoVW Image representation based Image Retrieval is
implemented and its performance is analysed for different vocabulary and visual
word size. Later it has been extended to cBoVW to extract the central part of the
image and obtain better result.

3.1 Image Retrieval Using BoVW

Among the various ways of performing Image Representation, Bag of Visual Word
(BoVW) model is very popular due to its simplicity and ease of use.

BoVW Image representation needs to perform feature Extraction, Codeword
Generation, feature Quantization steps. In the first step, it extracts features from the
images by finding interest points using local descriptors like SIFT, SURF and the
features are described in vector form so that they can be easily handled for matching
and have geometric invariance. Next step is to generate a dictionary, where the
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feature descriptors are analysed, grouped based on their similarities and centroids
are selected for each group. This centroid of each group is termed as Visual Word
and collection of all the visual words are named as Dictionary, Vocabulary or
Codeword. In Feature Quantization step, the features of the images are mapped to
the nearby visual words. In Hard Quantization, a feature is assigned to the most
nearest single visual word only.

Image Indexing provides a way to arrange the features of the dataset in such a
way that accessing them for matching an image query is made efficient. Image
matching is used to find the similarities among two images, one is a query image
and another is a database image. A score is assigned to the images based on their
similarity measures and displayed with their scoring order. Image Post Verification
analyzes the ranked images in order to remove the false matched images and thus it
helps further improve the retrieval accuracy. The algorithm for BoVW Image
Retrieval is as follows

1. Extract features ff ij g; where f is the jth feature of image i obtained from SIFT
descriptors and represented as 128 bit feature vectors.

2. For codeword generation, apply clustering over the features to get the visual
words vw1; vw2; . . .; vwcf g where c is number of visual words and vwic is the
visual words and thereby constituting a visual dictionary vd ¼ vwcf g where vd
is collection of visual words.

3. For training Images in the database, hard quantize the features of each image
generated using SIFT descriptor to the nearest visual words.
hqi ¼ hqi1; hqi2; . . .; hqinf g; hqin ¼ nearest vwc

4. For testing a query image, compare the database images using similarity mea-

sure Scoreqd ¼ high score; if similar
low score; if dissimilar

�
where q is the query image, d is

the database image and evaluate them by finding the Mean Average Precision
(MAP), Average Precision (AP).

3.2 Image Retrieval Using cBoVW

In most of the images, objects occupy the central area of the image. Having this
assumption, features covering the central part is given more importance and the
features of the central region are used to compare with the query image. This helps to
reduce the false matches and thereby reduces the quantization error. So step 1, 2 and
3 remains the same and a small modification is done to the step 4 as shown below

4: (a) For the given query image take the central area of the image.
(b) Fix the number of circles c1; c2; . . .; ckf g; k is the number of circles where

the location and the radius of the circles are fixed.
(c) Find the features that belongs to these fixed circles and use these features to

compare with the database images.
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4 Experimental Results and Discussion

Image Retrieval using BoVW is experimented on CalTech-256 dataset [13] using
Matlab 2013a. This dataset consists of approximately 29,700 images with 256
object categories where each category has 85–800 images. Among 256 categories,
five categories are considered for experimenting the performance namely
Motorbikes, Airplanes, Butterflies, Mushrooms and Horses category.

Vocabulary sizes taken here are 150(30 for each category), 500(100), 1000(200)
and a code book is created by taking the size of the visual words as 500, 1000,
2000. The training set consists of 1000 images and trained using different vocab-
ulary and visual word sizes. The database created, consists of 1000 images which
includes both the matching category images and other non-matching images. These
database images are matched against the given query image using Bhattacharya
similarity measure and displayed based on their ranking system.

To find the codebook, interest points are extracted from each raw image, and 128
bit feature vector is obtained by applying SIFT descriptor and the visual words are
generated using K-means clustering. For training the datasets, using the generated
codebook, hard vector quantization is performed. Then the query image is matched
with the database images.

The metrics involved in evaluating the Image Retrieval are given in Eqs. (1)
and (2).

1. Average Precision (AP)

Precision is the fraction of retrieved images that are relevant

Precision ¼ No: of relevant images retrieved
No: of retrieved images

¼ Pðrelevant=retrievedÞ ð1Þ

Precision@k is precision list going down up to k. Average Precision is the
average of the precision value obtained for the set of top k images existing after
each relevant image is retrieved and this value is then averaged.

2. Mean Average Precision (MAP)

Average of Average Precision

MAP value ¼ 1
N
�
Xk¼N

k¼1

Precision@K ð2Þ

Table 1 shows the Precision value for first 5, 10, 15 resultant image entries for
vocabulary size and visual word size both taken as 1000. Among the considered five
datasets, Mushroom dataset gives the lower precision value. Generally if the shape
of a particular image is indefinite and irregular, then finding the exact match becomes
very difficult and this could be the reason for getting lower precision value with
respect to Mushroom dataset when compared with Horse and Butterfly datasets.
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Bikes and Airplanes datasets obtained better precision. Among the Airplane dataset,
Airplane 1 and 2 images has low and high precision values because the query
Airplane 1 image is little different from the trained Airplane dataset. This requires the
training set to get included of all possible modification of images of same category.

The average precision at 25 and their Mean Average Precision values for
vocabulary size and visual word size as 1000 has been listed in Table 1. Again
Mushroom dataset obtains the lower AP and MAP values. Here, Airplane 2 and 3
images consist of only five irrelevant pictures among the first 25 ranks. Even
though, both the images have same irrelevant pictures, their P and AP exhibit large
variations. This variation is due to the difference in their relevant picture’s posi-
tions. Hence, it is observed that the precision depends on the position of the relevant
images also.

Table 2 shows the Precision@10 and Average Precision@25 calculations for
Vocabulary sizes 150, 500, 100 having visual words size as 1000. For certain
datasets, as the vocabulary size increases, the AP value also increases. But this is
not true in all the category datasets and this is visible from the Fig. 1. According to

Table 1 Calculation of precision for first 5, 10 and 15 resultant images, AP@25 and MAP for
vocabulary size as 1000 and visual word size as 1000

Query image P for first 5 P for first 10 P for first 15 AP@25 MAP

Butterfly 1 5 8.66 12.14 79 86.5

Butterfly 2 5 10 14.49 94

Horse 1 4.02 5.96 7.27 60 70

Horse 2 4.8 8.34 11.95 79

Bike 1 5 9.69 13.39 87 86.5

Bike 2 5 9.36 13.22 86

Mushroom 1 3.72 6.51 8.85 63 59

Mushroom 2 3.52 5.79 7.86 55

Airplane 1 3.27 6 9.1 66 73.24

Airplane 2 2.72 5.96 9.2 71

Airplane 3 4.35 8.06 12.06 83

Table 2 Comparison of precision for first 10 resultant images and average precision@25 for
vocabulary sizes 150, 500, 100 having visual word size as 1000

Sl. No. Query
image

Vocabulary sizes

150 500 1000

P for first 10 AP@25 P for first 10 AP@25 P for first 10 AP@25

1 Butterfly 7.7 74 7.7 74 7.3 57

2 Horse 4 47 4.3 50 5.7 62

3 Bike 8.8 79 9.4 86 8.9 79

4 Mushroom 7.2 68 7.8 70 7 73

5 Airplane 6.5 71 5.9 67 5.7 67
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this graph, AP value for the Mushroom and the Horse data sets increases along with
vocabulary sizes. For other 3 categories, for vocabulary size 1000, it shows a
decline in AP performance. Even though performance increases along with the
vocabulary size, it is computationally expensive. Considering this point, for com-
putational efficient task, low vocabulary size has been preferred and here taken as
500.

For the same category data sets, AP@25 is evaluated for visual word size as 500,
1000, 2000 having vocabulary size as 1000 and results are tabulated in Table 3.
A graph depicting these results has also been shown in Fig. 2. From the graph, it is
clear that, for visual word size 500, almost all the category images has nearly higher
value. Only for the butterfly category, visual word size of 2000 gives highest AP
value. Hence, 500 visual word size seems to be getting chosen in this case.

Table 4 presents the MAP value of conventional BoVW and cBoVW for the
vocabulary size of 1000. Here in cBoVW, for matching a given query image, only
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Fig. 1 AP@25 for different
vocabulary sizes

Table 3 List of AP@25 for
different visual words (500,
1000, and 2000) and
vocabulary size 1000

Sl. No. Query image Visual words (P@10/AP@25)

500 1000 2000

1 Butterfly 7.9/72 7.3/57 9.22/79

2 Horse 5.1/60 5.7/62 6.4/63

3 Bike 9.9/90 8.9/79 8.36/72

4 Mushroom 7.3/69 7/73 6.7/69

5 Airplane 6.3/70 5.7/67 5.6/64

Butterfly Horse Bike Mushroom Airplane
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ce
nt

ag
e

Category Names

VW=500 VW=1000 VW=2000Fig. 2 AP@25 for different
visual word size having
vocabulary size as 1000
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central area covering features are considered and matching algorithm is applied. In
this table, for Butterfly, Bike and Airplanes images, cBoVW shows improvement in
MAP value. For Mushroom category, cBoVW does not show improvements but the
difference is not much deviated and this is charted in the Fig. 3. Since only fewer
features are considered, their matching time is reduced when compared with the
conventional BoVW.

In Table 5, in each row, the first column has query images belonging to the five
category databases. The remaining columns of each row consist of the resultant
images of retrieved images using BoVW representation along with their ranks. The
different range of ranked images is presented in the above table.

Table 4 Comparison of
MAP between conventional
BoVW and cBoVW for
vocabulary size as 1000

Sl. No. Query image Conventional BoVW cBoVW

1 Butterfly 45 52

2 Horse 62 50

3 Bike 79 84

4 Mushroom 53 51

5 Airplane 67 79

0
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100

Butterfly Horse Bike Mushroom Airplane

Convensional BoVW Modified BoVWFig. 3 Comparison of BoVW
with cBoVW

Table 5 Query images and
their retrieved images along
with their ranks

Query images Retrieved Images along with their ranks
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5 Conclusion

Image retrieval using BoVW representation is performed using CalTech 256 dataset
and evaluated for various vocabulary size and visual word sizes. Then the features
belonging to the central area of each image are considered for matching the query
image along with the target images of the Image database and a small improvement
in retrieval accuracy as well as computational efficiency for image matching has
been obtained. Thereby this also lowers (scale down) the quantization error. But
this algorithm could work fine only for centrally located pictures.

As an extension of this work, the central features can also be weighted more to
obtain higher score compared with other features so that it may lead to better
solution for quantization errors. As a future work, the central features should be
learned and tested for various vocabulary sizes to get better retrieval accuracy.
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Performance Analysis of Background
Estimation Methods for Video
Surveillance Applications

M. Sivabalakrishnan and K. Shanthi

Abstract Background subtraction is a very popular approach for foreground
segmentation in a still scene image. A common approach is to perform background
subtraction, which identifies moving objects from the portion of a video frame that
differs significantly from a background model. Each video frame from the sequence
is compared against a reference frame. There are several problems that a good
background subtraction algorithm must resolve. To achieve robust background
subtraction is required to have reliable and effective background estimation. In the
existing system the background reference image is arbitrarily chosen. This paper
presents a novel background estimation algorithm based on improved mode algo-
rithm to obtain static background reference frame from input image. Evaluation of
the background extraction is presented in this paper. The experimental results of
using background image estimated by background estimation method are faster and
accurate in background subtraction. The major goal is to obtain a clean static
background reference image using a real-time video.

Keywords Background estimation � Background subtraction � Improved mode
algorithm � Foreground image

1 Introduction

Computer-vision based people counting offers an alternate to other people counting
methods such as photocell, thermal, 2D and 3D videos. The common problem of all
computer-vision systems is to separate foreground from a background scene.
Trouble-free motion detection methods compare a static background frame with the
current frame of a video scene, pixel by pixel. This is the basic rule of background
subtraction, which can be formulated as a method that builds a model of a
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background, and compares this model with the current frame, to detect zones where
a major difference occurs. The use of a background subtraction algorithm is to
differentiate the moving objects (hereafter referred to as the foreground) from the
static or slow moving parts of the view (called background). While a static object
starts moving, a background subtraction method detects the objects in motion as
well as a gap left behind in the background (referred to as a ghost). A ghost is
unrelated for motion analysis and has to be removed. Another description for the
background is that it corresponds to a reference frame with a value, able to be seen
most of the time that is with the maximum appearance probability, but this type of
framework is not simple to apply in practice. Background estimation is related to,
but distinct from, background modeling. Owing to the complex nature of the
problem, our estimation strategy to static backgrounds (e.g. no waving trees), which
is quite common in urban surveillance. The key technologies of background sub-
traction are the estimation and updating of background image quickly and correctly.
Whereas a static background model may be suitable for analyzing small video
sequences in a constrained indoor environment, the model is hopeless for most
realistic situations. The background extracts from the sequence of images, which
take care of variations in illumination, shadows, moving and non moving pixels.
The efficiency and accuracy of continual image processing depends on the result of
background extraction algorithm. Obviously, if there is a scene (frame) without any
moving object in the image sequences, it can be used as a background frame.
However, in real world, it is hard to get a pure background frame. Thus, in such
systems, as in many other applications, a critical issue in this process is extracting
the pure background image from the videos which included moving objects.
Background extraction faces numerous challenges due to low resolution, more
foreground color and scene which always contains some foreground elements and a
complex background. Once a background model is established, the object in the
video frames can be detected as the difference between the current video frame and
the background model.

This paper presents work related to the next section. In Sect. 3, the proposed
method for background extraction procedure is presented in detail. The application
of the proposed technique is given in Sect. 4. In Sect. 5, the experimental results of
background estimation algorithm under real-world conditions are shown and con-
clusions drawn in Sect. 6.

2 Related Works

Background estimation, as well as background modeling, is a common problem in
many areas of computer vision. Background estimation from time image sequences
or videos has been extensively explored in the context of background removal,
specially in motion tracking applications. Recently, researchers of both home and
abroad presented some classical algorithms of background extraction, including
mean algorithm, median algorithm, determination of stable interval algorithm, the
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detection changes algorithm [1] and mode algorithm [2]. In addition, some high
complex methods that have been used in background extraction algorithm too, such
as textural and statistical features in [3] and genetic algorithm [4]. However, the first
algorithm can be traced back 19 years ago to the work of [5] in estimating back-
ground for detecting moving objects. Xu and Huang [6] propose a simple, yet
robust approach for background estimation based on loopy belief propagation.

A new method introduced for background subtraction by Agarwala et al. [7].
And also various background estimation methods are briefly described. More
recently, Colombari et al. [8] has developed a technique for initialize background in
cluttered sequence. Agarwala et al. [7] has developed a general and powerful
framework for combining a set of images into a single composite image. The
framework has been used for a wide variety of applications, which includes
uncluttered background estimation, which is not always true in some applications.
Granados et al. [9] propose a novel background estimation method for non-time
sequence images.

The Temporal and Approximated Median Filtering (AMF) methods are based on
the assumption that pixels related to the background scene would be present in
more than half of the frames in the entire video sequence. In some cases the number
of stored frames is not large enough (buffer limitations); therefore, the basic
assumption will be violated and the median will estimate a false value, which has
nothing to do with the real background model. The AMF [10] applies the filtering
procedure, by simply incrementing the background model intensity by one, if the
incoming intensity value (in the new input frame) is larger than the previous
existing intensity in the background model. In fact this approach is most suitable for
indoor applications.

A MOG model is designed such that the foreground segmentation [11] is done
by modeling the background and subtracting it out of the current input frame, and
not by any operations performed directly on the foreground objects (i.e. directly
modeling the texture, colour or edges). The processing is done pixel by pixel rather
than by region based computations, and finally the background modeling decisions
are made based on each frame itself, instead of benefiting from tracking information
or other feedbacks from the previous steps.

The Progressive Background Estimation Method [12] constructs the histograms
from the preprocessed images known as the partial backgrounds. Each partial
background is obtained using two consecutive input frames. This method is
applicable to both gray scale and colour images, and is capable of generating the
background in a rather short period of time, and does not need large space for
storing the image sequences.

The Group-Based Histogram (GBH) algorithm constructs background models
by using the histogram of the intensities of each pixel on the image. Since the
maximum count (amplitude) of the histogram is much greater in comparison to the
frequencies of the intensities related to the moving objects, there will not be any
effects of slow moving objects or transient stops in the detected foreground.

From the above discussion, the characteristics of the various estimation methods
are observed and summarized as follows:
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• All the methods deal only with non moving pixels.
• It takes a longer time to create a background model.

In this work, it is decided to apply the improved mode method to have a unified
and common framework for all kinds of images. To achieve this, moving pixels in
the frame are to be handled.

3 Background Estimation Process

Estimation problem can be broadly classified into three categories:

(i) Pixel-level processing,
(ii) Region-level processing,
(iii) A hybrid of the first two.

In the first category the simplest techniques are based on applying a median filter
on pixels at each location across all the frames. The background is estimated cor-
rectly if it is exposed for more than 50 % of the time. In [5], the algorithm finds pixel
intervals of stable intensity in the image sequence, then heuristically chooses the
value of the longest stable interval to most likely represent the background. In [13],
an algorithm based on Baye’s theorem is proposed. For every new pixel it estimates
the intensity value to which that pixel has the maximum posterior probability. In [8],
the first stage is similar to that of [5], followed by choosing background pixel values
whose interval maximises an objective function. All these pixel based techniques
perform well when the foreground objects are moving but fail at regions where the
time interval of exposure of background is less than that of foreground.

In the second category, the method proposed by Farin et al. [14] as rough
segmentation of input frames into foreground and background regions by working
on blocks. To achieve this, each frame is divided into blocks and temporal sum of
absolute differences (SAD) of the blocks of successive frames is calculated and a
block similarity matrix is formed. The matrix elements that correspond to small
SAD values are considered as stationary elements and high SAD values correspond
to non-stationary elements. The algorithm works well in most scenarios, however,
the spatial correlation of a given block with its neighbouring blocks already filled
by the background is not exploited, which can result in the blending of the fore-
ground and background if the objects move slowly or are quasi-stationary for
extended periods.

In [15], given an image sequence of T frames, each frame is divided into blocks
of size N × N overlapping by half of their size in both dimensions. These blocks are
clustered using single linkage agglomerative clustering along their time-line. In the
following step the background is built iteratively by selecting the best continuation
block for the current background using principles of visual grouping. The algorithm
can have problems with blending of the foreground and background due to slow
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moving or quasi-stationary objects. Furthermore, the algorithm is not likely to
achieve real-time performance due to its complexity.

In the third category, the algorithm presented [16] has two stages. The first stage
is similar to that of [5], with the second stage estimating the likelihood of back-
ground visibility by computing the optical flow of blocks between successive
frames. The motion information aids to classify an intensity transition as back-
ground to foreground or vice versa. The results are typically good but the usage of
optical flow for each pixel makes it computationally intensive. In [17] the problem
of estimating the background is viewed as an optimal labelling problem.

The method defines an energy function which is minimised to achieve an optimal
solution at each pixel location. It consists of data and smoothness terms. The data
term accounts for pixel stationarity and motion boundary consistency while the
smoothness term looks for spatial consistency in the neighbourhood. The function is
minimised using the expansion algorithm [18] with suitable modifications.

Another similar approach with a different energy function is proposed in [6]. The
function is minimised using loopy belief propagation algorithm. Both solutions
provide robust estimates; however, their main drawback is large computational
complexity to process a small number of input frames. For instance, in [6] the
authors report a prototype of the algorithm on Matlab takes about 2.5 min to
estimate the background from a set of 10 images of QVGA (320 × 240) resolution.

When the background estimator is initiated, the pulse will take five frames from
the observed video images. Each pixel at the same coordinate from the five frames
will be used to find the median pixel to produce the background image. The steps
are shown in Fig. 1.

Fig. 1 Pixel level background estimation process
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4 Proposed Method

4.1 Overall Architecture

In this section, the processing steps of the proposed background estimation
approach are presented. The aim is to build automatic background estimation,
which is able to accept different type of an image sequence.

Instead of using the trial-and-error procedure, a common preliminary step in any
motion-based vision application is used to obtain image frames from a stationary or
a moving camera, or from multiple cameras. After the acquisition of the image
frames, image segmentation is performed using background subtraction, depending
on the frame rate of the video sequences.

The input video is first converted to frames, followed by the implementation of
background estimation, done using the improved mode algorithm. As a result, we
get a reference frame which is taken as the refined background image.

Using this image as reference the other images are subjected to a basic back-
ground algorithm, where the current frame is compared to the reference frame
(background image) and the accurate foreground image is extracted.

For high frame rate sequences, the adjacent frame subtraction is used since the
change of motion between the consecutive frames is very small. This method
eliminates the stationary background, leaving only the desired motion regions. In
certain video systems, the acquisition process may be susceptible to erratic changes
in illumination, reflection, and noise. The block diagram of the proposed
methodology is shown in Fig. 2.

4.2 Proposed Algorithm

The proposed algorithm addresses the problems described in the previous section
and has several further advantages. It falls into the region-level processing category.
Specifically, image sequences are analysed on a block by block basis. For each
block location a representative set is maintained which contains distinct blocks
obtained along its temporal line.

Input Video 

Background Estimation 

Convert  the 
Frames 

Improved Mode 
Algorithm 

Background      
Image 

Calculate MSE 
and PSNR  

Ground Truth 
image 

Fig. 2 Block diagram of proposed background estimation method
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Background estimations are the process of distinguishing novel (foreground)
from non-novel (background) elements, in a scene from a video sequence. The
improved mode algorithm is applied to an input video. This method consists of two
steps: First, the input video is converted into frames. Second, the background is
estimated automatically from the successive frames. Background estimation is done
using the improved mode algorithm.

4.2.1 Mode Algorithm

Mathematically mode refers to the most frequently occurring element in a series of
data. This same concept is applied to the frames in video processing, here the pixel
values are compared to each other to find the most frequently appeared pixel. This
pixel value is considered to be the background image.

4.2.2 Median Algorithm

The term median refers to the element that is occurring in the middle of a series.
Accordingly the pixel value which is occurring in the middle of the entire series of
pixels is considered to be the background image.

4.2.3 Improved Mode Algorithm

Combining the concepts of mode and median algorithm a new concept called the
improved mode is created.

The improved mode algorithm is implemented in the following manner.

Step 1. A movie is taken and converted into a number of successive frames
(images).

Step 2. Two frames are obtained at fixed intervals from the video and saved in
In(x, y) and In + 1(x, y). For the purpose of simple calculation and
real-time speed, these two frames should be converted into grey images.

Step 3. Using In(x, y) and In + 1(x, y) the frame difference image can be obtained
as Dn(x, y). And then, the opening and closing operation of the mathe-
matical morphology on D(x, y) is applied and the computed result using
Eq. (1) is saved in BWn(x, y).

BWn(x; y) ¼ 0 ¼ unchanged background if D(x; y)\T
1 ¼ moving object otherwise

�
ð1Þ

Step 4. According to the value of pixels in BWn(x, y), the pixels are classified into
either background moving objects or unchanging objects. According to
Eq. (2), make a flag as the pixel whether it is the moving objects or
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background. If the flag value is 1, it implies that the pixel belongs to a
moving object and it’s unavailable in mode calculation; otherwise its
background is available. These values of the flag are saved in B_backn(x, y).

B backnðx; y) ¼ 1 if BWn(x; y) ¼ 0
0 otherwise

�
ð2Þ

Step 5. If n reaches the maximum set up, the procedure goes on to step 6; else the
procedure should go to step 1.

Step 6. Bn(x, y) should be calculated including the video and saved as B(x, y, z),
namely, the values of the background of all frames. Through the steps
above, the background image can be estimated accurately. As a result of
the pixels of moving objects being removed, even if the pixel background
value just emerges once, it can be estimated accurately by the new method
BG(x, y) (Fig. 3).

BG(x; y) ¼ modeðBt� N(x; y)Xai� N;B t� Nþ 1ðx; y)ai� Nþ 1;Bt� N

þ 2ðx; y)Xat� Nþ 2. . .Bt� 2ðx; y)xat� 2;Bt� 1ðx; y)xa t� 1Þ
ð3Þ

an ¼ 1 if B back n(x; y) ¼ 1
0 otherwise

�

αn determine the pixel (moving or background).

Fig. 3 Flow diagram for
proposed algorithm
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5 Experimental Results and Discussion

In our experiments, we apply the proposed method to many datasets to demonstrate
that improved mode method is robust. The prototype of the algorithm using Matlab
on desktop computer with 2 dual-core 2.2 GHz AMD Opteron processors with
4 GB memory. In improved mode experiments the testing was limited sequences.
The size of each frame was set to 16 * 16. Images have been gathered from the
dataset of several research groups such as Sequence of Gait dataset and Intelligent
Room (IR) comes from Autonomous Agents for On-Scene Networked Incident
Management (ATON) project.

The separate set of experiments to verify the performance of the proposed
method was conducted. In the first case, the quality of the background was mea-
sured, The conventional method for measuring quality of image parameter Mean
Square Error (MSE) and Peak Signal to Noise Ratio (PSNR) of each image. This
technique gives better result than other techniques and their PSNR value is high and
MSE is low.

5.1 Mean Square Error

Mean Square Error can be estimated in one of many ways to quantify the difference
between values implied by an estimate and the true quality being certificated. MSE
is a risk function corresponding to the expected value of squared error. The MSE is
the second moment of error and thus incorporates both the variance of the estimate
and its bias. Lower the value of MSE higher the quality of image. The MSE is
defined as:

MSE ¼
P

M;N I1½ ðm; nÞ � I2ðm; nÞ�2
M � N ð4Þ

RMSE ¼ sqrt(MSE) ð5Þ

where M and N are the number of rows and columns in the input images.

5.2 Peak Signal to Noise Ratio

The Peak Signal to Noise Ratio (PSNR) is the ratio between maximum possible
power and corrupting noise that affects representation of image. PSNR is usually
expressed as decibel scale. The PSNR is commonly used as measure of quality
reconstruction of image. The signal in this case is original data and the noise is the
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error introduced. High value of PSNR indicates the high quality of image. It is
defined via the Mean Square Error (MSE).

PSNR ¼ 10:log10½ð255Þ2=MSE� ð6Þ

Here Max is maximum pixel value of image when pixel is represented by using
8 bits per sample. This is 255 bar color image with three RGB value per pixel.
The MSE and PSNR values of each technique demonstrated below in via Bar chart
and Table.

5.3 Result and Discussion

Background estimation results are shown below. Figure 4a show original image and
Fig. 4b show the ground truth of estimated background. Figure 4c–e illustrate a
mean, median and mode respectively. Figure 4e shows the result of the proposed
background estimation algorithm. The MSE and PSNR values of each technique
shown in Table 1 and Fig. 6 show the comparison of all techniques. Table 1 of MSE
and PSNR of various background estimation techniques (Fig. 5).

In the experimental results, we mainly compare improved mode results with
other methods. The comparison clearly shows that improved mode results are better
than others. By contrast, improved mode method is much simpler. As a result, it is
straightforward to re-implement improved mode method and make any possible
improvement. Besides, the processing time is shorter when applying improved

Fig. 4 a Original frame. b Background model. c Mean algorithm. d Median algorithm. e Mode
algorithm. f Proposed method
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mode method. Another strength of improved mode method is that it connects
background estimation with other research areas. This method has many advantages
compared to other background estimation methods, but it also has some drawbacks.
The proposed method Root Mean Square Error (RMSE) value of improved mode is

Table 1 MSE and PSNR of various background estimation techniques

Mean Median Mode Improved mode

RMSE
quality
value

PSNR RMSE PSNR RMSE PSNR RMSE PSNR

Seq1 78.6827 32.9389 99.1865 31.9332 70.2265 33.4327 65.7139 34.5255

Seq2 80.3755 32.8465 99.2343 31.9311 70.2265 33.4327 65.6997 34.5265

Fig. 5 a Original frame. b Background model. c Mean algorithm. d Median algorithm. e Mode
algorithm. f Proposed method

Fig. 6 Comparison of PSNR of proposed with other methods
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less, Peak Signal to Noise Ratio (PSNR) value of improved mode is high and
improved mode is better than traditional methods (Mean, Median, Mode).

6 Conclusion

Image quality measurement plays an important role in various image processing
applications. In this paper, different techniques like mode and median are applied to
develop technique improved mode method. It is the best method for background
estimation, because in this PSNR has maximum value and MSE has lower value. In
the existing system, a stored video has been used for the experimental purpose but
here it is implemented using a real-time video. Also the background image taken for
subtraction is an arbitrary image, where as this experiment uses a refined image
which is obtained after estimating using improved mode algorithm. In future, it is
possible to find a refined image for background subtraction using the proposed
method and implement it on a real-time video.
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Interactive Big Data Management
in Healthcare Using Spark

J. Archenaa and E.A. Mary Anita

Abstract This paper gives an insight on how to use apache spark for performing
predictive analytics using the healthcare data. Large amount of data such as
Physician notes, medical history, medical prescription, lab and scan reports gen-
erated by the healthcare industry is useless until there is a proper method to process
this data interactively in real-time. Apache spark helps to perform complex
healthcare analytics interactively through in-memory computations. In this world
filled with the latest technology, healthcare professionals feel more comfortable to
utilize the digital technology to treat their patients effectively. To achieve this we
need an effective framework which is capable of handling large amount of struc-
tured, unstructured patient data and live streaming data about the patients from their
social network activities. Apache Spark plays an effective role in making mean-
ingful analysis on the large amount of healthcare data generated with the help of
machine learning components supported by spark.

Keywords Healthcare � Big data analytics � Spark

1 Introduction

In today’s digital world people are prone to many health issues due to the sedentary
life-style. The cost of medical treatments keeps on increasing. It’s the responsibility
of the government to provide an effective health care system with minimized cost.
This can be achieved by providing patient centric treatments. More cost spent on
healthcare systems can be avoided by adopting big data analytics into practice [1].
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It helps to prevent lot of money spent on ineffective drugs and medical procedures
by performing meaningful analysis on the large amount of complex data generated
by the healthcare systems. There are also challenges imposed on the handling the
healthcare data generated daily. It’s important to figure out how the big data ana-
lytics can be used in handling the large amount of multi structured healthcare data.

1.1 What is the Need for Predictive Analytics in Healthcare?

To improve the quality of healthcare, it’s essential to use big data analytics in
healthcare.

Data generated by the healthcare industry increases day by day. Big data ana-
lytics system with spark helps to perform predictive analytics on the patient data
[2]. This helps to alarm the patient about the health risks earlier. It also supports
physicians to provide effective treatments to their patients by monitoring the
patient’s health condition in real-time. Patient centric treatment can be achieved
with the help of big data analytics, which improves the quality of healthcare ser-
vices. It also helps to predict the seasonal diseases that may occur. This plays an
effective role in taking necessary precautions before the disease can spread to more
people.

2 Spark Use Cases for Healthcare

Many organizations are figuring out how to harness big data and develop actionable
insights for predicting health risks before it can occur. Spark is extremely fast in
processing large amount of multi-structured healthcare data sets due to the ability to
perform in-memory computations. This helps to process data 100 times faster than
traditional map-reduce.

2.1 Data Integration from Multiple Sources

Spark supports fog computing which deals with Internet Of Things (IOT). It helps
to collect data from different healthcare data sources such as Electronic Health
Record (EHR), Wearable health devices such as fitbit, user’s medical data search
pattern in social networks and health data which is already stored in HDFS [3]. Data
is collected from different sources and inadequate data can be removed by the filter
transformation supported by spark.
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2.2 High Performance Batch Processing Computation
and Iterative Processing

Spark is really fast in performing computations on large amount of healthcare data
set. It is possible by the distributed in-memory computations performed as different
clusters. Genomics researchers are now able to align chemical compounds to 300
million DNA pairs within few hours using the Spark’s Resilient Distributed Dataset
(RDD) transformations [4]. It can be processed iteratively then for further analysis.

2.3 Predictive Analytics Using Spark Streaming

Spark streaming components such as MLib helps to perform predictive analytics on
healthcare data using machine learning algorithm. It helps to perform real-time
analytics on data generated by wearable health devices. It generates data such as
weight, BP, respiratory rate ECG and blood glucose levels. Analysis can be per-
formed on these data using k-clustering algorithms. It will intimate any critical
health condition before it could happen.

3 Spark Healthcare Ecosystem

Spark architecture for healthcare system is shown in Fig. 1.
Today’s world is connected through Internet of things (IOT). It is the source for

the large amount of healthcare data generated. It fits into the category of big data as

Fig. 1 Spark ecosystem for healthcare
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it satisfies the three V’s-Volume, Velocity and Veracity. Healthcare dataset contains
structured data such as electronic health records, semi structured data such as case
history, unstructured data such as X-ray images, DNA pairs and real time data
generated by wearable health devices [2]. Different datasets are stored in hdfs and
hive. Structured datasets are ingested through sqoop and unstructured data is
handled by flume. Streaming data from twitter and facebook are handled through
apache kaftka which is a messaging queue service. Spark streaming handles the
user search patterns related to healthcare from social network such as google search
engines. Spark SQL allows interactive querying on data generated by wearable
medical devices. Prescriptive analytics can be made by analyzing the patient data
and search pattern in social networks [5]. It can be achieved through the machine
learning algorithms supported by spark. Elastic search indexing is used for faster
data retrieval from large dataset.

3.1 How Does Spark Makes Healthcare Ecosystem
as Interactive?

Spark is getting famous for the faster in-memory computations through the Resilient
distributed objects (RDD) stored in distributed cache across different clusters.

It is a computational engine that is responsible for: scheduling, distributing and
monitoring jobs across different clusters. The ability of iterative machine learning
algorithm processing, high performance on batch processing computations and
interactive query response supported by spark makes the healthcare system
interactive.

3.2 Core Components of Spark

Spark Executor Engine:

It is the core component which contains the basic functionalities supported by spark
API. Resilient distributed dataset (RDD) is the main element of spark. It is an
abstraction of distributed collection of items operations and actions. Its in-built fault
tolerance on node failures makes it as resilient. Fundamental functions supported by
spark core includes: information sharing between nodes through broadcasting
variables, data shuffling, scheduling and security.

Spark SQL:

It is an subset of HIVEQL and SQL which supports querying data in different
formats. It allows querying data in structured, JSON and Parquet file format which
is becoming popular for the columnar data storage where the data is stored along
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with the schema. BI tools can also query the data through Spark SQL by using
classic JDBC and ODBC controls.

Spark Streaming:

It supports real-time processing from different sources such as flume, kaftka, twitter,
facebook etc. Its in-built nature of recovering from failure automatically makes it
more popular [6].

Spark Graphx:

It supports using graph data structures for implementing graph theory algorithms
such as page rank, shortest path computations and others. Pergel message passing
API supports large scale graph processing such as finding the nearest hospital based
on patient location in the google map [7]. This feature really helps incase of
patient’s critical illness.

3.3 Spark Implementation in Scala for Finding People
with Belly Fat

1. Loading an text file Patientdata.txt which contains data in the format of Patient
id, name, age, BMI, Blood Glucose level, Exercising

Val conf = new SparkConf().setAppName(“Belly Fat Symptoms”);
Val sc = SparkContext(conf);
Val file = sc.textfile(“hdfs://home/patientdata.txt”);

RDD Transformations – Each transformation is stored in one individual
partition

val counts = file.flatMap(line => line.split(“ “))
.map(word => (word, 1)).countByKey()
/* Words are split into each line*/
/* To find out people with higher glucose level from 1 lakh records*/
Val hgl = counts.filter(1 =>1.contains(“High”)).cache
/*The above data in stored in cache for faster processing*/
/*To find out people with no exercising*/
Val exc = counts.filter(1 =>1.contains(“No”)).cache

RDD Action – Action is called upon on the transformed partition.

Hgl.union(exc).saveAsTextFile(BellyFat.txt)
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Generated text file can be used for further analysis. This can be used as the training
set for the Machine learning algorithm to predict the people who are at the risk of
getting cardiac disease based on their age. Coding in spark is relatively easy when
compared to map-reduce which involves java programming skills. To implement
the above use case in map-reduce, developer needs to write 60 lines of code.
Developers and data analyst prefer spark as it takes only less time to implement and
execution time is faster.

3.4 Result of Healthcare Data Analysis Using Apache Spark

Figure 2 represents the spark workflow for healthcare data analysis. Input text file is
split into RDD1 and RDD2 using filter transformations. RDD’s are combined
together using action—union. Result is written to the text file which consist of
details about people who are in belly fat risk. Cached RDD1 and heart rate data
generated by fitbit device are iteratively analyzed using machine learning algorithm.
It performs predictive analysis about people who are in the risk of getting cardiac
disease.

3.5 How Does Spark Outperform Map-Reduce in Health
Care Analytics?

Spark is capable of handling large data sizes, real-time processing and iterative
processing effectively when compared to map-reduce [8]. In-memory computations
supported by spark allows to do the computations faster on large datasets by
reducing disk input/output operations. In map-reduce more processing time is

Fig. 2 Spark workflow for healthcare data analysis
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consumed by incurring disk input-output operations for each mapper and reducer
task. Still map-reduce is better in doing batch-processing jobs on large data set.
Major drawback with map-reduce is that it does not support real-time processing.
This feature is very important in analyzing health care applications. For an example:
In-order to treat cancer effectively, 3 billion data pairs of DNA needs to be analyzed
to identify the genetic pattern and how treatment techniques works on each gene
pair. In the above case we can use map-reduce effectively for identifying the
common type of cancer among gene pairs [9]. Map-Reduce will not be able to
handle iterative processing—which involves processing different treatment methods
for a gene pair to find out an effective cancer treatment. For the above use-case
spark is more suitable as it also allows to run machine-learning algorithms itera-
tively. Since health-care analytics doesn’t rely only on batch-mode processing,
Spark will be the better option for the healthcare use case.

4 Conclusion

Real time healthcare data processing is now possible with the help of spark engine
as it supports automated analytics through iterative processing on large data set.
Map reduce is capable of performing the batch processing and after each operation
the data will be stored in disk. For further processing data again needs to be read
from the disk thus increasing the time in performing computations. It does not
support the iterative processing. Spark’s core concept in-memory computations
overcomes this limitation imposed by map-reduce by caching data in distributed
cache. This can speed up the execution time when compared to map-reduce. Our
implementation in spark to find out the people who are at risk in getting belly fat
from one lakh records takes 10 min execution time whereas in map-reduce it takes
around 50 min to complete the same task. This result can be stored in cache and it
can be used to predict people who are in risk of getting cardiac disease by analyzing
heartbeat rate through the data generated by heart-rate monitoring devices.
Combining Spark with Hadoop effectively unleashes the potential of predictive
analytics in healthcare.

References

1. Morely, E.: Big data healthcare, IEEE explore discussion paper (2013)
2. Muni Kumar, N., Manjula, R.: Role of big data analytics in rural healthcare, IJCSIT (2014)
3. Feldman, K., Chawla N.V.: Scaling personalized healthcare with big data. In: International Big

Data Analytics Conference in Singapore (2014)
4. Pinto, C.: A Spark based workflow for probabilistic linkage of healthcare data, Brazilian

Research Council White Paper (2013)
5. Xin R., Crankshaw, D., Dave, A.: GraphX: unifying data-parallel and graph-parallel analytics,

White Paper, UC Berkeley AMP Lab

Interactive Big Data Management in Healthcare Using Spark 271



6. Zaharia, M., Das, T., Li, H., Shenker, S., Stoica, I.: Discretized streams: an efficient and
fault-tolerant model for stream processing on large clusters, White Paper, University of
California

7. Bonaci, M.: Spark in action, Ebook
8. Armburst, M.: Advanced analytics with spark SQL and MLLib, White Paper, London Spark

Meetup
9. Ahmed, E.: A Framework for secured healthcare systems based on big data analytics, IJASA

(2014)
10. Hamilton, B.: Big data is the future of healthcare, cognizant white paper (2010)
11. Data Bricks: Apache spark primer, Ebook

272 J. Archenaa and E.A.M. Anita



Data Science as a Service on Cloud
Platform

Aishwarya Srinivasan and V. Vijayakumar

Abstract Big firms generally have huge amount of data which needs to be
analyzed and results have to be evaluated. When it comes to such a huge amount of
data, we refer it with the term “big data”, and its analysis is a tedious process.
Companies employ people, who are trained data scientists and they are given the
data sets along with the expected output. An integrated solution for data analytics
comes as data science as a service (DSaaS), where the data scientists need not be
employed by each company. DSaaS can be implemented on a worldwide basis with
a global environment hosted on any platform. The proposal provides DSaaS on
cloud platform with grid computing/multicore computing in cooperative technology
for higher efficiency and reliability.

Keywords Big data � Data sets � Data science � Data scientists � Global envi-
ronment � Cloud platform � Multicore computing � Cooperative technology

1 Introduction

In many companies, analysis of their data isn’t done on a day-to-day fashion, rather
it is done once or twice in a year. Employing data scientists for such analysis may
be very expensive for the company.

Many start-ups are working on giving data science as a service where the
companies can send their data, desired output or prediction models with some legal
agreements, so that the data is protected, and these start-ups work on the data and
revert back to these companies [1].

This is not very different from employing data scientists, as the same profes-
sionals are working in some firms and performing a similar task [2].
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There comes two more challenges to overcome, one is that sometimes the data is
of huge size, say in zeta bytes or hundreds of terabytes, which cannot be stored on
normal computers and laptops and may require servers or multi core computers
[3, 4].

Another problem faced is the environment which is needed to process on the
data sets. For different data sets, depending on the requirement of the company and
the nature of the output, the environment and the packages used may differ.
Installing all such packages in a computer for processing different data sets becomes
space consuming [5].

On the cloud platform, environments/platforms like Hadoop are available in
Microsoft Azure. Lately, new softwares are developed like Spark using scala which
is not wide spread in terms of usage [6]. Many other types of software do exist like
R which is also used for analytics and need certain hardware, software and memory
requirements before installation.

Keeping many platforms along with the softwares and data sets in a computer
becomes tedious and with lesser reliability and accessibility.

2 Methodology

The cloud based web application can be built such that the access to the data server
is classified differently. It can be moduled as (i) user module, (ii) cloud provider
module and (iii) company module. It can be in the workflow as follows (Fig. 1).

The module 1 specifies the user, where the data scientist or the freelancer may
access the cloud platform via the website. As per the interest of the user, the
analysis project can be selected and applied for, after which the company (seen in
later module) will shortlist the candidate. The user may require to sign the agree-
ment as the data sets may be highly confidential and if leaked may cause severe
financial damage to the company [7]. Once appointed, the user may access the
private cloud specifically designed for each company and its freelancers, for the
data. The users may be able to access the analytical tools and software that comes
along with the compatible environments and IDEs. The user may get some term for
which the cloud space would be free of cost, after which payment has to be done to
the cloud provider. Once the output is produced as desired by the company within
the specified span of time, the user can submit the work and get paid [7] (Fig. 2).

The most crucial module is the cloud provider module. Here the cloud provider
has to simultaneously handle the users and the companies, with an interactive
interface. The legal process, and agreements have to be judiciously designed. The
software, the environment and IDE’s provided must be accessible with good speed
and should be dynamic. The data security must be given utmost importance. Hence,
the cloud provider forms a bridge between the users and the company for the data
analytics task (Fig. 3).
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The company module is comparatively inactive from the other two modules. The
company just needs to describe the input type of data, desired output, software
specifications (if any), and other relevant information.

Fig. 2 Module 2—cloud provider

Fig. 1 Module 1—user end
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The company would have to pay some amount to the cloud provider for using
the customized private cloud space shared between the company and the data
scientist/user. In this scenario, the company acts as a superior module that assigns
work for the shortlisted candidates or the data scientists.

3 Background and Related Work

Data Analytics field at its advent was more of a manual work and analysing upon
the pattern and similarities within a data set and among few related data sets. As the
data sizes increased, the analysis became more and more complex and hence were
the development of Analytic Tools [8].

Around 10 years ago, a package named ARB was developed. It was a program
comprising of a variety of directly interacting software tools or the maintenance of
sequential database and its analysis controlled by graphical user interface. The ARB
package was developed for analysis of bioscience data mainly [8].

The data analysis isn’t dependent on the theme of the data, it may be of any
branch. The major analysis consists of clustering, classification, merging etc. using
map, reduce or other algorithms [9]. If the data is extracted continuously, i.e.
dynamic data or streaming data, more sophisticated algorithms have to be observed
for such analysis.

The existing programs for the analytics have a similar base architecture. It mainly
consists of central database which contains processed data which is mostly primary.

Fig. 3 Module 3—company’s end
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Moreover, any additional data descriptions can be stored in the database in the fields
assigned to the individual sequencing or the linkage through local or worldwide
networks.

It also comprises of additional tools for the import, export, primary and sec-
ondary structuring, sequence alignment or editing, profile generation or filtering
along with other components for the data analytics [10].

The analytics tools are generally developed in the UNIX system, similar to the
ARB package on SuSE Linux [8]. It can be expressed as an improved and auto-
mated sequencing technique with certain interaction tools for better comprehensive
packaging.

The general analytical tools are developed taking into account few objectives. It
can be classified into two modules. Module 1 holds the maintenance of the struc-
tured integrative secondary database which combines the processed primary
structure and also including any of the additional data assigned to certain individual
sequencing entries. Module 2 handles the crucial selection of the software tools by
interaction of two or more central databases which is controlled by a graphical
interface.

Apart from business applications of data analytics, it also poses its application in
the field of e-learning and management systems.

With the recent studies of the user driven data analytics, the framework is
established with a sophisticated and complex architecture. This may reach up to
ultimate optimized data analytic usage.

It can be classified as data analytics which works for the operational task and
data infrastructure which controls the working and management of the distributed
computation and storage resources.

The technological aspects currently existing contain intelligent crawler which
collects relevant information and services which are already available in the cloud.
The transfer learning concept is for adaptation of the modes of analysis among
different domains.

Meta miner tool is used for recommendation module that uses optimum data
analytics workflow. Visual analytics includes the representation of the output data
for a better interactive module, which is a feature for the users in the data analytics
for the workflow [11].

The usage miner focuses on adaptation with the collective patterns, its
reusability and collaborative analysis.

The data infrastructure should be made with Hadoop framework, data broker
service, distributed management system. The Hadoop framework ensures the effi-
ciency and resiliency of computation and optimum scheduling.

The data analytics storage is similar to the Google File System, it is integrated
with the data broker which utilizes the pattern to optimize the concepts and storage
needs [12, 13].

The analysis may be handled by (i) initial data sets, (ii) analytics workflow and
(iii) Predictive Modeling Markup Language (PMML). These feature sum up to
better e-learning and scalable distributed data analytics [11].
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A new tool developed by IBM, Bluemix is very similar to this proposal. Instead
of using a cloud platform and interactive interface between company and data
scientists, they are just providing online analytical software [14] (Fig. 4).

4 Proposal

The same concept can be applied on a cloud platform. This proposal aims for
building a cloud which supports data storage of various types with the platform and
the softwares required for data analysis.

It may be so formed that the company can upload their data sets along with the
agreement, which can be accessed only by authentic users after signing up. The data
analysts need to pay certain amount based on the amount of data they are storing
and the space and types of platforms and softwares they are using [15].

The company may also need to pay the cloud providers based on the size of data
they are uploading. The company may put up descriptions regarding the data,
expected outputs, deadline and stipend for the task (Fig. 5).

The data of these companies can be accessed by the freelancer data analysts after
signing up the agreement of the company [12, 13]. They would be permitted to
store the data sets on the cloud itself and the processing can also be done using the
softwares and platform on the cloud. This would reduce the complex situation of
storing such huge data sets on the hard disk (Fig. 6).

It will also increase the remote access of the data from the authentic analysts
account from any place. It will reduce the chances of computer crash and data being
lost, as the backup will be maintained by the cloud provider, which makes it more
reliable.

Fig. 4 Data analytics framework

278 A. Srinivasan and V. Vijayakumar



Fig. 5 Cloud architecture

Fig. 6 Use case diagram
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5 Conclusion

The motive to be achieved through this proposal is to create a platform on cloud
where Data Science, which is one of the most crucial and emergent field, can be
provided as a service, similar to any other services on cloud like, Saas, Paas, Iaas
etc.

This proposal is suggested keeping in mind the IBM’s Bluemix cloud services
[14]. The data analytic tools available can be integrated and fed into the Virtual
Machine Workstation and dynamically accessed by the users though the website.

6 Discussions and Future Work

The proposal may also be extended in a way that instead of using a single data
server, we may use a network of servers, like grid computing or multi core com-
puting, for more efficiency and reliability. With one server holding multiple envi-
ronments and softwares, there is a possibility of crashing which can be avoided by
using cooperative computing technology.
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Data Mining Approach for Intelligent
Customer Behavior Analysis for a Retail
Store

M. Abirami and V. Pattabiraman

Abstract The Occurrence of the recent economic and social changes transformed
the retail sector in particular the relationship between the customers and the retail
stores changed significantly. In the past the retail industry focused on marketing the
products without having detailed knowledge about the customers who availed
products. With the proliferation of competitors the retail stores had to target on
retaining their customers. To be successful in today’s competitive environment
retail stores must creatively and innovatively meet their customer needs and
expectations. Generic mass marketing messages are irrelevant. This paper put
forwards, a new approach of customer classification based on the RFM(Mode)
model and also deals with customer data to analyze and predict the customer
behavior using clustering and association rule mining techniques.

Keywords Clustering � CRM � CLV � RFM � ARM

1 Introduction

With changing customer preferences and market environment, staying afloat and
remaining profitable is the key for success which resulted in the customer rela-
tionship management by providing offers. To predict the customer behavior based
on the previous transactions and to provide relevant offers to loyal or repetitive
customers using data mining techniques. Analysis of the previous transactions of
the customers aids in extending the customer lifetime value and provides customer
satisfaction business functions such as marketing campaign.

M. Abirami (&) � V. Pattabiraman
School of Computing Science and Engineering, Vellore Institute of Technology,
Chennai, India
e-mail: abirami.m2014@vit.ac.in

V. Pattabiraman
e-mail: pattabiraman.v@vit.ac.in

© Springer International Publishing Switzerland 2016
V. Vijayakumar and V. Neelanarayanan (eds.), Proceedings of the 3rd International
Symposium on Big Data and Cloud Computing Challenges (ISBCC – 16’),
Smart Innovation, Systems and Technologies 49, DOI 10.1007/978-3-319-30348-2_23

283



1.1 Key Success Factors

• Customer Centric—Retailers to change from function based structure to cus-
tomer centric model. Segment the customers basis on their purchasing behavior
and meet the needs of highest valued “Golden” Customers

• Loyalty Programs—Build customer loyalty programs with help of data mining
techniques to serve golden customers better and retain them

• Customer Experience—With advent of new fulfillment models, retailers need to
improve the shopping experience of the customers

• Data Mining—Few retailers had invested in skills and capabilities to leverage
the advantage of smart algorithms and data driven analytic s from big volume of
data from multiple sources

This paper aims at classifying the customer based on their visit to the stores (new
customer or repeat customer). Purchase behavior of the repetitive customer is
identified by application of clustering and associative mining on the customer data
which would propose a relevant offer to the right customer at the right time. This
would improve the customer satisfaction and builds loyalty thereby increasing the
bill value or sales and profits by minimizing the marketing or campaign cost.

(A) Data Mining

Data mining is a knowledge discovery process, where we develop insights from
huge data which might be incomplete and random. The date is generated from all
business functions such as Production, Marketing and Customer Service. Often, we
would lost in ocean of data, crunching the date to make meaningful observations
calls for data mining techniques. The discovered pattern using Clustering,
Classification, Association and Sequential are used in developing marketing cam-
paigns [1].

(B) Clustering

Data mining techniques could be broadly classified into two types namely
Supervised modeling and unsupervised modeling. In Supervised modeling, the
variables could be classified into two types namely, explanatory variables and one
dependent variables. The objective of this type of model is to determine the rela-
tionship between explanatory and dependent variables. Examples: Regression,
Decision Trees. In Unsupervised modeling, there is no distinction between
explanatory variables and dependent variables. To perceive information all vari-
ables are treated uniformly so that they can be used for grouping and associations.
Examples: Clustering, Association, Factor Analysis [2].

Clustering is grouping the objects on the basis of its closeness. Based on the
attributes of the input objects grouping is done. The resultant groups are called
clusters with high intra cluster similarity and low inter cluster similarity. The
clustering methodology dealt with here is the K Means clustering with the RFM
model.
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1.2 Association Rule Mining

Association rule mining are classified under Unsupervised Models. Association
models detect associations between discrete events, products, or attributes. The
rules are derived by analyzing historical data to form a rule which comprises the left
part of the rule holding a condition: a situation where and when true, the rule
applies. The right part of the rule is the conclusion: what tends to be true when the
condition (left part) hold true.

Clustering is done to segregate the customers based on their purchase behavior.
Association rule mining is done with each cluster separately referring to the full
data set to identify the customer specific offers.

2 Literature Survey

A customer segmentation framework based on Customer Lifetime Value
(CLV) which provides the companies to estimate the value that the customer
generates throughout his life time. An integrated customer segmented framework
utilizes this value (CLV) to provide differentiated services/offers to it’s customers.
This an extension of data mining techniques to deduct a new customer classification
model called Customers Segmentation Method Based on CLV.

CLV model is built on three factors namely, Customers value over a time period,
customer’s length of service, discounting factor. Each factor is separately measured
and the model is tested with conventional “Train” and “Test” methodology.

Following assumptions are assumed to identify the repeat customers (Loyal)

• Becomes permanently inactive after initial activity for a short period of time
• Active/Inactive customers classified based on transactions done/not done
• Some customers rapidly moves to inactive

Monetary bill value is independent of the transaction process. This leads to fact
that probability of purchase and frequency of future transactions is better than
monetary value per transaction. Clusters are formed based on CLV and each seg-
ment classifies cluster based on the loyalty [3].

This paper employs clustering techniques in two stages. In stage one, K-Means
cluster is applied to form clusters based on RFM’s and in Second, demographic data
(Age, education, occupation selected basis SOM procedure) is super imposed and
new clusters are formed. Customer profile is created with life time value [4].

RFM methodology is used to identify “Golden Customers (High Value
Customers)” in the airline industries for providing better flying experiences. Value
generated by customers is estimated by the difference between the bill value and
absorption cost. The revenue and cost details considered are for a year for an airline
company in China [5].
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3 Proposed Work

Customer is classified into “New to Store”—first time or repeat customers. The
purchase behavior of the first time customer could not be predicted due to lack of
historical patterns. For repeat customers, prediction can be done by employing
clustering techniques with RFM model and association rule mining.

K-Means—Efficient distance based clustering method to handle large data sets
(records/dimensions). This method partitions the data instances into specified
number(k) of clusters each of which is represented by the cluster center. The process
starts with an initial set of randomly chosen k centers. At the first iteration, each
instance is assigned to a clusters based on Euclidean distance between the two—
center and the data point. The cluster center gets changed over the iterations. Upon
the next iteration the center of each cluster is calculated as the mean of all the
instances belonging to that cluster. This procedure is repeated until there is no
change in the clusters formed. Clustering is done on the RFM parameters of the
transaction.

3.1 RFM Analysis

The Recency, Frequency and Monetary(RFM) parameters are used to analyze
customer behavior such as how many days elapsed since his previous purchase
(Recency of the customer), the number of purchases a customer does in a particular
period of time (Frequency), and how much is the bill value of the customer
(Monetary). RFM analysis is widely used in the retail industry to improve customer
segmentation and to identify “Golden customers” (profitable) for personalized
services and promotions. Retailers could employ clustering models to analyze the
RFM components. The clustering model could be supplemented with a classifica-
tion model such as decision tree as well as Association Rule Mining.

3.2 Algorithm K-Means

Input—Number of clusters to be formed ‘K’ and the data set D containing ‘n’
objects. Each object takes recency, frequency and the monetary (taken as mode)
parameters.

Output—A set of K clusters

1. Choose K points as initial centers from the given data set D.
2. Object having Euclidean distance closer to the cluster mean are grouped into the

same cluster.
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3. Re compute the mean of each newly formed cluster and set the cluster center as
the calculated cluster means.

4. The steps 2 and 3 are repeated until there is no change in the objects of the
cluster.

This approach used in this paper deals with forming three clusters as

• Customers yielding high profit (provided with huge discounts and offers)
• Customers yielding medium profit (provided with less discounts and offers)
• Customers yielding low profit (for whom, based on their market basket offers

are provided to increase their bill value and transactions).

RFM model generally uses absolute monetary value for clustering. This paper
aims at proposing the usage of mode of the customer’s bill value. As mode indicate
the most frequent occurrence on a given series of transactions and indicates the
most likely transaction value. Clustering using K Means with RFM (mode), is
carried out to segment the customers into three clusters namely high, medium, low.

The input data consists of the transaction ID of the customer and the list of the
products purchased for each of the transaction and the bill amount for that trans-
action from which the recency (number of days elapsed since the last purchase of
the customer), Frequency (number of visits), Monetary (bill amount for the trans-
action) are derived. Based on these RFM numerical inputs the Euclidian distance is
calculated to segment the customers as High, Medium and Low.

3.3 Association Rule Mining

Association rule mining is applied to the independently on the transaction data to
identify the association between different product purchases. Customers belonging
to the low value cluster would be induced to buy more by bundling relevant
products, which would lead to increased purchased volume as well as value and
thereby higher profitability. Customer’s belonging to high value clusters would be
offered higher incentives such as cash back or higher discount to build loyalty. The
quantum of discount would be lowered for customers in medium clusters. This
explains the need of association rule mining integration with the clustering to
(Fig. 1).

The figure shows the customers are clustered as high, low, medium valued
customers based on their transaction behaviors taken from the customer data.
The same data is subjected to the association rule mining to find out patterns of the
customer’s basket items. After which the results from the clustering and the
association are compared to associate the customers with the offers.
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4 Results and Discussion

Extracted around 40,000 unique customers from “Kaggle”. This data set consists of
almost 350 million rows of transactional data from over 300,000 shoppers.

With help of Rattle (R tool) deployed K means clustering basis RFM method-
ology. Mode of the transaction value is used in place of the monetary.

K means clustering with RFM (Mean) initially applied to the 40,000 unique
customer set and the results are derived. For the same data set K means with RFM
(Mode) is applied and the results obtained is compared with the previous result in
terms of the following factors:

Table 1 shows that the cluster size varies for RFM (Mean) and RFM (Mode).
Cluster one size for RFM (Mode) is 16,097 which is higher than cluster one size of
14,572 whereas cluster two size of RFM (Mode) is lower than that of RFM (Mean).

Cluster one are the golden customers who are provided with the best offers.
Cluster 2 and 3 are the medium and low valued customers in which the medium
valued customers will get little offers and the low valued customer will get more
association based offers based on their basket items.

Time complexity of the K-Means experiment with the mean and mode attributes
of the customer purchase remains the same and is equivalent to the existing Kmeans
approach. Time complexity of the Kmeans algorithm is calculated based on the total
number of operations for an iteration.

Total number of operations for an iteration = distance calculation opera-
tions + comparison operations + centroid calculation operations [6].

If the algorithm converges after I iterations,

Offers provided to High, 
Med,Low clusters based on 
their market basket analysis

Fig. 1 Clustering customers and identifying offers
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Total number of operations ¼ 6Ikmnþ I k� 1ð Þmnþ Ikmn½ � operations ð1Þ

� O I � k �m � nð Þ ð2Þ

where n—number of data points, m—number of attributes, k-number of clusters,
I—number of iterations.

Number of attributes for the mean and the mode experiment would be same
i.e. 3. (R, F, M-mean or mode) and number of clusters k = 3. Assuming the
minimum number of iterations as 2, the complexity is expressed as O(18n)
approximately qual to O(n). Time complexity remains the same while the cluster
formation time differs due to the difference in the cluster size which is depicted
from the above table.

This methodology enables retailers to mass customize their offerings and opti-
mize their resources to segment, target and build loyalty among their golden
customers.

Clustering using RFM (Mode) takes fewer seconds to complete than clustering
using RFM (Mean) under similar test conditions.

Figure 2 depicts the visualization of the Bill value of the customer along X axis
and the Transaction ID of the customer along Y axis. The difference in shades of
colors indicates the clusters to which the customer belongs to.

Figure 3 depicts the spread of the customer’s in each cluster based out of the
three attributes recency, frequency and monetary.

Table 1 Cluster analysis of RFM (mean) and RFM (mode)

Parameters RFM (mean) RFM (mode)

Cluster size (1) 14,572 (1) 16,097

(2) 16,101 (2) 14,558

(3) 9777 (3) 9771

Time taken to cluster (s) 0.23 0.09

Data means 0.20746232428(R) 0.20750022834(R)

0.00048787448(F) 0.00048767659(F)

0.00002480102(M) 0.00002472188(M)

Within cluster sum of squares 17.888754 19.58820

19.590443 16.87176

9.291215 10.28475

Time taken (s) 0.36 0.16
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5 Conclusion

Thus from the tool based experimental analysis of K means clustering with RFM
(Mode) with the historic data is effective in segmenting the customers basis mode
value.

Fig. 2 Visualization of the customer purchase pattern in tableau

Fig. 3 Visualization of the clusters in tableau
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Mean values of transaction though closer to the actual transaction size might not
be the right indicator of representing the customer’s transaction size. As it would be
affected by one off events and customers might be graded at higher levels than
actual.

Employing Mode instead of Mean overcomes this drawback and provides
retailers accurately the customer’s transaction size.

Substituting the Mode values for monetary values in RFM model makes the
model effective by removing the effect of outliers and also in identifying the loyalty
of the customers through their historic data.

6 Future Enhancements

As the proposed work is on the historic data, the same analysis can be extended in
future to the streaming data such as stock markets where timely decisions are
crucial.

Products tend to be purchased or browsed together can be analyzed in a dis-
tributed system through predictive models. By examining these associations,
retailers can determine which joint offers, of pairs or sets of products, are most
likely to generate additional sales. This approach can provide certain in-store
deployment capabilities, such as posting discounts when products are purchased
together.

Similar approach can be extended to the banking domain to segregate the cus-
tomers to provide offers based on their purchase pattern.
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Comparison of Search Techniques
in Social Graph Neo4j

Anita Brigit Mathew

Abstract Past few decades, relational databases was the dominant technology used
in web and business applications where well structured data was widely used. In the
era of BigData and social networking, data is in disorganized form. This unstruc-
tured data gives importance for relationships between entities and impersonate
many-to-many relationships in graph database. This paper brings out the impor-
tance of graph NoSQL database Neo4j in social networks and further inquest how
multilevel, multikeyword search in social graph Neo4j outperforms the search
connected to relational databases. We summarize the current state of technologies
existing in multilevel multikeyword search area, explore open issues as well as
identify future directions for research in this important field of Big Data and social
graphs in Neo4j. On the basis of comparative analysis, we found graph databases
that the former retrieve the results at faster pace. Many multilevel or multikeyword
search methods on Neo4j was analyzed based on four research questions on five
dimensions, but none of them put forward a benchmark model in the integration of
multilevel multikeyword search evaluation.

Keywords Relational database � Graph NoSQL database � Neo4j � Multilevel
multikeyord search in social graph (MMSSG)

1 Introduction

In social graph entity relationships can be depicted by graphs. Entity are nodes in a
social graph where the information of each individual, event, etc. are a stored. In
order to retrieve the information at each node the keyword search can be formed.
Current search techniques are able to obtain and rank relevant items in social graph
provided they are stored in structured form. When the data stored is in structured
form relational database responds to a query in a reasonable time. This is because
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current search engines takes only the relevancy between the input queries and items
into account, where as when the data is in unstructured or semi structured form as in
BigData. This resource-centric search engines in relational databases will fail to
locate and rank information of real user interests appropriately and users underlying
preferences are not considered. This problem can be eliminated to a great extend by
the use of graph NoSQL database. Graph NoSQL databases are a powerful tool for
storing, representing and querying in social graph compared with relational data-
base. They have an efficient way to search personal information such as documents,
biodata, emails, messages etc.

Let us consider a social graph of university as an example. Here the social graph
deals with queries based on relationships. The different components of this social
graph are student, faculty, laboratory, departments etc. The query model is shown in
Fig. 1. Suppose there is a query for finding “Clive Owen liked subjects”.

This input query is split into two keywords K1 and K2 (Fig. 1 illustrates this),
where K1 holds Clive Owen and K2 holds liked subjects. First we should find the
node information matching K1(Clive Owen) from the social graph. Once match
obtained, then we go for the relationship of K1 which is K2(liked subjects) from the
resultant graph obtained from K1. Input Query: K2K1 ← liked subjects Clive
Owen.

Relational Database Query to retrieve Input Query:

Step 1: User = getRequestString(“K1”);
Step 2: Result = “SELECT * FROM Node_data WHERE Users = ” + User;
Step 3: SELECT Result FROM Relation_Data WHERE Result LIKE K2;
Step 4: SELECT Result FROM Property_Data WHERE Relation Type LIKE

K2;

When the above query is posted in relational databases, a repeated procedure is
required to obtain nodes matching K1 which means Step 2 is to be recursively

Fig. 1 Input query
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processed till the end of node list. If this list is frequently updated due to the
increase in social graph data then the tables also need to be frequently upgraded,
also Step 2 query is to be executed at multiple times manually, this is a difficult
task. Hence after obtaining the result for K1 in relational database we should
compute K2, this again is hard because there could exist many to many relations
between nodes and all tables where relationships are stored should be traversed.
From above SQL query Step 3 and 4 are repeatedly processed manually until all
relation tables accessed.

The above example help us to list the problems faced when we go for relational
database search from social graph.

1. The relations in a relational database are handled by joins between tables. To
perform many joins between several tables would be a costly work and require a
lot of lookahead, but if go for graph NoSQL database it is better due to the
linked structure.

2. Relational database performance becomes poor when search is performed and
multiple intermediate results are to be stored. Every node in Graph NoSQL
database stores relations which can be preprocessed from different distributed
environment that does not require to perform join operations manually. It just
require traversal through nodes among the distributed environment.

3. Fixed schema is required in relational database but NoSQL graph databases are
schema-flexible. Non-restricted NoSQL graph database model of social graph is
shown in Fig. 2. When populating through the graph database the edges are
made according to the defined relations between nodes as in Fig. 2. An edge is
drawn from node Faisal to Anoop as the relation Work on same topic.

4. Multiple entities in social graph may read and write at the same time, so there is
a need for concurrency of reading and writing with low latency. Relational
databases need to perform concurrency control by ensuring ACID properties.

Hence we can state there is a need for graph NoSQL database convention in
social graph for multilevel multikeyword search. Next we have to see which graph

Fig. 2 NoSQL graph database schema of our social graph
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NoSQL database for this, Mathew et al. [1] suggests Neo4j. Now we have taken
graph NoSQL database Neo4j to store and manage a large social graph with mil-
lions of users. This is because sharding is avoided in Neo4j. This database guar-
antee to break graph so that all the relationships are ensured [2–4]. Relational
databases are great when it comes to relatively static and predictable tabular data.
But social networks are tend to be less static and predictable, and are ideal can-
didates for graph NoSQL database Neo4j. Hence there is a need for an interactive
and iterative approach to execute Multilevel Multikeyword Search on Social Graph
(MMSSG) connected with a graph NoSQL database Neo4j.

Presently there is no in-depth review available in the area of MMSSG with
Neo4j. This paper is an effort towards it to provide a systematic in-depth scrutiny.
The rest of this paper is organized as follows. Section 2 describes the related
terminology and the social graph model. Section 3 introduces the dimensions and
its related questions for the review. Section 4 explains about the extracted data
related to scrutiny and Sect. 5 explains how search accomplished in Neo4j.
Section 6 analyze the existing multilevel or multikeyword search on social graph
Neo4j based on the related questions of the review. Section 7 critically analyze all
identified survey related to MMSSG Neo4j. Finally, Sect. 8 concludes the paper.

2 Preliminary

This section describes the basic terminology, structure and model of a social graph.
The basic terminologies used are:

1. Multikeyword Search—To research for n search terms entered into the search
engines when conducting a search.

2. Multilevel Search—Search in nested form where initial search output will be
input to next level, in n number of levels.

3. Multilevel Multikeyword Search—To search for multiple terms in a text search
engine for multiple levels of a social network connected to a graph database.

4. Social Graph—This is a portrayal of relationships among people, organizations,
groups and events in a social network. The idea refers to both the social network
and a diagram representing the network called social graph.

The structure of a social graph restricts to an undirected, labeled connected
graphs. In this article, we simply call a graph g, defined as a 3-tuple (V, E, L),
where V is the set of nodes, E the set of edges, L the set of labels. This is displayed
in Fig. 3.
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3 Dimensions of the Survey

The main goal of study is to articulate researchers and practitioners with an orga-
nized overview of existing research in the area of search in social graphs. Various
dimensions of different parameters chosen varies from Q1 to Q4 and its related
questions RQ1 to RQ5 have been identified and are summarized below:

Fig. 3 Social graph model
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Q1: What are the multilevel multikeyword search approaches used in social
graph Neo4j?

RQ1: State the different techniques that are used for multikeyword search in
social graph Neo4j?

RQ2: State the different techniques that are used for multilevel search in social
graph Neo4j?

RQ3: Check whether any other search methods are incorporated to execute query
in social graph Neo4j?

Q3: What could be the input pattern for query in social graph?
RQ4: Suggest the important patterns to be considered in a MMSSG Neo4j?

Q4: Identify what are the parameters chosen for query search evaluation
process?

RQ5: What are the hiatus in current strategies used for multilevel multikeyword
search?

Inorder to answer these research questions, we have performed the following
process:

Survey: Exhaustive review of the papers published in reputed journals, conferences
and workshops to identify the different search techniques used for search in social
graph Neo4j.

Categorization: The collected data was categorized based on the following
parameters Author, Social Network, Graph Database Support and Search
Technique.

Analysis: The categorized data were analyzed based on the techniques used for
multilevel multikeyword search.

4 Data Extraction

This section presents the distribution of selected papers over the years and sites of
publication. Figure 4 indicates the rise in the study of multilevel multikeyword
search approaches over the years in relational databases followed by NoSQL

Fig. 4 Year wise distribution
of selected papers that is
being reviewed
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databases. This survey incorporates papers published in reputed journals, confer-
ences and workshops. Table 1 presents the lists of popular publications in journals
and conferences in MMSSG connected to a graph database. Figure 5 shows the
distribution of article publications across the popular publication sites in journals.
The blue bars indicate NoSQL databses and red bars indicate relational databases.
In Fig. 6 the distribution of article publications across the popular publication sites
in conferences are shown. The blue bars indicate NoSQL databses and red bars
indicate relational databases.

Table 1 Journals/conferences research papers published

Type Acronym Description

Journal TDS ACM transactions on database systems

TIS ACM transactions on information systems

KDD ACM transactions on knowledge discovery from data

ATIS ACM transactions on information services

TOW ACM transactions on web

DMKD Data mining and knowledge discovery

DPD Distributed parallel databases

IR Information retrieval

ISM Information systems management

JDBM Journal of database management

JNSM Journal of network systems management

Conferences EMCIS European and mediterranean conference on information systems

FORTE IFIP international conference on formal techniques for networked
and distributed systems

ICACCI International conference on advances in computing,
communications and informatics

ICCIT International conference on computer and information
technology

ICDCS International conference on distributed computing systems

ICDCN International conference on distributed computing and
networking

ICIS International conference on information systems

ICPADS International conference on parallel and distributed systems

ICWE International conference on web engineering

ICWS International conference on web services

IPDPS IEEE international parallel and distributed processing symposium

KDD ACM SIGKDD conference on knowledge discovery and data
mining

VLDB International conference on very large data bases
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5 How Search Accomplished in Neo4j?

The multilevel multikeyword search is based on traversing the relations between
nodes and provide query information in Neo4j. Cypher query language is used in
Neo4j to traverse the search [5]. In Neo4j there is no schema for any entity, all the
entities are scattered as nodes and the relation among the nodes are the edge-join
relations in the graph. We have taken the graph of NITC students with relations
labeled on the edges. The Cypher queries executed for search are:

(Node A)—[:Relation ]-¿ (Node B)
Creation of a node and relationship among the nodes using
Cypher using simple Java code to build.
GraphDatabaseService graphDb = …Get factory
//Create Student1
Node Student1 = graphDb.createNode();
Student1.setProperty = (name, student);
Student1.setProperty = (age, 19);
Student1.setProperty = (year, 1 st);
//Create a relationship representing that they know each other Student1.
createrelationshipTo(Student2, relType.Knows); Here we have nodes say A and B
with properties like A have properties name and age while B has properties like

Fig. 5 Distribution of
selected papers in journals

Fig. 6 Distribution of
selected papers in conferences
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work_name, rank and occupation, this example show the schema free design of
query in graph NoSQL database. This query creates the relationship among the
nodes with relation KNOWS. This explains that while creating nodes we can define
the relationship among the nodes and we can add further more and more relation
among the nodes similarly. Now if we want to know all the students1 friends
(KNOWS) we have following query for this.

6 Auditing The Existing Techniques

Here we audit into MMSSG to find some of the related works carried out in the area
of search in social graph. Sakr et al. [6] gives a exhaustive study of tremendous
approaches and mechanisms of deploying data across distributed environments in
NoSQL databases which are gaining a lot of momentum in both research and
industrial communities nowdays. They advocate open and future challenges in
viewing the need for multikeyword querying, consistency, economical processing
of huge scale of data on the NoSQL database. In Yi et al. [7] paper they talk how to
search for keywords in a graph that connect to various data sources. They present
two case studies of real-world BigData applications of social networks where there
is a need for quicker and significant search. Zou et al. [8] talks regarding how graph
NoSQL databases come across interesting data management and search problems,
such as subgraph search, shortest-geodesic query, attainable verification, and pat-
tern match. They mainly look on pattern match search over huge data graph G.
Given a input query how a model graph can be generated from a huge graph. They
also suggest methods to reduce the search space significantly, by transforming the
vertices into points in a vector space via graph embedding techniques. These
techniques helps to convert a pattern match query into a distance-based multi-way
join problem over the converted vector space. Several pruning strategies and a join
order selection method to process join processing efficiently are also suggested.
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Cudr-Mauroux et al. [9] focus on the administration of very huge volume graphs
such as social networks. First focus on the main designs used to store the graph
(dense/sparse native graphs, triple storage or relational layouts), the access patterns
and typical queries monitored (reachability or neighborhood queries, updates var-
ious reads, transactional requirements and graph consistency models). Second they
talk how to map the data and estimation models to concrete graph management
systems, highlighting destination application domains, implementation techniques,
scalability and workload requirements. Ugander et al. [10] speaks regarding social
graph structure of Facebook users. They focus on features like clustering, pattern
matching and finding path distance between friendship relation of users, and come
to numerous observations. First they distinguish the global structure of social graph
finding whether the social network is completely connected. Second they look how
local clustering of graph neighbourhoods because of the sparse nature of Face-book
graph. Finally, characterize the patterns in the graph by studying the network user
properties. Kumar et al. [11] focus on the structure of large social network online.
They present measurements to segment the networks into regions. Each of the
region overwhelmingly represent star structure. Traditional RDBMS is used to
organize the users of the network in order to perform query process. Khan et al. [12]
a neighborhood-based similarity measure to avoid valuable graph isomorphism and
edit distance computation is proposed here. Based on this they found an data
management propagation model that is able to divert a huge network into modules
of multidimensional vectors, where refined indexing and correlation search algo-
rithms are available. The suggested method, called Ness (Neighborhood Based
Similarity Search), is suitable for graphs with low automorphism and high noise,
which are common in many social and information networks. Martinez-Bazan et al.
[13] suggests a highlighting query engine based on an algebra of operations on sets.
The new engine combines some regular relational database operations with some
extensions oriented to accumulate processing and convoluted graph queries. They
study the query plans of graph queries expressed in the new algebra, and find that
most graph activities can be effectively expressed as semijoin programs. Morris
et al. [14] explore the phenomenon of keyword querying in social graph. They
present detailed data on the frequency of different type of keyword querying, and
respondents to motivations for asking their social networks rather than using more
traditional relational search tools like Web search engines. The above mentioned
previous works leads to the knowledge of various techniques used for MMSSG,
Table 2 symbolizes this.

7 Critical Analysis

The critical analysis came across during the search based on previous works are:

1. Problem of quadratic growth of BigData. Example—If everybody starts fol-
lowing everybody else on Twitter, the overall load will be too high. We can not
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perform analytics on data in Graph database like finding sum, average etc. At
least not with a built-in command.

2. If there are millions of nodes in social graph it is difficult to place information of
all nodes in a single system.

3. Require efficient methodologies to perform distributed search.
4. Need for query categorization model in order to classify the input query to be

executed at each level.
5. Various search techniques available but none supports multilevel multikeyword

query search.

8 Conclusion

This paper has reviewed and critically analyzed the different facets and brings on
certain interesting insights for Multilevel Multikeyword Search in Social Graph
(MMSSG) connected to graph NoSQL database Neo4j compared to relational
databases. This review reveals that even after substantial amount of research in the
area of MMSSG Neo4j, there is still a deficiency of a benchmark model for

Table 2 Search techniques in social network connected to graph database

Author Social network Graph database support Search technique

Cohen et al.
[15]

Twitter Hypergraph model in
HyperGraphDB

B Tree

Zhang et al.
[16]

eToro AllegroGraph, Neo4j Modified Red
Black Tree

Cheng et al.
[17, 18]

Facebook Oracle NoSQL Database,
Neo4j

Sequential

Rajbhandari
et al. [19]

Facebook, Twitter Neo4j, Relational BFS, DFS

Barcel et al.
[20]

MyLife,
MyHeritage

Neo4j, ArangoDB-Apache BFS

Nishtala et al.
[21, 18]

Facebook MemCache, Neo4j Sequential

Fan et al. [22] Twitter, LinkedIn Infinite Graph, InfoGrid Dynamic Hash,
Tree Based

Khan et al. [23,
24]

Academia.edu 2-connected graph Sequential

Mondal et al.
[25]

Foursquare,
Friendfeed

Neo4j, AllegroGraph BFS, Heuristics

Gomathi et al.
[26]

Small Scale Social
Network

Relational Database Cuckoo

Zhao et al. [27] Small Scale Social
Network

Neo4j, Relational Tabu
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evaluation. A defined benchmark model for the integration of multilevel multi-
keyword search in social graph will navigate the social graph to understand both
users and their relationships through query process. These queries could carry
relational databases to their knees. Unlike other NoSQL databases, graph databases
are fast at traversing correlations, creating them as a perfect option for our social
network.
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A Novel Approach for High Utility Closed
Itemset Mining with Transaction Splitting

J. Wisely Joe and S.P. Syed Ibrahim

Abstract Data mining techniques automate the process of finding decisional
information in large databases. Recently, there has been a growing interest in
designing high utility itemset mining algorithms. Utility pattern growth algorithm is
one of the most fundamental utility itemset mining algorithms without candidate set
generation. In this paper, a different possibility of designing a lossless high utility
itemset mining algorithm is discussed. This algorithm can achieve high utility
closed itemsets (HUCI’s) even when any number of long transactions present in the
database. HUCI’s are generated by applying both UP Growth and Apriori concepts
with closed itemset mining algorithm on the large database. Too many long
transactions in database may affect the efficiency of the algorithm. To resolve this
transaction splitting is used. This algorithm adopts transaction weighted downward
closure property which guarantees only promising items are high utility items. The
proposed algorithm will generate high utility closed itemsets in an efficient way.

Keywords High utility itemset � Closed itemset � Utility mining � Lossless
information

1 Introduction

Association analysis [1–3] handles a group of transactions to find association rules
that gives the probability of occurrence of an item based on the occurrences of all
other items in the transaction. Relationship between the items in datasets are
identified and expressed in the form of association rules and frequent itemsets. They
provide information in the form of if–then statements. These rules are much useful
in business decision making in all the fields like market analysis, healthcare, credit
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card, census data and fraud detection analysis. The best algorithm for finding such
rules and frequent itemsets is Apriori algorithm. It uses two measures called support
and confidence to filter interesting rules. Apriori algorithm has some disadvantages
too. At times it produces non interesting rules which are not giving fruitful business
decisions, very huge number of rules and large number of candidate itemsets.

Frequent pattern growth algorithm [4, 5] plays an important role in frequent
itemset mining without candidate itemset generation. This algorithm uses a com-
pact, compressed tree structure for storing itemsets. The database is compressed
into a condensed data structure in less number of database scans. This algorithm
adopts pattern fragment growth method which avoids candidate set generation and
divide and conquer partitioning leads to less usage of search space. This algorithm
works well with long and short transactions and frequent patterns. The tree structure
used to store compressed frequent pattern information is FP-tree. The same FP-tree
is used in many frequent pattern methods like closed and maximal frequent pattern
algorithms. Each node in the FP-tree has three fields which includes node name,
item count and node link to the next node with same item.

Frequent Itemset Mining algorithms may discard the weight/profit information
of each item and number of units of item purchased for every transaction during the
process of finding frequent itemsets. Thus they generate many frequent itemsets
with low profit and fail to generate less frequent itemsets that have more profit.
Utility of item in a transaction is the units of item purchased in that transaction. The
main motto of high utility itemset mining is to extract the itemsets with utility value
higher than the specified utility threshold, by considering profit, weight, impor-
tance, quantity and cost of item or itemsets. High utility itemset mining algorithms
proposed in [6–12] resolve these issues in big transactional databases which are the
collection of data of day to day operations and process them. They are subjected to
an important serious limitation, performance of the algorithm. Extraction of high
utility itemsets has a crucial role in many real time applications and is an important
research issue in association mining. High Utility itemset mining is much useful in
identifying rare but profitable itemsets. In many realtime applications rare itemset
mining is mostly used in profitable decision making. If Apriori algorithm is used to
compute high utility itemsets, very large number of candidate itemsets are gener-
ated in which most of them are irrelevant [1, 2]. Such a large number of non
profitable candidate itemsets may degrade the performance of mining process. To
avoid this, HUI-Miner(High Utility Itemset Miner) algorithm [13] uses a list called
utility list to store the utility information which mines the HUI’s in single phase
[13]. In this method costly candidate generation is very much reduced whereas the
traditional approach ends in irrelevant utility itemsets. In another approach, a kind
of FP-tree called UP Tree is used in high utility itemset mining with extra infor-
mation stored in it. The UP tree construction is same as FP Tree construction except
a new measure node utility stored in every node. This method is very much useful
when the transaction is too long. This algorithm is called UP-Growth [11], that
prunes candidate sets and mines high utility itemsets. It scans the database only
twice. This will reduce the memory access in turn reduces the execution time even
when database has many number of long transactions.
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2 Background

2.1 Problem Definition

The challenges faced by high utility itemset mining algorithms are:

1. High Utility Itemset mining may produce too many HUIs and not all are fruitful.
2. Many profitable HUIs may not be generated by existing algorithms
3. Algorithms used for discovering HUIs may not be efficient in terms of execution

time and space.
4. The performance of existing algorithms is not up to the mark when database

contains lot of long transactions

In this paper, these challenges are addressed by giving a compact representation
of HUIs named high utility closed itemsets (HUCIs), which has both the concepts
of closed itemset and high utility itemset mining.

1. A new algorithm called AprioriH-Closed which is an apriori based high utility
closed itemset mining algorithm.

2. The new algorithms proposed may produce less number of HUCIs even when
the database contains many long transactions.

3. To avoid processing of long transactions present in database, the transactions are
splitted into a specified length. The threshold length can be given by the user or
it can be automatically calculated by our algorithm based on other transactions
present in the database.

2.2 Related Work

In the section, the preliminaries related with high utility itemset mining, transaction
truncation and closed itemset mining are discussed in detail and the existing
solutions are given.

2.2.1 High Utility Itemset Mining

This section gives an overview of high utility itemset mining.

Definition 1 Let I be a set of items. A database DB is a set of transactions,
DB = {T1, T2, T3 … Tn} such that for each transaction Td, Td 2 I and Td has a
unique identifier d called its TransId. Each item i 2 I is associated with a positive
number EU(i), called its external utility (e.g. unit profit). For each transaction Td

such that i 2 Td, a positive number IU(i, Td) is called the internal utility of i in
transaction Td.
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Every item in database has an utility value known as internal utility which is
stored in a table called internal utility table. External utility EU is the purchased
quantity of the item which is variable for every transaction.

Definition 2 The utility of item i in transaction Td, U(i, Td) is the product of
IU(i, Td) and EU(i), U(i, Td) = IU(i, Td) * EU(i).

For example in Fig. 1, IU(a, T1) = 2, IU(e, T6) = 4, EU(a) = 2, EU(g) = 5,
U(a, T1) = 2 × 2 = 4, U(d, T3) = 1 × 4 = 4.

Definition 3 The utility of itemset IS in transaction Td, U(IS, Td) is the sum of
utilities of items present in IS in Td.

Definition 4 The utility of itemset IS in database DB, U(IS) is the sum of utilities
of IS in all transactions which contain IS in the given DB.

For example in Fig. 1, U({a, b}, T7) = U(a, T7) + U (b, T7) = 2 × 2 + 1 × 1 = 5.
U({a, b}, T4) = U(a, T4) + U (b, T4) = 4 × 2 + 1 × 1 = 9.
U (a,b) = U({a, b}, T4) + U({a, b}, T7) = 5 + 9 = 14.

Definition 5 The utility of transaction Td, TU(Td) is the sum of utilities of all the
items present in Td.

Definition 6 Total utility of database DB, TU(DB) is the sum of transaction util-
ities of all the transactions.

For example in Fig. 1, TU(T2) = 1 × 1 + 2 × 1 + 2 × 2 = 7, TU
(T5) = 2 × 4 + 3 × 5 = 23.

TU(DB) = 132
The TU’s are listed in Fig. 2.

Definition 7 Transaction weighted Utility of itemset IS in database DB, twu(IS) is
the sum of utilities of all transactions contain IS.

TransId Transactions Quantity 
T1 (a, c, d, g) (2, 3, 1, 2) 
T2 (b, c, f) (1, 2,2) 
T3 (c, d, e, f) (2, 1, 2, 3) 
T4 (a, b, c, g) (4, 1, 2, 3) 
T5 (d, g) (2, 3) 
T6 (c, e, d) (3, 4, 1) 
T7 (a, b, c, d, e) (2, 1, 3, 1, 2)

Itemset a b c d e f g

Utility 2 1 1 4 3 2 5

Fig. 1 Database and utility
table

T1 T2 T3 T4 T5 T6 T7
21 7 18 26 23 19 18 

Fig. 2 Transaction utility
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For example in Fig. 1, TWU (a) = TU(T1) + TU(T4) + TU(T7) = 65.
The TWU’s of all 1-itemsets are listed in Fig. 3.
After calculating TWU for all 1-itemsets, all the items in the transactions are

reordered from highest TWU to lowest. An user defined minimum utility threshold
is set. If TWU(IS) is greater than or equal to that minimum utility threshold, IS is an
high transaction weighted utilized itemset. For mining high utility itemsets,
UP-Growth algorithm [11] is given by Vincent S. Tseng et al. In this algorithm a
new data structure is used to store itemsets in an compact manner. During the
construction of initial UP-Tree itself, the unpromising items are removed.
Promising item is the one which satisfies minimum utility threshold property. Else
the item is an unpromising one. Unpromising items are removed from modified
transactions and also removed from TU calculation. Modified TU is called reor-
ganized transaction utility RTU. UP-Growth algorithm has a UP-tree and a header
table with all promising items. Every element in table has a pointer to the same item
in UP-Tree and the item’s TWU.

Global UP-Tree construction with only promising items is same as global
FP-Tree construction. Each node in UP-Tree has two values associated with it. The
first one is support count of item and the other is the node utility. Follow the same
FP-Growth procedure [4] to find local promising and unpromising items in local
UP-Trees. The minimum item utilities of unpromising items are discarded from
path utilities of the paths during the construction of local UP-Tree. Finally the listed
high Utility Itemsets are compared and Potentially high utility itemsets are
generated.

2.2.2 Closed Itemset Mining

In this section, definitions and procedures related to closed frequent itemset mining
are given. Mining frequent itemsets without data loss is an important problem in
many of the real databases that have too many long transactions. Closed Itemset
Mining [14–18] is the best way of mining closed frequent itemsets without loss of
information. A frequent set is closed if it has no superset with the same frequency.
As closed itemset mining algorithm finds the set of all frequent itemsets with exact
support, the closed sets are lossless. The formal definition of closed frequent itemset
mining algorithm is given below:

Let I = {i1, i2,…, in} be a set of n distinct items. Let DB denotes a database of
transactions. Each transaction in database has a unique identifier TransID and
contains set of items. T = {T1,T2, …, Tm} is a set of m transactions.

A set of one or more items is called an itemset IS. Support count of an itemset IS,
SC(IS) is the number of transactions which has IS as part of it. An itemset is
frequent if it’s calculated support is more than or equal to minimum support

Itemset a b c d e F G 
TWU 65 51 109 99 55 25 70

Fig. 3 Transaction weighted
utility
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threshold set by the user. The frequent itemset is an maximal set if it is not a subset
of any frequent itemset [19]. A set is closed if it has no superset with the same
support count of frequency as that of it.

2.2.3 Transaction Truncation

Truncating the transactions has been proposed to address long transaction problem
in privacy preserving data mining [20]. If a transaction has items more than certain
limit, the extra items are removed from the transaction. If only less number of
transactions are long then they have only little impact on the efficiency of the
algorithm. In such cases the truncation threshold can be relaxed that the database
can have those long transactions for processing without truncation. Frequent items
having good support count in 1-itemsets are kept in the transaction itself. Only less
frequent items are truncated and only when many transactions have too many items.
Different truncation thresholds can be set to different databases during mining and
they mostly depends on the number of frequent items. Because only the frequent
items are used to generate candidate sets. But the real problem in truncation method
is information loss though the truncated are infrequent.

3 Proposed Work

In this section, the proposed method is given that can mine lossless high utility
itemsets. This proposed system also uses transaction splitting method to provide the
solution for long transactions problem present in high utility itemset mining.

3.1 Lossless High Utility Itemset Mining

Here a novel approach is proposed for lossless high utility itemset mining [11]
which joins closed itemset mining [15, 17] with high utility itemset mining. The
join order between these two mining constraints does not affect the end results. In
either case same list of high utility closed itemsets(HUCI’s) are generated.
Minimum utility threshold(Min_Util_Thresh) is set by the user and experiments
show that the HUCI’s are lossless. An Apriori like algorithm is introduced with few
UP-Growth approaches [11] to find HUCI’s. Like Apriori [1] this proposed algo-
rithm initially scans the database to compute support count of each 1-item, trans-
action utility (TU) of every transaction, TWU of each 1-item (Fig. 4).

From the calculated TWU, unpromising items are removed from the transactions
using Discarding global unpromising items (DGU) [11] strategy and Reduced
TWUs (RTWU) are calculated for every transaction only with promising item. That
is, the TWU of unpromising items are removed from RTWU calculation also.
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By definition, unpromising items and their supersets are not high utility itemsets
or closed high utility itemsets. The promising items which has calculated TWU not
lesser than Min_Util_Thresh, are included in the set of 1-HTWUI’s Ck. In kth
iteration, the set of k-HTWUI’s Lk is used to produce (k + 1) candidates Ck+1 using
Apriori_Proc().

Now the algorithm removes the lossy items from (k + 1)-HTWUI’s by following
method. Ariori_Recur() is a method to produce candidate sets Ck+1 from Lk during
kth iteration.

For each candidate X in (k + 1)-HTWUI’s, the algorithm checks if there exists
any superset of candidate X and its support count is same that of support count of
candidate X (Fig. 5). If found, subset is deleted from candidate set as it is not a high
utility closed itemset as per our definition given. If such superset is not found,
subset is closed and it may be a HUCI.

3.2 Transaction Splitting

To overcome the reduction in efficiency of high utility itemset mining algorithm
when it handles too many long transactions, a new strategy is introduced. That

--------------------------------------------------------------------- 
ALGORITHM: AprioriH-Closed 
--------------------------------------------------------------------- 
Input:  DB: The Database; Min_Util_Thresh; 
 set of HUCI’s 
Output:CHUCI:Complete set of HUCI’s 
1. CHUCI := Ø 
2. L1 = 1-HTWUI’s in DB 
3. D1 = DGU(DB,L1) 
4. L1 =  1-HTWUI’s in D1 

5. Apriori_Proc(D1, CHUCI , Min_Util_Thresh , L1) 
--------------------------------------------------------------------- 

Fig. 4 AprioriH-closed
algorithm

Fig. 5 Apriori_Proc
procedure
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splits the long transactions present in database DB instead of truncation. In trun-
cation the items present in transaction after the maximum length threshold
(Max_Length) will be eliminated. Thus truncation leads to information loss. In
transaction splitting the database is transformed by dividing the long transactions
into many sub transactions. Each sub transaction has to meet the Max_Length
constraint and database does not loose any items. Thus transaction splitting avoids
information loss. For example the database contains a transaction t = {1, 2, 3, 4, 5,
6}, Max_Length = 4 and {1, 2, 3}, {4, 5, 6} are frequent. In truncation the
transaction t becomes t1 = (1, 2, 3, 4} and the items 5, 6 are deleted. Also the
support of itemset {4, 5, 6} and its subsets will also decrease. Instead of truncation
if we divide the transaction into t1 = {1, 2, 3}, t2 = {4, 5, 6}, support of itemsets
and its subsets will not get affected much like previous method. If transaction is
longer than the Max_Length, it is divided into multiples of Max_Length. Items
present at the last sub transaction may have lesser length than Max_Length. They
may loose their and their subset’s frequency. To overcome this frequency degra-
dation, transaction splitting can be done based on weight or priority. In some cases
weight of sub transaction may be increased to compensate the data loss during
splitting process. Frequency of items can also be used for splitting transaction. But
it is difficult to determine which itemsets are frequent without mining the database
as the number of database scans are restricted to two. To solve this, during the first
scan itself we can calculate frequency of each item, TWU of each 1-items and order
the items in the transactions based on the calculated TWU. Now repeatedly divide
the transactions into half until it satisfies Max_Length.

4 Conclusion

This paper proposes a new algorithm AprioriH-Closed to mine high utility closed
itemsets (HUCI’s) without information loss. Though the algorithm has multiple
database scans, this algorithm will take less execution time than the existing
algorithms. Because this algorithm will produce less number of candidates through
every iteration than others. The second strategy proposed is transaction splitting to
solve the problem of ‘too many long transactions’ exists in existing HUI mining
algorithms. This transaction splitting just divides the transaction into sub transac-
tions without loss of items. This strategy can be easily embedded in
AprioriH-Closed to produce lossless high utility itemsets even when the database
has too many long transactions. AprioriH-Closed with transaction splitting will
outperform existing high ultility itemset mining algorithms on real and synthetic
datasets.
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Efficient Mining of Top k-Closed Itemset
in Real Time

Riddhi Anjankumar Shah, M. Janaki Meena and S.P. Syed Ibrahim

Abstract Analytics of Streaming data has been interesting and one of the profound
research areas in the Data Science. Analysis and examination of real time data is
one of the major areas of challenge in the BigData Analytics. One of the areas of
research being mining of top k-closed frequent Itemsets in real time. Therefore an
efficient algorithm MCSET(Mining closed itemsets) is proposed which uses Hash
mapping technique to mine efficiently the closed itemsets. Experimental results
shows that proposed algorithm has improved the scalability and improved the time
efficiency compared to the existing closed association rule mining algorithm of data
streams.

Keywords Big data analytic � Streaming data analytics � Association rule mining �
Frequent itemsets � Closed itemsets

1 Introduction

Big data “magnitude” has constantly changed from a dozen of terabytes to
numerous petabytes of data. Big data is analysis of huge, complex volume of data
generated both in structured and unstructured format. Extraction and examining of
significant data is one of the challenging tasks today.

One of the approaches of knowledge extraction in big data is data mining which
helps to transform the data in understandable format. Association rule mining is one
of the efficient and well proposed research technique used in generation of frequent
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itemsets. Frequent itemsets are created based on two criteria (1) Support
(2) Confidence. Support indicates how frequently items occur in dataset Support
(A => B) = P (A [ B) whereas confidence indicates number of times statements
have been found true. Confidence (A => B) = P (B/A) = Support (A [ B)/Support
(A), where A, B are data items.

Association rule Mining of frequent itemsets has mainly two drawbacks (a) if the
value of support is large then less or no frequent itemsets are generated in dataset. (b) if
the value of the support is less than larger number of frequent itemsets are generated.

To get the more optimized frequent itemsets, association rule can generate fre-
quent closed itemsets and there corresponding rules. Closed frequent itemsets are
itemsets in a data set if there exists no superset that has the same support count as its
original item set. Efficient Streaming of data is the major part to be researched in
bigdata analysis. Real time analysis of data is collected from different applications
such as sensor data, online transactions, e-commerce website, traffic transaction
data etc. Data Streams are continuous, unbounded large complex data which are
unstructured and distributed changing from time to time.

Mining of closed itemsets in data streaming is the new challenge of big data for
generation of optimum frequent itemsets. Initially all the data items are examined at
once. Secondly, frequent itemsets are classified depending on the support threshold.
Lastly closed itemsets are generated of the frequent itemsets.

2 Literature Survey

Significance of Big data is one of the most researched area in statistical analysis in
recent years. (Chang and Lee 2004; Chiet 2006; Feu et le 2000; Lee et al. 2006,
Jawie Han). Bigdata was proposed mainly to maintain the huge magnitude of dirty
and unclean data to extract knowledge from the same. With emerging of large data
increasing every second bigdata is going to play a vital role in the industry.

Numerous extraction techniques are there for getting interesting patters in which
association rule mining is the most prominent technique for extracting the frequent
itemsets from the database. Apriori algorithm is the simplest approach that finds the
frequent itemsets by using candidate key step by step. In apriori user defined
support and confidence is given and we have to consider that item with the user
defined support and confidence. Items are treated as a binary variable who’s values
are one or zero depends upon whether that item is present in database or not. In real
time environment many items may buy simultaneously, and each item has its own
percentage, volume and rate. Profit of the product is depend upon user interest.
Profitable extraction of items was thus considered for overcoming the drawbacks of
persistent items.

FP-Growth algorithm takes different procedure for extracting frequent itemsets
without creating candidate itemsets. It builds a FP-tree data structure and mines the
profitable itemsets from the FP-tree. It considers the data and finds the support for
each item. Removes the item having less support and then sort the frequent itemsets
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based on their support. It uses the Bottom up algorithm starting from leaves towards
the root. It also use divide and conquer approach for finding profitable itemsets. In
real time environment the original database is too huge to represent in form of
FP-tree which takes lot of memory space to overcome that a new algorithm is being
produced using hadoop framework for managing large amount of data (Fig. 1).

Hadoop is a Big Data framework which uses java language allowing distributed
processing of huge data sets across different system using an easy language.
Growing of e-commerce websites and online transactions of data is increasing in
real time. Many research papers have been presented for streaming of data analysis.
According to Streaming analysis of various papers the streaming of association rule
mining can be divided into three categories First finding of support of candidate
itemsets. Secondly, depending on the user specified threshold support the frequent
itemsets are classified in every transaction of sliding window. Thirdly, closed
itemsets are generated from the frequent itemsets.

Closed itemsets aremore customized frequent itemsetswhichwill givemore faster,
efficient and scalable performance of dataset. Streaming and distributing of data is one
of the most efficient practices of websites. Streaming of data can be classified into two
categories (1) Static Streaming: Here dataset is stable i.e. in non-changing state and if
change the before data becomes stateless i.e. which has no use in the present dataset
example: files, photos. (2) Dynamic Streaming: In this streaming data is nit constant it
keeps changing time to time for example: video/audio feed. Dynamic data is data
which changes with respect to time and here data can be read only once.

3 Existing System

“Interactive Mining of top k closed Itemsets from data Streams” mines the closed
frequent itemsets in data streaming using sliding window technique. Window
sliding is nothing but the block of limited number of transactions which moves
from time to time depending on the time horizon specified by the user. If a
transaction data stream is given then, a transaction sliding window sw with w
transactions and one positive integer k, the task was to mine the top k closed
frequent itemsets. Example 1: Let window size be 3 transactions. Consider a 5
transaction data set where it forms 3 consecutive sliding windows sw1, sw2, sw3.

Initially, the algorithm converts in the bit vector representation which is the most
efficient method of converting the data and extracting the information of data
streams.

TID  Itemset of transaction 
}4,3,2,1{1T
}5,4,3,2{2T

}3,2,1{3T
}3,2{4T
}4,1{5T

Fig. 1 Transaction database
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Secondly, they have built a closed itemsets Lattice which is the proposed data
structure where every node with the bit vector representation is created who’s of
each node. For each node the siblings of nx and ny node is generated and bit vector
representation is given to the same after generating all he siblings support is
computed of each node. If the support of nx! = ny then it is Nx is closed itemset else
Ny is the closed Itemset and the closed itemset is stored in the htc(Hash tag closed
itemset). After getting the first sliding window top k frequent itemsets the sliding
window of 2nd is activated by moving left shift of the bit vector representation of
each node and same procedure is followed (Fig. 2).

The insertion and deletion of the data itemsets is also explained for insertion of
new item the right most bit(xi) is set to 1 otherwise 0. Insertion uses top down
approach to generate candidate closed itemset. If the itemset to be inserted is closed
then it is updated in the closed itemset tree and support key is updated in closed
itemset lattice otherwise support is subtracted by 1. For deletion of a node or itemset
in the transaction the nodes bit vector is left shifted and the closed itemset lattice is
reconstructed. After rebuilding the structure the support of the affected closed
itemset is subtracted by1. If support after updating is lesser than 1 then the can-
didate key or node is removed from the tree. Bottom up enumeration is done.

Oldest transaction is deleted from the closed itemset lattice when window slides
from sw1 to sw2. The drawbacks of the existing system are (1) Bounded size (size
confined to number of transactions) and (2) Less scalable. The efficiency of the
existing system decreases with dynamic increase in the size of the dataset. To
overcome the following drawbacks new algorithm is proposed using bigdata
framework for both static and dynamic streaming which can take up to 1 lac
transaction with more scalable results.

Construction of CIL(closed  

itemsets lattice) 

Fig. 2 Existing system
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4 Proposed System

The main purpose of introducing the algorithm is to get more scalable and time
efficient results for both static and dynamic streaming. Mining of top k closed
itemsets is of great interest of researches from past few years to get more interesting
pattern combinations of the itemsets. Streaming has emerged since an online era of
websites has increased. To mine efficiently large amount of data a simple approach
has been proposed using big data framework for static streaming. The algorithm
mines the top k-closed frequent itemsets in streaming data.

Problem Definition: A non-empty set of items are taken I = {I1, I2…In} where
each row represents different transactions T = {T1,T2…Tn} which are static
streaming dataset. User specified support threshold is taken to find the frequent
itemsets of the given data set. An itemset Y if it is contained in transaction (z) where
the support of each item is denoted by sup(y) specifying number of transactions
containing X in dataset. An association rule specifies: Y => Z where Y, Z => I and
Y ˄ Z = null set. The support of the rule is denoted by sup(Y => Z) and represented
as sup (Y [ Z). The result for mining of top k closed frequent itemsets is divided
into three parts:

1. Find support for every item and combination of each such item in the database.
2. Depending on the support specified by the user the frequent itemsets are

generated.
3. Finally after generation of frequent itemsets closed frequent itemsets are gen-

erated by cross checking the support of each level of the dataset support. If the
support of the parent i.e. sup (Parent) = Sup (sibling) then sibling is the closed
itemsets else parent is the closed itemset.

Example: Consider a Transaction file (Fig. 3). Having 6 transactions initially
support count of each item is calculated and the result is stored in key value pair in
an output file. Here, for example sup(1)-3, sup(2)-5, sup(3)-1, sup(1,2)-2, sup(1,3)-
3, sup(2,3)-3 and sup(1,2,3)-2. After getting the support of each itemset the frequent
itemsets are generated depending on the user specified threshold. If the user
specified threshold is less than the sup (Ii) then i is the frequent itemset (Fig. 4).

Consider user defined threshold S = 2 then the frequent itemsets are {1, 2,(1, 2),
(1, 3),(2, 3),(1, 2, 3)). After getting the frequent itemsets level wise supports are
checked to get the closed itemset. The frequent itemsets generated are divided into 3
subsets based on the itemsets (1) containing only 1 element (2) ones containing 1

Id Itemset
I1 {1, 2, 3} 
I2 {2,3,4,5}
I3 {2,4,5,6}
I4 {1,3,4,5}
I5  {1,2,3,4,5} 
I6 {2,4,5,6}

Fig. 3 Transaction table
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but not 3 (3) ones containing 1, 2 but 3 (4) one containing 1, 3 but not 2 and finally
(5) one containing 1, 2, 3 itemsets. The support of each itemset is calculated
levelwise. Here the closed itemset generated are {(1, 3) and {1, 2, 3}). The algo-
rithm proposed for getting closed item set is Closet implemented in bigdata
framework. Here the algorithm is experimented for the static streaming data with
transactions up to 50 k. The algorithm is implemented in both hoop single and
multimode framework. The resulting data of top k-closed itemsets increases the
efficiency by increase of scalability, reducing the search space dramatically.

5 Exploratory Results

This segments reports the analysis of the proposed algorithm in contrast to the TKC
(top k-closed itemset) algorithm which was proposed earlier. The algorithm which
is proposed i.e. MCSET (mining closed itemset) which uses hash mapping tech-
nique to mine efficiently the closed itemset and has also increased the scalability of
the dataset which accepts data size of more than 50 k and in minimal time. The
algorithm supports high accuracy of output even for vast amount of data.
Experimental results have been performed on various platforms with configurations
like 4 GB RAM, Intel I3, I5 processor, Windows 8 os and Linux(Fedora) envi-
ronment. The transaction dataset varied from 10,000 to 50,000 itemsets. The
experimental results has shown the time efficiency with the use of BigData
framework with single and Multi node platforms. With increase in the node of
framework the time complexity is reduced. From the experimental result shown in
Fig. 5 Analysis of different hadoop framework nodes is been analysed. Greater the
transaction greater is the time complexity of the dataset in single and multi node.

Fig. 4 Proposed system
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Whereas the multinode takes lesser time compared to single node since the data
here gets distributed in multiple environment the performance time scrutinizes
completely.

6 Conclusion and Future Work

This paper proposes the top k closed frequent itemsets in real time streaming of
data. An efficient mining algorithm is introduced called MCSET (mining closed
itemset) which uses a technique called closet algorithm for generation of closed
itemsets. Another major goal of the proposing algorithm is to increase the scala-
bility of data in minimal time. The assessments of the proposed algorithm will
prove itself to be one of the efficient mining technique of top k-closed itemset al-
gorithm in streaming analysis of data. The future work will be related to work on
dynamic streaming analysis with more concise and generalized algorithm proposal.
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Mining Frequent Itemsets in Real Time

Nilanjana Dev Nath, M. Janaki Meena and S.P. Syed Ibrahim

Abstract Data streams are continuous, unbounded usually come in high speed and
have a data distribution which often changes with time. They can be analogous to
water stream which keeps on flowing on one direction. Data stream is used in many
application domains—one of it being the analysis of data in real time also known as
streaming data analytics. They vary to a large extent in case of storing in tradition
database which needs the database to be a static one. The store and analyze strategy
is not applicable in case of streaming data analytics. In order to analyze, it is
required to find a certain amount of associativity among the data stream. Such
associativity among the data items leads to the generation of association rules.
These association rules are an important class of methods of finding regularities/
patterns in such data. Using association rule mining all the interesting correlation
amongst the data can be used to derive. These relationships in the data items, can go
on to a large extent in helping larger transactions records in case of making a
decision or drawing a conclusion out of it. This paper makes use of Apriori
algorithm in data streams which can discard the non-frequent set of data-items and
can finally obtain the frequent itemsets from them.
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1 Introduction

In recent years, data size has outgrown to a great extent. This accelerates the need of
a sophisticated data mining and data analyzing algorithm that can find out the
patterns in data efficiently in lesser time. Here comes the picture of Big Data
Analytics that can handle such huge data that is being generated every minute,
every second. Big Data Analytics is the current demand for any data-centric
companies. It works on both static data or historical data as well as dynamic data or,
in other words, data streams. The growth of the huge data is characterised by the
four ‘V’s:

1. Volume: The increase in data can be used to describe this term. Huge trans-
action data items is stored so that they can be analyzed using some heuristics.

2. Variety: Data might be structured or unstructured based on their type. These
will be ambiguities and inconsistency amongst them. Hence it is required to
integrate all these data so they can be used for further processing.

3. Velocity: Streaming Data Analytics comes under this. The data which might be
unstructured and continuously flowing must be analyzed based on the speed.

4. Veracity: The data that is obtained from various sources need to checked for
authenticity and validation.

The data streams are mostly generated by mobile sensor networks, social net-
working sites and various other areas of applications like stock market data,
transaction records in banks, all records of sales in a shopping mall and monitoring
actions. All such data has to be analysed and information has to be extracted from it
in a timely manner. Association rule mining deals with deriving these rules that are
necessary to find out the number of occurrences of each items and hence to generate
some pattern from them. Streaming Data analytics have various applications most
important one being the prediction of sales and revenue for a company, also taking
remedies in case of an loss. It can also be used to find the customers trend and hence
and be used for drawing the conclusions faster and in an efficient manner. This
saves the overall cost for the company and the frauds and other anomalies can be
easily detected. All these makes streaming data analytics a very powerful domain
for all the enormous data that is being generated in today’s world each second.

When the data that is being considered is a real time data, analyzing data
becomes a hard nut to crack. Hence in this paper, a time frame has been considered
so that each time only certain amount of data has to be analyzed using an efficient
algorithm. This time of interest is referred to as a “time window”. Time horizon is
very much necessary in case of dynamic data streams as each second huge number
of data comes into picture. Apache Hadoop is used to handle such huge data stream.
It is an open-source software framework written in Java for distributed storage.
Hadoop core storage part is known as Hadoop Distributed File System (HDFS). It
also has a MapReduce processing part. Using hadoop data across different nodes
can be processed, leading to a parallel execution of a large amount of data. “locality
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of reference” of the data is used which makes the processing faster and efficient.
The following items makes up the hadoop framework:

1. HDFS: it is a distributed file system that stores data on systems
2. Hadoop YARN: it is a resource management platform.
3. Hadoop MapReduce: a programming model for large scale processing.

This paper overview can be demonstrated in the given flowchart (Fig. 1).

2 Literature Survey

The mining of data items can actually implies generation of the frequent items and
find out the association rules among them. Data mining an important technique for
extracting information from databases, has been proposed to solve this problem.
There are several functions of data mining, being “classification” is quite important.
It has also been used in various areas like finding out relationships among items and
doing the companies’ risk analysis, predicting all these becomes an important
factor.

Association [3, 9] among items or finding the association rules among the data
items is first thing that needs to be implemented before any prediction. These can be
done by finding out certain amount of support and confidence [1] between the
items. These things are necessary for predicting sales of any supermarket data and
also to find out which items should be placed together in a row in accordance with
their occurrences with respect to sales. For example an association rule can be like
“if 90 % of the customers are buying bread then it is more likely that they’ll butter
also along with it”. Hence it is more likely that bread and butter will be kept in same
section or nearby sections in a supermarket.

Input Data Stream (send as a batch)

Association Rule mining generation for each batch

Generating frequent itemset 

Frequent association rules

Fig. 1 Real time association
rule mining
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The problem of mining [11] association rules in large databases can be divided
into two subproblems:

(i) finding frequent itemsets;
(ii) generate the association rules among the data items.

The most important and significant algorithm for miningfrequent itemsets is
“Apriori”, was proposed by Agrawal and Srikant [6]. Parallel to apriori, another
algorithm called the FP-Tree [7] can also be used to to find the frequent itemsets.
The FP/Growth algorithm follows a merged pattern between the horizontal and
vertical model of a database. The transactions that are present in the database are
saved in form of a tree data structure and each article contains a pointer pointing
towards all transactions inside it. This new pattern of data structure, was named
FP-Tree. It had been created by Han et al. [2]. The root of the tree is labelled as
“null”. The transactions in a FP-Tree are arranged in a reverse order so that the tree
size remains small and the frequent items can remain closer to the root. Apriori goes
by the notion of generate and test approach. It first generates the itemsets and tests if
they are frequent or not with help of a given threshold value.

Let A = {i1, i2, …, iN} be a set of n distinct literals called items. Let D dataset be
a collection of transactions over A. Each transaction or record r 2 D contains a
subset of items, i.e., r ≡ {ii, ij, …, ik} � A. The number of items in r is called its
length. The transactions in D can entail different lengths. A subset of items I � A is
called an itemset [8]. The number of times that an itemset I occurs in the trans-
actions is the support count of I, which is denoted as supp(I). Frequent itemsets are
defined with respect to the support threshold S; as a result an itemset I is frequent if
supp(I) ≥ S. The itemset support count is related to the support count of its subsets
and supersets. In fact, given two itemsets I and J such that I � J, the number of
times that I occurs is at least the number of occurrences of J because the former is
part of the latter.

Therefore, supp Ið Þ� supp Jð Þ; 8I � J � A:
Also, it is better to classify an itemset A as being maximal frequent if A is

frequent, but any B � A is not [3]. If |A| is the cardinality of A, then the number of
possible distinct itemsets is 2|A|. There are two properties for the search space:

– Downward closure: If there exists subsets of a frequent itemset,then those
subsets are also frequent [4, 10]

– Anti-monotonocity: If there exists supersets of an infrequent itemset, then they
must also be infrequent.

For our convenience the itemsets are kept sorted in lexicographic order. The
number of items in the sets defines its size. So if there are item sets of size k then it
is called as k-itemset.

Apriori Algorithm

Lk: be the frequent itemsets
Bk: be the itemsets of k size after generation
C: the highest of all the transaction, i.e., the one which is large enough
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Thres: be the minimal threshold of the frequent itemset

1. Find the L1 first
2. For k = 1 (first pass)
3. While Lk ≠ Ø and k < C
4. Do

Bk+1 = Lk join with Lk

Lk+1 = {I 2 Bk+1 |supp(I) ≥ Thres}

5. k = k+1
6. end while
7. return U LK

In apriori the very first step is to scan the database first. After scanning the
database single set items(k = 1), i.e., 1-itemset needs to be found out. All the values
in the 1-itemset has to unique hence they are called candidate itemsets. These
candidate itemsets are passed through database again till there are no unique
1-itemsets available. These are put in Lk. Every step given in this algorithm com-
prises of two step. The very first is the generation of (k + 1)-itemsets from the
elements present in Lk. And then they are placed in Bk + 1. The generation of

Fig. 2 Apriori example
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candidate sets is formed by joining Lk with Lk. Here the two itemsets I1, I2 2 Lk are
merged and they have (k − 1) items in common to them. The final itemset I = I1 U
I2, which has k + 1 items, next is inserted in Bk+1.

After this operation again scanning of the database is done and support is cal-
culated. The itemsets whose support is below the threshold Thres is discarded. This
process continues till passes covered becomes equal to C. The final ouput comes
after frequent itemsets form Lk with k = 1, 2, 3, …. C are merged.

Let us consider a transaction (Fig. 2).

3 Existing System

A window can be regarded as a time frame. The time interval can be regarded as the
“frame of interest”.. As the window slides new transactions enter the system. We
calculate the capacity for that many transactions at a time. In the article “Mining
frequent itemsets in data streams within a time horizon” [4] compares various
algorithms and its performance within a limited time horizon.

Definition 1: Limited window A window is said to be limited if it has finite lower
bound.

As transaction entering in and out of the window will vary and so the itemsets
will also vary in accordance with it. Here fixed window is taken into account. The
memory capacity is the maximum number of elements the window can hold at that
point of time. The flow of the records going in and out of the window is considered
same. The capacity of the window changes in accordance with the degree of interest
μ(ti) and this can be defined by the mathematical equation

CðWÞ ¼
X

ti2W
lðtiÞ

Smooth window is considered here which can be defined as

minðlðtiÞ; lðtjÞÞ� lðtkÞ�maxðlðtiÞ; lðtjÞÞ8ti\tk\tj2W :

A smooth window can be made asymptotically limited by

CðWÞ ¼ lim
ti!1

X

ti2W
lðtiÞ ¼ c 2�0; þ1½

Here, the frequent items are generated in way that that it appears as if the frame
of interest and data stream are going hand in hand. Transaction- sensitive sliding
window are not considered. Real time data flows in and out of the window and the
final itemsets are generated after merging with all the smaller subproblems The
sliding-window filtering (SWF) algorithm was proposed by Lee et al. [5]. It consists
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of sequence of partitions. Each of these holds a certain number of transactions. The
transactions that are oldest are discarded so that a new partition makes its way to the
frame of interest. Here as a part of the work, sliding window model has been
considered more appropriate.

The figure depicting asymptotically limitedwindow is shown below (Figs. 3 and 4)
The existing system makes use of only limited windows and hence for large

datasets it might lead to a failure. Hence we go for the proposed system.

4 Proposed System

Finding out the frequent itemsets for smaller data sets can be obtained without
much hassle. But when the data size is huge finding out the frequent itemsets
becomes quite difficult.

Fig. 3 An asymptotically limited window

Fig. 4 Flowchart of the
existing system
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In the proposed system the following things has been done:

1. Input the large dataset
2. From the given data sets the frequency of all the combinations within it has been

determined i.e., the support count for each of itemsets is determined
individually.

3. A certain threshold has been given
4. From the given threshold and comparing the support for the individual itemsets,

the frequent itemsets has been generated (Fig. 5).

“Dynamic window” here corresponds to window size has is not finite. The
transactions inside it are distributed across various nodes so that the result is
obtained in lesser time and hence it more efficient.

From the frequent itemsets the association rules can be generated. Also the
closed itemset can be found but that does is beyond the scope of this work.

5 Experimental Results and Future Work

Basically apriori algorithm is used here but a slight variation. Apriori usually fails
to work in case of large datasets since the time complexity becomes almost
exponential but here we make use of hadoop’s multi node platform and hence
results are obtained within a very short period of time. The configurations that had
been used here are:

RAM: 32 GB
PROCESSOR: I7
STORAGE: 1 TB

Fig. 5 Flowchart of the
proposed system
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TRANSACTION SET: 50,000 Transactions
FRAMEWORK: HADOOP

Here we used a large dataset of 50,000 transactions with 100 unique items and
measure the performance in case of a single node and multi node hadoop platform.
The single node consists of only one system i.e., only one computer is needed and
the whole transaction record is passed to the system. In multi node, four systems are
connected and all the records are distributed across all the four systems. Thus the
records gets executed in parallel and results are obtained exceptionally faster. We
can depict this using a graph shown in Fig. 6)

Here it is seen that in case of single node when the number of transaction is
10,000 the time taken by multinode is almost same. But as the number of trans-
action increases by 10,000 each time, there is a huge difference seen between the
time taken by single node and multinode analysis. By the time the number of
transaction reaches 50,000, the single node configuration will be almost take more
than double the time taken by multinode. Hence it is seen that in case of large
transaction that is growing each time multinode configuration is more suited. This
work can be extended for even larger datasets using spark framework.

6 Conclusion

This work comprises of the generation of frequent itemset from a real time
streaming data. Apriori algorithm is used in order to generate the frequent items
using which we can analyze the data arriving inside the window in a specified time
period and generate the frequent itemsets. The results found with the help of
hadoop’s multi node system is less time consuming and effective as compared to
single node configuration of hadoop framework.
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Adaptation of SQL-Isolation Levels
to No-SQL Consistency Metrics

Bhagyashri Vyas and Shraddha Phansalkar

Abstract Big-data applications are deployed on cloud data-stores for the aug-
mented performance metrics like availability, scalability and responsiveness.
However they assure higher performance at the cost of lower consistency guaran-
tees. The commercial cloud data-stores have unassured lower consistency guaran-
tees which are measured with different metrics. For a traditional application
deployed on relational databases with strong and assured consistency guarantees,
SQL isolation levels have been used as a measure for the user to specify his/her
consistency requirements. Migration of these applications to No-SQL data-stores
necessitates a mapping of the changed levels of consistency from SQL isolation
levels to No-SQL standard consistency metrics. This work gives insight to user
about the adaptation in changed levels and guarantees of consistency from SQL
isolation levels to No-SQL consistency metric.

Keywords Migration � Consistency metrics � SQL-isolation level � No-SQL

1 Introduction

In the contemporary cloud applications, data consistency is rationed with No-SQL
data stores. The data consistency investigation in the replicated database system
implies agreement of values between geographically distributed replicas that is all
the replicas should have same status. With the advent of 24×7 availability, however
this consensus is very difficult to achieve.

No-SQL data stores have implicit constraints on consistency guarantees to
leverage the performance like response time, scalability. Lower levels of consis-
tency are mostly levels of consistency like eventual consistency [1]. Eventual
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Consistency and other lower levels of consistency are unassured and they are not
directly measurable. Many works are focussed on the measurement of consistency
guarantees in No-SQL data-stores [2–4]. Although they define all levels of
consistency, NOSQL databases do not provide insights to mapping of these levels
to those of ACID transactions in RDBMS.

This is left to the interpretation and understanding of the end-user and requires a
manual support. The SQL isolation levels are attributed to SQL transaction and all
the data objects in the transaction are observed with the same isolation level.
Consistency index (CI) is a data characteristic and is thus co-related to SQL iso-
lation level.

In RDBMS the isolation levels to measure consistency are called as
SQL-isolation levels [5]. The isolation levels control the locking and row-versioning
behaviour of transaction.

No-SQL data stores do not have these kinds of isolation levels in [5] consistency
is measured using a semantic called Consistency Index (CI) which determines
consistency of a data-object with an index value in [0,1]. Consistency index is
defined as the ratio of number of correct reads user observes to the total number of
reads on a data-object. CI can be considered as a measure of accuracy of read
transactions on a data item and can also be used to interpret as an expected value of
consistency for a data item.

In this work, we choose Consistency Index (CI) as a No-SQL consistency metric
and map it to the SQL-isolation levels to give an insight to the new No-SQL data
user about the changed interpretations of the consistency metrics.

In this work we use Amazon SimpleDB as No-SQL data-store in which CI is
modelled for every data-object. The different SQL-isolation levels are implemented
with efficient use of locks and semaphores. The resultant CI and the performance
with respect to response-time is observed for every isolation level. Thus the user is
able to gain insight about the choice of the traditional isolation levels, the resultant
CI and the consequent performance of the application on the No-SQL data-store.

The rest of the paper is structured in the following sections. In Sect. 2, the related
work on adaptation of consistency metrics from SQL isolation levels to NO SQL
data store is presented. In Sects. 3 and 4 the standard definition of isolation level
and Consistency Index is presented. In Sects. 5 and 6 Implementation set up for
measuring the isolation level with CI and the response time of the application is
presented. We reproduce definition of CI and redefine the SQL-isolation levels from
implementation point of view. In Sect. 7 shows the conclusion.

2 Related Work

Migration from SQL to No-SQL database reveals that No- SQL database does not
support ACID transaction. Researchers applied several approaches to improve these
consistency anomalies. However all these anomalies are supplemented with con-
sistency measures which are unassured.

336 B. Vyas and S. Phansalkar



In [2] Scalable Transaction Management with Snapshot Isolation based trans-
action execution, the model is a multi-version based approach utilizing the opti-
mistic concurrency control concepts with SI model helps to provide serializable
transaction. The main approach is to decouple the transaction management func-
tions from the storage service and integrate them with the application level pro-
cesses. Thus it guarantees the scalable consistent transaction on No- SQL data store.
The work in the article [3] contributes to how trends have changed in database for
optimization problem while focusing on service-oriented architecture. The proposed
28mec architecture inconsistency is handled at application layer because at storage
layer there is no access and control entity Authors also talked about minimization of
cost designing the system which helps to resolve inconsistencies rather they prevent
from inconsistencies. In his work [6], Kraska et al. consider having a middle level
layer above the storage, where different consistency models are supported with
different performance properties, and then the client can choose dynamically what
is appropriate. They build a theoretical model to analyze the impact of the choice of
consistency model in terms of performance and cost, propose a framework that
allows for specifying different consistency guarantees on data. This paper imple-
ments the design of TACT Tunable Availability and Consistency Tradeoffs [7]
through the help of three independent metrics a conit-based consistency model was
developed to capture the semantics space between strong and optimistic consistency
model for replicated of services.

In the work [4], authors put forth a user-perspective of consistency in any
replicated database and proposed quantitative measure of data consistency with
Consistency Index(CI). CI is user comprehensive consistency metric which is also
used to express expected level of consistency.

Although there is a good work on measuring consistency, Objective of work is to
establish dependency. This can be further used for finding their level of interactions
with consistency guarantees to develop a predictor model for CI.

3 Isolation Levels

In RDBMS, the concept of isolation [5] refers transaction integrity. Database iso-
lation levels have greater impact on ACID properties. Isolation in database systems
is all about transaction or queries and the consistency and correctness of data
retrieved by queries. There are four levels of isolation according to need of con-
sistency in RDBMS.

(A) Read uncommitted—This isolation level reads data, that is not consistent
with other parts of table and it may or may not be committed. This isolation
level ensures the fastest performance but with the dirty reads. No locking
mechanism is deployed.

(B) Read committed—In this isolation level, the rows returned by the query are
the rows that were committed when the query was started. And therefore
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dirty reads do not occur. Lock mechanism is implemented on READ
operation.

(C) Repeatable Read—READ and WRITE locks both are implemented. The
rows returned by a query are the rows that were committed when the
transaction was started. The changes made by other transaction were not
present when the transaction was started, and therefore will not be included
in the query result.

(D) Serializable—This isolation level specifies that all transactions occur in a
completely isolated fashion, meaning as if all transactions in the system were
executed serially, one after the other. The DBMS can execute two or more
transactions at the same time only if the illusion of serial execution can be
maintained. This is highest level of isolation which ensures full consistency
in the system. The following table depicts read phenomena (Table 1).

4 Consistency Index

In distributed environment, replication on a data object is carried out for various
read and updates operation in the system. Consistency index(CI) [4] of replicated
data object can be defined as the proportion of correct reads on the object to the
total number of reads on all replicas in the system for an observed period. The value
of CI falls in the range of [0,1]. Strong consistency means the CI value is closer to
1. It guarantees serializable level. And 0 shows the weaker level of consistency. So
when the value is closer to 0, the CI guarantees are lower. Other isolation levels are
categorized between these range. The formula suggests how many correct read
operations are performed in the system.

CI ¼ Number of correct reads ðRCÞ
Total number of reads ðRÞ ð5Þ

Replicas are the major part of the system. Higher the number of replicas, the
response time will be increasing. It may also lead to the incorrect read. The fre-
quency of the incorrect read would be depend on the time gap and thread

Table 1 Isolation levels and read phenomena

Read
uncommitted

Read committed Repeatable read Serializable

No lock Write lock Read and write
lock

Table lock

Dirty read
occur

Non repeatable read and phantom
read occur

Phantom read
occur

None

Less response
time

Average response time Average
response time

High response
time
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synchronization. The synchronization between all replicas for performing opera-
tions on data object should affect the value of CI. Following are the factors for the
affecting the CI-

1. Workload
2. Average time gap between an update and read in real time.
3. Number of Replica

5 Implementation

We built experimental set up to execute explicitly all four isolation levels on
Amazon SimpleDB [1]. We used TPCC web-application and data-object stock for
deploying data. The data object of TPCC schema [8] was implemented on Amazon
SimpleDB. TPCC is a popular benchmark for comparing OLTP performance on
various software and hardware configurations. It simulates complete computing
environment where population of users executes transaction against database. It
carries out five transactions as New Order transaction (which creates new order),
Payment transaction (execution of payment), Stock level transaction (reads stock
level), Delivery transaction (Delivery of items to the customer) and Order Status
transaction (Status of Order placed) on entities. We calculate CI on the stock_qty
attribute of stock_item domain in TPCC schema. The Stock_qty has semantic
transactions like new_order, stock_level transactions which are read and update
operations in database.

Amazon SimpleDB is defined database in which tables are called as domains and
these domains were replicated at application level. Amazon SimpleDB is a highly
available and flexible non-relational data store. Developers simply store and query
data items via web services requests and Amazon SimpleDB does the rest. It is a
No-SQL document oriented data store with a very simple and flexible schema with
weaker consistency guarantees, with little or no administrative burden. SimpleDB
creates and manages multiple geographically distributed replicas of your data
automatically to enable high availability and data durability. It organizes data in
domains within which you can write data, retrieve data, or run queries. Domains
consist of items that are described by attribute name-value pairs. Amazon
SimpleDB keeps multiple copies of each domain. A successful write guarantees that
all copies of the domain will durably persist. Amazon SimpleDB supports two read
consistency options i.e. eventually consistent read and consistent read. An even-
tually consistent read might not reflect the results of a recently completed write.
Consistency across all copies of the data is usually reached within a second;
repeating a read after a short time should return the updated data. A consistent read
returns a result that reflects all writes that received a successful response prior to the
read. In our research we have explicitly introduce the mechanism semaphores based
locks to achieve the locking as in RDBMS. As the default level of consistency in
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SimpleDB is eventual consistency the levels of consistency can be simulated on the
top of this level at application layer.

Replication Policy—“Write through policy” is the update policy in which
update message is passed to all other replicas. This ensures that updates are safely
stored on all the replicas. The write-through policy is good for consistency critical
applications.

Time Gap—Arrival of a transaction is random in the system. Also the type of
transaction can be a read or update transaction. The relative arrival time of a read
transaction from the preceding update is critical determinant for the successful read
[4]. Hence we have also varied the time–gap in the different isolation levels and
observed its effects on observed value of CI.

At any given time, for different number of replicas, we measured the number of
replicas that were updated.

6 Implementation of Isolation Levels

As discussed in Sect. 3 we have 4 isolation levels. The implementation of different
isolation levels is done through the simulation of transaction as discussed in Sect. 5.
The locking of different object is carried out with semaphore like mutex. The stock
level transaction verifies of stock_qty of item in TPCC.

1. Read Uncommitted

This is the first isolation level and has very low consistency. It allows all the
three concurrency phenomena i.e. dirty read, repeatable read and phantom read. The
concurrency is affected by locking implementation in a system. The shared locks
mechanism can control concurrency effectively. Read uncommitted level has no
shared locks at all, resulting in “dirty reads” the outcome of dirty reads will show
the variation in the value of CI. The value is approximately zero implies no or very
few correct reads are carried out.

The transactions were simulated with read and write requests continuously
without interleaving any delay. The locking mechanism was by passed.
Transactions could read from or write to any replicas. There is no acquisition and
release of locks. The uncommitted data is read by transactions which would give an
arbitrary value of CI on consensus.

Table 2 depicts that time gap between the transactions 0–5000 ms. As discussed
in [4] the time gap between an update and read transaction is the critical deter-
minant of the correctness of read operation. This isolation level does not implement
any locking and hence the correctness of read is determined by the time gap
between read and preceding update.

We varied the Time gap from 0 to 5000 and observed that for a given no of
replicas, CI (correctness of read) increased with time gap as shown in Table 2.

Number of replicas: With the increase in the number of replicas, CI decreases.
This is because of the increase in availability, correctness is at stake. To control CI
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for a given number of replicas. We have modified the time gap between a read and
an update. CI increases with increases in time gap for a given number of replicas.

Response Time: For a given response time the average response time increases
with the delay as discussed in [4]. This is also observed in Table 2. Also the average
response time increases with the number of replicas.

2. Read Committed

The SQL standard defines read committed level as second weaker isolation level
among four other isolation levels. Many search engines used this as default level.
The transaction which is running under read-committed isolations reads only the
committed data. Those reads prevents dirty reads. The synchronization of data
access would take place through ‘acquire’ and ‘release’ lock. The behaviour of
lock would decide the access of locking acquire and release granularity item of all
replicas. According to the definition of read-committed, we implement it as the
acquire lock was placed before WRITE operation so that any uncommitted data
could not be read by users. We then observe the correct read.

This isolation level has only write lock and hence the correctness of read is
determined by time gap between read and preceding update.

We varied the time gap from 0 to 5000 and observed that for a given number of
replicas, CI (correctness of read) increased with time gap as shown in Table 3.

For the given number of replicas the average response time increases with the
delay. This is also observed in Tables 2 and 3 have same observation and also the
average response time increases with the number of replicas. But there is imple-
mentation of lock which prevents from dirty read and user will get higher level of
consistency. To control CI for a given number of replicas, we have modified the

Table 2 CI level of read uncommitted

Number of replicas Time gap (ms) Avg response time (ms) CI

5 3000 11,829 0.1

7 3000 8506 0.14

7 4000 12,290 0.1

7 1000 12,686 0.07

10 5000 14,340 0.1

10 4000 13,098 0.05

Table 3 CI level of read committed

Number of replicas Time gap (ms) Avg. response time (ms) CI

5 3000 11,897 0.5

5 4390 12,352 0.9

7 4000 12,382 0.6

7 5000 13,254 0.9

10 5000 15,822 0.9
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time gap between between read and update. CI increases with increase in time
gap. In this level user is getting high number of correct read as shown in Table 3.

3. Repeatable Read

The next strongest level is repeatable read. In this level only single concurrency
phenomena known as “phantom read” occur. The repeatable read isolation level
provides a guarantee that data will not change for the life of the transaction once it
has been read for the first time. Repeatable read can be implemented with one
update query on the stock_item and simultaneous insert query on stock_item.

However ecommerce application rarely implies aggregate function. We measure
CI for every data object which is an individual stock_item. There is no time gap.
The granularity of items of domains and replicas are in resultant of an aggregate
query. Hence the results of repeatable read yields a CI of value 1.

4. Serializable Read

The last and strongest consistency level is Serializable which prevents from all
concurrency phenomena. Serializable read can be implemented with lock on whole
domain. It will maintain the illusion of serial execution. So that every domain will
work serially. But the response time is higher and we obtain the value of CI as 1

7 Conclusion

The relational databases have already predefined isolation levels although they are
clearly defined, they are the database perspective when we adapt the applications to
parameters in a given isolation level. Our work demonstrates the adaptation of SQL
isolation level to No-SQL CI. The semantics space between strong and weak
consistency is gained by explicit implementation of isolation levels on No-SQL
data stores. We would further deploy statistical models on isolation levels to predict
desired value of CI with parameters in a given isolation level. NO-SQL, user must
have a clear insight of adaptation semantics. Hence we chose CI from literature
which is user perspective of measuring consistency.
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Mood Based Recommendation System
in Social Media Using PSV Algorithm

R. Anto Arockia Rosaline and R. Parvathi

Abstract Social media plays a vital role in real life events. The overall mood of a
tweeter can be assessed through tweets if they are put through sentiment analysis.
An analysis is performed on the various tweets and the missing values are found out
for the topic opinion. A model for recommendation system based on the positive
score associated with each topic has been proposed.

Keywords Mood � Sentiment � Social media � Twitter � Recommendation �
Tweets

1 Introduction

Microblogging is so popular because it has a flow of public opinion. The most
popular microblogging service is Twitter. From the opinion rich resource Twitter
emotional knowledge can be obtained. This emotional tone or the attitude is termed
to be Mood. It is a robust way of expressing the sentiment. Using the microblogs as
source it is possible to predict the recent styles, can give an alert message, know the
public opinion on an event and also can present a recommendation system.

Tweeters may have interests on the same topic but can have different opinions.
A recommendation scheme involving both the interests and sentiment need to be
presented. Our proposed work gives a recommendation model which involves three
techniques. First method is data collection. Here a real time twitter data is collected
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from Twitter and the tweets are labeled as positive or negative based on the user
topic opinion. Second technique involves predicting the missing values using
matrix factorization. The third method involves the generation of the actual rec-
ommendation model.

2 Related Work

Nguyen et al. [1] has clustered the communities based on mood. Livejournal nearly
offers 132 moods. This way of clustering the people with negative mood needs to
be identified. Then those people with mental illness need to provided mental
support and they should be closely monitored.

Ren and Wu [2] has presented the low-rank matrix factorization method as the
basic model to predict the user-topic opinion prediction. In Twitter, a user’s friends
and followers are defined as social friends. To model the social context the social
friend relationship network is used. Modeling the topical context is based on the
hypotheses that if two topics are similar in content the users also will give similar
opinion for those two topics.

Dhall et al. [3] has done the work to detect the group’s mood based on the
structure of the group. The happiness intensities of the individual faces contribute to
the perceived group mood.

Tang et al. [4] has proposed a method say MoodCast to predict the emotion in
social network. They have proposed an approach to model the emotional states of
the user in an efficient manner. Saari and Eerola [5] has predicted mood information
in music. The use of dimensional emotion model to represent moods was supported
by their analysis of the structure of the tag data.

The problem of social affective text mining has been analyzed by Bao et al. [6].
The connections between online documents and user generated social emotions
were found out by them. Turney [7] has presented a simple unsupervised learning
algorithm which was used to classify a review as recommended or not recom-
mended. The written review is the input for the algorithm and the output is the
classification. Munezero et al. [8] work is to differentiate five terms such as affect,
feeling, emotion, sentiment and opinion detection.

3 Techniques

3.1 Data Collection

The process of data collection involves collecting the tweets for U number of
tweeters for the T number of topics from Twitter. Table 1 indicates the number of
tweets collected for 5 tweeters and 5 topics. Those topics are related to IPL (Indian
Premier League) and the tweets are collected from real time twitter data.
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Topic 1 indicates Chennai super kings, Topic 2 indicates Mumbai Indians, Topic
3 indicates Rajasthan Royals, Topic 4 indicates Royal Challengers Bangalore,
Topic 5 indicates Kolkata knight Riders.

The real world dataset which is collected from Twitter can be labeled as positive
or negative based on the user topic opinion. Using a credible sentiment analysis
program the mood of the user can well be analyzed based on the presence of words
and emoticons. The score is on a scale of 1 (neutral) to 5 (very positive) or −1
(neutral) to −5 (very negative). Each entry in Table 2 indicates the positive score
obtained from the set of tweets given by a particular tweeter on a particular Topic.
Likewise Table 3 indicates the negative score.

3.2 Prediction

As observed in Tables 2 and 3 it is clear that Tweeter 4 has not given any tweets for
the Topics 3, 4 and 5. It is necessary to predict the unknown values from the other
known values. Matrix factorization (MF) technique has been used to predict the
unknown values. MF is used because of having good scalability, accurate predic-
tion and flexibility.

Table 1 Total number of
tweets (N)

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

Tweeter 1 295 409 1 1 8

Tweeter 2 364 464 2 2 6

Tweeter 3 436 567 1 8 22

Tweeter 4 1 2 0 0 0

Tweeter 5 203 343 4 6 5

Table 2 Positive score (PS) Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

Tweeter 1 1.15 1.14 2 3 1.75

Tweeter 2 1.14 1.33 1.5 2 2

Tweeter 3 2.33 2.34 1 1.63 1.5

Tweeter 4 1 2 0 0 0

Tweeter 5 1.38 1.83 1.25 1 1.2

Table 3 Negative score (NS) Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

Tweeter 1 1.17 1.12 1 1 2.25

Tweeter 2 1.15 1.13 1 1 1.67

Tweeter 3 1.74 1.55 1 2.63 1.23

Tweeter 4 1 1 0 0 0

Tweeter 5 1.28 1.16 1 1.33 2.8
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Consider a set U of tweeters, and a set T of items. Let R of size Uj j � Tj j be the
matrix that contains the positive score the tweeters have assigned to the topics. It is
also assumed that there are k latent features. The task is to find two matri-
ces Pða Uj j�KmatrixÞ andQða Tj j�KmatrixÞ such that their product approximates R.
Table 4 shows the predicted missing values using MF for positive score.

3.3 Recommendation and Presentation

After the prediction using matrix factorization the volume is computed from the
number of tweets given by the tweeter i to topic j and the total number of tweets
given by that tweeter. Volume is computed by the equation

VolumeVij ¼ Nij=RNi ð1Þ

where i represents the tweeter and j represents the topic.
Then the average volume for each topic is calculated from the volume and the

number of tweeters as follows:

Average Volume AVi ¼ RVji=U ð2Þ

where i represents the topic and j represents the tweeter.
Then the average positive score for each topic is calculated from the total

positive score and the number of tweeters by the equation as follows:

Average positive score APSi ¼ RPSji=U ð3Þ

where i represents the topic and j represents the tweeter.
The topic that has to be recommended is one that has the maximum value of the

product of average positive score and average volume.

RECi ¼ AVi � APSi ð4Þ

where i represents the topic.
Thus the PSV (Positive Sentiment Volume) algorithm given below gives a suit-

able recommendation system based on the weighting function sentiment and volume.

Table 4 Predicted missing
values using matrix
factorization for positive score

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

Tweeter 1 1.15 1.14 2 3 1.75

Tweeter 2 1.14 1.33 1.5 2 2

Tweeter 3 2.33 2.34 1 1.63 1.5

Tweeter 4 1 2 1.37 1.86 1.54

Tweeter 5 1.38 1.83 1.25 1 1.2
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Table 5 shows the average volume and average positive score obtained for each
topic. It is observed that that the topic 2 has the maximum value and so it is
recommended.

Table 5 Computing the product of average volume and average positive score

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

Average volume (AV) 0.1970 0.2707 0.0012 0.0025 0.0062

Average positive score (APS) 1.4 1.728 1.424 1.898 1.598

Average volume * Average positive score
(REC)

0.27584 0.46779 0.00172 0.00492 0.00998
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4 Analysis of Other Algorithms

The survey [9] has been carried out on some of the articles on the various categories
such as sentiment analysis, sentiment classification and emotion detection. Table 6
shows the survey that has been carried out on various articles which includes the
algorithms used, tasks performed and the polarity.

The PSV algorithm performs the tasks such as sentiment analysis, sentiment
classification and emotion detection. Unlike the other algorithms PSV is used to
handle any missing data from the available data using the matrix factorization
technique. PSV also handles any unexpected labeling in an efficient way.

The proposed algorithm is capable of detecting any kind of mood from the
tweets and the emoticons. Thus the PSV algorithm is more efficient and provides
more accuracy.

5 Results

The real world dataset has been collected from Twitter for the various topics. The
tweets collected from the twitter have revealed that the tweeters may have different
opinions on the similar topics. Sometimes they may not be interested in tweeting for
a particular topic. In that case using matrix factorization their mood can be traced
out from the sentiment found in other tweets.

Sentiment found in the tweets is the way by which we can trace their mood. By
analyzing what they have tweeted i.e. sentiment and the volume of their tweets it is
possible to present a recommendation system. It is also evident that the proposed
mood based recommendation system holds good for real time twitter data as the
recommendation coincides with the result of the IPL event.

6 Analysis and Discussion

An error analysis has been conducted on the obtained results. The various cate-
gories of errors are listed below:

1. Unpredictable mood

From any tweets, it is possible to predict the mood which is a strong form of
sentiment expression. It is because of using a credible sentiment analysis program
which is used to find out the sentiment from the text and emoticons.

2. Missing data

If any data is missing i.e. the tweeter has not given any tweets on a specific topic,
it is possible to predict it from the other data available. So handling of missing data
is much simpler.
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3. Unexpected labeling

In a tweet if there is a word expressing the happiness say “happy” and also an
emoticon to express the sad feeling, the credible sentiment analysis program han-
dles this kind of unexpected labeling in an efficient way. It handles the situation by
assigning a positive score to the word happy and a negative score to the emoticon.

7 Conclusion and Future Work

In this paper a recommendation system is presented which is purely based on the
user’s mood. The basic concept behind this work is that users having similar
interests on a topic may have different opinions. The algorithm namely PSV
(Positive Sentiment Volume) which is based on the positive sentiment and volume
has been used for the recommendation system. Thus this work makes the recom-
mendation more accurate and reliable in Twitter.

As future work there is a plan to undergo a deep sensitivity analysis to incor-
porate the social context in twitter using undirected weighted graph. Also analysis
has to be carried out including the negative score and present a recommendation
based on it.

References

1. Nguyen, T., Phung, D., Adams, B., Venkatesh, S.: Mood Sensing from Social Media Texts and
its Applications. Springer, London (2013)

2. Ren, F., Wu, Y.: Predicting user-topic opinions in twitter with social and topical context. IEEE
Trans. Affect. Comput. 4, 412–424 (2013)

3. Dhall, A., Goecke, R., Gedeon, T.: Automatic group happiness intensity analysis. IEEE Trans.
Affect. Comput. 6(1), 13–26 (2015)

4. Tang, J., Zhang, Y., Sun, J., Rao, J., Yu, W., Chen, Y., Fong, A.C.M.: Quantitative study of
individual emotional states in social networks. IEEE Trans. Affect. Comput. 3(2), 132–144
(2012)

5. Saari, P., Eerola, T.: Semantic computing of moods based on tags in social media of music.
IEEE Trans. Knowl. Data Eng. 26(10), 2548–2560 (2014)

6. Bao, S., Xu, S., Zhang, L., Yan, R., Su, Z., Han, D., Yu, Y.: Mining social emotions from
affective text. IEEE Trans. Knowl. Data Eng. 24(9), 1658–1670 (2012)

7. Turney, P.D.: Thumbs up or thumbs down? Semantic orientation applied to unsupervised
classification of reviews. In: Proceedings of the 40th Annual Meeting of the Association for
Computational Linguistics (ACL), Philadelphia (2002)

8. Munezero, M., Montero, C.S., Sutinen, E., Pajunen, J.: Are they different? Affect, feeling,
emotion, sentiment, and opinion detection in text. IEEE Trans. Affect. Comput. 5(2), 101–111
(2014)

9. Medhat, W., Hassan, A., Korashy, H.: Sentiment analysis algorithms and applications: a survey.
Ain Shams Eng. J. 5(4), 1093–1113 (2014)

352 R.A.A. Rosaline and R. Parvathi



Design of Lagrangian Decomposition
Model for Energy Management
Using SCADA System

R. Subramani and C. Vijayalakhsmi

Abstract This paper mainly deals with the design and analysis of an Energy
Management model using a SCADA (Supervisory Control and Data Acquisition)
system. Each power system is restricted by its applicable control authority, forming
a decentralized structure by using consistent network. A central optimal power flow
problem is decomposed into distributed subproblems to obtain the optimal solution.
A new energy management model is designed which enables a flexible and efficient
operation of various power plants. Based on the numerical calculations and
graphical representations the renewable energy sources in both configurations is
independent of the enduring or intermittent main energy resource availability,
which leads to effective production.

Keywords Distribution automation � SCADA (Supervisory Control and Data
Acquisition) � Transmission � Lagrangian relaxation � Energy management �
Optimal power flow

1 Introduction

Electrical energy is fundamental factor of the industrialized and all round progress
of any country. Centrally, electricity is generated in huge quantity and transmitted
efficiently. Electrical energy is preserved on each step in the procedure of pro-
duction, transmission, distribution and consumption of electrical energy. It is very
difficult to handle the electrical industries which are very complex in the largest
industries in the world. Particularly the electrical industries have very challenging
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problems to be handled through power Engineering, in designing potential power
system to distribute large size of electrical energy. These procedures as well as its
control play a vital role in the Electrical Power Engineering world. During this
automated electricity forward world, it is important that the power utility man-
agement has to be taken case for energy efficiency.

SCADA systems are mainly used in huge and superior levels of power systems,
to collect the data such as transmission measurements, status information, and
control signals to and from Remote Terminal Units (RTUs) must be changed to play
their expected functions at the core of the concept of smart grid the grid of the
future. A successive SCADA result is more important to effective operation of a
utility’s most significant and costly distribution, transmission, and generation
assets. It is an open loop system. These systems may be collective with a data
acquisition system by adding the use of coded signals over communication chan-
nels to acquire information about the status of the remote equipment for display or
for recording functions. SCADA system is used for real time control and moni-
toring of electrical network from the remote location. The proposed SCADA is
flexible and preserves smart performance, have been dynamically adapted to the
context of the power system.

A Distribution Control System (DCS) is a process control system that uses a
network to interconnect sensors, controllers, operator terminals and actuators.
A DCS typically contains one or more computers for control and mostly use both
proprietary interconnections and protocols for communications SCADA may be
called Human-Machine Interface (HMI). The basic design of a SCADA system
contains multi controller stations and a supervisory control station in limited or in
secluded. Throughout the control system consists of Remote Terminal Units
(RTU) and Programmable Logic Controllers (PLC) called data collection collective
units which utilizes control station, operators can monitor status and provide the
corresponding commands to the appropriate devices.

2 Major Concerns of Power System

(i) Superiority: Stability of the preferred frequency intensity and voltage;
(ii) Consistency: Very low breakdown rate of the system and components;
(iii) Safety measures: Robustness—usual situation yet at the back disorder;
(iv) Permanence: Preserve synchronism under disorder; (v) Wealth: Optimizing
the resources, supervision and preservation Costs.

The key features of SCADA systems are given as follows:
(i) New stage in stimulating grid consistency—improved profits; (ii) Practical

difficulty identification and decision—high consistency; (iii) Gathering the
mandatory electric power authority requirements—improved consumer fulfillment;
(iv) Dynamic conscious resolution providing—cost deductions and enlarged
proceeds.
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3 Applications of a SCADA System in Power Stations

• Fault location, separation
• Load Balancing
• Load Control
• Remote Metering.

4 Literature Review

In past research, a complete introduction about Smart SCADA and Automation
System in Power Plants was discussed by Desai et al. [1]. Vale [2] proposed a
methodology which reveals that Energy contextual energy resource management.
Maheswari and Vijayalakshmi [3] implemented a Lagrangian Decomposition
Model for Power Management systems by Distribution Automation. Zhong et al.
[4] proposed a decomposition method for integrated dispatch of generation and load
which reveals that the parallel computing techniques are utilized with IEEE 30-bus
and 118-bus to accelerate the computations. Various applications of phasor mea-
surement units (PMUs) in electric power system networks and utilities are discussed
by Singh et al. [5]. Logenthiran et al. [6] combines Lagrangian Relaxation
(LR) simultaneously Evolutionary Algorithm (EA) to provide a hybrid algorithm
for the real time energy environments. Shalini et al. [7] proposed a model which
presents the project management phases of SCADA for real time implementation.
Leonardi and Mathioudakis [8] focused on the Industrial Control System of the
electrical sector, particularly on the Smart Grid which provides that the essential
background information on SCADA and utility applications that run typically at the
control center of transmission or distribution grid operators.

Felix et al. [9] reviewed the functions and architectures of control centers; their
past, present and likely future. Sayeed Salam [10] compressed a unit commitment
problem which reveals the generation of thermal and hydro units using Lagrangian
Relaxation technique. Vale [11] has proposed a model reveals that the requirements
of upcoming power stations operating in the environment of the higher penetration
of distributed generation. Dobriceanu and Bitoleanu [12] proposed a model for the
water distribution stations using a SCADA system which allows the optimum
performance of the pumping system, safety and survival growth in the equipments
and installations exploring, and so obtained the efficient energy utility and most
favorable supervision of the drinkable water. Roy [13] proposed a complete con-
troller of an electrical power system network using SCADA system. Felix et al. [9]
reviewed the functions and architectures of control centers; their past, present and
likely future. Ausgeführt [14] combined decomposition algotithm with Meta
heuristics for the Knapsack Constrained Maximum Spanning Tree Problems. Nishi
[15] anaysed the solution procedure and structure for various Petri Nets using LR
technique.
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5 Parameters

N—The set of connected nodes for wireless
network

Nt—Total study time (hours)

Fk,i—Input of flow in time slot k Vi—Voltage magnitude of flow i

Fi
min—Minimum input of flow i Vi

min—Lower bounds of voltage magnitude

Vi
max—Upper bounds of voltage magnitude IPVi—Photovoltaic i unit electric power

θi—Voltage phase angle of flow i IVi—Voltage i unit electric power

θi
min—Lower bounds of voltage phase angle
for each flow i

IPVacti—Photovoltaic i unit rapidly available
electric power

θi
max—Upper bounds of voltage phase angle
for each flow i

IWINDacti—Wind i unit rapidly available
electric power

ei—per unit transmit power of flow i IBIOacti—Biomass i unit rapidly available
electric power

Ci—Cost resource of the system in flow i IVacti—Voltage i unit rapidly available electric
power

Csi—Set up cost of unit i at time slot k Pi(k)—Power output of unit i at time slot k in
mega volt (MV)

Cvi—Voltage Cost for unit i at time slot k Ri(k)—Allocated reserve power of generation i
at time slot k

Cpvi—Production cost of photovoltaic unit i
at time slot k

Pi
min—Minimum power flow transmission line

i at time slot k

CBIOi—Production cost of Biomass i unit Pi
max—Maximum power flow transmission line

i at time slot k

CWINDI—Production cost of Wind i unit PD(k)—System load demand at time slot k
(MV)

CFi—Production cost of Fuel
thermo-electric i unit

Ii(k)—Commitment state (0 or 1) of flow i at
time slot k

IBIOi—Biomass i unit electric power

IWINDi—Wind i unit electric power

IFi—Fuel thermo-electric i unit electric
power

6 Optimization Model Formulation

Min
XN

i¼1

XNt

k¼1

½CiIiðkÞþCviIiðkÞþCSiIiðkÞþCpviIiðkÞþCF iIiðkÞþCWIND iIiðkÞþCBIO iIiðkÞ�

ð1Þ
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Max
XN

i¼1

XNt

k¼1

Fk;i ð2Þ

Min
XN

i¼1

XNt

k¼1

½Ci þCvi þCSi þCpvi þCF i þCWIND i þCBIO i� ð3Þ

subject to

XNt

k¼1

Fk;i þ
XN

i¼1

Vi �
XNt

k¼1

XN

i¼1

Pmin
i ð4Þ

XN

i¼1

IF i þ
XN

i¼1

IBIO i þ
XN

i¼1

IWIND i þ
XN

i¼1

IPV i þ
XN

i¼1

IV i �
XN

i¼1

IDEMAND ð5Þ

XNt

k¼1

XN

i¼1

Fk;i �Fmin
i 8i ð6Þ

RiðkÞþ PiðkÞ� Pmax
i ðkÞ i ¼ 1; 2; . . .;N; k ¼ 1; 2; . . .;Nt ð7Þ

Pmin
i ðkÞ� PiðkÞ� Pmax

i ðkÞ ð8Þ

0�RiðkÞ� Pmax
i ðkÞ � Pmin

i ðkÞ ð9Þ

XNt

k¼1

XN

i¼1

PiIiðkÞ�PDðkÞ ð10Þ

Vmin
i �Vi �Vmax

i 8i ð11Þ

hmin
i � hi � hmax

i 8i ð12Þ

0� IVi � IVacti 8i ð13Þ

0� IPVi � IPVacti 8i ð14Þ

0� IWINDi � IWINDacti 8i ð15Þ

0� IBIOi � IBIOacti 8i ð16Þ

Vi � eihi � 0

IFi � 0 8i ð17Þ
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7 Lagrangian Decomposition Model

Lagrangian Relaxation (LR) and Dynamic Programming are extensively used to
develop the grade of an industry. While compared to the other mathematical
approaches these methods are has a reasonable computation time. Normally the
optimal bounds for the optimization problems are obtained by using LR technique.
Due to the flexibility in dealing with the different types of constraints the proposed
method (LR) is more beneficial. An iterative method used to solve the subproblems;
on solving subproblems the Lagrangian multipliers are frequently updated.
A heuristic method is applied to adjust the present infeasible solution to the
invention of feasible solution. These optimal solutions are evaluated by using
duality gap called optimal bounds. Lagrangian relaxation is flexible in incorporating
supplementary combination constraints that have not been calculated so far. Each
constraint has its Lagrangian multiplier for each period of iteration those are
adjoined into the objective of the proposed Lagrangian problem. However, the
degree of sub optimality and the number of units are inversely related. These
feasible branches are obtained by relaxing one or more constraints with the help of
Lagrangian multiplier.

The LR approach replaces the problem of identifying the optimal values of all the
decision variables with one of finding optimal values for the Lagrangian multipliers.
This has been done in a Lagrangian based heuristic method. The main advantage of
Lagrangian-based heuristics is that the production of optimal boundaries of the
optimal solution for the main problem. For all standard dataset to the Lagrangian
multipliers, the solution lies in the Lagrangian model which is less than or equal to
the solution of the original model. Optimization model is designed for the power
generation and distribution problem. The central theme of the objective of the
proposed model is to minimize the sum of the total operating cost and economic
dispatch costs. These factors are subject to demand, reserve, generator capacity and
generator schedule constraints. The proposed Lagrangian Decomposition Model
(sub-problem) gives the minimum production cost to the Optimization Model.

Generation of power can be distributed through a substation which is a part of an
electrical generation, transmission, and distribution system. Substations transform
voltage from low to high, or the reverse, or perform any of several other important
functions. Between the generating station and consumer, electric power may flow
through several substations at different voltage levels. In Power Distribution,
Optimal Power Flow (OPF) Problem minimizes the total generation cost with
respect to active power and reactive power. Optimizing the reactive power distri-
bution network is a sub problem of OPF which minimizes the active power losses in
the transmission network. Transmission network losses can be minimized by
installing Distributed Generation capacity (DG) units. These DG units increase the
maximum load ability of the system by improving the system voltage profiles on
the distribution system. Studies on computational results for the proposed opti-
mization models indicate that the Lagrangian Relaxation technique is capable of
solving large problems to the acceptable convergence.
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A LR approach is presented for the optimization problems in different areas of
power system. Optimization models have been formulated with respect to various
parameters and operating conditions of the power system. The solutions of the
Optimization models are obtained from Lagrangian Decomposition (LD) models.
These LD models are achieved by Lagrangian Relaxation (LR) technique. In this
relax-and-cut scheme, the reformulation of the optimization problems which con-
tains addition of the relaxed constraints is associated with the Lagrangian multi-
pliers with respect to the additionally introduced variables which improve the
convergence rate dramatically. In order to obtain the optimal bounds of the above
objective function LR technique has been implemented. Based on the objective
function, the optimal solution is obtained. The difference between the lower and
upper bounds is defined as the “gap”.

L½U; k� ¼ Min Max
XN

i¼1

XNt

k¼1

Fk;i þ
XN

i¼1

XNt

k¼1

kiðFk;i � Fmin
i Þ

" #" #
ð18Þ

Subject to

Pmin
i ðkÞ� PiðkÞ� Pmax

i ðkÞ ð19Þ

0�RiðkÞ� Pmax
i ðkÞ � Pmin

i ðkÞ ð20Þ

Vmin
i �Vi �Vmax

i 8i ð21Þ

hmin
i � hi � hmax

i 8i ð22Þ

0� IVi � IVacti 8i ð23Þ

0� IPVi � IPVacti 8i ð24Þ

0� IWINDi � IWINDacti 8i ð25Þ

0� IBIOi � IBIOacti 8i ð26Þ

Vi � eihi � 0

ki � 0 8i ð27Þ

LR technique replaces the main problem with its relevant subproblems called
Lagrangian problem. The optimal solution the Lagrangian problem provides the
bounds of the objective function of the problem. The optimal solution is achieved
by relaxing one or more constraints of the proposed model, and adding these
constraints, multiplied by the corresponding Lagrangian multiplier (λ) in the
objective function. The objective of the proposed model is to relax (eliminate) the
constraints with the purpose of getting relaxed problem. When the Lagrangian
Multiplier gets the solution from the relaxed problem, it is very much easier to
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obtain optimal values of the main problem. The role of these multipliers is to derive
the Lagrangian problem towards a solution that satisfies the relaxed constraints.

Based on the solution part of the Lagrangian problem normally the Lagrangian
multipliers are attains the solutions from the relaxed constraints. Some of the
Lagrangian based algorithms include supplementary heuristics to adapt these
infeasible solutions to feasible solution. By this approach, the researchers are able to
generate suitable solutions to the original model. The optimal solution is obtained at
any point of extremum bound in all the procedure of solving feasible solution.
When the optimal gap reaches zero (Based on the model it can take some minimum
value) then the optimal solution has been obtained. Or else, when the optimal gap
gets suitably small (for example <1 %), the analyst might stop the process as well as
be fulfilled that the current feasible solution is in 1 % of optimality. In this paper,
Non Linear Integer programming model is designed, the optimal scheduling deci-
sion for each power flow is obtained by Lagrangian dual which minimizes the
power flow route losses.

8 Conclusion

This paper provides an optimal energy control efficient strategy for the electricity
systems by power generation and optimal load management systems. A Lagrangian
decomposition algorithm has been formulated as a Non-Linear Integer Programming
problem with respect to variety of optimal constraints energy cost, etc. A novel
SCADA-based decentralized approach is that proposes for power management in
today’s electricity forwarded market for efficient energy power management system.
The capacity of transmission lines is optimally allocated to individual transactions
for maximizing the social welfare. In the efficient power management systems, spot
prices and reserved prices in the market that are the significant parameters for the
profit based unit commitment problems.
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Twitter Data Classification Using Side
Information

Darshan Barapatre, M. Janaki Meena and S.P. Syed Ibrahim

Abstract The important aspect of information gathering is to know what people
think about particular topic. With the growth of IT and Internet, resource of
opinion-rich text goes on increasing and thus the importance of text classification is
increased in order to determine opinion about a subject. The main goal of sentiment
analysis is to define sentiment or polarity of a sentence or a piece of text. Polarity
means to check whether a particular piece text is positive, negative or neutral. The
goal is to extract useful data and present it in a clear way so that one can get a
general idea about people’s opinions. While doing Text analytics on posts or tweets
obtained from social networking site, along with text some useful information is
available know as Side Data. Such side data may be found in the form of access
behavior of user from web logs, referred links to sites, special symbols, emotions,
etc. This side data is helpful in predicting the polarity of the text. Further, the
process of classification can be done using SparkR to improve processing speed and
to analyze huge amount of data.

Keywords Big data analytics � Text classification � Sentimental analysis � Side
data � Distributed processing � Map reduce � SPARK

1 Introduction

Big data is a term used to represent large amount of data in a structured,
semi-structured and unstructured form which is difficult to process in traditional
database software. Big Data magnitude is constantly changing from dozens of
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terabyte to numerous petabytes due to rise of IT and high inclusion of Internet. To
gain value from this data, big data analytics is used where it processes huge data
and provides value in a timely manner.

Sentiment analysis is the most discussed topic of natural language processing
and text mining. Sentiment is a thought, view, attitude, opinion or feeling toward
something, such as a person, organization, product or location. It involves extrac-
tion of useful information obtained from posts or tweets of social networking sites
in order to analyze the polarity of a particular object. It is useful for analyzing trends
about a particular topic in the social media, helpful in marketing and research. It has
its uses in knowing popularity of new products, customer reviews on political
issues, in industrial markets, etc.

Huge amount of side data is present along with the text but extracting mean-
ingful information from it is a real task. Side data is some extra information present
with the actual data which can be used to provide the additional information to the
classifier for classifying the text in the categories of emotions. Attributes for
side data such as user web-logs, links and other non-textual attributes are hidden in
the documents. Such attributes provide insight about a particular subject in order to
improve opinions and reviews while performing sentiment analysis.

Side data can be found in many forms such as data about the user location or the
date and time when the tweets or post has been made. Moreover, if the user log files
are considered then this data may contain some information about the links which
user are frequently visiting. The analytics may include categorizing the users
according to their interests and suggesting websites to them based on their previous
interests. In cases, such data can sometimes useful in improving the quality of the
classification process, but it can also be a risky when the side-information present is
very complex. In such cases, it may also reduce the quality of mining process. The
basic approach deals with the process of classification in which attributes and side
data gives similar hints about the sentiment of text, and also ignore those aspects
which are conflicting.

Main goal of this paper is to study the classification of text data which is
obtained using various social networking sites, identifying and categorizing opin-
ions from it to determine whether the user’s opinion about a particular subject is
positive, negative, or neutral using the side data and to process it using Spark
environment.

2 Problem Statement

Accuracy of the twitter data classification may be improved when classifier is
constructed along with side data. Moreover, large amount of data can be analyzed
using Spark framework.
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3 Literature Survey

Big data is a collection of data that is huge and yet growing exponentially with time.
Its data is so large and complex that none of data management tools are able to store
and process it. It was mainly proposed to maintain huge amount of structured and
unstructured data and to extract knowledge from the same.

Subset of this broad field is “Text Mining”. It is the process of extracting useful
information from large volume of unstructured data usually in the form of text. Text
mining uses Data mining techniques for discovering useful patterns for texts. In
contrast with data mining, text mining extracts patterns from natural language text
rather than databases. It can help organizations in deriving valuable data from text
based content such as text documents, E-mails, Social media posts, etc. One such
type is “Sentiment Analysis”. Sentiment analysis is the task of identifying positive
or negative opinions and categorizing these opinions (obtained from piece of text
for e.g. blogs, user comments, community web sites, etc.) in order to determine
user’s opinion about particular topic.

R programming Tool provides the functionality for the data extraction from
social networking sites Facebook and Twitter. It provides a package called
“Sentiment” which distributes text into six classes namely Joy, Sadness, Fear,
Anger, Disgust and Unknown. We can also calculate Polarity (positive, negative or
neutral) of the posts. Social media’s providing access to its data via Access Token
which we have to generate by creating app on developer site [1].

R tool is now integrated with Apache Spark. Spark is an open-source, fast,
in-memory data processing engine. SparkR is an R package that allows us to
analyze large volume of data and interactively run programs on them from the R
tool. It uses Spark’s parallel DataFrame abstraction. We can create SparkR
DataFrames from “local” R data frames. SparkR supports all the Spark’s operations
and other analytical functions. They also support converting query results to and
from DataFrames. SparkR uses the Spark’s parallel engine, which gives us parallel
computing environment to scale larger sizes of data. It is a great package which
provides flexibility of the R language in order to perform fast computations on very
large volume of datasets. Spark computations are distributed over all the nodes
available on the Spark cluster, thus it can be used to analyze large volume of data
using R [2].

But accuracy of this technique is low because of sarcastic post and difficulty in
interpreting the mood of a subject. To improve accuracy, we can use “Side
Information” present with the posts or tweets. The side data considered in case of
the social networking site is the like count or the comment count or the share count
which can give the importance of the comment or Tweet. Given the character
limitations on tweets, classifying the sentiment of Twitter messages is most similar
to sentence-level sentiment analysis. However, the informal and specialized lan-
guage used in tweets, as well as the very nature of micro blogging domain make
Twitter sentiment analysis a very different task [3].
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4 Existing System

Figure 1 shows the existing system. In existing system, desired data from social
networking sites is extracted. This can be done using R tool by using packages
Rfacebook and twitterR. Extracted data is then preprocessed by removing special
symbols, numbers, links, spaces, etc. which are not required for analysis. After
preprocessing, we apply classification on text. R tool provides a package called
“Sentiment” which distributes text into Joy, Anger, Sadness, Fear, Disgust and
Unknown. Using Bayes Algorithm, we can define Polarity of text as Positive,
Negative or Neutral. Finally, plot the desired output.

5 Proposed System

In proposed system, we have to take care of large data and to access it efficiently.
Large amount of data can be extracted through Flume and stored on HDFS. To
process this large amount of data that we have to use Spark framework. This data is
then efficiently processed by Spark on multi-node environment. We try to improve
accuracy of classifier using side information. Side information is the additional data
present with actual text which can help in improving accuracy. On comparing
results of these two, using Side data accuracy of classifier may be improved
(Fig. 2).

Extracting data from desired 
posts of Facebook/Twitter

Preprocess the Data

Apply Classification on text

Plot the Output

Fig. 1 Existing system
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6 Dataset

Data can be obtained from social networking sites like Facebook or Twitter using
Flume and R tool packages like Rfacebook and twitterR. The pre-processing of
the data can be done using R packages tm and Snowball. Classification is then
applied on gathered data.

7 Experimental Analysis

As a starting point for this project, the tweets or posts obtained from the social
networking sites are taken from which we can tell sentiment about a particular
subject is positive, negative or neutral. To do so we can use R tool packages
Rfacebook and twitterR. Using these packages, we can get Posts or tweets on
required topic. To access data from Facebook or Twitter, we have to generate app
on respective developer site which provides Access Token through which we can
access data. Now we have to preprocess data to make it ready for Sentiment
Analysis by removing blank spaces, symbols, links, numbers, etc. After that we
perform Sentiment Analysis on preprocessed data using package called Sentiment.
It classifies the preprocessed text into six categories Joy, Sadness, Fear, Anger,

Extracting large amount of data from
Twitter using Flume

Apply Classification on text using
Side data

Plot the Output

Compare the Results

Preprocess the Data using SparkR

Fig. 2 Proposed system with
Spark framework
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Disgust and Unknown. And also polarity as weather posts or tweets is positive,
negative or neutral.

For small amount of dataset (approx. 500 kb), it ran in very small time of around
10–20 s. But for the file size of about 100–200 mb it will take very long time. So we
have to try the same with Big data platform.

We can use multi-node environment to process large volume of data using
Spark framework. To extract large amount of data from social networking site we
can use Flume. Flume lets Hadoop users ingest high-volume data into HDFS for
storage. It holds large amount of data and provides easier access. R tool is now
integrated with Spark. To provide Spark environment within Rtool R provides a
package called SparkR that allows us to analyze large volume of datasets and
parallelly run them on multiple nodes from Rshell. SparkR is based on Spark’s
parallel Data Frame abstraction. Using this package, we can classification of text
can be automatically distributed across all nodes Spark cluster. So this package can
be used to analyze terabytes of data using R. Further the work with the side data can
be carried out by taking those tweets or posts which are incorrectly classified and
using some extra information to classify those tweets and check whether the
accuracy can be increased or not.

8 Conclusion

In this project, text classification is being used in order to determine the opinion of a
speaker about particular subject. Using SparkR, we improved the processing of
large data in multi-node environment. We use side data so that accuracy of the
classifier may be improved.
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IoT Based Health Monitoring System
for Autistic Patients

K.B. Sundhara Kumar and Krishna Bairavi

Abstract The transition towards the field of Internet of Things is occurring
exponentially and with the advent of sensors and automation, a revolution in the
healthcare sector is certain. A persistent deficit in social communication and the
social interaction among people, especially children is termed as Autistic Spectrum
Disorder. Our system provides an automatic monitoring framework, using sensors,
for persons affected by autism. The system keeps track of the sensor readings that
are obtained from the brain signals of affected persons. The analytics are performed
on the collected data and a notification is constantly sent to their care-takers.

Keywords Autism � IoT � Wearable devices

1 Introduction

The ability to continuously obtain values and analyze them has already gathered a
lot of attention in the field of health-care. Rapid developments in this field as well as
in sensors and automation [1] could prove a boon, especially to the people who
cannot be physically present at all times to take care of the ill.

Autistic Spectrum Disorder is a group of complex and heterogeneous develop-
mental disorders involving multiple nervous system dysfunctions, that are generally
found in children in early stage of development. There are a lot of studies that have
attempted to classify the nervous system abnormalities associated with ASD. This
disorder is highly heritable and has high recurrence rates in siblings.

With technology like Internet of Things ruling the roost, wearable devices and
wireless body area network sensors are mainly used to curtail mortality from
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chronic diseases, by monitoring health parameters. Wearable devices are networked
devices that can collect data and track activities. These wearable technologies are
among the fast-growing subset of IoT and promise to provide more assistance in the
health-care domain.

ASD can be detected by taking Electroencephalograms. EEGs contain very
useful information pertaining to different psychological states of brain and it’s a
very effective tool to understand dynamics related to the brain.

Our proposed system uses a neurological sensor to collect the EEG waveforms
of patients and monitors this reading continuously. The system then sends out
e-mail alerts to the relevant persons. If the system detects any emergency condi-
tions, it alerts the respective doctor monitoring the patient on a regular basis.

2 Related Work

This section includes the most relevant works on our study. In this literature survey,
a comprehensive review on sensors and various techniques of data acquisition from
brain waves are discussed. These works are dedicated to autism related studies.

The authors of paper Nabar et al. [2] proposed an optimized framework to
achieve an optimal trade-off between the energy consumption and latency in
wireless body sensor networks. They proposed a polling based algorithm that
resolves the scheduling conflicts among the devices.

Emily Waltz [3] suggests that autism could be diagnosed in early development
stages in children using EEG. The study conducted on normal children and the
autistic ones prove that there were different coherent factors that distinguished a
normal kid from an autistic one. The connectivity pattern of the brain differed in
autistic children mostly in the left hemisphere which is responsible for speech, due
to which most of the autistic people have difficulties in communicating. This paved
way to proper diagnosis in early development stages using EEG, as opposed to
diagnosis through abnormal activities of the kid as in the past.

The authors of paper [4] have proposed an automated expert system for seizure
and epilepsy detection and classification. Epilepsy is characterized by uncontrolled
excessive activity by either a part or all of the central nervous system (CNS) due to
the presence of abnormalities. These abnormalities could be detected and classified
into different types by using SVM classifier which acts as an automatic classifier for
Disease Diagnostic Expert System (DDES) by placing electrodes on the brain using
10–20 electrode system.

The authors of paper [5] give an incisive view that EEG can be used to study
brain physiology, as it has high tolerance and temporal ability. It is suitable to study
abnormalities present in autism and is a non-invasive technique. Also, spectral
power coherence and hemispherical asymmetry were explained along with the EEG
resting state abnormalities. These resting state EEG abnormalities help in providing
a detailed platform for the study of Autism spectral disorder (ASD).
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The authors of paper [6] designed a dry sensor that overcame the drawbacks of
the conventional wet sensor that needed pre-requisites like proper abraded skin, and
conductive gel that should be applied to patient before starting the recording pro-
cedure. The designing of naval dry sensors ameliorated this arduous task of
applying gel and abrading the skin which is not possible every time. A 16 channel
wearable wireless EEG dry sensor was designed and proposed by Shang-Lin Wu
et al., which could trap EEG signals from the brain non-invasively without fol-
lowing any abrading procedure or applying conductive gel. It is cost effective and
was made into a wearable cap-like device of varied sizes. Hence it could be worn by
all, irrespective of the head size or age. The EEG waveforms are then sent to the
computer using brain–computer interface (BCI).

3 Proposed Work

The philosophy of this work is to provide long-term continuous support and
instantaneous health information of autism affected children to the medical prac-
titioners and the caretakers. The health information of the autistic patients is col-
lected using head-gear wearable sensor.

The brain readings of the affected persons are then sent to a continuously
monitoring server. On occurrence of any anomalies in the readings, alerts are raised
and an e-mail is sent to the respective care takers. In case of any emergency, alerts
are also sent to the medical practitioner. The individual patient’s details can also be
stored in a cloud environment [7] for effective scalability and security aspects.
Figure 1 shows the proposed system architecture.

Fig. 1 System architecture
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The work flow of this paper is discussed below:

• Collection of brain readings from the sensor
• Process the readings and send alerts to the respective doctor/care taker.

4 Implementation and Discussion

The EEG signals can be sensed from different locations in the brain by using
particular electrodes (e.g. 10–20 lead system can be used). FP1, FP2, represent the
position of these electrodes that are placed in the head of the subject whose brain
readings are to be taken. By selecting the number of channels that should be
recorded and the position of the brain from which the signals are supposed to be
recorded, we get a graph that displays the amplitude (in micro volts) versus
Time (in seconds) relationship of the EEG signal.

The wearable device consists of a sensor along with the lead electrodes that are
placed in certain positions, such that once the patient wears the device, brain signals
are sensed and can be recorded using the Acquire and Analyze software. The
software also has a function by which the position of the brain from which the
signals are collected can be changed accordingly.

From the obtained values, these readings can be represented as a graph for better
visualization. FP1 and FP2 positions are shown in the Fig. 2. The system then
checks whether the obtained readings are normal. Whenever there is any abnormal
reading from the patient, an alert is immediately sent to the respective person
in-charge. Based on the criticality of the situation, alerts will be automatically sent

Fig. 2 10–20 lead electrode system
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to either the doctor or the caretaker of the patient. By exposing our system to
various readings, our system can be trained to predict and give accurate results
(Figs. 3 and 4).
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Addressing Identity and Location Privacy
of Things for Indoor—Case Study
on Internet of Everything’s (IoE)

Ajay Nadargi and Mythili Thirugnanam

Abstract The “Internet of Everything” (IoE) expresses the delivery together of
knowledge, process, people and things to create networked associations additional
connected and useful than ever before. IoE encompasses each machine-to-machine
(M2M) and web of Things (IOT) technology. The standard security services aren’t
directly applied on IoT owing to totally different communication stacks and varied
standards. Thus versatile security mechanisms square measure required being fic-
titious, that handle the security threats in such dynamic setting of IoT. Notably,
mechanism serves main issues like identity management authentication assessment
and optimizing the secure transmission while not revealing their location. This
works proposed framework to create user privacy aware by detecting work sensitive
content of smart home environment data furthermore as offer privacy preservation
for identity and location privacy of IoT devices. Smart Home Environments IoT
application is taken into account as a case to look at the privacy and security
challenges of smart home environments IoT.

Keywords Internet of things � Internet of everything’s � Authentication � Location
privacy � Authorization � Network enforced policy � Secure analytics

1 Introduction

Internet of Things (IoT) has turn out as a reliable innovation to enhance the personal
satisfaction in smart homes through offering different intuitive, computerized and
calm administrations. “Internet of Things (IoT)” may as well be called “Internet of
Everything (IoE)”. The Internet of Everything (IoE) is changing how people and
things connect, how we collect and harness data, and how they all work together to
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enable intelligent processes. This is the Internet of Everything (IoE), a paradigm shift
that marks a new era of opportunity for everyone, from consumers and businesses to
cities and governments.

The Internet of Things (IoT) is a system of all inclusive individual physical
articles (or things), their mix with the Internet, and their portrayal in the virtual or
advanced world. As appeared in Fig. 1, the IoTs permit individuals and things to be
related wherever, whenever, with anybody and anything, in a perfect world utilizing
any way/system and any administration.

These IoT applications are categorized in [1]:

• Home and Personal: consist of personal homes [2].
• Enterprise: consist of scales of community [3].
• Utilities: consist of regional and national scale [4].
• Mobile—contains IoT applications stretch out crosswise over multi-space

because of dispersed network and scale [5].

In an ordinary smart home environment setting, IoT’s delivered by the incor-
poration of these electronic components are relied upon to sense, activity and
convey information gathered from blend of distinctive devices, clients, and PCs
associated in the earth with a perspective to reacting with specially designed
administrations to clients. Be that as it may, guaranteeing protection and sufficiently
giving security in these fundamental administrations introduced through IoT’s is a
principle issue in smart home situations. A smart home environment is expected to
be a modest physical world comprises of various devices on the whole with sensors,
shows, computational components, and actuators associating and trading data
with clients to present them with agreeable, secured, computerized, and tweaked
administrations.

Fig. 1 Schematic view of
internet of things
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2 Related Works

The essential definitions, patterns and components of IoT are exhibited in paper [6].
It portrays distinctive definitions given by diverse investigates of IoT. The author
likewise introduces uses of IoT and the areas which are affected by IoT. Additionally
the future examination headings identified with IoT innovation are specified. Then
again, paper [7] presents distinctive testing issues while constructing an IoT. It talks
about the security issues in IoT. In paper [8] depicts how the setting mindful figuring
is valuable for IoT. Setting mindful processing has turned out to be effective in
comprehension sensor information. It introduces the fundamental wording in con-
nection mindful processing furthermore demonstrates how this can be material to
IoT. The authors introduced review which incorporates strategies, routines, models,
applications, frameworks, functionalities and middleware resolutions joined with
circumstance mindfulness and IoT. The paper [9] portrays how IoT can be utilized
for making Smart City, where the employments of open assets are upgraded. In [10],
presented ECC supported mutual authentication protocol for IoT utilizing hash
capacities. Mutual authentication is accomplished among terminal hub and stage
utilizing mystery key cryptosystem presenting the issue of key stockpiling and
administration. The author [1] says in regards to diverse security challenges in Smart
City. It depicts the security issues when diverse devices are joined utilizing Internet
(IoT). The self guaranteed keys cryptosystem upheld circulated client confirmation
plan for WSN is introduced in [11], where just client hubs are verified. However this
is not minor answer for IoT. In [12], the author tended to the trouble of authentication
and secures correspondence in view of a shared key and is appropriate to restricted
area and can’t be utilized for expansive district. It manage shared validation however
can’t be reached out to an asset compelled environment. Effective identification and
authentication is exhibited in [13] and depends on the sign properties of the hub yet it
is not suitable for portable hubs. The signal’s heading is considered as a parameter
for node authentication yet it requires more investment to choose the sign bearing
with more memory and calculations included. In [14], cluster based authentication is
arranged which is chiefly suited for the cutting edge IoT, yet an attacker can get hold
of the circulation of cluster key and framework key sets. Era of arbitrary numbers
and marks makes significant computational overhead expending memory assets.
Portability is imperative part of versatile and remote correspondence and basically
out of sight of IoT. With the heterogeneous system topologies like Wi-Fi, LTE and
WiMax, authenticated services conveyance with legitimate access control set up on
the fly is a major test. Remote Internet Service Provider meandering (WISPr)
[15, 16] is a structural engineering, which proposes point by point particulars for
permitting between administrators wandering for Wi-Fi customers. WISPr utilizes
Remote Authentication Dial as a part of User Service (RADIUS) to give brought
together verification and approval. Investigation and security vulnerabilities of
RADIUS have been talked about in [17] because of its brought together nature. In
[18], the author gave a authentication parameter going amid the handshake. The
handshake procedure is tedious and in light of symmetric key cryptography with
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more memory necessity for vast prime numbers. Security appraisals of EAP have
been examined in [19] and investigated numerous shortcoming focuses.
Particularly EAP don’t address shared confirmation and not impervious to replay
attack. Key replication and replay attack on Authenticated Key Agreement
(AKA) have been exhibited in [20] which unmistakably demonstrates that there is
even a personality is connected with AKA, it is inclined to attack. Relative studies on
validation and key assentation techniques for 802.11 remote LANs are displayed in
[21]. This best in class in versatile and Wi-Fi environment plainly demonstrates that
there is a need of adaptable and secure verification plan. The author [2] expounded
outline, execution and assessment of an interruption location framework, called
SVELTE, for IoT. Here is intensely related exertion done in the MAGNET venture
[22, 23] where insurance affiliations get position with developed correspondence
raised and verification stays undetected. Authors offered a dispersed access control
key upheld on security layouts aside from attack strife is not uncovered. The authors
[24], offered an ECC supported authentication protocol however the primary issue is
that it is not Denial of Service (DoS) attack resistant. IoT comprises a number of
devices imperviousness to DoS attack is of vital significance.

3 Various Issues Identified in Smart Home Environment

3.1 Security in IoT

One of the central components in securing an IoT foundation is around device
identity and mechanisms to authenticate it. Today’s authentication and encryption
strategies are bolstered on cryptographic suites, for example, Advanced Encryption
Suite (AES) for classified Rivest-Shamir-Adleman (RSA) for computerized marks,
key transport and information transport and Diffie-Hellman (DH) for key transac-
tions and administration. While the conventions are hearty, they require high reg-
ister stage an asset that may not exist in all IoT-connected devices. Therefore,
authentication and authorization will require proper re-designing to suit our new
IoT joined world [25].

3.2 Privacy in IoT

Preservation of privacy has been a concern since the dawn of the Internet. IoT will
exacerbate the problem because many applications generate traceable signatures of
the location and behavior of the individuals. Privacy issues are particularly relevant
in Smart Home, and there are many interesting Smart Home applications that fall
within the area of IoT. It can refer to among others the following of smart home
equipments, the monitoring of vital insights for types of gear at home or in an
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assisted living facility. In this environment, it is vital to confirm device ownership
and the owner’s identity while decoupling the device from the proprietor.
Shadowing [25] is a mechanism that has been proposed to achieve this. In essence,
digital shadows enable the user’s objects to act on her behalf, storing just a virtual
identity that contains information about her attributes.

3.3 Security Challenges Within IoT Systems

As plot in the situations and the above attacks in IoT, authentication and privacy are
primary security issues which are to be tended to. These components must be
considered keeping in mind the end goal to create solid security assurance systems.

• Typically little, modest devices with practically no physical security
• Computing platforms, constrained in memory and compute resources, may not

support complex and evolving security algorithms due to the following factors:

– Restricted security work out capabilities
– Encryption algorithms need higher processing power
– Low CPU cycles versus effective encryption

• Designed to operate autonomously in the field with no backup connectivity if
primary connection is lost

• Requires secure remote management during and after on boarding
• Identification of endpoints in a scalable manner

– Individual—e.g., Home Smart Meter
– Group—e.g., All light bulbs in a room/home
– Scalability challenges of Individual versus Group
– Sometimes the location may be more important than the individual iden-

tifier (ID)

• Physical Security.

4 Proposed Smart Home Environment Security
Framework

To address the highly diverse IoT environment and the related security challenges, a
flexible security framework is required. Figure 2 illustrates the security environment
from an IoT perspective.

The proposed framework of the secure IoT system is depicted in Fig. 3. IoT
secure framework can periodically poll the sensor to retrieve data from it and
processing information and actuation. As far as preparing data the framework as of
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now takes into access policy approach and for a particular kind of activity. Keeping
in mind the end goal to ensure client security, the end-clients must to be in control
of access strategies identifying with their own information.

It consist of different parts namely,

1. Smart Things Networks
2. Data Centre
3. Core Networks
4. IoT Gateways.

Data Centre Data Centre

Core Network
Core Network

Smart Object
Smart Object

Data Protection & 
Confidentiality

IP Protection

Anti temper & Detection

Role Based Security

Dynamic Distributed Intelligence

Network Enforce / Segmentation

Authenticated Encryption

Connectivity Standards

Auto Enrollment Provisioning

Device Classification

Standards for Sensors & Actuator

Fig. 2 Proposed IoT security environment

Fig. 3 Secure IoT proposed framework
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4.1 Smart Things Networks

Smart things systems comprise of IoT Devices. Equipment segment, element or
framework that either measurers properties of a thing/accumulation of things or
impacts the properties of a thing/gathering of things or both impacts/measures.
Sensors and actuators are devices.

4.2 Data Centre

A Data Centre will act as repositories of data and application. It will be located
close to population hubs so they can receive and transmit data to IoT sensors
instantly.

4.3 Core Networks

It consists of IoT Data Handling, Data Access Policy and Data Pooling.

4.3.1 Data Access Policy

It is a committed extra part to the Security, Privacy and Trust since it involves
usefulness inside the IoT entryway kept up by Trust, Privacy and Security which
does not have segments running at this phase of information generation, near the
IoT resources or IoT devices. It addresses both authentication and location privacy
which is separated in two components:

1. Address Identity
2. Location Privacy.

1. Addressing Identity At the heart of this framework is the authentication layer,
used to provide and verify the identify information of an IoT entity. When
connected IoT devices (e.g., embedded sensors and actuators or endpoints) need
access to the IoT infrastructure, the trust relationship is initiated based on the
identity of the device.
How Address Identity works? It includes Authenticate(UserCredential) part
where UserCredential is sort of data utilized by the Authenticate usefulness to
check the Users identity to be authenticated (e.g. username–password pair, PIN
code, retinal distinguishing proof etc.). At long last, the Authorize segment
settles on yielding or denying access to a resource. Authorise (Authenticate,
Resource, ActionType). The Authorize function comprises of Authentication,
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Resource corresponds to the resources’ to be utilized, and ActionType assign the
activity to be completed upon the resources.

2. Location Privacy utilization of soft identities technique, where the authentic
identity of the user can be utilized to create different soft identities for particular
applications. Each soft identity can be intended for exact application or cir-
cumstance without uncovering preventable data, which can manual for security
infringement.
The another technique Pseudonymisation alludes to a strategy by which handle
that empower identification of a user inside of an information record or Object
are substitute by one or more fake identifiers. The reason for existing is to make
the Object less confined and these way lower IoT user (e.g. client or patient)
restrictions to its utilization.

4.3.2 IoT-Data Handling

It will be vital for Application and Data Service Providers to gather huge total of
IoT related information, shaped by a limitless number of IoT assets just about
continuously.

4.3.3 Data Pooling

A data pooling is the frequent point in the communication among the end point
users, offer synchronization capability of their data. This information is accessible
to all end point users in a simple, fast, common and accurate manner.

4.4 IoT-Gateways

It is generally situated at closeness of the devices to be associated. It comprises of
IoT-Data Handling, IoT-Resource Management and IoT-communication.

4.4.1 IoT-Communication

IoT-Communication will give normal and bland access to each sort of things
regardless of any specialized limitation on interchanges, ordinarily incorporating
various conventions and manage intermittence of availability for meandering
devices.
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4.4.2 IoT-Process Automation

IoT-Process Automation will propose to Services/Application providers general
capacities empowering to utilize commitment and arrangement designs that will
simplicity programming of programmed procedures including IoT resources.

4.4.3 IoT-Resource Management

Refers to the calculation components (i.e. programming running on devices), make
conceivable to assemble data about things and follow up on them.

4.4.4 IoT-Data Handling

The IoT-Data Handling will ready to handle effective information representation
positions (together with semantic information) and perform neighboring or close to
the IoT assets. They will have the capacity to execute information handling
capacities intending to create a littler arrangement of entangled information locally,
capacity by a lot of crude information and the keeping the flooding of the backend
framework.

5 Conclusions

New inventions that contribute to the Internet of Everything are manifesting
themselves in different ways globally, blurring the distinction between the digital
and physical worlds. In this paper considered IOT-based ‘Smart Home
Environment’ situation. In this paper, perceived a security’s percentage and privacy
threats and identified the require for cautious protection and proposed security
framework which demonstrates that attack resistant and incorporated methodology
for authentication and access control. As particular connections are considered,
gaps can likewise be identified and addressed.
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Intuitive Touch Interaction
to Amputated Fingers

B. Rajesh Kanna, Devarati Kar, Sandra Felice and Nikhil Joseph

Abstract Body parts have an important role in the life of a human being. In
today’s era, smart phones have also become a part of these body parts virtually.
Smart phones and touch devices are of different interaction medium and it has
essentially become a part and parcel of our daily life; equipped with touch based
screens and thus making the user to interact with the smart phone in a better way.
The objective of our project is to use smart phones without using touch feature and
use facial features to select the applications, thus making life more comfortable to
the end users especially the people with amputated or no fingers. The invention of
these smart phones played a vital role in improving the lives of the people with such
disabilities. These smart phones will be equipped with both the types of features like
touch screen with and without using hands.

Keywords Amputated fingers � Nose tracking � Eye wink � HCI

1 Introduction and Motivation

The mobile phones have come a long way as it was becoming an important means
for communication. As the time passed by, these mobiles got updated with different
functionalities and this evolution of these newly apt phones were termed as smart
phones.
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Figure 1 shows that the smart phones have modified the way we live our lives
[4]. About 13 % of the total population use smart phones a lot. 95 % of the smart
phone users search for local information via their phone. Besides making phone
calls, smart phones provide directions with the help of GPS, pictures with the help
of camera, play music and keep track of contacts and other applications of the
phone. It has also conjointly advanced in the fields of education and industry
providing us the facilities of net banking, e-Commerce, m-Commerce etc. About
54 % have made a purchase via their phone.

However, it is observed from the survey conducted by the USA every year,
50,000 new amputations are recorded each and every year. Ratio of upper limb to
lower limb is 1:4 [9]. Figure 2 show the number of smart phones in India grew 54 %
throughout in 2014, reaching 140 million in range and reaching 651 million in
number [9]. Again, the amount of tablets grew 1.7-fold in 2014, reaching 2 million
and reaching 18.7 million. India has become the world’s quickest growing mar-
ketplace for mobile-based stock commercialism since its launch in 2010. On the
National stock exchange of India, the turnover of mobile transactions has inflated
by a hundred and thirty percentages over the past year. Thus, sensible phone or

Fig. 1 Mobile phone usage around the world [4]

Fig. 2 Amputation risks [7]
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touch-based device has become a crucial part for all types of social elements. But
for such screens finger interaction is essential to trigger the user requirements. This
modernized technology cannot be directly utilized by people having no fingers or
multiple amputated fingers because all interactions on these medium are through
fingers. This necessity rules out access for the person with amputation.

Amputation is the removal of a person’s limbs or hand through some kind of
surgery or by some medical illness. It is used to control pain in the affected area of a
person. Causes for amputation may include, Severe injury (e.g.: From a vehicle
accident or serious burn), cancerous tumor in the muscle or bone of the limb,
Serious infection that does not heal better with antibiotics or other treatment and
Thickening of nerve tissue [10].

To explore all the features of touch devices fingers are mandate for operations
and there is no alternate methodology emphasized till date for amputated people.
Hence, a system should be proposed to bridge this gap. In this proposed work, we
investigated how touch-based software applications can be modified to extend the
usability for the amputated person. Thus, there is a necessity of a simple interaction
with minimum gestures which is able to assist proper functioning operations of
touch based phones.

2 Aim and Objective

The aim of our project is to develop a new system to interact with touch devices
without fingers designed specifically for people with no fingers or multiple
amputated fingers. We will be providing an alternate interaction to make the dis-
abled people INDEPENDENT. Hence, we aim to answer the following research
questions:

• Which are the previous methods adopted?
• What are the issues faced by the affected user group?
• Which method or approach should be considered to make more assistance to

affected user group?
• Which alternate mechanism works on the existing device making it cost

effective?

Further, facial recognition is a very efficient method of interaction, which has
become a common feature in smart phones. The human face can be used as a means
for security purpose. Moreover, bio-metric face recognition technology has
received significant attention in today’s world. Face recognition has distinct
advantages over fingerprints because of its non-contact process as compared with
other biometrics system. Moreover, the facial images can be captured from a dis-
tance without touching the person being identified. This does not require interacting
with that person. Thus, we are focusing more on looking for an ideal solution that
does not involve touch interactions. So, face recognition can be an ideal replace-
ment since it does not require touch as an interactional medium.
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3 Literature Survey

There exists a lot of research works on the detection of the facial features which
have done by people all over the world. Some papers have been studied by us to
know about the techniques and methods used by the researchers to get a clear view
of existing methods. Krlak and Strumio [6] describes about a vision-based human
computer interface which detects voluntary eye-blinks and interprets them as
control commands. Image processing methods like Haar-like features and template
matching techniques have been used for the purpose. An eye-blink detection
algorithm is applied which consisted of four steps—face detection, eye-region
extraction, eye-blink detection and eye-blink classification. Here the voluntary and
involuntary eye-blinks were resolved with threshold. If the duration of detected
eye-blink is more than 250 ms and less than 2 s, then it is regarded as a voluntary
one. The accuracy rate for this came out to be 99 % and the performance tests
demonstrate that the user interface was useful for people with disabilities but it
required a strenuous training session and time taken is little more.

Kraichan and Pumrin [5] presented a novel user interface with computer. Here
also, eye and face detection is done via Haar-like feature and template matching.
The center of eye-pair detection is mapped to the mouse coordinates in computer
screen where left and right click are controlled by blinking left and right eye
respectively. The experimental results suggested that the distance between users
and camera is preferable at 60 cm because the eye-center detection achieves 90 %
sensitivity. It also contributes 80 % sensitivity or more at the roll and pitch angles of
head pose between −15° and +15°.

Gorodnichy and Roy [3] employed nose as facial feature and the face-tracking
was carried based on tracking a convex shape nose feature. Recently, it has been
proved that the robustness of the feature tracking can be significantly improved if
instead of commonly used edge-based features such as corners of mouth, brows,
etc., the nose tip is used which laid the basis for this paper. For the tracking of the
nose, template matching is used which involves scanning a window of interest with
the peephole mask and comparing each thus feature vector with the template vector.
The intensity pattern of the tip of the nose is not affected much by the orientation of
the nose; which helps in designing the nose feature template. The accuracy was
about 90 % on this approach.

Richman [8] described about nose detection in images provided by the Eastman
Kodak Company. They proposed a nose detection algorithm which consisted of
three components, Preprocessor eliminates regions of the image which do not
contain noses through image differencing method. The support vector machine
employs a radial basis kernel function and classifies each feature vector generated
by the preprocessor. Finally, the post processor is used to convert support vector
machine values at each candidate pixel into a description of the number and
location of noses in an image. At each pixel, a simple pattern recognition scheme is
used to determine which pixels correspond to that of the nose and then a small
polygon is drawn around each of the pixels and overlapping polygons to detect the
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nose. The algorithm is reasonably successful despite costly measures like image
rescaling.

Anand et al. [1] proposed to use facial expressions for natural interaction,
especially with gadgets like smart phones, tablets, etc. They present a use-case
scenario of eBook reader application where the facial expressions are used to
control the device while using the application. A facial expression recognition
system was introduced which comprised of an action unit (AU) detection module
and an AU to emotion mapping module. The eBook reader ran in real-time at 15
frames per second which had a high level of accuracy. Challenges were like in the
form of facial occlusions that are static (eyeglasses, facial hair) and dynamic (hand).

Esaki et al. [2] used blinks for quick menu selection on a communicator which
was developed for the disabled. The input for the communicator was selected menu
was executed using the pupil area which were obtained from the custom made
image processor for eye-gaze detection. The voluntary and involuntary blinks were
distinguished by the difference of their duration by giving a proper threshold and
the results came out to be 100 %.

However all the above methods and techniques were developed and made
suitable for PC based systems not to touch based systems.

4 Conceptual Design

The conceptual design of the work is divided into six stages, which are mentioned
below, Fig. 3 shows the execution sequences of those stages.

• Design of multiple windows in the phone
• Mapping of front-end camera and menu windows
• Track nose pointer view1

Fig. 3 Proposed system flow diagram
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• Emulation of movement direction keys with respect to nose momentum
• Eye blink Tracking
• Emulation touch event with eye blink.

4.1 Design of Multiple Windows and Mapping of Front-End
Camera View and Main Menu

First let us know what a multi-window is. Multi-window is a feature in smart
phones which allows to run two applications simultaneously on your screen. This
feature is limited to supported apps, but does a great job of bringing true multi-
tasking to the Smartphone. The multi window feature can be enabled with the help
of the following steps:

1. Tap menu button.
2. Tap Settings.
3. Tap Display.
4. Tap the green button to enable multi window.

Click the home button to go back to the home screen. If you do not see the
Multi-Window handle somewhere on the left edge of the screen, you can long-press
the back button to open it. It does a great job of bringing true multitasking to the
smart phone. The multiple windows decide which windows are visible and also
perform transitions and animations of the window when opening or closing an app
or rotating the screen. Here, the multi window will be used for keeping one window
as the camera for tracking the face of the user and the other will be the main menu
for selection. The camera is the first view where the facial expressions are detected
and tracked for further navigation. The second view is the actual system where the
main menu is there. This is also known as providing simultaneous view on the
smart phone and a sample layout is depicted in Fig. 4.

Mapping means we are coordinating the movement of the facial feature along
with pointer on the menu to select an application. Here, the movement of the nose
tip viewed from the front end camera view is tracked. Since this movement is
mapped with menu pointer in view II, menu pointer moves as per the movement of
nosetip.

4.2 Nose Tip Tracking and Emulation of Direction Keys

Touch menu view is presented in the view II, which is navigated with the help of
nose by tracking it. Nose movement is coordinated with the movement of four
direction keys like up, down, right and left. This direction keys will give the actual
position of the application with which we want to work with as shown in Fig. 5.
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4.3 Eye Wink Tracking and Emulation of Tab Event

After the menu is present in front of the user, now it is time for selection of an
application and this will be probably done with the eye-wink. In other words, there
will be two events event one uses nose as a mouse and the eye-wink as a mode of
selection. These events will be passed to another view. Finally, motion feed from

Fig. 4 Provisioning of two views on the touch screen

Fig. 5 Emulation of 4-directional key per nose tip motion

Intuitive Touch Interaction to Amputated Fingers 393



View I could be mapped on to View II to interact with menu. Emulation touch
event with eye wink: For selection of menu with eye blink, it is actually used as a
replacement to touch action. We are using eye wink to select an application and it is
illustrated in Fig. 6.

5 Implementation

5.1 Android Studio

The Camera class in Android provides the startFaceDetection method to start face
detection on an Android phone. Once the method is called the camera will notify
Camera. FaceDetectionListener of the detected faces in the required frame. Now,
the images are captured by the Android framework through the android.hard-
ware.camera2 API. The relevant classes includes: android.hardware.camera2 and
Camera. The hardware.camera package provides the primary API for controlling
cameras of devices. It can be used to take pictures when building a camera
application. The Camera API is for controlling camera on devices. Similarly the
SurfaceView is a class, used to present a live camera preview to the user.

Fig. 6 Emulation of touch tapping from eye wink
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5.2 OpenCV

OpenCV is a library where we can work with real time images in any platform as in
android studio, eclipse, etc. There are certain algorithms in OpenCV with which we
can identify faces, videos. The classes of OpenCV used in our paper are for face
detection, eye-blink and nose detection which are briefly described below:

ClassMat—It represents a single-channel or multi-channel array which is dense and
represented on an n-dimensional space. Moreover, to store matrices and real or
complex-valued vectors, vector fields, point clouds, tensors, histograms we use this
class of OpenCv.
ClassRect—This OpenCv class can create Template class for 2D rectangles which
has the parameters as coordinates.
Class Point—OpenCv class Point can create Template 2D point class which is used
for converting point coordinates into the specified type like conversion of floating
point coordinates to integer coordinates.
Class Imgproc—This OpenCv class is for image processing.
Class CameraBridgeViewBase—This OpenCv class is a basic class which can
combine, bind and implement the camera of the device with the OpenCV library.
The important function of this class is to control when can the camera be enabled,
processed with the particular function and allow the listener to make any adjust-
ments to the camera frame. The resulting frame can be drawn once the job is done.
Class CascadeClassifier—The OpenCv class Cascade classifier is mainly used for
object detection like face detection, textures of a picture, which can be done with
the help of Violas Cascade Boosted classifiers using Haar or LBP features.
Class JavaCameraView—This OpenCv class is an implementation of the Bridge
View between the OpenCV and Java Camera. The class relays on the functionality
available in base class and only implements the required functions: connect Camera
—opens Java camera and sets the Preview Callback to be delivered.
Disconnect-Camera—closes the camera and stops preview. When frame is deliv-
ered via callback from Camera—it processed via OpenCV to be converted to RGB
format and then passed to the external callback for modifications if required.
Class VideoCapture—This OpenCv Class is used for capturing videos from cam-
eras and video recordings. C++ API is provided by this class for capturing video
from cameras or for reading video files.
Class FeatureDetector—This OpenCv class is used for 2D image feature detection.

6 Conclusion

The authors wish to thank the Ms. Sudha Ramalingam, Managing trustee of
ANBAGAM under the Manonmani Trust (NGO), registered office at Husain
House, No. 7, Kodi Chetty Street, Chennai for facilitating in indentifying the
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physically challenged people to gather the exact need of amputated person while
smart phone usage, Fig. 7 shows a field discussion and gather feedback from the
needy people. As of now, conceptual design of the proposed system was successful
done and we are in the process of development and testing the complete system.
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A Novel Approach for Web Service
Annotation Verification and Service
Parameters Validation Using Ontology

S. Shridevi and G. Raju

Abstract Semantic annotations of web services are useful in service discovery
only when it reflects accurate service. But the rate of defects in semantic annota-
tions was found to be very high due to the need for human interaction and expertise.
The purpose of this work is to verify the semantic annotation of web services. The
verification is based on the conventional testing process. In this paper, emphasis is
laid on automation of semantic annotations to increase the efficiency and accuracy
to provide useful web service through which the required data can be reproduced
according to the specification defined by the services. In particular, the study
proposed a technique from software testing to address the problem of semantic
annotation verification. A software testing has been well proven to be effective for
verification of software program behavior according to its specifications. By using a
test suite which consists of test cases with specific data values for feeding the
execution, therefore the expected outputs are generated as per the specification. As
specified by the test cases, the software is executed using the input values. In this
way, there is a possibility to identify a defect due to the inconsistency between the
output delivered and expected by a test case. The advantages of proposed model
are: (1) ease of use when information, (2) automatic compliance to system
requirements and specification, (3) improved accuracy, (4) use of ontology based
partitioning, (5) efficient defect detection mechanisms.

Keywords Web services �WSDL � Semantic annotation � Ontology � Testing and
validation
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1 Introduction

The rapid development of the Internet in recent years had resulted in the emergence
of large number of web services. The Web is now evolving into a distributed device
of computation from a collection of information resources such as to find the
weather, travel schedules, and the best restaurant while travelling. In addition, Web
services also been used as the technology for business process execution and
application integration. Although Web services are based on widely accepted
standards, the lack of a formal description of the meaning of their functionality and
the data exchanged has been a significant roadblock in the realization of integration.
As the number of Web services increase, it is important to discover and compose
Web services. This task forces the computer to do more of the necessary work
where the Semantic web (www.w3.org/2001/sw/) addresses this concern [1] and
expected to become a next-generation of the web. Semantic Web, aims at devel-
oping a global environment on top of web with interoperable, heterogeneous
organizations, humans, data repositories, web services, agents and applications.

Semantic Web Services offer the possibility of highly flexible web service
architectures, where new services can be quickly discovered, orchestrated and
composed into workflows [2]. The extent of description available in the current
WSDL standard leaves room for ambiguous interpretations of the functionality
and data of a Web service. To address these issues semantic annotation of
Web service elements are proposed, which explicates the exact semantics of
the Web service data and functionality elements that are crucial towards the use of
the Web service. This is done by annotating the Web service elements with con-
cepts in domain models or ontologies. Since ontologies represent an agreed upon
view of the modeled domain, any ambiguity in the interpretation of functionality or
data of a Web service is eliminated. The purpose of annotating Web services is to
enable unambiguous and automated service discovery and composition.

Yet, semantic annotations of web services are useful in service discovery only
when it reflects accurate service [3–5]. But the rate of defects in semantic anno-
tations is found to be very high due to the need for human interaction and expertise.
This is because, annotator neither involved in the domain ontology construction and
web service development. Presently there are no efficient mechanisms to check the
high rate of defects occurring while using semantic annotations. This makes the
system prone to disuse and is found to be highly ineffective. Since web service
providers supply annotations, therefore one would expect significantly low errors.
Yet, the integration of annotation failed to integrate with lifecycle development of
web services which resulted in annotation of third parties. In a typical scenario, an
annotator is required to analyze the defects and he/she should be involved in the
construction of ontology and in the development of web service, therefore there is a
possibility for mistaken interpretation of behaviors and concepts while selection of
annotation.

The structure of the paper is as follows: Sect. 1 critically reviews the previous
studies conducted elsewhere on semantic annotations. This section is followed by
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brief description of existing system (Sect. 2) and subsequently the proposed system
(Sect. 3). Section 4 presents the verification of semantic web service annotation
using conventional software testing technique based on the domain ontology. This
section also presents the verification process that includes multiple phases. The test
cases used in semantic annotation is used to reveal the defects in the web service.
The algorithm used in the testing technique reduces the effort of the manual
annotator. The execution of algorithm results in normal or abnormal termination,
which in turn determines the valid or invalid input. The most outstanding contri-
bution of this work is the foundation of a novel technique, which would cover both
the ontology concepts applied for annotation and its effectiveness of the adequacy
criteria by applying that in real-world situation (Sect. 5), in the case of online
shopping service.

2 Related Work

Recently, Web services related research area are found to be active and the fol-
lowing section reviews the previous major techniques, platforms, standards that
have been applied for web services closely related to present research.

2.1 Definitions of Concepts

The definitions of concepts used in this study are described as follows [6]:
Ontology: This term is understood from a philosophical point of view where it is
defined as “the knowledge of what is to be in oneself”. In the case, data processing
it refers to the structured set of knowledge in a domain. It is an explicit share
specification in a specific domain. Semantic annotation: A semantic annotation is
referent to a relative ontology where it is a link to its semantic description assigned
to an entity in the text. Reasoner: Based on the specific request it matches service
advertisement such as input and outputs. Matching: Based on some similarity
features, the matching operates two concepts such as inputs, output and precon-
dition and effects. This was done as per the Paolocci et al. [7].

2.2 Semantic Description Languages of Web

Several web service frameworks are promoted for W3C standardization where the
most frameworks are evolved from the WSDL-S Specifications. The prominent
ones are OWL-S (Ontology Web Language for Services), WSMO (Web service
Modeling Language), WSDL-S (Web service Description Language Semantic) and
SAWSDL (Semantic Annotation for Web service Description Language). These
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frameworks are reviewed based on the criteria such as Resources, property, lan-
guage, annotation, model and matching. Various studies have been conducted
previously and the following are the studies that are closely related to our concept.
Semantic web access control policies were discussed by Bonatti et al. [8], while
Denker et al. [9] developed the security annotations. Ankolekar et al. [10] proposed
DAML-S and DAML + OIL ontology to explain the web services capabilities and
properties. Further, author also described three aspects of ontology that includes the
service grounding, the process model and the service profile, where later provides
the information required for an agent to service discovery while service model
provides information for an agent to make use of a service. In specifically, author
has applied service grounding which connects with low level XML based
description of web services. The research although shed light on upper ontology but
still it requires human expert for service description, time consuming and does not
guarantee for successful deployment. Medjahed et al. [11] proposed an ontology
based framework for the automatic composition of web services developed from
high-level declarative descriptions and implemented in e-government application.
Author in this study defined formal safeguard for meaningful composition through
the use of compos ability rules which compares the semantic and syntactic features
of web services. Although the service composition is based on the ontology and
syntactic and semantic riles, while composite service based on high level declar-
ative descriptions still it failed to address the spatial and temporal availability.
Further semantic features did not address before deployment of web service and
composite services are not based on composition quality. Lord et al. [2] proposed
light-weight semantic discovery architecture and attempted to fits in the larger
architecture of the Grid project, specifically for user requirements of bioinformatics.
Further this paper provides light weight semantic support and usage of RDF’s as
backend provides low complexity. Yet, still system required experts in the domain
ontology and the proposed failed to provide verification in the annotations there-
fore, susceptible to be applied to different domains. Patil et al. [12] proposed a
Meteor-S web service annotation framework for semi-automatically marking up
web service descriptions with ontologies. Author in this study has proposed algo-
rithms to match and annotate WSDL. Although semantic annotations are made with
real ontologies with higher quality still the paper failed to provide verifications to
check the accuracy of annotation before deployment. Gomadam et al. [13] pre-
sented a faceted approach to search and rank web APIs considering attributes or
facets of the APIs as found in their HTML descriptions based on their utility and
popularity. Although the proposed provides effective search and classification
mechanism for Web API’s based on the service utilization ranking (serviut), still the
proposed system assists human users for annotating web services which demands
high costs at the same times there is a possibility of high rate of false positive.
Maximilien and Singh [14] addressed the issue related to Quality of Service
(QoS) via an agent framework coupled with QoS ontology. The proposed system
supported multi-attribute utility and dynamic descriptions of web services and
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therefore QoS support. However, there is a possibility that proposed system may be
vulnerable for attacks such as proofing while agencies data by malfeasant agents.
This reflects that there is a lack of guarantee for accurate reflection of web service in
semantic annotation. Davidson and Freire [15] applied provenance in scientific
workflows to allow for result reproducibility, sharing, and knowledge re-use in the
scientific community. Jiang and Luo [16] proposed extended UDDI which takes
into account the height factor of ontology tree and local density factor. The findings
revealed that the proposed service enhanced the web service discovery efficiency.
However, this algorithm ignored quality of services, precondition and effects of
web service operations. Boukhadra et al. [17] proposed semantic interoperability in
a heterogeneous, distributed architecture based on the automatic dialing services
semantic web. Saquicela et al. [18] proposed lightweight semantic annotation of
RESTful services using cross-domain ontology and findings showed satisfactory
results. Further, several tools like APIHUT, KINO [19], Meteor-S [20], APIHUT
[13] are some of the tools that have been proposed to enhance the verification of
semantic annotations of web services. The proposed system combines provenance
in workflow system with higher quality ontologies. Yet, the proposed model need
an efficient way for managing data and failed to combine provenance workflow
with database and be visualized.

3 Exisiting System

The existing semantic annotation, described web service parameters partially but do
not attempt to describe its transformation, which is critical in web service discovery.
In addition, techniques proposed earlier on semantic annotations did showed fol-
lowing drawbacks such as (a) manual annotation needs experts in domain ontology
(b) Manual annotation is time consuming task (c) Semantic annotations are created
for describing web services under strong assumptions (d) Defect detecting power is
very low and (e) Test case generation and execution is expensive [2, 11, 13, 14, 21].
There are dearth of tools and techniques to verify the accuracy of annotation.
Further, several studies [22, 23] have been conducted earlier to improve the Quality
of Service provided to the end user. The objective is to enhance user experience and
enable dynamic detection of requirements and avoid rigidity in creating and reusing
information. In almost every system, accuracy seems to have emerged as a very
serious threat to its effective implementation. Ontologies enable Web services
framework to be machine readable, and this in turn allow software agents to handle
more the decision making in completing a task [24], thereby creates effective use to
annotations technology [25]. The semantic annotations associate with relevant data
structure in the ontology thereby evolving effective defect detection systems [26].
This enables effective use of annotations technology to extract relevant information
as per a dynamic specification and service requirements.
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4 Proposed System

In this paper, emphasis is laid on automation of semantic annotations to increase the
efficiency and accuracy to provide useful web service through which the required
data can be reproduced according to the specification defined by the services. In
particular, the study proposed a technique from software testing to address the
problem of semantic annotation verification. A software testing has been well
proven to be effective for verification of software program behavior according to its
specifications [27]. By using a test suite which consists of test cases with specific
data values for feeding the execution, therefore the expected outputs are generated
as per the specification. As specified by the test cases, the software is executed
using the input values. In this way, there is a possibility to identify a defect due to
the inconsistency between the output delivered and expected by a test case. The
advantages of proposed model are: (1) ease of use when information, (2) automatic
compliance to system requirements and specification, (3) improved accuracy,
(4) use of ontology based partitioning, (5) efficient defect detection mechanisms.

4.1 Semantic Annotation Framework: Architecture

4.1.1 Ontology Based Service Annotator

In this paper, we proposed a semi-automatic semantic annotation framework based
on the existing semantic annotation. Various modules enhance the reliability and
response time of the web service using the concept of ontology. Thus from the
perspective of architecture (Fig. 1) the Ontology based Service Annotator system is
divided into main parts domain ontology and creation of web service from the
programmer and domain based. The verification of semantic web service module
and the end result i.e. the generated output generated is tested using the annotated
source code. The process is differentiated in two different sections, which include
Domain based and web programmer. In the first part the domain section the focus is
given to Ontology Based Service Annotator for the construction and generation of
pool instance. In the next phase the input and output is introduced to execute to the
test cases. In the second part, the web programmer the WSDL file is used to support
the annotation. In the next stage the execution of test is conducted [28].

The main phase of semantic annotation creation includes the Domain ontology
construction, test cases, WSDL file, annotation, discovery, test case execution,
defection detection, curating and deploying. In the research the main direction of
verification of semantic web service module is explored using various semantics,
which are presented in different stages.

Stage 1: Creating online shopping and WSDL creation
Stage 2: Ontology construction for online shopping and extending WSDL
Stage 3: Test case generation with legal and illegal values for annotations
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Stages 4: Execution of test cases
Stages 5: Verifying outcome of testing.

Stage 1: Creating online shopping web service.
Web service is created for online shopping. The application includes operations

such as login, product details, purchase products, product delivery and logout. The
operations are described as service descriptions in web service through WSDL file.
The WSDL stands for Web Service Description Language, which describes the
operations input and output parameters. The operations input and output are based
on the methods used in web service. The WSDL files are useful in service discovery
and service publishing (Fig. 2).

Stage 2: Ontology construction for online shopping and extending WSDL.

4.2 Ontology Construction for Online Shopping
and Extending WSDL

Ontology is constructed based on the online shopping domain concepts. The
ontology consists of classes and properties. The output of WSDL file created from
the previous module is given as input for semantic annotation. The WSDL file of
the online shopping is semantically annotated using the classes of the ontology.

Fig. 1 Architecture of annotation framework
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The WSDL file is now semantically annotated with the ontology classes which in
turn consist of operations input and output (Fig. 3).

4.3 Annotation Verification Process

In the Annotation Verification Process in the initial phase the i.e. Phase 1 is where
the instance of each annotation is prepared which turns into a pool of annotated
instances, in Phase 2 the generation of these annotated instances pool the param-
eters for input test cases are created. Thirdly, these constructed parameters are tested
and executed in Phase 3 and in Phase 4 the defects detection in the annotation is
carried out from the results parts. Later in Phase 5 the parameters for output test
cases are exploited from the executed results and generated output test cases are
executed in Phase 6 and in Phase 7 the analysis for identifying the defects is

Fig. 2 Service creation for
online shopping

Fig. 3 Ontology annotation
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performed. A curator can then correct annotations in the light of the defects
discovered (Phase 8). The following section illustrates the same.

Stages 3: Test case generation with legal and illegal values for annotations.
The test cases are created using the automatic process, in which researcher

specifies and test the registry of semantic annotation and parameter set. Moreover,
the ontology location for semantic annotations is shown below. It is evident that the
legal and illegal values are not illustrated in the algorithm for selected parameter
(variable pool). Thus the annotated instances should be associated with both legal
and illegal values. In addition, during the input parameter testing (op, p) identifies
to be associated with a precondition prec and minimize the legal value number
during the annotation accuracy verification of input parameter which satisfies the
predicate prec. The predicate is utilised to include the constraints to be checked in
validating the parameters of the service, thereby reducing the number of test cases
for the validation of parameters in the service invoked (Fig. 4).

An operation op has a set of input parameters given by the function inputs(op)
and a set of outputs given by outputs(op). A parameter is denoted by a pair op, p
where p is the name of the parameter and op is the operation to which the parameter
belongs. Especially, while testing the annotation of op, p iff holds(prec, op, p,v),
where holds(prec, op, p,v) is true iff prec is satisfied when v is used as, were v
stands for legal value. The strong semantics are used to create the test cases. For
execution, the annotation should have some pre-condition in strong semantics.
Once the pre-condition is satisfied, the annotation is selected as input or output test
case. The concept of pre-condition provides high level of accuracy for identifying
the test case belongs to legal or illegal.

The algorithm used for generating the test cases is as follows:

Fig. 4 Test cases generation
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Stages 4: Execution of test cases.
The operation is tested with input and output test cases and executed. The

execution of test cases terminated with either normal or abnormal termination. In
the execution phase the SoapUI [29] is adopted to support the large web service
invocations. The algorithm which is used during the executing test Cases for Input
Parameters is as follows (Fig. 5).

The normal termination describes the values is legal and abnormal termination of
test case describes the value is illegal. However, in real time interpreting the web
service’s normal and abnormal terminations is more complex and in the abnormal
terminations case various other factors affect the web service to exit with an
exception, other than providing illegal input.

Stages 5: Verifying outcome of testing.
In order to construct the output parameters from the test cases of input parameter

execution i.e. the outcome of test case execution are used. Thus to generate the
output parameter’s Test Cases the following algorithm is used (Fig. 6).
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Fig. 6 Outcome verification

Fig. 5 Test case execution
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The generated output parameter’s Test Cases is tested and interpreted using the
following algorithm.

In addition, the executed results are logged. The logged results are compared
with the expected outcome. If the results resemble the expected outcome, then the
annotation is verified as valid. If the results contradict the expected outcome, then
the annotations are considered as error. The defect is detected by performing above
steps. The errors are rectified in semantic annotations.

5 Test Adequacy Criteria

In the semantic annotation process is a explicate Adequacy Criteria or underlying
principle is a means which provides form or strategy to compare the different
integrating strategies [30]. In the present study the logged results are compared with
the expected outcome. If the results resemble the expected outcome, then the
annotation is verified as valid. If the results contradict the expected outcome, then
the annotations are considered as error. The defect is detected by performing above
steps. The errors are rectified in semantic annotations.

6 UML Diagrams

6.1 Sequence Diagram

A sequence diagram is a kind of interaction diagram that shows how processes
operate with one another and in what order. It is a construct of a Message Sequence
Chart. A sequence diagram shows object interactions arranged in time sequence. It
depicts the objects and classes involved in the scenario and the sequence of mes-
sages exchanged between the objects needed to carry out the functionality of the
scenario. Sequence diagrams typically are associated with use case realizations in
the Logical View of the system under development. The Sequence Diagram models
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the collaboration of objects based on a time sequence. It shows how the objects
interact with others in a particular scenario of a use case (Fig. 7).

7 Results

Domain ontology is utilized to generate reduced test cases for the validation of web
service parameters. In our work, the basic objective behind adding semantics to
WSDL is to enhance the use of metadata that comes in the form of ontology. The
ontology adds constraints to all the service parameters thereby during the testing

Web service Programmer Domain Expert Annotator

1 : Web service Creation()

2 : WSDL File creation()

3 : Domain ontology construction()

4 : Annotation instance creation()

5 : Test case generation()

6 : Test case execution()

7 : Defects detection()

8 : Curating annotations()

9 : Web service deployment()

Fig. 7 Work flow depiction thru sequence diagram
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phase the metadata related to the service parameters can be utilized for data vali-
dation of the parameters, thereby reducing the code required to be written for data
validation and also reducing the number of test cases used in the testing phase of the
implementation.

Comparison was made on the present proposed service parameters testing using
semantically annotated WSDL and using non- annotated WSDL, i.e., by using the
ontology constructed proposed for the domain of services and without using
ontology.

In the following Table 1, for the operation registration which has name, age,
address, mobile number and email id as the input parameters, nearly 5^3 = 125 test
runs are required to test the operation completely with the assumption that each
parameter may have 3 constraints. Also the developer has to take care of all these
constraints in the data validation code and appropriately take actions for the con-
straints. This increases, not only the development time of the software and also
testing time of the service both from the provider and from the consumer. But if the
constraints specified are taken from the ontology for testing, then it can be auto-
matically tested during testing phase and throws the corrective measures to the
provider and also to the consumer thereby reducing the test runs to a great optimum
level.

Table 1 Operation registration

Parameters Constraints Input values WSDL without
ontology annotation

WSDL with
ontology
annotation

Name Should not be
empty, should
have only
character
limited to the
size of 20
characters

“Äsdfgh” 125(5^3) exhaustive
test runs required for
testing all these
parameters with 3
constraints each,
thereby increasing
code development
time and testing time

As constraints
are in ontology,
only 15 test
cases as per
orthogonal array
testing strategy
is required,
which minimizes
the testing time
to a very greater
extent

Age Cannot be
greater than
100, cannot be
negative and
only numeric

45

Address Alphanumeric Asd345

Mobile
number

Can be only 9
digits numeric
and positive
number

123456789

Email id Should follow
the expression
—
aaa@aaa.com

aaa@cv.com
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7.1 Metrics for Test Case Effectiveness

To measure the effectiveness of a test suite that can detect faults, we have used the
harmonic mean (HM) [31], which is independent from the size of a given test suite.
The HM is a standard statistical tool to combine a set of numbers, each representing
a rate, into an average value [31]. The proposed metric is defined as follows.

Let T be a test suite consisting of n test cases and F be a set of m faults revealed
by T. Let TFi be the first test case in a reordered test suite S of T that reveals the
fault i. The harmonic mean of the rate of fault detection (HMFD) of S is defined as
follows:

HMFD ¼ m=ð 1
TF1

þ 1
TF2

þ 1
TF3

þ � � � þ 1
TFm

Þ

Note that a lower HMFD value indicates a more effective result [31]. Let us use
an example to clarify the metric further. Suppose that the annotated ontology has
three faults and we are given with a test suite with five test cases. Suppose further
that the first test cases in a reordered test suite S to detect the fault i are the first,
second, and third test case, respectively. The HMFD value for S is, therefore,
computed as 3/(1/1 + 1/2 + 1/3), which is 1.64. Similarly the test suite of both input
and output parameters of web services were tested and proved to have a lower value
which indicates a more effective result.

8 Conclusion

The proposed system provides accurate service results of semantic web service
annotation before deploying in public use. Verification process includes conven-
tional testing methodology for testing semantic annotations in validating the service
parameters. Annotated instances are taken as test cases and test cases are executed
with legal and illegal values. The resulted logged values are matched with expected
outcomes. The outcomes may be normal and abnormal termination. If abnormal
termination takes place, the annotation is corrected. The system provides high
defect detecting power.
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Prediction of Protein Folding Kinetic
States Using Fuzzy Back Propagation
Method

M. Anbarasi and M.A. Saleem Durai

Abstract Protein folding process is extremely vital in major the molecular func-
tion. The kinetic order of protein folding chooses whether the molecule reaches its
native structure through intermediates or not. They can either fold without stable
intermediates (2State/2S) and with stable intermediates (3State/3S). This is gener-
ally determined using equilibrium denaturation research and is often time con-
suming and tedious. Moreover, the unfolding appliance of large number of Proteins
available in the PDB are found unknown. Therefore, it created interest and directed
us to predict and classify the folding mechanism as two state or three state (Multiple
State). We developed the classification models using Fuzzy Back Propagation
Network (FBPN) with the known attributes (Protein length (PL), hydrophobicity,
hydrophilicity, secondary structural components). The models performed fairly well
for predicting two state and three state folding using the well-known variables.
The FBPN model produced accuracy of 83 % for cross validation. This method thus
can intensely assist as a outline for predicted monomer and dimer structures with
unknown folding appliance for further confirmation through investigational studies.

1 Introduction

To comprehend the relationship between auxiliary components of Monomeric and
Dimeric proteins and their collapsing sort is observed to be profoundly charming.
Proteins can experience collapsing procedure to shape a steady structure without
intermediates (2S) or with stable intermediates (MS or 3S) as depicted in Fig. 1.
The 2State harmony collapsing system has been accounted for by distinctive
gatherings [9, 19–21, 24] as these concentrates plainly speak to the nonappearance
of very much characterized middle of the road compliances. Monomeric proteins
can overlay with straightforward 2State dynamic or through populated middle of
the road state [14].
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Dimeric proteins additionally fold to their local state with or without interme-
diates. Henceforth there are very little natural contrasts in the middle of monomers
and dimers in folding [27]. Homodimer protein assumes a noteworthy part in
catalysis and regulation of folding and is very entrancing. Determinations of folding
through existing tests are extremely tedious and dreary. Although, it assumes a
significant part in comprehension basic building design and folding example of
homodimers, likewise some homodimers have been abused as drug targets and are
patented [13, 25]. Heterodimer proteins undertake major part in regulation, catal-
ysis, hindrance, resistance and gathering. Arrangement of two unique proteins
includes a steady interface. Despite the fact that countless studies have been carried
out in understanding and setting up structure folds relationship. The utilization of
information mining strategies and arrangement calculations to develop a choice tree
supporting the characterization of folding energy into 2State and 3State construct up
in light of basic components is accounted for similarly less.

In this paper, we investigate the folding component of monomers and dimers
construct up with respect to their basic information utilizing order calculations. We
portray the improvement and use of diverse characterization calculations like Naive
Bayesian, choice tree, SVM, irregular timberland and neural systems [2, 6, 7, 22, 26]
in view of structure inferred understood variables, for example, Protein Length,
Hydrophilicity, Hydrophobicity and, Secondary auxiliary segments for the order of
folding instruments.

2 Materials and Methods

2.1 Dataset Construction

A dataset of 120 proteins with 20 two State and 20 different State proteins for
monomers; 20 two State and 20 multi state protein for both homodimers and
heterodimers is built (Table 1). The dataset is then arranged with parameters like
PDB ID, Protein length, Secondary basic parts, Hydrophobic and hydrophilic
deposits (Table 2). The procedure of dataset development is delineated in Fig. 2.

Fig. 1 a Monomer 2S folding. b Monomer 3S folding. c Dimer 2S folding. d Dimer 3S folding
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Table 2 Structural features of proteins to classify the folding rates

S. No PDBID Length H S C Hydrophobic Hydrophilic States

1 3MWD 0.46 0.44 0.46 0.33 0.46 0.44 MS

2 1Q7L 0.2 0.2 0.15 0.25 0.19 0.2 MS

3 3N9Y 0.53 0.61 0.26 0.25 0.49 0.55 MS

4 2CIK 0.29 0 0 0 0.21 0.36 MS

5 3KQ4 0.42 0.44 0.17 0.25 0.4 0.43 MS

6 3ABD 0.23 0.17 0.2 0 0.21 0.25 MS

7 3CKI 0.27 0.22 0.33 0.33 0.21 0.32 MS

8 3MRK 0.31 0 0 0 0.23 0.38 MS

9 1JCQ 0.48 0.51 0.17 0.33 0.45 0.48 MS

10 1C0F 0.4 1 0.63 0.58 0.37 0.4 MS

11 1KJY 0.35 0.22 0.48 0.17 0.29 0.39 MS

12 2IHB 0.34 0.17 0.39 0.17 0.27 0.4 MS

13 3G9W 0.23 0.44 0.35 0.75 0.19 0.26 MS

14 3A4U 0.26 0.51 0.07 0 0.25 0.27 MS

15 4MD4 0.19 0 0 0 0.17 0.2 MS

16 2FJU 0.17 0.66 0.7 0.58 0.17 0.18 MS

17 1AUI 0.57 0.41 0.39 0.5 0.51 0.61 MS

18 1C1Y 0.16 0.17 0.13 0.17 0.14 0.19 MS

19 1LDJ 0.85 0.22 0.04 0.17 0.66 1 MS

20 1Y8Q 0.37 0.39 0.28 0.17 0.34 0.38 MS

21 2CN1 0.31 0.24 0.3 0.25 0.27 0.33 MS

22 2JCM 0.61 0.49 0.57 0.33 0.51 0.68 MS

23 4H1S 0.58 0.51 0.63 0.33 0.54 0.59 MS

24 3V4K 0.2 0.27 0.17 0 0.16 0.24 MS

25 4MRI 0.33 0.44 0.22 0.17 0.3 0.35 MS

26 3DH1 0.19 0.15 0.11 0.08 0.16 0.21 MS

27 1AGN 0.4 0.49 0.39 0.25 0.4 0.38 MS

28 1M6H 0.4 0.49 0.41 0.25 0.42 0.37 MS

29 3JUS 0.5 0.34 0.5 0.33 0.45 0.53 MS

30 3DAX 0.54 0.41 0.52 0.33 0.47 0.58 MS

31 1DS5 0.35 0.2 0.3 0.42 0.3 0.4 MS

32 4F7O 0.27 0.22 0.15 0.25 0.24 0.29 MS

33 1UMO 0.19 0 0.2 0.17 0.19 0.19 MS

34 1ITQ 0.4 0.39 0.43 0.58 0.36 0.42 MS

35 2IGQ 0.3 0.44 0.43 0.5 0.24 0.35 MS

36 2PSN 0.47 0.29 0.46 0.33 0.46 0.46 MS

37 2XSX 0.47 0.32 0.43 0.33 0.47 0.45 MS

38 4A35 0.48 0.34 0.5 0.5 0.45 0.49 MS

39 1TE6 0.48 0.34 0.48 0.33 0.46 0.47 MS

40 4A1N 0.36 0.27 0.3 0.58 0.3 0.4 MS
(continued)
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Table 2 (continued)

S. No PDBID Length H S C Hydrophobic Hydrophilic States

41 2QNK 0.3 0.2 0.43 0.08 0.28 0.31 MS

42 4N1T 0.15 0.1 0.24 0.17 0.15 0.16 MS

43 3VOW 0.19 0.17 0.11 0.17 0.14 0.24 MS

44 1V6G 0.06 0.05 0.13 0.17 0.06 0.07 MS

45 2YL2 0.6 0.51 0.39 0.5 0.58 0.57 MS

46 2DN8 0.08 0 0.15 0 0.08 0.09 MS

47 1R42 0.68 0.78 0.26 1 0.57 0.76 MS

48 1O86 0.65 0.76 0.22 0.42 0.56 0.71 MS

49 2B3X 1 0.98 1 0.67 1 0.93 MS

50 3V35 0.36 0.34 0.33 0.17 0.32 0.38 MS

51 4DD8 0.93 0.2 0.09 0 0.89 0.91 MS

52 3IAR 0.39 0.59 0.24 0.17 0.36 0.41 MS

53 1BX4 0.37 0.41 0.35 0.17 0.33 0.39 MS

54 2BYD 0.34 0.34 0.3 0.17 0.3 0.38 MS

55 1Z10 0.52 0.49 0.26 0.5 0.49 0.52 MS

56 2P85 0.52 0.49 0.24 0.58 0.5 0.52 MS

57 3IBD 0.52 0.54 0.22 0.67 0.51 0.5 MS

58 1PQ2 0.52 0.54 0.28 0.5 0.47 0.55 MS

59 1OG2 0.52 0.51 0.33 0.42 0.49 0.52 MS

60 4GQS 0.52 0.51 0.28 0.67 0.49 0.53 MS

61 1BP3 0.19 0.24 0.02 0.33 0.15 0.23 TS

62 1A22 0.24 0.05 0.28 0.25 0.18 0.31 TS

63 1B8M 0.11 0.05 0.2 0.08 0.07 0.15 TS

64 1B34 0.11 0.07 0.11 0.08 0.11 0.11 TS

65 2GGV 0.03 0.02 0.11 0 0.03 0.04 TS

66 1LZW 0.09 0.1 0.09 0 0.09 0.1 TS

67 2CO6 0.11 0.02 0.26 0 0.11 0.12 TS

68 3FN1 0.08 0.1 0.17 0.17 0.07 0.1 TS

69 1LFD 0.16 0.12 0.26 0.17 0.13 0.19 TS

70 1MG9 0.09 0.1 0.09 0 0.09 0.1 TS

71 1JTT 0.12 0.2 0.15 0.42 0.09 0.15 TS

72 1qe44 0.07 0.12 0.09 0.25 0.06 0.08 TS

73 2Z5B 0.14 0.07 0.15 0 0.13 0.16 TS

74 1IAR 0.12 0.15 0.04 0.25 0.07 0.17 TS

75 2VT1 0.08 0.07 0.09 0.17 0.07 0.09 TS

76 2NXN 0.26 0.29 0.33 0.08 0.33 0.19 TS

77 3BZV 0.03 0.12 0.09 0 0.02 0.05 TS

78 1XOU 0.08 0.05 0 0 0.06 0.11 TS

79 2H7Z 0.05 0 0.13 0.08 0.03 0.09 TS

80 1QAV 0.07 0.1 0.15 0.17 0.08 0.07 TS
(continued)
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Table 2 (continued)

S. No PDBID Length H S C Hydrophobic Hydrophilic States

81 1AAP 0.03 0.05 0.11 0.08 0.03 0.05 TS

82 3NER 0.07 0.17 0.07 0.17 0.06 0.1 TS

83 2EB1 0.2 0.22 0 0.08 0.16 0.23 TS

84 1QBJ 0.06 0.1 0.07 0 0.05 0.08 TS

85 2OKV 0.21 0.15 0.11 0 0.17 0.25 TS

86 2BRQ 0.08 0.54 0.26 0.33 0.1 0.06 TS

87 3LF5 0.07 0.17 0.09 0.17 0.06 0.08 TS

88 1AYP 0.11 0.17 0.09 0.08 0.06 0.17 TS

89 2A1R 0.47 0.41 0.28 0.58 0.38 0.53 TS

90 2CPG 0.02 0.05 0.02 0 0.02 0.03 TS

91 1ARR 0.03 0.07 0.02 0.08 0.03 0.04 TS

92 1ROP 0.04 0.07 0 0 0.03 0.06 TS

93 5CRO 0.04 0.1 0.07 0.08 0.04 0.05 TS

94 1BFM 0.05 0.07 0 0 0.06 0.05 TS

95 1A7G 0.06 0.1 0.09 0.08 0.04 0.09 TS

96 1VQB 0.07 0.05 0.22 0 0.07 0.07 TS

97 1B8Z 0.07 0.07 0.07 0.08 0.08 0.08 TS

98 1ETY 0.08 0.1 0.04 0.17 0.07 0.1 TS

99 1Y7Q 0.08 0.12 0.02 0 0.06 0.11 TS

100 1A8G 0.08 0.02 0.22 0.08 0.1 0.07 TS

101 2Y5C 0.09 0.12 0.13 0 0.1 0.1 TS

102 1Z7C 0.19 0.2 0.02 0.25 0.14 0.24 TS

103 1IMO 0.07 0.1 0.11 0.08 0.07 0.08 TS

104 1K0P 0 0.07 0.04 0.08 0.01 0.01 TS

105 3U9J 0.15 0.2 0 0 0.12 0.19 TS

106 2AWG 0.1 0.1 0.15 0.17 0.11 0.1 TS

107 1JXS 0.08 0.1 0.11 0 0.06 0.11 TS

108 3RBQ 0.19 0.1 0.2 0.17 0.16 0.22 TS

109 1L3Y 0.02 0 0.13 0.17 0.02 0.03 TS

110 2K44 0 0.05 0 0 0.01 0 TS

111 2GF7 0.11 0.07 0.15 0 0.09 0.12 TS

112 4A4I 0.07 0.05 0.13 0.08 0.08 0.07 TS

113 1CR8 0.02 0 0 0 0.01 0.04 TS

114 1GKC 0.16 0.17 0.67 0.25 0.17 0.15 TS

115 3I2V 0.12 0.15 0.13 0 0.12 0.12 TS

116 1FWQ 0.11 0.05 0.24 0.17 0.11 0.12 TS

117 1MHU 0 0.02 0.02 0 0 0.02 TS

118 2F5H 0.01 0.05 0.04 0.17 0 0.03 TS

119 1GXE 0.13 0 0.22 0.08 0.11 0.15 TS

120 2CCQ 0.08 0.07 0.04 0.08 0.08 0.09 TS
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The PDBID, length and auxiliary basic data of proteins were extricated from uni-
prot (http://www.uniprot.org). Protein arrangement length alludes to the aggregate
number of buildups in every protein in the dataset and its pertinence has been
refered to in writing as a noteworthy component for anticipating protein folding
[4, 28]. Auxiliary structure is the local spatial plan of polypeptide’s spine, which
incorporates α-helices (H), β-sheets (B) and c-curls (C) likewise contribute basically
in protein folding. Utilizing protparam apparatus of EXPASY, (http://www.expasy.
ch/cgi-receptacle/protparam) the hydrophilic (D, E, R, K, H, S, T, N, Q, W, C, Y)
and hydrophobic (V, F, M, L, A, I, P, G) deposits in monomers and dimers have
been distinguished. K-fold (http://folding.path.uab.edu/k-fold/K-Fold.html) server
was utilized to foresee the folding motor states (two state or different state) of the
proteins. The server is based on bolster vector machines (SVM) utilizing direct bit
capacities, and it predicts the states, logarithm of folding rates, and diagram
demonstrating contacts recurrence and contact request per buildup [1, 10, 23, 29].
After dataset construction then we needs to perform following steps which is given
in the Sections “Step I–Step IV”.

2.2 Fuzzy Back Propagation

Back propagation learning algorithm is one of the most significant improvements in
neural networks. This Back propagation network (BPN) algorithm is applied to
multilayer feed-forward networks involving of handling elements with continuous
differentiable activation functions the architecture is given in Fig. 3. For the given

Fig. 2 Flow diagram depicting the process of dataset construction
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set of input, output pairs this algorithm delivers a procedure for changing the
weights in a BPN. The basic idea used for weight updation is the gradient-descent
method as used in simple perceptron network. This method is used to find a local
minimum of functions. It starts with an initial guess of the result and takes the
gradient of the function at that point. The result is treaded in the negative direction
of the gradient repeat the process. Suppose xk and xk+1 are two successive values in
the sequel. Then we have xkþ 1 ¼ xk � h. f 1ðxkÞ; h[ 0 is a small number that
forces the algorithm to make small jumps. For suitable choices of θ it is guaranteed
that. In this method the error is propagated back to the hidden unit. It is different
from other networks when it is calculating the weights during learning period.
When the number of hidden layers is bigger the complication increases. The error is
usually measured in the output layer and there is no information about the error in
the hidden layers.

The fuzzy logic method we choose in a fuzzy neural network was used with an
artificial neural network in this study. Fuzzy logic can tell the logical meaning used
by people in a more straight forward way. Logical decision-making was performed
according to the language rules proposed by experts, which can solve non-linear
problems that cannot be addressed using different classification methods. The
combination of fuzzy logic with a neural network can facilitate self-adaptation
through a training function and acquire an algorithm for the information expressed
as fuzzy or precise data. The fuzzy BP method uses weights which are trained
automatically. This can avoid the difficulties in telling discrete knowledge and
processes. The attachment of these two methods can compensate for the incom-
pleteness of a neural network in fuzzy data processing and the insufficiency of pure

Fig. 3 Architecture of BPN
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fuzzy logic in learning functions. To construct a fuzzy neural network structure, this
algorithm adds a fuzzification layer above the input layer of the neural network and
a Defuzzification layer after the output layer, which results in the fuzzification of
the input information and Defuzzification of the output information, respectively.
The input and the completeness level of the final output in fuzzy logic, provided by
higher minds in this field, were used as the values taken as input and required
outputs of the learning samples for the neural network. With the aid of the higher
learning and attached memory capacity of the artificial neural network, the neural
network is trained for its learning function to generate acquired fuzzy rules that are
stored in the network in the forms of input weights and thresholds. Thus, our fuzzy
neural network obtains the capabilities of analysing fuzzy questions and making
diagnoses and achieves an effective combination of fuzzy logic with a neural
network.

2.2.1 Steps for Fuzzy BPN

Step I: Given input we need to convert it into fuzzification  
Step II: Apply Fuzzy Back propagation algorithm for the given training data set 

i. Initialize the weights
ii. Repeat

1. For each training pattern  
a. Train on that pattern

End
Until the error is acceptably low.

Step III: Testing algorithm for BPN 
Step IV: Calculate the classifier accuracy

Step by Step procedure 

Step I

There are 120 date set given of which 90 are taken for training and 30 are taken for
testing. For the given dataset we have to convert it into fuzzification that is based on
intuition method using triangular membership function based on Eq. 1 the fol-
lowing membership functions is generated which is given in Fig. 4.

f ðx; a; b; cÞ
0; x� a
x�a
b�a ; a� x� b
c�x
c�b ; b\x� c

8><
>:

9>=
>; ð1Þ
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Step II

Algorithm for Fuzzy Backpropagation

1. Randomly generate the initial weight sets for the input hidden layer and the
output hidden layer, where the weight set of the bias is always zero.

2. Perform step 2–15 when stopping condition is false.
3. Let (Ji, Ki), i = 1, 2, 3, 4…N be the N input-output set that our algorithm will

train.
4. Let iter denote the no. of iterations (mostly in thousands). Set the counter for

the number of iterations and number of pattern to be trained to zero.
i.e. count_iter = 0, i = 0.

5. Assign values for momentum factor ἠ and learning rate α.
Initialize DW l� 1ð Þ ¼ 0; DW0 l� 1ð Þ ¼ 0.

6. Get the another pattern that is subsequent. Assign O = J, p = 1, 2, 3,…,n; O for
bias = 1;

7. Calculate O0 ¼ f NETð Þ; j ¼ 1; 2; 3, where
NETkp = CT (

Pn
p¼1 Wkp:Okp) for input hidden layer.

8. Now compute for output hidden layer.

Fig. 4 Membership functions
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O00 ¼ f(NET); j ¼ 1; 2; 3; where NETkp ¼ CTðPn
p¼1 Wkp:O0

kpÞ
9. Compute change of weights for hidden output layer as follow:

DRrp ¼ @Er
@Wpri

;
@Er

@Wprk
;
@Er
@Wprj

� �
where

@Ep
@Wrpx

¼ � Frp � O00
rp

� �
O00

rp: 1� O00
rp

� �
: �1n3ð Þ:O00

rp;

@Ep
@Wrpy

¼ � Frp � O00
rp

� �
O00

rp: 1� O00
rp

� �
: �1n3ð Þ:O0

rp;

@Ep
@Wrpz

¼ � Frp � O00
rp

� �
O00

rp: 1� O00
rp

� �
: �1n3ð Þ:O0

rp;

10. DW0 lð Þ ¼ � _g:DEþ a:D D0 l� 1ð Þ.
11. Now calculating for input hidden layer.

Bpkx ¼ � Ukx � O00
kx

� �
:O00

kx: 1� Okxð Þ:1
Bpky ¼ � Ukx � O00

kx

� �
:O00

kx: 1� Okxð Þ: �1=3ð Þ
Bpkz ¼ � Ukx � O00

kx

� �
:O00

kx: 1� Okxð Þ: 1=3ð Þ
Calculate

DRrp
0 ¼ @E0

r

@W 0
pri

;
@E0

r

@W 0
prk

;
@E0

r

@W 0
prj

 !

where
@Er

@Wrpx
¼
X
G

@W 00
rp:O

00
rp:ð1� O00

rpÞ:1:O0
rp;

@Er
@Wrpy

¼
X
G

@W 00
rp:O

00
rp: 1� O00

rp

� �
: �1=3ð Þ:O0

rp;

@Er
@Wrpz

¼
X
G

@W 00
rp:O

00
rp: 1� O00

rp

� �
: 1n3ð Þ:O0

rp;

12. Compute DW lð Þ ¼ � _g:DEþ a:DW l� 1ð Þ.
13. Now update the weights for the input hidden layer and the output hidden layer

by adding the change in weight to their correspondence layer.
14. Now repeat the algorithm for the next parameter and increment the counter.
15. Check for the stopping condition may be certain number of cycles reached or

when actual output is equal to the target output or Repeat till you get a good
accuracy.
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STEP III (Testing Algorithm for BPN)

1. Initialize the weights. (The weights are taken from the training phase i.e. step II)
2. Perform steps from 2 to 4 for each input vector
3. Set the activation of input for xi, i = 1,2,…n
4. Calculate the net input to hidden unit and its output NETkp ¼

CTðPn
p¼1 Wkp:OkpÞ and O00 ¼ f NETð Þ

5. Compute the net input and the output of the output layer (USE
SIGMOIDAL FUNCTIONS AS ACTIVATION FUNCTIONS)
Note: Weight updating not to be applied during testing

6. Now apply the algorithm till step 3 to 5 for testing of data.

Step IV

1. Compare the labels for each test case and note the observation in the confusion
matrix.

2. Calculate the accuracy.

The weights obtained are as follow:

3 Results and Discussion

We predicted the performance of fuzzy back propagation network algorithms by
statistical measures like sensitivity, specificity and accuracy. These metrics count
how the test was good and consistent. Data are divided into two blocks one is for
training and another is for testing phase. Table 4 show that the classifier accuracy
for folding rate prediction with accuracy 83 %. Each column of the matrix repre-
sents to the examples in an expected class, while every column speaks to the cases
in an actual class. Here rows and columns mean the quantity of false positives, false
negatives, true positives, and true negatives. The confusion matrix for the fuzzy
BPN is predicted with 13 true positive values and 2 for false positive values which
are given in Table 3. That is out of 15 TS, 13 were predicted correctly. Similarly the
matrix is predicted with false negative values of 12 and false positive values of 3 for
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MS, which is out of 15, 12 were predicted correctly. Sensitivity denoted as the true
positive rate that the percentage of positive tuples that are correctly classified.
Specificity is the true negative rate that the percentage of negative tuples that are
correctly classified.

Sensitivity ¼ TP
P

Specificity ¼ TN
N

where TP is true positive, P is positive, TN is true negative and N is negative.
Accuracy measure correctly classified the test tuple in the given condition as it is

defined as

Accuracy ¼ Sensitivity
P

PþN
þ Specificity

N
PþN

Different attributes were collected to create a final dataset like Protein length,
Hydrophobicity, Hydrophilicity, Secondary structural elements to understand their
role in deciding the folding state. In Fig. 5 we have two phases training and testing

Table 3 Confusion matrix TS MS

TS 13 2

MS 3 12

Table 4 Performance
evaluation

Algorithm Sensitivity Specificity Accuracy

FBPN 0.867 0.8 0.83

Fig. 5 Flowchart for FBPN
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the data set of 120 was spitted into 90 and 30 where 90 was taken as training data
and 30 was taken as testing data, the following results were followed and are plotted
on the confusion matrix. The features chosen were the most important attributes to
distinguish between two state and three state folding of monomers, homodimers
and heterodimers. The importance of hydrophobicity in folding kinetics has been
documented in different. It is a significant fact that hydrophobicity plays critical role
in determining the properties of amino acids, peptides and proteins [3, 11, 15]. As it
can be seen 12 true positive values matched, 3 true negative value matched rest 4
false positive and 11false negative value matched.

4 Conclusion

In this paper we predicted protein folding states using Fuzzy BPN with the variables
like Protein length, Strand, Helix, Coil, Hydrophobicity, Hydrophilicity, In this
study, we have constructed a dataset of 120 proteins with two state and multiple
state folding kinetics and investigated the relationship of folding component and
structural data using Fuzzy BPN algorithms. Our outcomes therefore affirms the
significance of hydrophobicity in folding as all the three classes of proteins like
Monomers, Homodimers and Heterodimers demonstrates extensive appropriation
of hydrophobic buildups concerning various state folding than in two state folding.
The precision for predicting protein folding states when apply the Fuzzy BPN kept
running with 83 % which makes it the best model to apply in such conditions and is
novel to anticipate lung disease tumour sorts in light of protein traits folding
conditions of monomers and dimers. This fuzzy BPN has been implemented in
java. The curiosity of this study is the way that, it is interestingly it has been
researched the part of protein components to focus folding states in all the three
classes of monomers, homodimers and heterodimers.
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Decision Making Using Fuzzy Soft Set
Inference System

U. Chandrasekhar and Saurabh Mathur

Abstract Soft set theory has brought with it various modified versions of machine
learning techniques. One such is fuzzy soft set theory. The paper discusses certain
problem solving and decision making approaches available in this concept. We also
propose fuzzy soft inference system in line with fuzzy inference system.
Defuzzification of parameterized fuzzy soft sets is also discussed.

1 Introduction

Lot of work has happened in soft set theory since it’s introduction by Molodtsov
[1]. Researchers have chosen fuzzy soft set as one of the betterment for dealing with
uncertainties. The following definitions help us to better understand the subsequent
discussions.

2 Preliminaries

2.1 Soft Set

Definition According to Cagman et al. [2], a soft set FA over U is a set defined by a
function fA representing a mapping

fA : E ! PðUÞ such that fAðxÞ ¼ ; if x 2 A
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Here, fA is called approximate function of the soft set FA, and the value fA(x) is a set
called x—element of the soft set for all x 2 E. It is worth noting that the sets
fA(x) may be arbitrary, empty, or have nonempty intersection. Thus a soft set over
U can be represented by the set of ordered pairs

FA ¼ f x; fA xð Þð Þ : x 2 E; fA xð Þ 2 P Uð Þg

2.1.1 Decision Making with Soft Sets

In Soft matrix theory and its decision making, Cagman et al. [3], describe a decision
making algorithm as follows

• Input the soft set (F, E).
• Input the set P of choice Parameters.
• Compute the corresponding resultant soft set (S, P) obtained from (F, E) with

respect to P.
• Compute the score of oi, 8i by adding all the values for each parameter.
• The decision is taken is favour of the object with maximum score.

2.2 Fuzzy Set

Definition Let U be a universe. A fuzzy set X over U, according to Zadeh [4], is a
set defined by a function μX that represents a mapping

lX : U 2 0; 1½ �

Here, μX called membership function of X, and the value μX is called the grade of
membership of u. The value represents the degree of u belonging to the fuzzy set
X. Thus, a fuzzy set X over U can be represented as follows,

X ¼ f lX uð Þ j= uð Þ : u 2 U; lX uð Þ 2 0; 1½ �g

2.3 Fuzzy Soft Set

In Sect. 2.1, the approximate function of a soft set is defined from a crisp param-
eters set to a crisp subsets of universal set. But the approximate functions of fuzzy
soft sets are defined from crisp parameters set to the fuzzy subsets of universal set.

Definition Let U be an initial universe, E be the set of all parameters, A � E and
γA(x) be a fuzzy set over U for all x 2 E. Then, a fuzzy soft set ΓA according to Maji
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et al. [5] and Cagman et al. [6] over U is a set defined by a function γA(x) that
represents a mapping

cA : E ! F Uð Þ such that cAðxÞ ¼ ; if x 6 EA

Here, γA(x) is called fuzzy approximate function of the fuzzy soft set ΓA, and the
value γA(x) is a fuzzy set called x-element of the fuzzy soft set for all x 2 E. Thus, a
fuzzy soft set ΓA over U can be represented by the set of ordered pairs

CA ¼ f x; cA xð Þð Þ : x 2 E; cA xð Þ 2 F Uð Þg

2.3.1 fs Aggregation

The fs aggregation score, according to Cagman et al. [6] is defined by

l�CA uð Þ ¼ 1n Ej jð Þ
X

x2E

lcCA xð ÞlcAðxÞ uð Þ

2.3.2 Decision Making with Fuzzy Soft Sets [6]

• Input the fuzzy soft set ΓA over U.
• Find the cardinal set cΓA of ΓA.
• Find aggregation score for each alternative in ΓA.
• Find the best alternative having maximum membership grade.

2.4 Fuzzy Parametrized Soft Set

Definition Let U be an initial universe, P(U) be the power set of U, E be the set of
all parameters and X be a fuzzy set over E with the membership function μX:
E → [0, 1]. Then, a fuzzy parameterized soft set according to Cagman et al. [2] FX

over U is a set defined by a function fX representing a mapping

fX : E ! P Uð Þ such that fX xð Þ ¼ ; if lX xð Þ ¼ 0

Here, fX is called approximate function of the fuzzy parameterized soft set FX, and
the value fX(x) is a set known as x-element of the fuzzy parameterized soft set for all
x 2 E. Thus, an fuzzy parameterized soft set FX over U can be represented by the set
of ordered pairs

FX ¼ f lX xð Þ=x; fX xð Þð Þ : x 2 E; fX xð Þ 2 P Uð Þ; lX xð Þ 2 0; 1½ �g
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2.4.1 The fps Aggregation Operator

Cagman et al. [2] define the fpfs aggregation score computed by applying the fpfs
aggregation operator [2] as

1njEjð Þ
X

x2E

lx xð ÞfX xð Þ

2.4.2 Decision Making with Fuzzy Parameterized Soft Sets

• Using fpfs aggregation operator, the fpfs aggregation score is computed for each
object.

• Decision is in favor of object with maximum score.

2.5 Fuzzy Parametrized Fuzzy Soft Set

Definition Let U be an initial universe, E be the set of all parameters and X be a
fuzzy set over E with the membership function μX: E → [0, 1] and γX(x) be a fuzzy
set over U for all x 2 E. Then, a fuzzy parametrized fuzzy soft set ΓX according to
Cagman et al. [2] over U is a set defined by a function γX(x) that represents a
mapping

cX : E ! F Uð Þ such that cX xð Þ ¼ ; if lX xð Þ ¼ 0 :

Here, γX is called fuzzy approximate function of the fpfs-set ΓX, and the value
γX(x) is a fuzzy set known as x-element of the fpfs-set for all x 2 E. Thus, an fpfs-set
ΓX over U can be represented by the set of ordered pairs

CX ¼ f lX xð Þ=x; cX xð Þð Þ : x 2 E; cX xð Þ 2 F Uð Þ; lX xð Þ 2 0; 1½ �g

2.5.1 The fpfs Aggregation Operator

The fpfs aggregation score as defined by Cagman et al. [2] is computed by applying
the fpfs aggregation operator and is calculated as

1njEjð Þ
X

x2E

lx xð ÞlcXðxÞ uð Þ
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2.5.2 Decision Making with Fuzzy Parameterized Fuzzy Soft Sets

Algorithm is similar to Fuzzy Parameterized Sets case, the only difference being
that the values will be floating point numbers in [0, 1] instead of binary numbers.
The algorithm is given by Cagman et al. [2] as

• Using fpfs aggregation operator, the fpfs aggregation score is computed for each
object.

• Decision is in favor of object with maximum score.

3 Previous Work

3.1 α Cut on a Fuzzy Soft Set

Let X is a non-empty set, F(X) denotes the set of all fuzzy sets of X. Let A be a
fuzzy set in X, that is, Then according to Neog et al. [7] and Bora et al. [8], the
non-fuzzy set or crisp set

Aa ¼ fx 2 XjlA xð Þ� ag

is called the α cut of the fuzzy soft A.
If the equation is replaced with

Aa ¼ fx 2 XjlA xð Þ[ ag

then Aα is called a strong α cut.

3.2 Fuzzy Soft Set Approach to Decision Making

Roy et al. [9], proposed the following algorithm for decision making using fuzzy
soft sets

Algorithm

• Input the fuzzy-soft-sets (F, A), (G, B) and (H, C).
• Input the parameter set P as observed by the observer.
• Compute the corresponding resultant-fuzzy-soft-set (S, P) from the fuzzy soft

sets (F, A), (G, B), (H, C) and place it in tabular form.
• Construct the Comparison-table of the fuzzy-soft-set (S, P) and compute ri and ti

for oi, 8i.
• Compute the score of oi, 8i.
• The decision is Sk if, Sk = maxiSi.
• If k has more than one value then any one of ok may be chosen.
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Example Consider the problem of recruitment. A firm wants to recruit graduates in
three departments: Technical, Administration and Human Resources, on the basis
of their technical, leadership and, communication skills.

Let U = {o1, o2, o3, o4} be the set of candidates.
Let E be the fuzzy set of all possible skills that may be possessed by a candidate.
Let A, B, C be three subsets of E such that

• A denotes level of technical skill and consists of linguistic variables {high,
medium, low}

• B denotes leadership skills and consists of linguistic variables {normal,
extraordinary}

• C denotes Communication Skills and consists of linguistic variables {good,
normal, bad}

Assuming the fuzzy soft set (F, A) denotes ‘Candidates with Technical skills’,

U lowða1Þ mediumða2Þ highða3Þ
o1
o2
o3
o4

0:5 0:2 0:1
0:1 0:8 0:1
0:1 0:2 0:6
0:2 0:25 0:3

2

664

3

775

(G, B) denotes ‘Candidates with Leadership skills’ and,

U normalðb1Þ exta-ordinaryðb2Þ
o1
o2
o3
o4

0:2 0:4

0:3 0:4

0:9 0:1

0:2 0:6

2
6664

3
7775

(H, C) denotes ‘Candidates with Communication skills’.

U lowðc1Þ mediumðc2Þ highðc3Þ
o1
o2
o3
o4

0:6 0:1 0

0:2 0:6 0:1

0 0:1 0:5

0:3 0:4 0:3

2
6664

3
7775

The problem is to select the most suitable candidate to be recruited in the
technical, administration and human resources departments.
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Let R be the set of parameters required from A and B such that
R = {e21, e22, e31, e32} and eij = ai
and bj = max(ai, bi). R is given as

U e21 e22 e31 e32
o1
o2
o3
o4

0:2 0:2 0:1 0:1
0:3 0:3 0:1 0:1
0:2 0:2 0:1 0:1
0:2 0:2 0:3 0:3

2
664

3
775

Let P be the set of parameters required from E = (A and B), and C such that

P ¼ fe21 ^ c2; e22 ^ c3; e32 ^ c3g

P is given as

U e21 ^ c2 e22 ^ c3 e32 ^ c3
o1
o2
o3
o4

0:1 0: 0:

0:3 0:1 0:1

0:1 0:2 0:1

0:2 0:2 0:3

2
6664

3
7775

The Comparison table is constructed as

U o1 o2 o3 o4
o1
o2
o3
o4

3 0 1 0
3 3 2 1
3 1 3 1
3 0 1 3

2

664

3

775

Row Sum

U o1 o2 o3 o4
½ 4 9 8 7 �

Column Sum

U o1 o2 o3 o4
½ 12 4 7 5 �

Score = Row Sum − Column Sum

U o1 o2 o3 o4
score ½ �8 5 1 2 �
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Since, o2 has highest score, decision is made in the favor of candidate 2.
Chaudhuri et al. [10] proposed an alternative to this algorithm in Solution of the
Decision Making Problems using Fuzzy Soft Relations in which by use of suitable
fuzzy soft relation [10], the computation of comparison table, row and column sums
can be avoided.

4 Proposed Work

4.1 Defuzzyfication of fpfs-Set

• The existing algorithms allow an object to be selected if it compensates its score
with respect to one parameter with a larger score with respect to other
parameters.

• There are times when making large computations is either not feasible or
extremely costly. In such situations, the problem needs to be simplified.

α cut can be applied on fpfs-sets to convert it to an fps-set. Let U be an initial
universe, E be the set of all parameters and X be a fuzzy set over E with the
membership function

lX : E ! 0; 1½ �

and γX(x) be a fuzzy set over U8 x 2 E. Let ΓX be an fpfs-set over U

CX ¼ f lX xð Þ=x; cX xð Þð Þ : x 2 E; cX xð Þ 2 F Uð Þ; lX xð Þ 2 0; 1½ �g

The an α cut on ΓX is defined as the fuzzy parameterized soft set

CXa ¼ f lX xð Þ=x; fX xð Þð Þ : x 2 CX ; lX xð Þ 2 0; 1½ �g

where, fX called approximate function of the fuzzy parameterized soft set ΓXα, is
given by the mapping

fX : E ! P Uð Þ such that fX xð Þ ¼ ; if lX xð Þ[ a

Example Consider the following variation of Molodtsov’s house example.
Consider the following fuzzy parametrized fuzzy soft set A describing a set of
houses and their properties.
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A
o1
o2
o3
o4
o5
o6

expensive wooden beautiful good-surroundings
0:3 0:4 0:6 0:9
0:3 0:9 0:3 0:5
0:4 0:5 0:8 0:7
0:8 0:2 0:4 0:8
0:7 0:3 0:6 0:5
0:9 0:2 0:4 0:3

2
6666664

3
7777775

with weights

A expensive wooden beautiful good-surroundings
weights 0:5 0:3 0:4 0:6½ �

Say the buyer has the following requirements

• The house should be beautiful at least to a certain extent.
• The house should not be in bad surroundings.
• There are no budget constraints.
• There is no limit to which the house may be wooden.

When we apply a α cut using α values,

A expensive wooden beautiful good-surroundings
a 0 0 0:6 0:5½ �

We get the reduced the fuzzy parametrized soft set

A
o1
o2
o3
o4
o5
o6

expensive wooden beautiful good-surroundings
1 1 1 1
1 1 0 0
1 1 1 1
1 1 0 1
1 1 1 0
1 1 0 0

2
6666664

3
7777775

with weights

A expensive wooden beautiful good-surroundings
weights 0:15 0:3 0:4 0:6½ �
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5 Solving Decision Making Problems with Fuzzy Soft Set
Inference Systems

5.1 Algorithm

• Input parmeter fuzzy soft sets (F1, A1), (F2, A2), …, (Fn, An)
• Input fuzzy rules of form

If A is A0 and B is B0 then C is C0

• Compute the output fuzzy sets corresponding to the rules and input.
• Defuzzify the output fuzzy sets using a suitable method.
• Make the decision on the basis of the defuzzified.

5.2 Example

Continuing the recruitment example from Sect. 3.2.2, this time the problem being
computing suitability of all candidates, for all the three departments. The output
fuzzy sets will be

• P denoting suitability for Technical department.
• Q denoting suitability for Administrative department.
• R denoting suitability for Human Resources department.

each having linguistic variables {high, medium, low}.
The rule set can be

• If level of technical skill is medium, leadership skills are extraordinary and,
communication skills are good then, suitability for Administrative department is
high, suitability for Technical department is medium, suitability for Human
Resources is Medium

• If level of technical skill is high, leadership skills are normal and, communi-
cation skills are bad then, suitability for Administrative department is low,
suitability for Technical department is high, suitability for Human Resources is
Low

Similarly 3 * 2 * 3 = 18 rules can be framed, as defined by functional expert.
On solving the above rules with given inputs, the output fuzzy soft sets will be

obtained similar to

454 U. Chandrasekhar and S. Mathur

http://dx.doi.org/10.1007/978-3-319-30348-2_3


Suitability for Technical Department

U low medium high
o1
o2
o3
o4

0:7 0:1 0
0 0:9 0:1
0:1 0:25 0:6
0:2 0:4 0:35

2

664

3

775

Suitability for Administrative Department

U low medium high
o1
o2
o3
o4

0:1 0:4 0:3
0:5 0:2 0:1
0:6 0:25 0:1
0:1 0:15 0:3

2
664

3
775

Suitability for Human Resources Department

U low medium high
o1
o2
o3
o4

0:2 0:2 0:6
0 0:9 0:1
0:3 0:2 0:1
0:2 0:3 0:5

2

664

3

775

Depending on the number of candidates required for each department and pri-
ority of the department all the candidates are selected into respective departments.
We could also use comparison tables to calculate the fitness level of each candidate
into respective department.

Comparison tables for each of the outputs are constructed as
Suitability for Technical Department

U o1 o2 o3 o4
o1
o2
o3
o4

3 1 1 1
2 3 1 1
2 2 3 1
2 1 2 3

2
664

3
775

U row-sum column-sum score
o1
o2
o3
o4

6 9 �3
7 7 0
8 7 1
8 6 �2

2
664

3
775
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Suitability for Administrative Department

U o1 o2 o3 o4
o1
o2
o3
o4

3 2 1 2
1 3 1 2
1 2 3 2
2 1 1 3

2

664

3

775

U row-sum column-sum score
o1
o2
o3
o4

7 7 0
7 8 �1
8 6 2
7 9 �2

2

664

3

775

Suitability for Human Resources Department

U o1 o2 o3 o4
o1
o2
o3
o4

3 1 2 1
1 3 2 1
2 2 3 1
2 2 2 3

2

664

3

775

U rowtext�sum columntext�sum score
o1
o2
o3
o4

7 8 �1
7 8 �1
8 9 �1
9 6 3

2
664

3
775

Assuming the requirements to be 2 people for Technical, and, 1 each for
management and Human Resources, the following selection can be made

• Even though o3 has the highest score in both technical and administrative
departments, he will be offered a position for administrative department since
his score is higher there.

• o1 and o2 will be offered a position for technical department since they are the
next best after o3.

• o4 will be offered a position at administrative department Human resources
department.

Thus, the proposed system is more generic and allows for greater flexibility than
the existing fuzzy soft systems.
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6 Conclusion

In this paper we defined the concept of α cut on fuzzy soft sets as well as fuzzy
parameterized fuzzy soft sets. We also proposed a fuzzy inference system that can
be used for fuzzy soft sets as well. The advantage of this mechanism is that multiple
choices can be made simultaneously by comparative analysis. The future work can
be extended for intuitionistic fuzzy soft sets.
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Part VIII
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Reverse Logistic: A Tool for a Successful
Business

B. Neeraja, Arti Chandani, Mita Mehta and M. Radhikaashree

Abstract The present century customers are Hi-Tech. They want to get products
and services with latest inputs at their door step. They are not too brand loyal. With
the changing demand for updated models related products they feel to be at par with
their neighbourhood. It is not that always Customers are brand loyal consumer.
Gone are the days when a family would be brand loyal to one company product for
generations together. The 21st Century customers are hi-tech. They expect the best
and more than they expect from the product and manufacturer. Therefore it is the
duty of the manufacturer that he should always be updated with the demands of
their customers. Before their competitors pitch into their market zone they are to
serve their customers with better products and services. Research has proved that
due to marketing and delayed supply of goods and services many Companies have
lost a set of customers. It should be noted that one time failure by the producer in
delivering the product/service would make him lose 10 times the value of sales
from his total sales. It is therefore very important that should always have a track of
the orders placed and the delivery of the product. Producer should always have a
track of the orders placed and the delivery of the product. The present day customer
is too keen on the after sales services too. Earlier the customer had to wait for days
or at times even weeks for buying a automobile or luxury goods but now the time
for placing an order and delivering the product has come down to hours or at the
maximum days. This is because of the development in technology. If the companies
try to work out on reverse logistics concepts they can do wonders and reduce more
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cost and time in serving the customer. In this paper the author’s try to insist on the
concept of cloud computing for reverse logistics. By using Keiretsu concept f or
saving time and fast delivery of products. This paper try to concentrated on tie up of
various transport companies who could utilize their resources in cost cutting, time
saving and effective utilization of resources for serving their customer in a better
way by implementing keiretsu concept.

Keywords Supply chain management � Reverse logistics � Customer satisfaction �
Keiretsu

1 Introduction

Supply Chain Management is the planning and control of the entire supply chain,
from production to transportation, to storage and distribution, through to sales, and
back again to production (Bonacich and Wilson 2005, p. 68). Supply Chain man-
agement has evolved from a push to a pull system. Supply Chain Management is the
reorganization of a business’ supply-side activities to maximize customer value and
to gain a competitive advantage in the market. SCM represents the intention of the
suppliers to develop and implement supply chains methods that are more feasible
and affordable to the Indian scenario. Supply chains cover everything from the point
of receiving the raw material from suppliers to the stage of the product reaching the
end user. Entry of new competitors are shortening product and service lifecycles they
are driving companies with traditional, infrastructure-intensive supply chains to
adopt innovative strategies and solutions to enhance their competitiveness. As a
result of information technology development manufacturers had to see alternatives
for their logistic issues to fulfil and substantiate their supply chains options which
would become more dynamic, more affordable, and more capable of supporting the
capacity, vision and mission and financial objectives of the company. Currently
companies are moving relatively cautiously towards leveraging cloud technologies
in their supply chains, studies show that interest in the potential of cloud computing
is already strong. Historically, supply chain operations have proven to be adept at
adopting and capitalizing on innovative technology solutions, and cloud computing
will be no exception (Fig. 1).

Defining Logistics: The word logistics is derived from the French word loger
that means art of transport, supply, and quartering of troops. Logistics can be
defined as a concept designed for military troops so as to ensure careful planning
and implementation of supplying weapons, food, medicines, and other necessary
items in the battle field. Initially the concept of logistics included planning and
implementing the strategy of procurement of inputs for the production process to
make goods and services available to the consumers. But the present scenario is
demanding for the concept of reverse logistics which is a challenging issue for
business houses. Especially with the products where the disposal is to be planned
and done in a systematic way, reverse logistics has been gaining increasing
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attention and awareness in the supply chain community, both from business house,
manufacturers, customers and researchers. This can be attributed to increased
regulatory pressure such as extended-producer responsibility, consumer expecta-
tions and societal sustainability demands, as well as to the intrinsic value that can be
regained from Collected products (De Brito 2003) (Fig. 2).

Reverse logistics is the method of dealing with collecting or gathering back the
used products from the ultimate users. It can take any forms, with varying costs and
benefits to the business. Options include recycling, repairing, re-using or simply

Fig. 1 Supply chain management structure

Fig. 2 The logistics network
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discarding the returned products. This is to be considered as a part of service
strategy or part of the business process inherent in any company that makes or sells
a product. In the reverse logistics process, a customer returns a product to the
company for a various reasons. Although this would usually results in a loss for the
business, small business owners can help reduce the costs associated with the
reverse logistics process through effective management of available resources.

The process of collecting back the unused or disposable product from the ulti-
mate consumers is cost cutting and making the disposal environment friendly.
Research has also proved since the customers were not sure of the disposable
method they have change their brand of purchasing products. This concept of
collecting back the goods can be done with the help of technology. Information
Technology has become part and parcel of every business. Therefore the concept of
cloud computing can extend a helping hand to the small business who cannot afford
a separate set of resources allocated to trace out the reverse logistics process of their
products. In such a situation cloud computing can help them to collect the details
and dispose the products in a safer way. Or Reuse the products or re-do the
products. Cloud computing has given a helping hand to small business houses to
make their business effective and successful (Fig. 3).

Defining cloud computing for small business: Cloud computing is a recently
evolved computing terminology or metaphor based on utility and consumption of
computing resources. Cloud computing involves organize groups of remote servers
and software networks that allow centralized data storage and online access to
computer services or resources Cloud computing is an emerging area of dissemi-
nated computing information that offers many potential benefits to small business
houses by permitting access of information technology (IT) services available as a
commodity. When the business people get together and represent their requirements

Fig. 3 Reverse logistics process flow
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for cloud services, such as applications, software, data storage, and processing
capabilities, organizations can improve their competence and capability to respond
more quickly and reliably to their customers’ needs. At the same time, this system
may be associated with risks which are to be considered, including maintaining the
security and privacy of systems and information, and assuring the rational expen-
diture of IT resources. Cloud computing is not a single type of system, but it is a
combination of underlying technologies and configuration options.

The strengths and weaknesses of the different cloud technologies, configurations,
service models, and practical feasibility methods should be considered by organi-
sations evaluating services to meet their requirements. By using the concept of cloud
computing the manufacturers/business houses can park their big data with safe and
reliable resource. For this the service company would charge a minimum cost
called the service cost.

2 Output of This Concept

This concept of implementing cloud computing for reverse logistics is for small
business enterprises who cannot afford the cost of implementing the software for
their own. It is a suggestion given to the general public how reverse logistics
concept of re-do, recycle and re-use concept can be best implemented (Fig. 4).

The concept of cloud computing if associated and communicated properly for
reverse logistics would make a great difference for business to save cost and serve
their customers better. Develop a strategy: which processes you should retain
internally and which processes would benefit from cloud computing. Develop a
detailed business case with quantified anticipated benefits, ROI and risk analysis.
Agree the standards for success: flexibility, scalability, speed to market and costs.
Start with the low-hanging positive results.

Fig. 4 Reverse logistics model for small logistics partners
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3 Advantages of Reverse Logistics for Small Companies

Reverse logistics management has developed into a discipline that produces cost
reductions, adds efficiencies and improves the consumer experience. Producers
have discovered value within returned assets and the benefits of streamlining repair,
return and product reallocation processes. For many organizations, the returns
management process has remained a cost center with low visibility that contains
products to be restocked, repaired, recycled, repackaged or disposed of appropri-
ately. Conventional logistics service providers had very few alternatives for
reversing the channel; however, as the technology has progressed, companies using
robust, proficient reverse logistics management have benefited from:

• Reduced administrative, transportation and aftermarket support costs.
• Increased velocity.
• Increased service market share.
• Higher achievement of sustainability goals.
• Greater customer service and higher retention levels.

Once a niche in supply chain management, reverse logistics is emerging as a
supply chain corporate strategy supporting everything from environmental sus-
tainability to bottom line profitability. Several forces are combining to drive interest
in reverse logistics including: the pressure for profitability, volatility in the fuel
markets, community interest in sustainability, changing customer needs, and rising
levels of regulation.

Reverse logistics offers a way to help alleviate poor utilization and deadheading
issues. Ideally, reverse logistics programs will keep trailers full while also providing
continuous moves. Some carriers have milk runs involving simple raw materials
(RM) and finish goods (FG) exchanges. Many times this can also include returning
specialized pallets and racks, recyclables, cages, and totes.

Mike Dewey is a Cincinatti-based home brewer who decided to get serious after
his favorite local brewpub closed about five years ago. Today Dewy’s Mt. Carmel
brewery is still a small brewing company but it does much higher volume. Dewey
sends growlers out on pallets and has to take return on the pallets. A typical load of
16 pallets at $20 each represent $320 in needed cash flow. He uses about 40 pallets
per month. More small brewers in the market makes for a more competitive business
situation. A dollar saved is as important as a dollar earned. Shipping and logistics
costs are important areas in which every small businessman needs to control costs.

Another important advantage of elevating reverse logistics into the strategic
planning process is the issue of environmental sustainability. Compliance with
environmental regulations is the most often cited reason for undertaking sustain-
ability improvements. Leading edge thought on reverse logistics has now evolved
to an understanding that compliance can lead to lower costs and increased
productivity.

Reverse logistics can include recycling of packaging and leftover resources
found in used containers. As population increases and resources become more
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scarce, the value of recycling and repurposing resources becomes more apparent.
Efficiency in the supply chain eliminates waste and supports green initiatives that
can provide differentiation and competitive advantages in crowded markets.

Implementing a strategic reverse logistics program can offer both reduced costs
and increased customer value. It is necessary that the value to be obtained through
reverse logistics is understood and evaluated in the broadest perspective by senior
management as a part of the strategic plan. Implementing a reverse logistics strategy
and operational plan needs to start with the realization that there are significant
corporate, environmental, and business development opportunities within your
value chain. Once you have identified those opportunities and your supply chain
group has a good plan, seek an executive sponsor within your organization.

By plotting your shipping and logistical nodes, gain an understanding of your
transportation moves and their frequency, you can start looking at synergies and
opportunities within your “value chain” which includes your own organization,
your partners, your suppliers, and also your neighbors. The key is to realize there
are multiple opportunities with reverse logistics especially in returns management
(including recalls), obsolescence and damage claims, refurbishing/upgrading of
products, MRO of equipment, container movements (racks, crates, totes, etc.), and
sustainability/recycling initiatives including the proper and optimal disposal of
waste. Many of these opportunities can be found through synergies and location.

Once a reverse logistics initiative commences, you and your organization will
need to be flexible in making adjustments to your organization (change manage-
ment), your supply chain (capacity constraints), and measurement (metrics and
financial benefits). Determining what success looks like is based on your own
internal views, benchmarks, and participants of your reverse logistics value chain.
Likewise, there might be additional financial and community impact/ “green supply
chain” opportunities available in secondary markets of products, recyclables and
reusable components, and waste. Equally impressive is that these reverse logistics
benefits can be shared financially (either through additional revenues, savings, or
credits/rebates) or through public relations and brand awareness initiatives associ-
ated through sustainability. The time is optimal more than ever to develop a reverse
logistics program for your company and community.

4 Benefits of Cloud Computing for Small\Business

• Cloud computing represents a great opportunity to reduce total cost for the users
(manufactures or small scale business house). Providing secure computing
capacity on a Rental basis as required with no capital costs and with compre-
hensive technical support provided as part of the service.

• Companies can gain significant advantages by using cloud computing to
upgrade their capabilities e.g. by using smart phone, collection and delivery of
goods can be in time. Not only this it can also progress of the en route goods be
shown on the map in real time.
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• By working “in the cloud,” companies have shown they can rapidly implement
andoperate applications that are secure and inexpensive, while enjoying lower
IT maintenance and upgrade costs.

• Delivery process may also be speedup since cloud computing offers a highly
collaborative framework with centralized storage and contact points, ease of
access and the opportunity to enact simplified, standardized processes e.g. by
using KeyTelem remote site measurements can be collected, displayed centrally
and notifications sent e.g. for a tanker to go and replenish a storage tank.

• A further advantage is flexibility by making it possible to scale up at par with
minimal waste of time and other resources, and even to switch applications
entirely without a lot of added cost or complexity. This brings the ability for
small business houses to enter into new markets or launch new services quickly.

It would also give the below mentioned benefits:

– Expecting returns as predicted can be done by additional revenue.
– Drive significant cost savings,
– Improve customer satisfaction and deliver a competitive edge
– Reduce wastage
– Implement the concept of make in India and green India.
– Help in improving saving concept of renewable resources for the next

generation.

5 Scope for Further Development

Supply Chain Management aims at managing supply and demand, optimizing
resources, reducing cost and providing efficient customer services. Keiretsu is a
Japanese word that refers to powerful business groups. It depicts how businesses
share each other resources. Keiretsu is a relationship among all stake holders of
Supply chain. They include suppliers, partners, manufacturers and customers who
do business with each other. It is basically a vertically related group with sound
manufacturing and a large network of suppliers and sub-contractors. Under the
keiretsu arrangement, major suppliers and sub-contractors do business with only
one of the producers. Keiretsu shares many of the goals of SCM as the latter is
based on the management of relationships both between corporate functions and
across companies. SCM offers an opportunity for firms to enjoy many of the
benefits of Keiretsu. This is followed by japans. A sincere suggestion is give for the
Indian business house and cloud computing service providers to ensure this system
can be implemented in India also.
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Improving User Participation
in Requirement Elicitation and Analysis
by Applying Gamification Using
Architect’s Use Case Diagram

B. Sathis Kumar and Ilango Krishnamurthi

Abstract Customer involvement and lack of expressive communication mecha-
nism are the major problems in capturing Architecturally Significant Requirements
(ASR) in requirement elicitation and analysis stage in the software development. In
our earlier work we have introduced Architect Use Case Diagram (AUCD) an
enhanced version of use case diagram, which is useful to specify functional and
quality attribute requirements in one diagram. Gamification is an emerging tech-
nique used in the software industry to improve the user’s commitment, inspiration
and performance. In this paper we proposed gamification using AUCD, a new
methodology for requirement elicitation and analysis. The combination of gamifi-
cation and AUCD motivates the users to participate in the requirement elicitation
and analysis actively, which helps the analyst to capture more architecturally sig-
nificant requirements. The proposed gamification using AUCD method is applied in
different projects for validating the effectiveness. The research result shows that
gaming using AUCD improves user participation in requirement elicitation.

Keywords Gamification � Architect’s use case diagram (AUCD) � Architecturally
significant requirements (ASR)

1 Introduction

The success of software development lies in the clear understanding of client
requirement. Requirement elicitation is a process of understanding the requirements
from customers and end-users in a software project. It is followed by requirement
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analysis and requirement specification. Requirement analysis is a process of
examining the correctness of the elicited requirements and identifying the missing
requirements. Requirement specification is a process of documenting the require-
ment in any prescribed form. This document needs to be agreed upon by the
requirement analysts and the customers. This is the foundation for the subsequent
architectural design, detailed design and building the software project. “Software
Architecture is the fundamental organization of a system embodied in its compo-
nents, their relationships to each other and to the environment and the principles
guiding its design and evolution” [1]. Based on the nature of the requirement and
business goal, an architect will design the appropriate architecture. A software
architect, designs the software architecture of the system using the functional and
nonfunctional requirements. Hence these requirements document should be com-
plete, unambiguous, correct, understandable and verifiable.

A functional requirement describes an expected functionality or feature of the
system. A non-functional requirement defines the effectiveness of the function
provided by the system. Security, supportability, usability, performance and relia-
bility are important quality attributes of a software system. These quality attributes
are also referred as non-functional requirements.

Only a few functional and quality attribute requirements help us to identify and
shape the software architecture. If the requirement influences the architectural
design decision, then it is referred to as Architecturally Significant Requirements
(ASRs) [2]. Quality software product depends on quality software architecture
which in turn depends on the quality requirement specification. However, most of
the customers fail to express the requirements properly and particularly ASR during
requirement elicitation.

Interviews, questionnaires, user observation, workshops, brainstorming, use
cases, roleplaying and prototyping are various requirement elicitation methods used
in the software industry [3]. Effective requirement elicitation and analysis requires
strong communication between system analyst and stake holders. However all these
techniques focusing on describing functional requirements using natural language
and most of the quality attributes requirements are hidden in the functional
requirement statements. To create a better communication between user and devel-
oping team, In our earlier work we have introduced Architect Use Case Diagram
(AUCD) [4, 5]. This enhanced version of use case diagram is useful to specify
functional and quality attribute requirements in one diagram.

Gamification is an emerging technique used by most of the software industry to
improve the user’s commitment, inspiration and performance. Hence introducing
effective communication mechanism with gamification, will improvise the ways of
capturing more ASR effectively.

This paper proposes a new methodology of requirement elicitation technique
using gamification using AUCD. The combination of gamification and AUCD will
motivate the users to participate in the requirement elicitation and hence find more
requirements especially architecturally significant requirements.
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2 Usage of Gamification and Architect Use Case
Diagram in Requirement Engineering

Gamification is a powerful approach to involve and encourage people to attain the
organizational goals. The key for success of the gamification is involve people on
an emotional level and encouraging them to achieve their aims [6]. Gamification is
defined as, “The process of game-thinking and game mechanics to engage users and
solve problems” [7]. The main challenge of any organizations is how they effec-
tively involve employees and customers to achieve basic business goals.
Gamification is adding gaming mechanics for a complex task with awards which
makes that task more attractive.

In our earlier research we have introduced AUCD which is useful to specify both
functional and quality attribute requirement in one diagram. In AUCD we have
introduced solid dark circle for sub flow connector, dotted circle for alternative flow
connector, double circle connector for security flow connector, double square for
scalability indicator and triangular for response time indicator which are useful to
specify ASR in Use Case Diagram (UCD).

Sub flow connectors are used to state optional functionalities of the use cases.
Alternative flow connectors are used to state the possible exceptional and alterna-
tive flows. A security flow connectors are used to state the security requirement.
Response time indicator is useful to state the performance requirement. Scalability
indicator is useful to specify maximum data transfer or maximum number of user
access in a particular time. The double square symbol is a scalability indicator
which can be added to the model in the needed position.

Requirement visualization attracts the participant to actively involves in
requirement elicitation. The Scope of different requirement elicitation techniques are
described in Table 1. Comparing different elicitation methods, Architect Use Case
Diagram is suitable for requirement elicitation using gaming method because both
functional and quality attribute requirements are represented visually in one diagram.

Table 1 Requirement elicitation techniques scope

Elicitation
technique

Communication
media

Scope

Interviews Dynamic
dialogue

Simple, depends on participants involvement, natural
language ambiguity

Observation Video Ambiguity in explanation

Workshops Dynamic
dialogue

Depends on the participants selection, natural language
ambiguity

Scenarios (use
case)

Text, images Depends on participants involvement, natural language
ambiguity

Prototypes Visual media Limited ecological evaluation

AUCD Images No natural language ambiguity, ASR requirements are
represented visually
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Gamification is useful to motivate the participation and AUCD creates a better
communication between stakeholders and the development team.

Lack of motivation and communication are the major issues that prevent
effective user participation [2]. Hence gamification using AUCD will remove the
difficulties of lack of motivation and active participation of the users.

Figure 1 shows the AUCD for place order use case for online sales portal
project. In Fig. 1 create, delete, update and confirm orders are sub flow of place
order use case. Out of stock, less quantity and no cash on delivery are alternative
flows. Payment handling is a security flow use case. Maximum of 90,000 users will
access the portal is specified using scalability indicator and maximum time for
confirming the order is 60 s and it is specified using performance indicator.
The AUCD notations are very simple to understand by the participants and using
these notation most of the ASR are visually specified. This graphical representation
will increase the active involvement of the customers for identifying more ASR.

3 Methodology of Requirement Elicitation and Analysis
by Applying Gamification Using Architect’s Use Case
Diagram

The methodology of requirement elicitation and analysis by applying gamification
using AUCD are described by using 7 steps as follows.

Step 1: Set the goal of the game.

Identify the objective of the software project is helpful to find the ASR. The cost,
quality, security, time and scope are important influence factors for the software
goal.

Step 2: Select the Players for the game and form the team.

The following factors are considered for selecting the players and forming the
teams.

Select the players from each category.

The advantage of including players from each category is useful to get the
requirement information from each category of users. By involving each category
of players, the nonfunctional aspects of the system such as functional, reliability,
usability, performance, efficiency, compatibility, security, maintainability and
portability can be elicited which may not have been expressed explicitly.
Acceptance test is easy because users approve the final system according to their
workplace needs and requirements.
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Group the team based on player’s category.

If the team is formed based on the player’s category, democracy will be ensured.
A mix up of the different category of players affects better communication and
chance for influencing their decision by higher category of players. Grouping the
team based on the category of players will create competition among the players in
the same team. This will also create a healthy completion between the team also.

Step 3: Explain the game rules and the points system to the players.

The game is divided into 6 stages. In stage 1 players need to identify all the
possible basic functionalities of the proposed system. In stage 2, stage 3, stage 4,
stage 5 and stage 6 players’ needs to identify the sub flow, alternative flow, security
flow, performance and scalability requirements respectively. All the identified
requirements are represented by using AUCD diagram tool by each team in each
stage. In each stage, the moderator allots a specific time period to identify the
requirements. After the deadline, the moderator collects the AUCD from each team
in every stage. Each team needs to present the AUCD for discussion in every stage.
Moderator notes down the functionality approved by the group members and reject
the functionality which is irrelevant to the project and allots points as described in
Table 2 in each stage.

Step 4: Start the game.

Stage 1: Find all the base use case.

(a) Instruct the user to find all the basic functions (base use case) expected from
the system in the form of use case.

(b) Give a specific time to work on group and draw the AUCD.
(c) After the deadline the moderator will collect the AUCD from each group.
(d) Members from each group will present the AUCD for discussion.
(e) The moderator notes down the base use case approved by the group members

and reject the base use case which is irrelevant to the project.
(f) The moderator allots the points to each group as per the points table.
(g) Based on the collected functionality moderator finalize the base use case

diagram and present it to the group members for finding out missed
requirements.

Table 2 Reward points table Requirements type Points

Functional requirement’s 2

Sub flows 3

Alternative flows 4

Security flows 5

Performance requirements 5

Scalability requirements 5

Bonus point 5
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(h) If group members identify any missed out requirement then they will get
additional 5 bonus point.

(i) Steps g and h are repeated until all the base use case are identified.

Stage 2: Find all the sub flows.

The objective of this stage is to identify all possible sub flow use case of base use
case and sub flow use case. A sub flow use case may have any number of sub flow
use case.

(a) Instruct the user to find all the sub flows of the base use case.
(b) Give a specific time to work on group and draw the AUCD.
(c) After the deadline, the members from each group will present their AUCD to

other members.
(d) The moderator notes down the sub flow use case approved by the group

members and reject the sub flow which is irrelevant to the project.
(e) Allot the points to each group as per the point table.
(f) Based on the collected sub flow, the moderator finalizes the sub flow use cases

and presents it to the group members for finding the missed out sub flow
requirements.

(g) If the group members identify any missed out sub flows and then they will get
additional 5 bonus points.

(h) Steps f and g are repeated until all the sub flow use cases of base use case are
identified.

(i) Instruct the user to find all the sub flows of the sub flow use case.
(j) Repeat the Steps b to e to find all the sub flows of the sub flow use case.
(k) Steps f and g are repeated until all the sub flow use cases of sub flow use case

are identified.

Stage 3: Find all the Alternative flows.

(a) Instruct the user to find all the alternative flow of the base use case and sub
flow use case.

(b) Give a specific time to work on group and draw the AUCD.
(c) After the deadline the members from each group will present the AUCD to

other members.
(d) The moderator notes down the alternative flow use case approved by the group

members and reject the alternative flow which is irrelevant to the project.
(e) The moderator allots the points to each group as per the point table.
(f) Based on the collected alternative flow use case, the moderator finalizes the

alternative flow use case for each base use case and sub flow use case. The
moderator presents the AUCD to the group members for finding the missed out
alternative flow.

(g) If the group members identify any missed out alternative flow, then they will
get an additional 5 bonus points.

(h) Steps f and g are repeated until all the alternative flow use cases are identified.
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Stage 4: Find all the security flow use case.

(a) Instruct the user to find any security requirement which is required for the base
use case/sub flow use case/alternative flow use case.

(b) Give a specific time to work on group and draw the AUCD.
(c) After the deadline members from each group will project the AUCD to other

members.
(d) The moderator notes down the security flow use cases approved by the group

members and reject the security flows which are irrelevant to the project.
(e) The moderator then allots the points to each group as per the point table.
(f) Based on the collected security flow use case moderator finalizes the security

flow use case for each base, sub flow and alternative flow use case. The
moderator presents the AUCD to the group members for finding the missed out
security flow.

(g) If the group members identify any missed out security flow, then they will get
additional 5 bonus points.

(h) Steps f and g are repeated until all the security flow use cases are identified.

Stage 5: Find all the performance requirements.

(a) Instruct the user to find any performance requirement which is required for the
base use case/sub flow use case/alternative flow use case.

(b) Give a specific time to work on group and specify the performance requirement
in the AUCD.

(c) After the deadline members from each group will present the AUCD to other
members.

(d) The moderator notes down the performance requirement approved by the
group members.

(e) The moderator then allots the points to each group as per the point table.
(f) Based on the collected performance requirement moderator finalize the per-

formance requirement and presents the AUCD to the group members for
finding the missed out performance requirement.

(g) If the group members identify any missed out performance requirement, then
they will get additional 5 bonus points.

(h) Steps f and g are repeated until all the performance requirements are identified.

Stage 6: Find all the scalability requirements.

(a) Instruct the user to find the scalability requirement which is required for the
base use case/sub flow use case/alternative flow use case.

(b) Give a specific time to work on group and draw the AUCD.
(c) After the deadline, the members from each group will project the AUCD to

other members.
(d) The moderator notes down the scalability requirement approved by the group

members.
(e) The moderator then allots the points to each group as per the point table.
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(f) Based on the collected scalability requirement moderator finalize the scala-
bility requirement and presents the AUCD to the group members for finding
the missed out scalability requirement.

(g) If the group members identify any missed out scalability requirement, then
they will get additional 5 bonus points.

(h) Steps f and g are repeated until all the performance requirements are identified.

Step 6: Consolidating the AUCD.

The moderator and players check whether the AUCD is complete, understand-
able, unambiguous, correct and traceable.

Step 7: Analyses the game result.

The moderator finally announces the winner of the game and also recommends
the key players to the management for rewards.

4 Discussion

The use of the AUCD tool as a game mechanic was mainly chosen because it will
act as a better communication medium between the stakeholders for discussion
which is needed in the requirement elicitation process. This game motivates the
participants to find the requirement in different stages with different perspectives. In
the first stage, the participants focus on identifying the basic functionalities (base
use case). In the subsequent stages, the participants focus on finding sub flow,
alternative flows, security flows, and performance and scalability requirements.

The proposed gamification using AUCD method introduces the team forming
mechanism of same category stakeholders as one team. This method creates a
healthy competition and motivates the participant to communicate their views about
the requirement without any fear.

The proposed gamification using AUCD method is applied in different projects
in different environments. Web based skill assessment for the software profes-
sionals project and web based HR management system for the University project
took place at Goldan infotech (www.goldeninfotec.com) client premise. Web based
Student Information system for University project took place in a university class
room for a course of the II Year M.Tech in Computer Science and Engineering.

In order to validate Gamification using Architect’s Use case diagram two dif-
ferent questionnaires were prepared, one for the players (Table 3) and one for the
project manager/software architect (Table 4). The players questions focuses on
whether the game is easy to specify the functional requirement, easy to play,
amusement level of the game, motivates the participant, suitable for requirement
elicitation, extract more requirements and also suitable for specifying quality
attribute requirements. The project manager questions focuses on satisfaction level

Improving User Participation in Requirement Elicitation … 479

http://www.goldeninfotec.com


of quality attribute requirement’s identification, relevance of each requirement,
whether the identified requirements are helpful to define the project scope and
useful to calculate use case transactions.

The questionnaire is given to each player after the completion of the game. The
questionnaire answer scale is between 0 and 5.0 for low and 5 for high.

The questioner result shows that all the players and project managers showed
high level of equal positive response in gaming using AUCD which improves user
participation in requirement elicitation.

From the Fig. 2 it is clear that Gamification using AUCD is easy to specify, easy
to play, suitable for requirement elicitation, motivates the participants, useful to find
more requirements and the amusement rate of the game is also high.

From the Fig. 3 it is clear that Gamification using AUCD is useful to specify the
relevance of the requirement, defining functional and nonfunctional requirements
clearly, useful to find more nonfunctional requirements and also useful for calcu-
lating use case transactions. The questioner result shows that all the players and
project managers showed high level of equal positive response in gaming using
AUCD which improves user participation in requirement elicitation.

Table 3 Gamification using AUCD—players questioner

Player
question id

Questions

PQ1 Do you consider that the AUCD is easy to specify your functional
requirement?

PQ2 Do you consider gaming using AUCD is simple to play?

PQ3 Rate the enjoyment level of the game

PQ4 Do you consider gaming using AUCD increase the motivation of the
participants in requirement elicitation?

PQ5 Do you consider gaming using AUCD is a suitable method for requirement
elicitation?

PQ6 Do you consider gaming using AUCD is suitable to find more requirements?

PQ7 Do you consider that the AUCD is easy to specify your quality attribute
requirement?

Table 4 Gamification using AUCD—project manager questioner

Project manager
question id

Questions

PQ1 Are you satisfied with the identification of quality attributes of the
requirements?

PQ2 Are you satisfied the relevance of each requirement presented in the
AUCD?

PQ3 The functional and nonfunctional requirements obtained by Gaming
using AUCD have helped to define the project scope effectively?

PQ4 Do you consider that AUCD is useful for calculating the use case
transactions?
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Analyzing the three case studies results of gamification using AUCD, the stage
by stage identification of requirements by stake holders and discussion helps to
identify several requirements. Therefore, new requirements were generated with the
collaboration of participants using AUCD. Moreover, participants also evaluated
other’s opinions by arguments.

Participant’s feedback shows that gamification using AUCD is exciting and
increasing the motivation than existing approaches of requirement elicitation. This
means that AUCD was appealing and accepted as a requirement elicitation tool to
those participants.

In the field studies we observed that the project managers expressed high sat-
isfaction of the number of quality characteristics identified. They also expressed
that Gamification using AUCD method identifies more requirements than the tra-
ditional approach. The result also shows that the number of use cases identified
using proposed method is 32 % higher than traditional use case model. The number
of sub flow, alternative flow, security flow, performance and scalability require-
ments identified by using proposed method are 33, 54, 66, 62 and 62 % respec-
tively, which are higher than the traditional use case model.

Fig. 2 Players feedback average

Fig. 3 Project manager feedback average
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We observed that representing their ideas using AUCD tool and discussing
requirements with other stakeholders, getting reward points for the accepted
requirements by other stakeholders motivates and improve group discussions. This
discussion helps to extract participant’s knowledge’ and perspectives. Gamification
using AUCD increases the group synergy that brings unexpected and new results.
These results are generally unforeseen ideas that could not be elicited otherwise.
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A Study of the Factors Which Influence
the Recruiters for Choosing a Particular
Management Institute

Rajiv Divekar and Pallab Bandhopadhyay

Abstract Placements are an important facet of Management education. With
placements taking the centre stage and very vital, several institutions are aligning
with market forces in order to ensure good placements. Increasingly institutions are
relying on placement as a marketing strategy to influence the student influx as well
as position themselves in this competitive market. This study was conducted in
order to understand the recruitment dynamics; mainly the recruiter’s evaluation of
the management institute for campus recruitment of management trainee. The study
was carried out taking a sample of 42 companies which go to management institute
campuses for trainee recruitment. Study led to some interesting findings namely
quality of student intake, teaching faculty quality, curriculum quality design and
delivery as important factors which influence recruiters. Recruiters also value the
parameters which influence the personality of the students, how they perform on
different managerial skill sets to perform in a team and work place. Placements is
most commonly executed in college’s campuses rather than in companies and role
of infrastructural support for placements also play an important role. Most impor-
tantly it is clear from the study that for companies the skill sets in a candidate are
the deciding and influencing factor and not so much the knowledge based outcome.

Keywords Management trainee � Placements � Recruitment

1 Introduction

Indian education system has witnessed a prolific growth is last six decades with
business programs being one of the top growth drivers. Today there are 4000
(approximate) Business Schools in India. Masters in Business Administration
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program has positioned itself as a strong program for career growth and employ-
ability. India was amongst the first country to recognise the need for a proper and
structured teaching of management. The first Indian B-School, Commercial School
of Pacchippa, Madras was established in 1886. India’s first management college
was founded in 1948 (Institute of Social Science) which was followed by Indian
Institute of Social Welfare and Business Management (IISWBM) established in
1953 as a graduate business school in Kolkata. It has the distinction of being the
first institute in India to offer an MBA degree. Xavier Labor Relations Institute
(XLRI) was started in 1949 by Jesuit community, followed by IIM Calcutta and
IIM Ahmedabad in 1960 and 1961 respectively.

The second wave of establishment of Management Institutes was around 1978
when JBIMS, SIBM, MDI, IMT, SP Jain and others were set up. With the Indian
economy opening up post 1991, the demand for MBA graduates kept increasing
leading to mushrooming of several other management institutes. The growth in
number of management institutes can be attributed to strong growth in Indian
economy and Indian industrial demand. With so many B Schools churning out
approximately 4 lakh graduates each year the recruiters have enough choices in
recruiting. However recruiting has its associated cost and time constraints and
hence the problem of filtering which institutes to consider for recruitment drive.
Most of the recruiters identify campuses where they have had successful experience
of recruiting good candidates who meet the parameters sought for/meet their
specific need. The variation in recruitment parameters is coupled with market
forces. Even though the job profiles, criteria or type of skill sets required in a
candidate are dynamic what remains unchanged is the campus for recruitment
where the companies go to.

The companies which go for the placement to these business schools are con-
tinuously looking to find the students who are not only academically good but are
able to change the roles, have adaptability and ability to learn in the different
atmospheres. The research has been carried out with the objective to find the
parameters on which the companies select the candidates by administering a
structured questionnaire.

2 Literature Support

Trank and Rynes (2003) emphasized the importance of managerial skill over the-
oretical knowledge for selection of a management trainee. Their concept exposed
the weak link between graduate learning and ability of a management trainee to
perform. In addition they rewarded managerial skills more in order to perform better
and work in a team. Safon [1] in his study found that media rankings had a
significant influence over recruiters decision on selection of right B-school. Kowar
and Barman [2] studied the global Competency Scales for Management education
in India and found that skill based outcomes are important to industry but that many
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B-School graduates lack them or have a dismal score. Saha [3] had studied the
issues and concerns of Indian management education and observed that most
B-Schools only concentrate on imparting theory and do not have/have very little
training in skills. His work laid a paramount importance on performance and
multi-tasking skills rather than simply knowledge management orientation. Dayal
[4] pointed out the relevance of curricula, content, methodology and coverage of the
academics and how they can improve quality of education as well as industry
perspective of management education. Richardson [5] discussed the strategies
which the companies can ideally employ in order to ensure, not only the best
possible pool but also the select the candidate which are best.

The presence of such studies brings forth vital suggestions in improving
B-School outcomes in terms of student performance and skill. However there is a
gap in understanding recruitment dynamics, mainly the factors that affect recruiter’s
ability to select a B-school. Many B-schools still wonder as to what the recruiters
look for when they visit the campus whether it is the curriculum, experiences, skill
etc. This study was conducted to address that gap. This knowledge and outcome of
this research paper will help the B-Schools understand the view point of the
recruiters and accordingly they can education and other process to fit the bill.

3 Research Design

In order to understand the recruitment dynamics the following objectives were
formulated:

1. To analyse the thought process of the recruiters to recruit management graduates
2. To list the factors which influence the recruiters to select a particular

college/institute

3.1 Hypothesis

Ho1: There is no significant association between knowledge based outcome and
skill based outcome

Ho2: There is no significant association between recruiters preference with respect
to factors for selection of MBA College

In order to fulfil the aforementioned objectives a descriptive research, along with
excel, was performed with help of judgemental sampling. Recruiters with experi-
ence of 5 years and above in recruiting management trainee directly from man-
agement institute campuses were considered for the study. 42 recruiters from
organizations in Pune were administered the questionnaire for the study.
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4 Results and Analysis

The result of the data collected using the questionnaire has been analysed with the
help of MS-excel and it has been presented below where the graphical represen-
tation of the few of the responses has been given here (Fig. 1).

The descriptive results based on 42 recruiters indicate that 53 % of them fre-
quently recruit marketing management trainees more than other specialization
trainees. 19 % go for financial management trainees and 17 % of them for human
resource management trainees. This also reveals that the recruiter does the
recruitment much more in the field marketing than any other field (Fig. 2).

Analysis shows that of the companies visiting campuses for recruitment 41 %
are Indian MNC and 33 % are foreign MNC. 17 % are Public sector companies and
7 % are Listed Companies. The data reflects great diversity in types of companies
that prefer campus recruitment. Though the students as well as the B-Schools may
have the dream company which is a foreign MNC but the fact remains that the
companies which comes to these B-Schools for recruitments are Indian MNCs
majorly. This can be considered as one of the important findings of the research.

The factors preferred for selection of MBA College for recruitment by recruiters
was analysed, in Tables 1 and 2. Student Performance, Curriculum Structure and
Infrastructural Support (Resource to conduct the process of recruitment) are factors
preferred for selection of MBA College for recruitment. Status/Reputation/
Rankings Published through Media, Competitor’s recruitment preference,
Location convenience of the college from Industry belt and similar organizational

17%

19%
52%

3%

2%
7%

Specialization
HRM 

Finance

Marketing

IT 

Operations 

Entrepreneurship

Fig. 1 Distribution of
specialization

33%

41%

17%

7%2%

Type of Company

MNC
Indian MNC
Public Sector
Listed in Stock Exchange
Non-Listed

Fig. 2 Type of company
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structure and Culture are not so preferred parameters for selection of colleges. As
the neutral point is 3, a score above 3 (towards 5) of any parameter means it is
tending more to a not preferred parameter. In case a parameter has a score below 3
(between 1 and 3) it implies that recruiters prefer the parameters.

The least preferred factor is Status/Reputation/Rankings Published through
Media while the most preferred factor is’ curriculum structure followed by students’
performance. This reiterates the facts that the academics and curriculum remains the
most sought factors as the companies would like to hire those students who have
studied and excel the subject and domain knowledge.

The factors influencing MBA Graduate performance as a student for getting
recruited were analysed in Tables 3 and 4. Skill based performance is more
important for recruiters at the initial stage of recruitment compared to knowledge

Table 1 Factors preferred for selection of MBA College

Sr.
No.

Parameter Factors preferred for selection of MBA College for
recruitment by recruiters (satisfaction level on
particular parameter)

1: highly
preferred

2:
preferred

3:
neutral

4: not
preferred

5: highly
not
preferred

1.1 Student performance 13 14 7 3 5

1.2 Status/reputation/ranking
publishes through media

1 0 0 16 25

1.3 Curriculum structure 24 7 0 8 3

1.4 Competitors recruitment
preference

0 9 9 24 0

1.5 Location convenience of the
college from Industry belt

9 3 0 21 7

1.6 Infrastructural support (resource
to conduct the process of
recruitment)

20 4 0 0 18

1.7 Similar organizational structure
and culture

0 4 13 19 6

Table 2 Mean of factor
preferred for selection of
MBA College

Factor Mean

Factor_student_performance 2.36

Factor_student_status_reputation_media 4.52

Factor_student_curriculum_stucture 2.02

Factor_student_competitors_recruitment_preference 3.36

Factor_student_location_convenience 3.33

Factor_student_infrastructural_support_from_college 2.81

Factor_student_similar_org_stuctur_culture 3.64
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based performance from the recruiters point of view. Skill based performance
preference score is 1.88 out of 5 which is lower than neutral point of 3 which
implies that recruiters are agreed to that preference whereas score for knowledge
based performance is 4.33 which is nearer to 5 more on the negative preference of
the recruiters.

4.1 Hypothesis Testing

Ho1: There is no significant association between knowledge based outcome and
skill based outcome (Tables 5 and 6)

Chi square test was conducted at a significance value of probability (p) less than
0.05. The chi square value obtained was 19.275 for p > 0.05. Hence the null
hypothesis is accepted. There is no significant association between knowledge
based outcome and skill based outcome. The two factors are seen as independent
factors by the recruiters.

Ho2: There is no significant difference between recruiters preference with respect
to factors for selection of MBA college

Table 3 Factors influencing MBA graduate performance

Sr.
No.

Parameter The factors influencing MBA Graduate performance as a student for
getting recruited

1: highly
influencing

2: influencing 3: neutral 4: not
influencing

5: highly
not
influencing

3.1 Knowledge based
out-come after
MBA course

3 2 0 10 27

3.2 Skilled based
out-come
demonstrated or
possessed by
students

23 10 4 1 4

Table 4 Mean of factors influencing MBA graduate performance

Mean

Factors_influencing_performance_of_student_knowledge_based 4.33

Factors_influencing_performance_of_student_skill_based 1.88
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ANOVA test was conducted at a significance value of probability p less than
0.05. The results indicated that the factor “curriculum structure” differed signifi-
cantly from the other factors for selection of MBA College for p < 0.05. Hence the
alternate hypothesis is accepted. The “curriculum structure” is seen as the most
influential factor.

5 Conclusion

Placement process is a yearly feature and a critical process of MBA curicullum for
Management Institutes. Recruiters prefer to go to colleges for their recruitment
rather than doing the same by calling the candidates to their organisation. Students
Performance, Curriculum quality and campus infrastructure support are the moti-
vational factors for recruiters to come for campus placement to a particular campus.
Factors which have more relevance for recruiter’s are those which influence the
student quality of knowledge and skills to perform like scope of industry interface,
Skill based training, additional innovative thinking, quality of curriculum and
support provided by institute to the recruiters to execute the selection process.

Also companies on coming to a campus are able to see the infrastructure, meet
with the faculty and also study the curriculum being taught. Companies while
selecting institutes prefer those where they have had good experience before and
where the teaching and student development is oriented not just towards knowledge
outcomes but also towards skill based outcomes. Organizations who come for
campus placement are generally listed Indian and foreign MNC’s with large no. of
employees above 500 and 1000 people working.
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Subset Selection in Market-Driven
Product Development: An Empirical
Study

S.A. Sahaaya Arul Mary and G. Suganya

Abstract Proper subset selection for next release is one of the key factors
responsible for the success of the software projects. Selecting a subset of require-
ments from a pool of requirements in a market driven product development is found
to be challenging since it involves unknown customers who may be geographically
distributed. The objective of this paper is to study the importance of requirements
prioritization through a exploratory study of literature supported by a survey con-
ducted with industry experts. We have also analyzed and identified the different
stakeholders that are involved in the process. The use of social media for gathering
information from unknown market and the reasons behind the negligence of pri-
oritization in industries is also been discussed.

Keywords Subset selection � Market driven development � Requirements
prioritization

1 Introduction

Statistical studies show that software companies likely fail to produce products that
satisfy customers on time and budget [1]. Every real world problem will have a list
of software requirements that convey the needs and constraints fixed for the
development of that software product. These requirements are gathered from dif-
ferent stakeholders through various requirements elicitation methods. From the
customer point of view, every requirement is of utmost importance but all of them
cannot be implemented at once because of the existing complexities like, depen-
dencies among requirements, availability of resources in the organization etc.,
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Hence, product managers must select the functionalities of high priority to get
included in the final software product. Requirements selection is considered as the
most complex task in every software development since many aspects are involved
in this subset selection. A badly chosen choice of requirements may create lot of
problems during software development: scheduling problems, customer dissatis-
faction, and financial losses to the organization.

Software development falls into two broad categories: Be-spoken and
Market-driven. While be-spoken products aim at developing products for specific
customer or known set of customers, market-driven products are meant for
unknown market. Because of the emergence of markets for packaged software,
market driven development is gaining increased importance in comparison to tra-
ditional bespoken development [2]. In contrast to bespoken product requirements
which come from known set of clients, in market driven development environment,
requirements come from different stakeholder groups that includes developers,
marketing personnel, sales team, support team, testing team and from customers
and competitors through interviews, surveys, competitor analysis etc [3, 4].

The following research questions (RQ) have been addressed in this paper.

RQ1. Is prioritization mandatory for market driven development organizations?
RQ2. What are the challenges faced in the process of prioritization?
RQ3. Who are all involved in prioritization?
RQ4. What are the means of collecting information from stakeholders?
RQ5. What may be the reasons for the negligence of using existing prioritization

methodologies suggested by various researchers by the software companies?

2 Methodology

The research questions have been addressed by a methodical analysis of existing
methodologies. The analysis is also supported by the views of more than 100
software engineers of various designations from different product organizations.
The views are collected through a detailed survey. The questionnaire for the survey
has been prepared according to the methodology suggested by Daneva et al. [5].

We conducted a systematic literature study on the existing methodologies pro-
posed by different researchers. For this, a search strategy has been prepared in
which we have fixed the search terms and the resources available for search. From
the obtained results, duplicates are removed and a filter to select the required
documents based on relevance has been applied. The study has been extended to the
relevant sources of literature stated in selected documents and a detailed analysis
has been done on the methodologies described.
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expert

Modify questionnaire, if required

Post questionnaire on corporate 
intranet, social media, and 

requirement forums

Compile responses

Prepare data set

Analyse results

We have conducted a detailed survey to understand the state of mind of software
engineers about the prioritization process. The questions have been carefully chosen
in such a way to capture the mindset and opinion of all the stakeholders without
making them tiresome in the process. The survey has been done by creating a
Google form and by circulating it to various product organizations. The use of
social media in gathering information has been proved to be successful by Seyff [6]
and hence the link has also been posted on social media like Facebook and dis-
cussion forums. The questionnaire used for the survey is attached in Appendix.

Achimugu et al. [7] have done a systematic literature on requirement prioriti-
zation methods discussed by various researchers. The study includes the research
carried out until the year 2013. Out of the 107 research papers discussed in [7], less
than 10 researchers talk about requirement prioritization in market driven
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environment. We extended the research by using the search terms, “Market driven
product development”, “Mass market”, “Packaged products” in the research papers
from 2013 to current date. Resources selected for study include both journal and
conference publications taken from IEEE Xplore, Science direct, Springer, ACM
digital library and Google scholar. We have also extended our search in the blogs
posted by various product and project managers in different discussion forums and
blogspots.

3 Findings and Discussions (RQ1)

RQ1: Is prioritization mandatory for market driven development organizations?
Analysis: According to a survey conducted by Standish group about the success of
IT projects [1], it was found that only 16.2 % of the projects were reported to be
successful. The various factors identified for the failure of projects has been listed
out in Table 1. 7 out of 10 reasons projected (Incomplete requirements, Lack of
resources, Unrealistic expectations, Changing requirements and specifications,
Didn’t need it any longer, Lack of planning, Technology illiteracy) are due to the
lack of significance shown in requirements engineering.

Timely release to market is the aim of most market driven product development
organizations. These organizations initially have the motive to establish the product
in the open market. Later, they thrive to survive in the market after every release.
Requirements prioritization is recognized as a most difficult and important activity
in Market-Driven Requirement Engineering [8]. Gomes et al. [8] have also insisted
about the importance of prioritization in achieving a quality product [9]. Release
planning, hence is an vital activity in software organizations that provide consec-
utive releases of the software product [10, 11]. This subset selection is very

Table 1 The Standish group report

S.No. Project impaired factors % of responses

1. Incomplete requirements 13.1

2. Lack of user involvement 12.4

3. Lack of resources 10.6

4. Unrealistic expectations 9.9

5. Lack of executive support 9.3

6. Changing requirements and specifications 8.7

7. Lack of planning 8.1

8. Didn’t need it any longer 7.5

9. Lack of IT management 6.2

10. Technology illiteracy 4.3

11. Other 9.9

Source [1]
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challenging as it is based on undecided predictions of the future, while being vital
for the product’s survival on the market [10].

Figure 1 depicts the responses for the question, “Do you think prioritization is
required for selecting requirements for next release?”. The survey clearly states that
irrespective of the type of product, about 80 % of the respondents feel that the
process is important.

4 Findings and Discussion (RQ2)

RQ2: What are the challenges faced in the process of prioritization?

Analysis:

1. In market driven development, stakeholders usually are geographically dis-
tributed [12]. Geographical distribution may mean the locality be within the
same region, country, continent or anywhere in the world. The market for the
same product may be different with different geographic locations. Hence, the
means of collecting information from them and discussion seems to be a
challenging task.

2. Stakeholders usually have different concern, responsibilities and objectives.
When several stakeholders contribute for decision making, requirements very
often conflict. But yet there, concept is indecisive and quality prioritization
process is a challenging part [13].

3. Being skillful, the developers consider themselves as the most dominant
stakeholders in subset selection [14]. On the other hand, it is widely accepted
that the requirements priorities are best determined by customers since they have
the authority towards the system to be built [15]. Hence, arriving a consensus
between developers and customers is a challenging task.

Fig. 1 Need for prioritization
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4. Decisions are always biased by human tendencies to prove that they know
everything. Hence, arriving at a optimal solution for a unknown market is hence
challenging.

5. In environments where agile methodologies are followed, some requirements
may have implicit dependencies and hence has to be delivered in a particular
order. Since, agile doesn’t support any change in delivered part, prioritization
seems to be critical.

5 Findings and Discussion (RQ3)

RQ3: Who are all involved in prioritization?

Analysis: The concept of stakeholders and their importance has been discussed in
detail by various researchers in the literature. The meaning of the term “stake-
holders” has been discussed by various persons in the literature. One possible
definition may be: A stakeholder is a person who is a direct user, manager of users,
senior manager, operations staff member, owner who funds the project, end users,
indirect user, auditors, portfolio manager, developers working on other projects that
interact or integrate with the one under development, or maintenance professionals
who will be affected by the development and/or deployment of a software project.
According to this definition, stakeholders include all those who directly affects or
getting affected by the product and hence designers, developers, testers, UI
Designers, Customers, end users etc., will make the representative group. The
systematic study has been conducted with the search terms, “stakeholders for next
release”, “stakeholders for subset selection”, “stakeholders for requirement priori-
tization”. A decision from whoever is included in the project is considered to be
more useful. Mary and Suganya [16] discussed about the process of selecting
stakeholders for prioritization.

Theoretical explanation has to be justified by practical survey and hence, the list
of all stakeholders to be included for the process has been taken from the survey
results. Analysis state that, utmost everyone feels that they are part of selection.
Figure 2 shows the responses for the question, “Are you a part of discussion to
select the requirements to be developed for next release?” raised in the question-
naire. It is observed from the study that all stakeholders are involved in the process
of prioritization.

6 Findings and Discussion (RQ4)

RQ4: What are the means of collecting information from stakeholders?

Analysis: Gathering information from unknown market is actually challenging
since, the customers are not fixed and in most of the times customers are not known
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in advance. Researchers have proposed the way of involving and collecting the
information from end users in a traditional way [17]. But, in today’s Cloud com-
puting era [18], those traditional procedures found to sink themselves. Customers
and end users are moving towards mobile computing and cloud computing and
hence, to survive in the market, product organizations nowadays employ the way of
collecting information through feedbacks provided in their websites, by calling
customers etc., Seyff et al. have explored the use of social media like Facebook,
Twitter, LinkedIn and Google+ in the use of requirement engineering. They have
experimented the use of these social media and proved that they are the easier way
of gathering information. Chain of people can be related to each other through these
social media. We have felt the practical advantage of using social media while
taking the survey, since the link has been forwarded like a chain using the concept
of friends in Facebook. Hence, social media can act as a perfect medium for
gathering the likes and dislikes of people about a product.

7 Findings and Discussion (RQ5)

RQ5: What may be the reasons for the negligence of using existing prioritization
methodologies suggested by various researchers by the software companies?

Analysis: Based on the studies, we observed the following issues in using existing
methodologies. The studies include the available literature about the practical use of
prioritization approaches with a thorough analysis in the related blog spots.

1. Most organizations feel that the time invested for prioritization is merely a waste
of time and money. But Standish survey [1] clearly states that, the success of
project depends only on the proper requirements engineering.

2. Every human being has the tendency to prove that their’s is the best and this
tendency plays a vital role in decision making. Hence, product and project
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Fig. 2 Stakeholders involved in prioritization
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managers generally think that with due experience, their decision will succeed
and hence avoids the process of prioritization.

3. In market driven development, stakeholders usually are geographically dis-
tributed [12] and the method of gathering the preference is not clearly stated in
the literature.

4. Framework for prioritization which includes the process of gathering informa-
tion, processing it based on organizations decisive situation at that time without
human intervention is lacking and this also leads to negligence of using proper
automated methods for prioritization.

8 Conclusion and Future Works

From the survey and a detailed analysis on existing literature, the necessity of a
clear framework for prioritization is clearly understood. In future, we will propose
such a framework that can be used by software product organizations for decision
making. The model will also have a clear cut automation methodology for ranking
requirements and hence can create a subset of requirements from a large set of
available backlog.

References

1. Standish survey: The Standish group report chaos. http://www.projectsmart.co.uk/docs/chaos-
report.pdf (2014)

2. Karlsson, L., et al.: Challenges in market-driven requirements engineering—an industrial
interview study. In: Proceedings of the Eight International Workshop on Requirements
Engineering: Foundation for Software Quality (REFSQ’02), pp. 101–112 (2003)

3. Carlshamre, P.: Release planning in market-driven software product development: provoking
an understanding. Requir. Eng. 7(3), 139–151 (2002)

4. Karlsson, J., Gurd, A.: Introduction to market-driven product management. Telelogic White
Paper (2006)

5. Daneva, M., van der Veen, E., Amrit, C., Ghaisas, S., Sikkel, K., Kumar, R., Ajmeri, N.,
Ramteerthkar, U., Wieringa, R.: Agile requirements prioritization in large-scale outsourced
system projects: an empirical study. J. Syst. Softw. 86, 1333–1353 (2013)

6. Seyff, N., Todoran, I., Caluser, K., Singer, L., Glinz, M.: Using popular social network sites to
support requirements elicitation, prioritization and negotiation. J. Internet Serv. Appl. 6, 1–16
(2015)

7. Achimugu, P., Selamat, A., Ibrahim, R., Mahrin, N.M.: A systematic literature review of
software requirements prioritization research. Inf. Softw. Technol. 568–585 (2014)

8. Gomes, A., Pettersson, A.: Market-Driven Requirements Engineering Process Model—
MDREP. Blekinge Institute of Technology, Karlskrona (2007)

9. Potts, C.: Invented requirements and imagined customers: Requirements engineering for
off-the-shelf software. In: Proceedings of the Second IEEE International Symposium on
Requirements Engineering (RE’95), pp. 128–30 (1995)

500 S.A. Sahaaya Arul Mary and G. Suganya

http://www.projectsmart.co.uk/docs/chaos-report.pdf
http://www.projectsmart.co.uk/docs/chaos-report.pdf


10. Carlshamre, P., Regnell, B.: Requirements lifecycle management and release planning in
market-driven requirements engineering processes. In: IEEE International Workshop on the
Requirements Engineering Process (REP’2000), Greenwich, UK, September 2000

11. Carshamre, P., Sandahl, K., Lindvall, M., Regnell, B., Natt och Dag, J.: An Industrial survey
of requirements interdependencies in software release planning. In: 2001 IEEE International
Conference on Requirements Engineering (RE’01), pp. 84–91 ( 2001)

12. Ahmad, A., Shahzad, A., Padmanabhuni, V.K., Mansoor, A., Joseph,S., Arshad, Z.: Requirements
Prioritization with Respect to Geographically Distributed Stakeholders, IEEE (2011)

13. Majumdar, S.I., Rahman, Md.S., Rahman, Md.M.: Stakeholder prioritization in requirement
engineering process: a case study on school management system. Comput. Sci. Eng. 4, 17–27
(2014)

14. Bakalova, Z., Daneva, M., Herrmann, A., Wieringa, R.: Agile requirements prioritization:
what happens in practice and what is described in literature. In: Requirements Engineering:
Foundation for Software Quality, pp. 181–195 (2011)

15. Svensson, R.B., Gorschek, T., Regnell, B., Torkar, R., Shahrokni, A., Feldt, R., et al.:
Prioritization of quality requirements: state of practice in eleven companies (2011)

16. Sahaaya Arul Mary, S.A., Suganya, G.: Requirements prioritization—stakeholder
identification and participation. Int. J. Appl. Eng. Res. 27230–7234 (2015)

17. Boehm, B., Gruenbacher, P., Briggs, R.: Developing groupware for requirements negotiation:
lessons learned. IEEE Softw. 18, 46–55 (2001)

18. Todoran, I., Seyff, N., Glinz, M.: How cloud providers elicit consumer requirements: an
exploratory study of nineteen companies. In: Proceedings IEEE International Requirements
Engineering Conference (RE), IEEE, pp. 105–114, (2013)

Subset Selection in Market-Driven Product … 501



A Survey on Collaborative Filtering Based
Recommendation System

G. Suganeshwari and S.P. Syed Ibrahim

Abstract Recommender system (RS) is a revolutionary technique which has
transformed the applications from content based to customer centric. It is the
method of finding what the customer wants, it can either be data or an item. The
ability to collect and compute information has enabled the emergence of recom-
mendation techniques, and these techniques provides a better understanding of
users and clients. The innovation behind recommender frameworks has advanced in
the course of recent years into a rich accumulation of tools that induces the
researcher and scientist to create precise recommenders. This article provides an
outline of recommender systems and explains in detail about the collaborative
filtering. It also defines various limitations of traditional recommendation methods
and discusses the hybrid extensions by merging spatial properties of the user
(item-based collaborative filtering) with users personalized preferences (user-based
collaborative filtering). This hybrid system is applicable to a broader range of
applications. It helps the user to find the items of their interest quickly and more
precisely.
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1 Introduction

Large volume of data is generated every day from IOT, RFID and other sensors. In
order to handle such enormous data and produce recommendation, bigdata is used.
Bigdata refers to huge volume of data that cannot be handled by traditional database
methods. The information can be Explicit (Reviews, Tags, and ratings) or Implicit
(Blogs, Wikis, and Communities) [1, 2]. In order to increase the scalability, bigdata
is employed with recommendations. The recommender framework takes the input
data as User Profile (Age, gender, topographical area, total assets), Item
(Information about the item), User Interaction (browsing, bookmarking, labeling,
ratings, saving, messaging,) and Context (Where the thing is to be put away) and
yields the predicted ratings as output. Collaborative Filtering (CF) is most widely
used recommendation technique along with content based and knowledge based
methods.

Amazon and other e-commerce sites tracks the behavior of every customer [3],
and when signed into the site, it utilizes the logged information to recommend items
that the client may like. Amazon can recommend films that the user may like,
regardless of the possibility that the client has just purchased books from it recently.
Some online show ticket organizations will take a glimpse at the history of shows
that the client has seen before and alarm him/her to the upcoming shows that may
be of interest to the clients. Reddit.com lets client vote on links to other sites and
afterward utilize the votes to propose different links that may be interesting. There
are numerous applications that uses Item based CF, for example recommending
items for online shopping [1, 3], books [4–6], finding music [7–9], recommending
exciting sites, movies [10–13], e-business [14, 15], applications in business sectors
[16] and web seek [17].

The evolution of RS has demonstrated the rise of hybrid methods, which blend
diverse procedures so as to get the benefits of each of them. A study concentrated
on the hybrid RS has been introduced in [18]. In this paper distinctive approaches to
increase the accuracy of the recommender system are discussed. The emphasis of
this paper is to build a hybrid RS by merging the spatial properties of users and
items [19] along with the reviews given by the user [20]. The precision of RS is
likely to increase by recommending the items that are specific to a region or
location. This will also yield a personalized recommendation by exploiting all the
reviews given by the client. This hybrid method is expected to recommend the
items that are of more interest to the users than the traditional CF techniques.
Section 2 describes the various methodologies in recommender framework along
with different weaknesses of the traditional recommender strategies. Section 3
describes proposed work and the extensions of collaborative filtering. In conclusion
the emphasis is on the hybrid method of combining the spatial properties and
personal preference of user.
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2 Overview of Recommender System

The root of the recommender systems is back from the extensive work in Collective
Intelligence. The recommender system emerged in 1990s, during which recom-
mendations were provided based on the rating structure. In recent years there are
myriad ways to get details about user’s liking for an item. The details can be
retrieved by voting, tagging, reviewing, or the number of likes the user provides. It
can also be a review written in some blog, message about the item or it can be a
reply to an online community. Regardless of how preferences are communicated or
represented they must be expressed as numerical values as described in [21].

Recommender frameworks are normally classified as per their way to deal with
rating estimation, an overview of different sorts of recommender frameworks, are
classified: as Content based, Collaborative Filtering and Hybrid approaches [22]. In
online shopping the amount of items and users can increase tremendously.
Maintaining these users and items is tough because while representing them in
matrix they produce sparse data. Users may be interested only in few items. So the
relationship between users and the items is always sparse. Sites like amazon pro-
duces precise recommendations with massive data with the help of item based CF.
For such large scale systems new recommender systems are needed that can handle
huge volume of data. Item based CF in [19, 22, 23] are used to address these issues
and produces high quality recommendations.

The CF has been a significant method; it works on the assumption that if users
has similar taste regarding choosing or liking of an item in the past then are likely to
have similar interest in future too. [24] In his paper Automatic Text Processing put
forth the ideas of content based model. Whereas CF was coined by David Goldberg
at Xerox PARC in his paper “Using collaborative filtering to weave an information
tapestry” [25]. His work allowed users to comment on the document as either
“interesting” or “uninteresting”. Depending on the comments, the documents were
suggested to other users who are similar. There are currently many sites that utilizes
CF algorithms for suggesting books, dating, shopping, articles, movies, music and
jokes [22, 26]. Clearly states all the recommendation technique along with their
pros and cons. The other great techniques that created revolution in recommender
system are Group Lens—the first technique based on the ratings of the user [27],
MovieLens—the first Movie recommender system. Fab—the first Hybrid RS
framed by Marko [28]. Amazon got the patent rights by implementing item based
CF [3]. Pandora was the first RS in music world (Table 1).

CF filtering is further classified into Memory based and Model based CF. In
memory based CF the input should be in the form of matrix. A movie recom-
mendation application system can be represented as user-movie rating matrix. The
set of users are represented as columns and items (movies) as rows. Depending
upon the ratings given by the user, it can be shown in the scale of 1 to 5. If the user
has not rated a movie it is shown as “?”. The goal or purpose of the recommen-
dation engine is to produce appropriate movie recommendation for the user which
the user has not seen. The user-movie rating matrix is represented in Table 2. These
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matrix values serve as input for the recommender systems. The output of the system
will be list of predicted values for the movies which the user has not yet watched.
Depending on these predicted values recommendation model will be built and top-k
items in the list will be recommended to the user. Model based CF is further
classified as Matrix factorization and Association rule mining.

2.1 Content Based Filtering

Content is the foundation for building recommender applications. These recom-
mendations are based on item description rather than similarity of other users. It
uses machine learning algorithms to induce a model of user preferences based on
feature factors. There are numerous contents available, such as articles, photos,
video, blogs, wikis, classification terms, polls and lists. Metadata can be extracted
by analyzing text. The process consists of creating tokens, normalizing the tokens,
validating them, stemming them, and detecting phrases.

Depending on how metadata is extracted content is classified into simple
(Articles, photos, video, blogs, polls, products) and composite (Questions with their
associated set of answers, Boards with associated group of messages Categories).
This form of filtering is useful to derive intelligence from unstructured text mostly
from articles and documents. The words that appear in the text is called as term.
When they are put together they form phrases. E.g., the title “Using Collaborative
filtering for recommendation” consists of 5 different words and the useful phrases
are Collaborative Filtering, Recommendations and collaborative Filtering for
Recommendations. The vector space Model is given in Fig. 1.

The number of occurrences of a word in a document is given by Term frequency
(TF). The count of word “Recommendation” in the current paper will be more,
since it is about the recommendation system. The idea is to categorize the less

Table 1 Recommendation algorithms

Type of algorithm Description

Content based Recommends the items based on similarity of the user or item

Collaborative
filtering

Recommends items based on the purchase history, user profile and
interest

Hybrid method It merges both the techniques

Table 2 User-item matrix for
movie recommendation

Movies Sam Iren Lara Harry

Movie1 5 5 0 0

Movie2 5 ? ? 0

Movie3 ? 4 0 ?

Movie4 0 0 5 4

Movie5 0 0 5 ?
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common words. The less common words in this article are Similarity, Factorization
and Intelligence. In order to boost these less common words Inverse document
frequency is used. If n represents the total number of documents of interest and if ni
represents the total count of the term in the document, then IDF for a term is
computed as follows:

idfi ¼ log
n
ni

� �
ð1Þ

Note that if a term appears in all documents, then its IDF is log(1) which is 0.
Content-based filtering [29–31] makes recommendations based on user’s history.
(e.g. in a web-based e-commerce RS, if the user purchased some romantic films in
the past, the RS will probably recommend a recent romantic film that he has not yet
watched). Text, images and sound can be analyzed and recommendations can be
made. From the analysis items are recommended that are similar to the items that
the user has bought, visited, browsed, liked and rated positively in the past. Figure 2
represents the inputs of content based system.

Different predictive models can be used to extract information from the content.
They are Regression: The output variable is predicted from the input variables and a
predictive model is build (e.g. Regression), Classification: Predicts the output value
for the distinct output variable (e.g., Decision tree, Naive Bayes) Clustering:

Fig. 1 The vector space
model

Fig. 2 Content based filtering

A Survey on Collaborative Filtering Based Recommendation System 507



Creates clusters in data to find patterns (e.g., k-means, hierarchical clustering, and
density-based algorithms), Attribute importance: Determines the importance of
attributes with respect to predicting the output attribute (e.g., Minimum description
length, decision tree pruning) and Association rules: Finds interesting relationships
in data by looking at co-occurring items (e.g., Association rules, Apriori).

For the example of user-movie matrix represented in Table 2, number of feature
factors can be considered such as actors, director, story, song sequence and many
more which can be used to recommend the movies based on the user’s interest.
Let’s assume two feature factors, “Romance” and “Action” to categorize the movies
in our example. The feature factors and their corresponding values are represented
in Table 3. Then by comparing the user profile interest and feature factor, movies
can be recommended to the user. The user Sam shows more liking towards
romantic movies than the action movies. Sam has rated Movie1, Movie2 as 5 and
Movie4, Movie5 as 0. By comparing the feature factor values, Movie3 can be
recommended to Sam as it is tagged as romantic movie with feature factor value of
0.99. Similarly, Harry shows much interest in action movies as he has rated fair
values for action movies and hence he will be recommended movie4 which has a
feature factor of 1.0.

(1) Limitations:

There are many number of approaches to learn the model of Content based
recommendations, but still content based recommendations do not guarantee
accurate predictions if the content doesn’t contain enough information [32]. The
main limitations of content based filtering are listed below:

1. Limited Content Analysis [33]:
It’s tough to analyze sufficient set of features that would represent the complete
content. It’s very difficult to analyze whether it is a good or bad document if
they contain same terms and phrases. It doesn’t guarantee the quality of the
document or item. For multimedia data, audio streams, video streams and
graphical images it is tough to extract the feature factors.

2. Over-Specialization:
Same event can be referred with different title. e.g., different news article can
have same content with different titles. Billus and Pazzani in [34] suggested to
filter out items that are too similar along with the items that are too different
from each other.

Table 3 Feature factor for
user-movie matrix

Movies Romance Action

Movie1 0.9 0

Movie2 1 0.01

Movie3 0.99 0

Movie4 0.1 1.0

Movie5 0 0.9
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3. Cold start:
In cold start items cannot be recommended due to lack of information about the
user and the item. There are 2 types of cold start

(i) New User: When a new user enters the system there will not be any pre-
vious information such as browsing history, interested items and so on. In
such case it is tough to recommend items to the users.

(ii) New Item: No rating will be there for new item entering the system and
likely they will not be entered.

To address these issues collaborative filtering was introduced.

2.2 Collaborative Filtering

There is a quantifiable amount of progress in CF techniques as shown in [22, 35,
36]. CF model is classified into memory based and model based techniques.
Memory based technique is further classified into user based and item based
methods. In memory based methods similarities of user and item are calculated
depending on whether it is item or user based techniques. They depend on their
neighbors. So they are also called as “k Nearest Neighborhood method (KNN)”.
KNN filtering recommends items to user, based on the similarity measures [37–41].
It is the most popular technique and it performs the following three tasks to produce
recommendations [42–44].

(1) Find similar users (neighbors) for the user a,
(2) Apply an aggregation approach,
(3) From step 2 select the top N recommendations (Fig. 3).

In model based, a model is constructed with matrix factorization or association
rule mining. References [42, 45] shows different Model-based methods. The most
popular model based methods are matrix factorization [46], fuzzy systems [47],
Bayesian classifiers [18] and neural networks [48] etc. The RS database is very
huge and consists of sparse data. In order to deal with this sparse database
dimensionality reduction technique are employed [23]. These techniques are based
on Matrix Factorization [49, 50]. Even though the prediction accuracy is high for

Fig. 3 Cosine similarity
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Singular value decomposition the computation cost is expensive. Memory based
[12, 41, 51, 52] methods utilizes the user ratings as input in the form of matrix
representations only. They use similarity metrics to calculate the similarity score
between two users or items. Similarity between users or items can be calculated by
many techniques. Some of them are described below.

(1) Similarity Measure
In user based CF similarity between users is calculated and in Item based CF
similarity between items are calculated. There are many functions to calculate
similarities, such as the Pearson correlation, cosine based function, Jaccard
coefficient andManhattan distance. Any of these functions can be used as long
as they have the same input format within the same range and return a ratio
which shows a high degree of similarity for higher values. These approaches
are given in detail in [22, 26].

(a) Cosine Based Similarity:
Is a measure of similarity between two vectors of an inner product space
that measures the cosine of the angle between them. The cosine of 0° is 1,
and it is less for any other angle [53].

cosðhÞ ¼ x � y
xk k yk k ¼ x1 � x2þ y1 � y2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x12 þ y12
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x22 þ y22
p ð2Þ

(b) Pearson Correlation
The similarity between any two vectors can also be calculated using
Pearson correlation. The output ranges from −1 to 1. Where 1 and −1
represents that they are strongly correlated. If 1, then they are positively
related. If −1 then they are negatively related. In negative correlation the
value of one vector decreases as other vector increases. Towards 0 the
degree of correlation is null. It is mainly used in applications when two
users give different ratings but their difference are equal. For example, if
critic1 rates (10, 8, 6) for Movies1, Movie2 and Movie3 and if critic 2 rates
same Movies as (8, 6, 4). Then they are strongly correlated. Correlation is
calculated only by the ratings of the items which are valued by both the
vectors.
Let U be the set of users that have rated both item i and j.

r ¼
Pn

i¼1 ðXi � �XÞðYi � �YÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 ðXi � �XÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 ðYi � �YÞ2

q ð3Þ

From the user-movie matrix representation of Table 2 a graph is drawn to
show the similarity between users. Figure 4a shows the similarity between
Sam and Iren and Fig. 4b shows the similarity between Sam and Lara. Sam
and Iren have rated Movies 1, 3, 5 and they have rated them alike. It shows
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the positive correlation with value 0.9487 and from the graph it can be
inferred that these two users are similar. Figure 4b shows the relationship
between Sam and Lara. They both have rated Movies 1, 4, 5, and their
ratings are totally different. From second graph it is inferred that both these
users are dissimilar.
In similar fashion similarity between items can also be found. The corre-
lation value of Movie1 and Movie2 is 0.9113 and is represented in Fig. 5a,
whereas for Movie1 and Movie4 is −0.9487 and are shown in Fig. 5b. This
shows that Movie1 and Movie3 are very similar movies and Movie1 and
Movie4 are dissimilar.
There are two main approaches in building memory based CF recom-
mendation systems, based on whether the system searches for related items
or related users. The prior is called as item based collaborative filtering and
later is called as user based collaborative filtering.

2 User based Collaborative Filtering
The user is recommended items based on similarity with their neighbors.
Neighbors are the similar users who share similar interest with the active user
for whom the recommendations are to be produced. If Ua is an active user,
then the neighbor of Ua is Ui, if they share similar taste. The prediction of the
active user depends on the ratings given by their neighbors for an item [54]
and that is displayed in Fig. 6. KARS [20] is user based CF technique that
produces the recommendations based on the preferences of the user. KARS

Fig. 4 a Correlation relation between Sam and Iren. b Correlation relation between Sam and Lara

Fig. 5 a Correlation relation between Movie1 and Movie2. b Correlation relation between
Movie1 and Movie4
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analyzes the reviews of previous users and stores it. The keywords which are
extracted from these reviews will serve as a factor to recommend a new user.

3 Item Based Collaborative Filtering
User based techniques creates an over-load on the system, it has to find similar
users and then compute items that are similar to users. User based CF has to
evaluate large itemsets, whereas users would have purchased only less number
of items. It is less accurate when compared to the item based filtering. In item
based filtering items similar to other items are discovered by using any of the
similarity measures. When a user shows an interest by browsing or searching
for a particular item, items similar to the searched items are popped as rec-
ommended items [55] and this is shown in Fig. 6. LARS [19] is an item based
collaborative filtering method which produces recommendation based on the
spatial properties of the user and item. This reduces the number of items to be
compared when compared to the traditional item based collaborative filtering.
The model is same as that of item based collaborative filtering but only for the
items that belong to some spatial limits are defined (Fig. 7).
The main goal of item-based analysis is to find similar items. If user purchase
an item A, then the user who bought item A is found. Then other item say item
K which the user has bought is found and both are recorded as purchased.
Then similarity is calculated for all the items and top-k items are recom-
mended depending on the similarity score. A detail description of
Collaborative filtering along with their pros and cons are explained in the
Table 4.

Depending upon the application either user based or item based collaborative
filtering can be used. If item list doesn’t change much (amazon)—item-to-item CF
can be used. If item list changes frequently (news)—user based CF can be used. If
recommended item is a user (social networking) user based CF should be used.
Item-based algorithms are computationally faster to implement than user-based
algorithms and provide better results, because similarity of users needn’t be
calculated.

Fig. 6 User based CF
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3 Proposed Work

RS uses more than one recommending techniques from different classes of rec-
ommender classifications. The advantage of merging two techniques always has
more advantage and takes the benefits from both the classification types. In [56] the

Fig. 7 Item based CF

Table 4 CF approaches

CF technique Representative
algorithm

Advantages Limitations

Memory-based
collaborative
filtering
(neighborhood
based)

• User-based CF
• Item-based CF

• Easy implementation
• New data can be
added easily and
incrementally
• Need not consider the
content of items being
recommended
• Scales well with
correlated items

• Are dependent on
human ratings
• Cold start problem for
new user and item
• Sparsity problem of
rating matrix
• Limited scalability for
large datasets

Model-based
collaborative
filtering

• Slope-one CF
• Dimensionality
reduction (matrix
factorization)
• Eg. SVD

• Better addresses the
sparsity and scalability
problem
• Improve prediction
performance

• Expensive model
building
• Trade-off between the
prediction performance
and scalability
• Loss of information in
dimensionality reduction
technique (SVD)

Hybrid
collaborative
filtering

• Combination of
memory-based
and model-based
CF

• Overcome limitations
of CF such as sparsity
• Improve prediction
performance

• Increased complexity
and expense for
implementation
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collaborative filtering is portrayed by merging demographic filtering with content
based filtering. The hybrid technique produced exploits the advantage of both the
techniques.

Fab is a recommendation framework intended to help users to isolate the most
vital event from the vast amount of data accessible from the internet [28]. Though
there are numerous methods to predict items for the users, still there is a large space
of research needed to provide accurate recommendation for the user. The Netflix
price context which was held in 2006 motivated many scientist and researchers to
work in recommender systems. Even the prize winning team was not able to predict
the accurate ratings for few movies such as “Napolean”. In order to get accurate
predictions several hybrid approaches evolved to eliminate the drawbacks of each
techniques [2, 18, 41, 57, 58, 59]. The main source of hybrid technique can be
formed by merging the content and collaborative filtering. This can be done in
several ways. The main steps to be considered are

1. Combining their predictions after implementing them separately.
2. Merging some collaborative characteristics into a content-based approach, and
3. Merging some content-based characteristics into a collaborative approach,
4. Integrating both content-based and collaborative methods to form a unified

model.

Data from diverse sources such as user contents, social relations, explicit ratings,
knowledge-based information and locations based systems increases every day.
This forces the current technique to produce a high recommendation with quick
response time for the users. In this paper we try to merge LARS and KARS. LARS
[19] considers spatial properties of both the items and the users. The future of
recommendation system will be based on the location of the user and the item. The
user is recommended the items based on his current location. A partial pyramid data
structure is maintained and highest recommendation is suggested based on locality.
It combines the spatial properties and the item based CF. Whereas KARS captures
the user preference by a keyword aware approach [20]. Each review by the user will
be transformed into corresponding keyword set according to keyword candidate list
and domain thesaurus. In this paper Keyword and Spatial properties of user are
merged. Both belong to the category of Collaborative recommendation. Location
based RS is Item based CF and Keyword based RS is User based CF. Both the RS
technique have their own advantage of producing personalized recommendation
with accuracy. In papers [58, 59, 60, 61], the hybrid approaches are compared with
traditional approaches and the result has been proved that hybrid approaches are
more accurate than the original techniques.
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4 Conclusion

Recommender frameworks gained noteworthy ground over a decade ago when
various recommendation techniques were proposed and a few “modern quality”
frameworks were created. Though there is great amount of advances in the content
based and different collaborative filtering methods, the increase in the data forces
the researchers and scientist to upgrade the system and make it more utilizable. To
reduce the complexity of the user based CF Item based CF is used. Though it
produces recommendations accurately when compared to user based, the com-
plexity still remains high. LARS which is the item based collaborative filtering
reduces this complexity by reducing the number of users and items by considering
their spatial properties. KARS which is user based collaborative filtering handles
the unstructured data (reviews) given by the user. Merging these two collaborative
filtering would leave behind the traditional recommendation system in all measure
of precision.
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