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Foreword

We are living today in an extraordinary period of growing complexity of manu-
facturing systems. This is, as a matter of fact, the result of technological develop-
ment in several areas:

• Computing systems are becoming more powerful every day. This is a conse-
quence of Moore’s law which is still valid: the key parameters of HW equip-
ment is doubled (processing speed and memory capacity) or reduced to half
(energy consumption) every 18 months. The SW architectures and tools are also
evolving at a rapid pace and succession.

• Communication systems are becoming more broadband, faster, more efficient,
and are built to support the idea of cyber-physical systems.

• Automation methodologies are becoming more intelligent, their development
being oriented towards decentralized intelligent systems organized as a com-
munity of autonomous units without any central element. AI principles are being
massively deployed and exploited.

Especially the field of distributed intelligent systems has influenced manufac-
turing and production management quite strongly. Let us summarize briefly the
short history of this development to better understand the state of the art and trends
in a broader context; this will also underline the importance of scientific events such
as SOHOMA.

The first ideas of distributed intelligent systems appeared in connection with the
holonic visions 25 years ago. The very first pilot implementations led to the
development of the first holons—in principle reactive agents—and to introduction
of the first standard in the field (IEC 16499). Once engineers intended to add
intelligence to the distributed elements we started to talk about agents, agent-based
systems and multi-agent systems (MAS). Specific platforms to run multi-agent
systems with specialized functionalities like yellow pages, white pages, brokers,
sniffers, etc. evolved being supported by the FIPA Association; then, FIPA com-
munication and architecture standards appeared. FIPA efforts are rather frozen at
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the moment, but the FIPA standards accepted 10–12 years ago are still in use and
accepted in the field of MAS.

The MAS philosophy applied to industrial control allowed thinking about and
conceiving new approaches and solutions. Progressively, products and
semi-products started to be represented by SW agents that were able to commu-
nicate, negotiate and coordinate their activities, not only in manufacturing and
transport processes. The products became active elements during their execution
life cycle. The PROSA-like way of thinking strongly influenced the field, causing
that not only semi-products but also humans were considered as resources repre-
sented by agents. This might be considered as a significant technology break-
through in the field of decentralized control and production management.

But to make distributed solutions increasingly more intelligent, higher level
agents required deployment of more and more knowledge. This is why semantics
has been introduced and ontology knowledge structures shared by agents became
an obvious vehicle to reduce the communication traffic and to make the agents more
intelligent. In some cases, the ontology converged to the WWW technology (or was
combined with it). The direct communication and interaction with and among the
devices (not only with their SW modules as virtual representation) became nec-
essary to get faster access to physical devices, to the physical world. The Internet of
Things appeared.

This development led to the new vision of the Factory of the Future formulated
in the German governmental initiative Industry 4.0, 2013. This vision is nothing
else than the extension of the trends in the field of distributed intelligent control
combined with new business models supported by accelerated development in the
domain of computing and communication. Industry 4.0 is based on the following
principles:

• Integration of both the physical and virtual worlds using the Internet of Things
and Internet of Services.

• Vertical Integration along the enterprise axis, which means integration of all the
information and knowledge-based systems in a company, starting with the
real-time control level of shop floor up to the ERP and managerial systems on
the top.

• Horizontal Integration along the value chain axis, which means integration of all
business activities starting from the supply chain on and up to the product
delivery phase (from suppliers to customers).

• Engineering Activities Integration along the life cycle axis from rough idea via
design, development, verification, production and testing up to product-lifecycle
management (from design to support).

The visions of the three integration axes are based on the following MAS
principles: cooperation of distributed autonomous units, ontology knowledge
sharing and big data analytics. Industry 4.0 solutions are more and more linked or
even coupled with the higher level information systems of the company. Their
implementations are influenced by the latest trends in SW engineering exploring
service-oriented architectures (SOA). The MAS technology remains to represent an
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excellent and promising theoretical background for developing an Industry 4.0
solution. The MAS theory can be used to support research activities, to bring new
features to these solution explorations, e.g. AI principles, machine learning, data
mining and data analytics in general. But the implementations do explore—as a
rule—the SOA approaches in broader and broader scale. These are critically sim-
plifying real-life solutions.

This volume of the SOHOMA’15 contributions displays the current trends in
intelligent manufacturing, namely the duality of MAS and SOA approaches. It
confirms that additional techniques like ontology knowledge structures, machine
learning, etc. represent very important and promising topics for further research;
they are expected to enrich the current solutions and bring Industry 4.0 visions to
industrial practice. In addition, this volume documents many successful research
results in this direction.

December 2015 Vladimír Mařík
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Preface

This volume gathers the peer reviewed papers which were presented at the fifth
edition of the International Workshop “Service Orientation in Holonic and
Multi-agent Manufacturing—SOHOMA’15” organized on 5–6 November 2015 by
the Institute for Manufacturing (IfM) of the University of Cambridge, UK in col-
laboration with the CIMR Research Centre in Computer Integrated Manufacturing
and Robotics of the University Politehnica of Bucharest, Romania, the LAMIH
Laboratory of Industrial and Human Automation Control, Mechanical Engineering
and Computer Science of the University of Valenciennes and Hainaut-Cambrésis,
France and the CRAN Research Centre for Automatic Control, Nancy of the
University of Lorraine, France.

SOHOMA scientific events have been organized since 2011 in the framework
of the European project ERRIC, managed by faculty of Automatic Control and
Computer Science within the University Politehnica of Bucharest.

The book is structured in seven parts, each one grouping a number of chapters
describing research in actual domains of the digital transformation in manufacturing
and trends in future manufacturing control: Part I: Applications of Intelligent
Products, Part II: Recent Advances in Control of Physical Internet and
Interconnected Logistics, Part III: Sustainability Issues in Intelligent Manufacturing
Systems, Part IV: Holonic and Multi-Agent System Design for Industry and
Services, Part V: Service Oriented Enterprise Management and Control, Part VI:
Cloud and Computing-Oriented Manufacturing, Part VII: Smart Grids and Wireless
Sensor Networks.

These seven evolution lines have in common concepts, methodologies and
implementing solutions for the Digital Transformation of Manufacturing (DTM).

The Digital Transformation of Manufacturing is the actual vision and initiative
about developing the overall architecture and core technologies to establish a
comprehensive, Internet-scale platform for networked production that will encap-
sulate the right abstractions to link effectively and scalably the various stakeholders
(product firms, manufacturing plants, material and component providers,
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technology and key services providers) to enable the emergence of a feasible and
sustainable Internet economy for industrial production.

For the manufacturing domain, the digital transformation is based on the
following:

1. Instrumenting manufacturing resources (machines, robots, AGVs, ASRSs,
products carriers, buffers, a.o.) and environment (workplaces, material flow,
tooling, a.o.) which allows: product traceability, production tracking, evaluation
of resources’ status and quality of services, preventive maintenance…

2. Interconnecting orders, products/components/materials, resources in a
service-oriented approach using multiple communication technologies: wireless,
broadband Internet, mobile applications.

3. Intelligent, distributed control of production by:

• New controls based on ICT convergence in automation, robotics, vision,
multi-agent control, holonic organization; the new controls enable the smart
factory.

• New operations based on product- and process modelling and simulation.
Ontologies are used as a “common vocabulary” to provide semantic
descriptions/abstract models of the manufacturing domain: core ontology—
modelling of assembly processes (resources, jobs, dependencies, a.o.); scene
ontology—modelling flow of products; events ontology—modelling various
expected/unexpected events and disruptions; these models and knowledge
representation enable the digital factory.

• Novel management of complex manufacturing value chains (production,
supply, sales, delivery, etc.) for networked, virtual factories: (a) across
manufacturing sites: logistics, material flows; (b) across the product life
cycle.

Research in the domain of DTM is determined by the last decades’ trend in the
goods market towards highly customized products and shorter product life cycles.
Such trend is expected to rise in the near future, forcing thus companies to an
exhaustive search for achieving responsiveness, flexibility, reduction of costs and
increased productivity in their production systems, in order to stay competitive in
such new and constantly changing environment. In addition, there is a shift from
pure goods dominant logic to service dominant logic which led to service orien-
tation in manufacturing and orienting the design, execution and utilization of the
physical product as vehicle for delivering generic or specific services related to that
product (in “Product-Service Systems”).

How this new vision on digital transformation of manufacturing is achieved?
Reaching the above objectives require solutions providing:

• Dynamic reconfigurability of production (re-assigning resource teams,
re-planning batches, rescheduling processes) to allow “agile business” in
manufacturing;

• Robustness at technical disturbances;
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• Efficient execution of production (in terms of cost, productivity, balanced usage
of resources);

• Sustainability of manufacturing (proper asset management, controlled power
consumption, quality assurance);

• Integration of manufacturing enterprise processes:

– Vertical integration of the business, MES and shop-floor layers of the
manufacturing enterprise;

– Horizontal integration through value networks.

The solutions adopted for achieving digital transformation of manufacturing are
as follows:

A. Distributed Intelligent Control at manufacturing execution system (MES) and
shop-floor levels, based on ICT frameworks: control distributed over autono-
mous intelligent units (agents), multi-agent systems (MAS), holonic organiza-
tion of manufacturing.

B. Service-Oriented Architecture (SOA), more and more used as an implemen-
tation mean for MAS. SOA represents a technical architecture, a business
modelling concept, an integration source and a new way of viewing units of
automation within the enterprise. Integration of interoperable business and
process information systems at enterprise level are feasible by considering the
customized product as “active controller” of the enterprise resources—thus
providing consistency between the material and informational flows within the
production enterprise. Service orientation in the manufacturing domain is not
limited to just Web services, or technology and technical infrastructure either;
instead, it reflects a new way of thinking about processes and resources that
reinforce the value of commoditization, reuse, semantics and information, and
create business value.

C. Manufacturing Service Bus (MSB 2.0) integration model: an adaptation of the
enterprise service bus (ESB) technology for manufacturing enterprises; it
introduces the principle of bus communication between the manufacturing
layers acting an intermediary for data flows and assures loose coupling of
manufacturing modules.

New developments are induced by digital transformation of manufacturing; they
are described in this book:

Cloud manufacturing (CMfg), one of these new lines, has the potential to move
from production-oriented manufacturing processes to customer- and
service-oriented manufacturing process networks, e.g. by modelling single manu-
facturing assets as services in a similar way as SaaS or PaaS software service
solutions. The cloud manufacturing paradigm moves the intelligent manufacturing
system (IMS) vision one step further since it provides service-oriented networked
product development models in which service consumers are enabled to configure,
select and use customized product realization resources and services, ranging from
computer-aided engineering software to reconfigurable manufacturing systems.
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To achieve high levels of productivity growth and agility to market changes,
manufacturers will need to leverage Big Data sets to drive efficiency across the
networked enterprise. There is need for a framework allowing the development of
Manufacturing Cyber Physical Systems (MCPS) that include capabilities for
complex event processing and big data analytics, which are expected to move the
manufacturing domain closer towards digital- and cloud manufacturing within the
Contextual Enterprise.

A brief description of the book chapters follows.
Part I reports recent advances and ongoing research in developing Applications

of Intelligent Products. The intelligent product (IP) model was introduced as a
means of motivating supply chains in which products or orders were central as
opposed to the organizations that stored or delivered them. This notion of a physical
product influencing its own movement through the supply chain is enabled by the
evolution of low-cost RFID systems which promise low-cost connection between
physical goods and networked information environments. The characteristics of an
IP and the fundamental ideas behind it can also be found in other emerging tech-
nological topics, such as smart objects, objects in autonomous logistics and the
Internet of Things. In manufacturing, the intelligent product is the driver for
heterarchical operations scheduling and resource allocation. The IP is one member
of the set of Active Order Holons, which together compose the delegate MAS
performing collaborative decisions concerning the product’s route. This solution
allows implementing “product-driven automation” in a completely decentralized
mode. This section includes papers describing how the IP concept is used in: hybrid
control of radiopharmaceuticals production, improving productivity of construction
projects, automation of repair of appliances and necessary information require-
ments, and End-of-Life information management for a circular economy.

Part II groups papers devoted to Physical Internet Simulation, Modelling and
Control. The current instrumenting and interconnecting facilities and the avail-
ability of individual information in open-loop supply chains enable new organi-
zations like Physical Internet (PI). One of the key concepts of the PI relies on using
standardized containers that are the fundamental unit loads. Physical goods are not
directly manipulated by the PI but are encapsulated in standardized containers,
called PI-containers. The PI relies on a distributed multi-segment intermodal net-
work. By analogy with the Digital Internet transmitting data packets rather than
information/files, the PI-containers constitute the material flow among the different
nodes of the PI network. The design of cross-docking hub (in analogy with digital
internet, can be seen as a router), allowing the quick, flexible and synchronized
transfer of the PI-containers, is essential for the successful development of the
Physical Internet. Different types of hubs, denoted PI-hubs, are considered (e.g.
road to rail, road to road, ship to rail). The aim of the innovative PI concept is to
solve unsustainability present in current supply chains and logistics systems. Papers
discuss: automated handling, storage, routing and traceability in the PI context
combining spontaneous networking offered by WSN with container virtualization;
frameworks for instrumenting PI in a collective of “smart” PI-containers in
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interaction; crowdsourcing solutions to last mile delivery in e-commerce environ-
ment; open tracing container and IoT in automotive and transport fields.

Part III analyses Sustainability Issues in Intelligent Manufacturing Systems.
Two perspectives are considered: (1) The needs to add sustainability to efficiency
performance in IMS design, and (2) Approaching these needs using concepts from
IMS engineering methods in the context of sustainable manufacturing systems
design. Directions indicated by the reported research: (1) Go-green holons as green
artefact that help the system designer to implement solutions for sustainable IMS,
and (2) Defining a set of guidelines that enforce system engineers to think about
their main designs choices of the sustainable parameters to be taken into account in
the new type of IMS. Key requirements for resilient production systems are also
developed by establishing the links between production disruption and the required
resilient control and tracking capabilities in production systems. A semantic model
of requirements in large and complex manufacturing systems, based on business
concepts and modelled with resource description framework (RDF), is included in
this book section. Related to sustainability, Part III also analyses how the human
operator is integrated in the IMS’s control architecture. “Human-in-the-loop”
Intelligent Manufacturing Control Systems consider the intervention of humans
(typically, information providing, decision-making or direct action on physical
components) during the intelligent control of any functions relevant to the opera-
tional level of manufacturing, such as scheduling, maintenance, monitoring, supply,
etc. With a human-centred design approach in IMS, human resources can be
assisted by recent ICT tools helping them detecting in advance problems, propose
efficient solutions and take decision and action.

Part IV reports recent advances in Holonic and Multi-Agent System Design for
Industry and Services. Nowadays, industry is seeking for models and methods that
are not only able to provide efficient global batch production performance, but also
reactively facing a growing set of unpredicted events. One important research
activity in the field focuses on holonic and multi-agent control systems that inte-
grate predictive, proactive and reactive mechanisms into agents/holons. The holonic
approach is the main engine for the digital transformation of manufacturing at
manufacturing execution system (MES) middle layer and shop-floor production
control layer level in what concerns “Distribution” and “Intelligence”. The holonic
manufacturing paradigm is based on defining a main set of assets: resources
(technology, humans—reflecting the producer’s profile, capabilities, skills), orders
(reflecting the business solutions) and products (reflecting the client’s needs, value
propositions)—represented by holons communicating and collaborating in hol-
archies to reach a common goal—expressed by orders. As

[Holon] [Physical Asset]þ [Agent = Information counterpart];

it becomes possible to solve at informational level all specific activities of the
physical layer: mixed batch planning, product scheduling, resource allocation,
inventory update, product routing, execution, packaging, tracking and quality
control:
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• Triggered by real-time events gathered from the manufacturing structure pro-
cesses and devices;

• Controlled in real time, with orchestration and choreography assured by SOA in
standard, secure mode.

Thus, the holarchy created by the holons defined for any holonic manufacturing
system (HMS) acts as a “Physical Multi-agent System—PMAS”, transposing in the
physical realm the inherent distribution induced by an agent implementation
framework, according to defined manufacturing ontologies.

The demand for production systems running in complex and disturbed envi-
ronments requires considering new paradigms and technologies that provide flex-
ibility, robustness, agility and responsiveness. Holonic systems are by definition
targeting challenges that include coping with the heterogeneous nature of industrial
systems and their online interactive nature in combination with competitive pres-
sures. Multi-agent systems is a suitable approach to address these challenges by
offering an alternative way to design control systems, based on the decentralization
of control functions over distributed autonomous and cooperative entities. Chapters
of this Part IV describe: coordinating mechanisms in HMS; automatic diagnostic
methods to increase dependability by using model-checking at runtime; interfacing
BDI agent systems with geometric reasoning in robotized manufacturing; ner-
vousness control mechanisms for semi-heterarchical MES; and applications of
HMS in industry.

Part V groups papers dealing with Service Oriented Enterprise Management
and Control. Integrating the concepts of services into HMS gives rise to a new type
of systems: service-oriented holonic manufacturing systems (SoHMS). SoHMS is
underpinned by the use of a structure based on repeatability and reusability of
manufacturing operations. Process families are formed by a collection of process
modules representing manufacturing operations. By adopting the principles of SOA
into HMS, such manufacturing operations can be standardized into manufacturing
services (MServices) possessing a proper identification and description. Thus, the
service becomes the main element of negotiation and exchange among holons.
Conceiving manufacturing services and manufacturing processes specifications
allows the HMS’s control architecture to explore manufacturing flexibility at pro-
cess level with the decomposition and encapsulation of processes.

Following the IT-based approach which defines a service as “a single activity or
a series of activities of a more or less intangible nature that normally takes place in
the interactions between client and service provider, which is offered as a solution
to achieve desired end results for the client” in a SoHMS manufacturing operations
can be represented by MServices that are executed over a product and can be
realized by one or several resources in the system. MServices, as they represent
validated operations, can be readily available to integrate different production
processes, thus bringing the benefit of reusability. Moreover, resource capabilities
are determined by the collection of MServices it offers. This facilitates the inte-
gration of legacy systems and different vendor technologies, as MService
descriptions are determined according to their nature, in terms of added
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transformations, with no regard of the methods that are used for their application.
This allows a complete separation of process specification from the knowledge on
the production floor making it implementable in any SoHMS platform providing
the necessary MServices with the same application service ontology.

Service orientation is emerging at multiple organizational levels in enterprise
business, and leverages technology in response to the growing need for greater
business integration, flexibility and agility of manufacturing enterprises. Closely
related to IT infrastructures of Web services, the service-oriented enterprise
architecture represents a technical architecture, a business modelling concept, an
integration source and a new way of viewing units of control within the enterprise.
Business and process information systems integration and interoperability are
feasible by considering the customized product as “active controller” of the
enterprise resources—thus providing consistency between material and informa-
tional flows. The areas of service-oriented computing and multi-agent systems are
getting closer, trying to deal with the same kind of environments formed by
loose-coupled, flexible, persistent and distributed tasks. An example is the new
approach of service-oriented multi-agent systems (SoMAS).

The unifying approach of the authors’ contributions for this Part V of the book
relies on the methodology and practice of disaggregating siloed, tightly coupled
business, MES and shop-floor processes into loosely coupled services and mapping
them to IT services, sequencing, synchronizing and orchestrating their execution.
Research is reported in: function block orchestration of services in distributed
automation and performance evaluation of Web services; MAS with
service-oriented agents for dynamic rescheduling work force tasks during opera-
tions; virtual commissioning-based development of a service-oriented holonic
control for retrofit manufacturing systems; security solution for service-oriented
manufacturing architectures that uses a public-key infrastructure to generate cer-
tificates and propagate trust at runtime.

Part VI is devoted to Cloud and Computing-Oriented Manufacturing, which
represent major trends in modern manufacturing. Cloud manufacturing (CMfg) and
MES virtualization were introduced as a networked and service-oriented manu-
facturing model, focusing on the new opportunities in networked manufacturing
area, as enabled by the emergence of cloud computing platforms. The cloud-based
service delivery model for the manufacturing industry includes product design,
batch planning, product scheduling, real-time manufacturing control, testing,
management and all other stages of a product’s life cycle.

CMfg derives not only from cloud computing, but also from related concepts
and technologies such as the Internet of Things—IoT (core enabling technology for
goods tracking and product-centric control), 3D modelling and printing (core
enabling technology for digital manufacturing). In CMfg applications, various
manufacturing resources and abilities can be intelligently sensed and connected into
a wider Internet, and automatically managed and controlled using both (either) IoT
and (or) cloud solutions. The key difference between cloud computing and CMfg is
that resources involved in cloud computing are primarily computational (e.g. server,
storage, network, software), while in CMfg all manufacturing resources and
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abilities involved in the whole life cycle of manufacturing are aimed to be provided
for the user in different service models.

Papers in this section present resource virtualization techniques and resource
sharing in manufacturing environments. Resources and resource capabilities vir-
tualization and modelling represent the starting point for manufacturing services
encapsulation in the cloud. There is also shown that CMfg is clearly an applicable
business model for 3D-printing—a novel direct digital manufacturing technology.
In cyber-physical system (CPS) approach of manufacturing, a major challenge is to
integrate the computational decisional components (i.e. cyber part) with the phys-
ical automation systems and devices (i.e. physical part) to create such network of
smart cyber-physical components at MES and shop-floor levels. Some works
present the development of standardized interfaces for HMES that can be used to
access physical automation components by the cyber layer in CPS. A chapter of this
section investigates the software-defined networking (SDN) concept adoption for
the manufacturing product design and operational flow, by promoting the
logical-only centralization of the shop-floor operations control within the manu-
facturing shared-cloud for clusters of manufacturing networks.

Part VII gathers contributions in the field of Smart Grids and Wireless Sensor
Networks management and control with multi-agent implementing. Technological
advances in wireless sensor networks are enabling new levels of distributed intel-
ligence in several forms such as “active products” that interact with the working
environment and smart metering for monitoring the history of products over their
entire life cycle and the status and performances of resources. These distributed
intelligences offer new opportunities for reducing myopic decision-making in
manufacturing control systems, thereby potentially enhancing their sustainability.

Design of such MAS frameworks for distributed intelligent control and devel-
opment of applications integrating intelligent-embedded devices are reported in
Part VII for several representative domains. Thus, a solution for space system
management is proposed by creating a self-organizing team of intelligent agents,
associated to spacecraft modules, conducting negotiations and capable of both
planning their behaviour individually in real time and working in groups in order to
ensure coordinated decisions. Then, an embedded multi-agent system for managing
sink nodes and clusters of wireless sensor networks is proposed and finally
demonstrated in an oil and gas refinery application. To reduce the communication
overhead in the MAS, the wireless sensor network is clustered which leads to a
hierarchical structure for the WSN composed of two types of sensor nodes: sink
nodes (cluster heads) and anchor nodes (sending sensory data to the sink nodes)
allowing for data aggregation. Finally, this section describes a methodology and
framework for the development of new control architectures based on uncertainty
management and self-reconfigurability of smart power grids.

The book offers a new integrated vision on complexity, Big Data and virtual-
ization in Computing-Oriented Manufacturing, combining emergent information
and communication technologies, control with distributed intelligence and MAS
implementation and total enterprise integration solutions running in truly distributed
and ubiquitous environments. The IMS philosophy adopts heterarchical and
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collaborative control as its information system architecture. The behaviour of the
entire manufacturing system therefore becomes collaborative, determined by many
interacting subsystems that may have their own independent interests, values and
modes of operation. Also, the enrichment of distributed systems with
biology-inspired mechanisms supports dynamic structure reconfiguration, thus
handling more effectively condition changes and unexpected disturbances, and
minimizing their effects.

All these aspects are treated in the present book, which we hope you will find
useful reading.

December 2015 Theodor Borangiu
Damien Trentesaux

André Thomas
Duncan McFarlane
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Centralized HMES with Environment
Adaptation for Production
of Radiopharmaceuticals

Silviu Răileanu, Theodor Borangiu and Andrei Silişteanu

Abstract The paper presents an intelligent hybrid control solution for the pro-
duction of radiopharmaceuticals that irradiates radioactive isotopes of
neutron-defficient radionuclides type by in cyclotrons. To achieve requirements
such as: highest number of orders accepted daily, shortest production time and safe
operating conditions, a hybrid control system based on a dual architecture: cen-
tralized HMES with ILOG planning and decentralized parameter monitoring and
control via SCADA is developed. Experimental results are reported.

Keywords Holonic manufacturing execution system � SCADA � Environment
monitoring � Intelligent product � Constraint programming � Radiopharmaceuticals

1 Introduction. The Radiopharmaceutical Production
Process

Radiopharmaceuticals are products that contain radioactive materials called
radioisotopes for the treatment of many life threatening diseases (therapeutic
radiopharmaceuticals) and established means for medical diagnosis (diagnostic
radiopharmaceuticals) and research in many disciplines of life sciences [1, 2].
Radiopharmaceuticals produced using a cyclotron and dedicated radiochemistry
equipment and laboratories are used for positron emission tomography (PET) and
single photon emission computed tomography (SPECT) [3].
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The production of radiopharmaceuticals needs performing two processes:
(1) Obtaining the radionuclides on which the pharmaceutical is based, i.e. the
radioactive isotopes of elements with atomic numbers less than that of bismuth;
(2) Preparing and packaging of complete radiopharmaceuticals. Proton-deficient
radionuclides represent the first category of radioactive isotopes of elements (e.g.
technetium-99m) and are produced in a nuclear reactor [4], whereas
neutron-deficient radionuclides (those with fewer neutrons in the nucleus than those
required for stability) are the second category of radioactive isotopes of elements
being most easily produced using a proton accelerator such as a medical cyclotron
[5]. An intelligent control solution for the production of radiopharmaceuticals that
uses the second type of radioactive isotope will be proposed in this paper.

The main challenges of a cyclotron-based radiopharmaceutical production line
(composed of: facilities, control and supervising system) are to manufacture valid
nuclear medicine products in the shortest possible time, safely for the employees
and surrounding environment. Such a production line is specialized in producing
small batches of products in small volumes, according to the orders received from
hospitals and PET centres. While having a specific chemical structure, radioactivity
and usage, each product follows the same manufacturing path: radio-isotopes are
produced in a particle accelerator (cyclotron), then transferred into technology
isolators for chemical synthesis followed by portioning (vial dispensing) the bulk
product, and quality control of the final product by conformity tests on multiple
parameters; in the last stage, valid products are packed and transported to clients in
shielded containers. The manufacturing stages (S1)–(S4) for the cyclotron-based
production line of radiopharmaceuticals are presented in Fig. 1, and involve one
functional block (coloured in light grey) for each stage; a fifth stage (S5) should be
considered for the transport of the final, valid products to the clients (e.g., hospitals,
PET centres).

Normally, due to its special reliability provided by the manufacturer, and also to
its high acquisition and maintenance costs, production lines of this type have only
one cyclotron resource [6, 7] for stage 1—raw materials irradiation. On the other
hand for single points of failure avoidance and fault tolerance reasons, stage 2
(product configuring) and stage 3 (portioning of the bulk product) may use
respectively any of two identical resources (synthesis modules 1, 2 and robotized
dispenser 1, 2), capable to replace each other in the event of a breakdown or

Cyclotron

Synthesis 
module 1

Synthesis 
module 2

Dispenser 1

Dispenser 2

Quality
control

Raw materials 
irradiation (S1)

Product
configuring (S2)

Product
portioning (S3)

Quality 
testing (S4)

Transport 
to hospital

(S5)

Fig. 1 Manufacturing stages for radiopharmaceutical products
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maintenance work. The radiopharmaceutical production process ends with quality
control of the final product (S4) consisting of 5 tests, each being done on a different,
dedicated laboratory equipment.

The three production resources together with the quality testing equipment are
disposed in flow shop processing mode: products flow in one single direction [8].
Raw materials enter the cyclotron and are irradiated, the output being fed to one
synthesis module where chemical reactions occur; the resulting bulk radiophar-
maceutical product is then portioned and eventually diluted in one robotized dis-
penser box; samples of vials are sent to the quality control room for multi-parameter
tests; finally, the vials are packed and labelled for transport to the client. In this
manufacturing mode, the product in different stages passes through capillary tubes
from one resource to the next and receives a service/operation. The mode of pro-
cessing is non-preemptive, and the fixed set of precedence constraints among
operations is defined.

The constraint oi�1 � oj; oi ¼ o Sið Þ; 1� i� 4 means that the processing of
operation oi�1 must be completed before oj can be started, i.e., the set of 4 oper-
ations carried out in stages (S1)–(S4) is totally ordered by the operator ≺. This set
of operations on irradiated materials ordered by the precedence relation can be
represented as a digraph in which nodes correspond to operations and arcs to
precedence constraints.

Basically, production planning in flow shop material processing mode with
partially duplicated resources must provide a balanced usage of resources of the
same type considering the scheduled maintenance periods; for the radiopharma-
ceuticals production line based on the cyclotron as proton accelerator, the doubled
resources in stages 2 (synthesis modules 1, 2) and 3 (robotized dispenser 1, 2) are
scheduled for periodical maintenance every 6 month, with a 3 month offset of
resources 2 relative to resources 1 (see Fig. 2). This allows normal usage of one
series of resources (e.g., 1 or 2) for the first 3 months after maintenance followed by
replacement with the other series of resources (e.g., 2 or 1) for the next 3 months.
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(   ]]

month

month

x

x+3 x+9

use
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Order launch
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resource 1

Scheduled resource 
maintenance
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e 
2

Fig. 2 Utilization of duplicated resources in stages 2 (synthesis modules 1, 2) and 3 (robotized
dispenser 1, 2) during maintenance periods and at breakdown events
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Starting from the deadlines for product delivery defined by clients (hospitals),
there will be computed the daily moments of time when orders should be launched
for production execution (the time intervals “( ]” in the timing of Fig. 2), con-
sidering additionally: (a) the estimated transportation time of the final product to the
client, and (b) the testing period of time following the normal completion of any
production process, when all resources are checked whether they are operational. If,
during this test, one resource is found not operational, it will be substituted with its
stand-in one (e.g. resource 1 replaced with resource 2, as depicted in Fig. 2).
A similar replacement is possible for the robotized dispensers in real time at
resource breakdown during stage 3 (see the “breakdown resource 1” event repre-
sented in Fig. 2) [6].

Due to the specificity of processes transforming and handling radioactive
materials and products, the basic functions of the global production control system
are: service orientation and monitoring continuously the parameters of: (1) manu-
facturing processes and (2) resources, and (3) environment parameters of produc-
tion rooms [9, 10].

2 Control Architecture with Centralized HMES
and SCADA for Distributed Parameter Monitoring

In order to achieve the requirements stated above (maximum number of accepted
orders, shortest possible production time and safe operating conditions) a hybrid
control system is proposed for radiopharmaceuticals production based on a dual
architecture: centralized HMES (Holonic Manufacturing Execution System) and
decentralized parameter monitoring and control via SCADA.

2.1 Layered Hybrid Control Architecture: HMES–SCADA

Figure 3 shows the hybrid control architecture proposed for the manufacturing
system producing radiopharmaceuticals in shop floor processing mode. The
topology of the control architecture is multi-layered: (a) Manufacturing Execution
System (MES) layer—planning and resource allocation, data storage and reports
generation; (b) application layer with SCADA—parameter monitoring and adjust-
ing; (c) resource control layer.

The global control is exerted on these three layers by two subsystems:

1. Centralized HMES for: (a) long-term resource allocation balancing the usage
time of those replicated for stages 2 and 3 in the context of scheduled main-
tenance, (b) short-term (24 h) production planning optimizing a cost function
(i.e. minimize: manufacturing time/raw material waste, etc.), (c) manage the
centralized data storage for executed product batches and generate reports.

6 S. Răileanu et al.



2. Decentralized and reactive SCADA for: (a) monitoring and adjusting process
and environment (production rooms) parameters in response to unforeseen
disturbances in order to deliver requested, valid products at agreed deadlines,
(b) detecting resource failures and initiating the replacement process upon
receiving the authorization from HMES, and (c) collecting data during manu-
facturing for product traceability and description according to IP (Intelligent
Product) conventions [11].

2.2 The Holonic Control Mode

The proposed control model is based on the PROSA and ADACOR reference
architectures and is customized for the flow shop layout and operating mode, in
which the product recipe is configured directly by the client (Make To Order
production) and embedded into the production order [12, 13]. Another specific
feature of the control model is that the environment parameters such as pressure,
temperature, humidity, number of particles and radioactivity levels strongly affect
the production process. This is why the control model is extended with an entity—
the Environment Holon—that models the process rooms (cyclotron electrical room,
cyclotron vault, production room, dispenser technical isolator box, and quality
testing room) together with the instrumentation that measures and adjusts these
parameters.

Hospital

     Production Planning / Order Processing / Centralized data storage / Reports  generator

SCADA 
(Irradiation)

PLC1 PLC2

Cyclotron

Synthesis 
application

Synthesis 
Module

PC

Synthesis 
operator

Dispenser 
operator

1, 2

Dispenser 
application

Dispenser

1, 2

Dispenser 
controller

GUI

QC
Equipment

1...5

SCADA 
(HVAC)

PLC3

Sensors/
Actuators

Centralized 
HMES layer

Application 
layer

Resource 
control layer

Physical 
resources 
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product (bulk)

Raw 

material

TCPTCP TCP
TCP & 

USB data
TCP

Orders Reports
Production execution and 
monitoring

Environment
monitoring

Adjust and monitor room environment parameters

Irradiated raw 

material

Pharmaceutical 

product (vials)

Production
room

Quality check 
room

Cyclotron 
electrical room, 
Cyclotron vault

Dispenser 
isolator box

Fig. 3 The hybrid, multi-layer control architecture of radiopharmaceuticals production line
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The structure of the control model is composed of the following entities (Fig. 4).
The Supervisor Holon (SH) is responsible with:

• Optimizing production: (a) resource allocation subject to (fixed) scheduled
maintenance periods, alternative resource re assigning at breakdown (while
execution in stage 3) or not operational status (detected at resources checking
post execution of stage 3), and (b) operations planning subject to:

– Minimizing the duration of production execution considering required
quantities of radiopharmaceutical products and imposed/agreed delivery
times;

– Maximizing and balancing the utilization of resources subject to mainte-
nance periods and failure events;

– On line adaptation to variations of environmental parameters.

• Setting orders (associate hospital order with physical product); configure pro-
cess and production room parameters for planned production and assigned
resources;

• Authorizing the adjustment of process rooms parameters (e.g., pressure, tem-
perature, relative humidity) upon request of the Environmental Holon;

• Centralizing data about resource status, process rooms parameters and product
execution; storing production logs/history files into a centralized and replicated
Production Database;

• Generating traceability reports and IP descriptions of radiopharmaceuticals;
• Keeping BOM (Bill Of Materials) updated.

The Resource Holons (RHs) encapsulate both the decisional/informational part
and the associated physical resources used in the production line: cyclotron, syn-
thesis unit, dispenser and quality test (laboratory equipment). Each physical
resource is controlled as an independent automation island, and the objective of the

Supervisor holon

GUI
Production 

Planner
Production Database

Resource HolonOrder HolonEnvironment Holon

Actuators Sensors

Production room

Physical 
product

Command, 
process 
and 
production 
information

Control 
equipment

Laboratory 
equipment

Store 
production 

room 
parameters

Set 
production 

room 
parameters

Store 
execution 

status

Set resource 
operation 
type and 

parameters

Monitor 
production 
room 
parameters

Set 
command

Order 
traceability

Monitor 
resource

Operate 
resource

Fig. 4 Entities, functions and interactions in the proposed holonic production control system
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proposed control architecture is to integrate in a uniform manner these islands
(modelled as RHs) by help of the SH for Order Holon (OH) execution. In order to
facilitate resource integration, the following attributes and methods were proposed
to characterize an RH:

1. Attributes (information about system resources):

– string: Resource identification (name, ID)—the name and identifier of the
current resource;

– string: Resource description;
– int: Number of operations (nr_op_res)—the number of operations the current

resource is capable of executing;
– {string}i, i = 1…nr_op_res: Operations names—the set of operations the

current resource is capable of executing;
– {int}i, i = 1…nr_op_res: Execution time [seconds]—the set of execution

times of the operations that can be done on the current resource;
– string: Current operation—the operation the current resource is executing.

This is one of the operations the resource is capable of executing;
– int: Maximum delay [seconds]—the amount of time the product can be

additionally held in the current stage (Si) due to problems with resources or
environment parameters at the next production stage (Si + 1);

– int: Energy consumption [Wh]—the energy consumed at the current stage;
– {string}i, i = 1…nr_op_res: Input—the description of the current stage’s

input for operation i;
– {string}i, i = 1…nr_op_res: Output—the description of the current stage’s

output for operation i;
– date: Online time—the time and date starting from which the resource is

online;
– time: Idle time—the interval of time during which the resource was unused;
– time: Working time—the interval of time during which the resource was

used.

2. Methods to access the resource (types of messages the current resource
responds):

– void: Configure operation (target resource, parameter index, parameter
value)—sets a specified parameter of the targeted resource to an imposed
value;

– void: Start operation (target resource, operation index)—triggers the start of
the specified operation on the targeted resource;

– int: Request status (target resource)—returns the current status of the targeted
resource; the status can be: offline, online and idle, online and working.

An instantiation for the attributes of the available production resources (cy-
clotron, synthesis module and dispenser) modelled as RHs is detailed in Table 1.

Centralized HMES with Environment Adaptation … 9



The Order Holon (OH) holds all the information needed to fulfil a command
starting from the specifications of the hospital (client), production information used
for resource and environment parameterization and accompanying information
generated once the product leaves each production stage. The OH is an aggregate
entity consisting of: (1) the information needed for demand identification (product
type, radioactivity level, hospital #ID, and delivery time), execution of processes
(sequence of resources, operations and process parameters as resulted from pro-
duction planning) and traceability (sequence of resources, operations, execution
reports as resulted from the physical process) and (2) the physical product. From the
OH lifecycle depicted in Fig. 5 it can be seen that the physical product results at the
termination of stage 4 when the physical-informational association is performed.

The informational part of an OH for the different stages of its lifecycle is given
below (see Fig. 5); a generic structure was sought:

//Information about the client (from “Hospital command” in Fig. 5):

– string: Order identification (name, ID)—name and identifier of the current OH;
– int: Product type—name of the pharmaceutical product that is being realized;
– int: Radioactivity level—radioactivity level needed for the product;

Table 1 Instantiation of manufacturing resources modelled as RHs

Resource Cyclotron Synthesis modules Dispenser

Description Irradiate two
liquid targets
simultaneously

Automatically execute a
prebuilt synthesis algorithm to
produce one of two types of
products: FDG and NaF;
recover enriched water after
synthesis; measure input and
output radioactivity of raw
material/radiopharmaceutical
compound (bulk solution)

Sterile dispense
radiopharmaceutical
compound into vials with final
product using a robotic arm
inside a technical isolator; fill,
cap and crimp final product
into vials and then into
shielded containers to
minimize the exposure of the
operators; create dispensing
recipe according to orders;
read bar codes; measure initial
and final product activity

Operation Irradiation Synthesis Dispensing

Execution
time

Irradiation
time: 1–2 h

Approx. 23 min (FDG)
Approx. 7 min (NaF)

5 min for the 1st vial, then
2 min for each next vial

Maximum
delay

1 h (FDG
half-life is 1 h
and 9 min)

30 min (due to increased dust
particles in the dispenser)

15 min

Energy 100 KWh 300 Wh 400 Wh

Input Enriched water Irradiated enriched water from
cyclotron

Radiopharmaceutical
compound (bulk solution)

Output Irradiated
enriched water

FDG/NaF
radiopharmaceutical
compound

Final radiopharmaceutical
product (delivered)

10 S. Răileanu et al.



– string: Hospital—name of the hospital (client);
– time: Delivery time—hour at which the product must be delivered the next day.

//Information about the production process (“Flow shop process information”
in Fig. 5):

– int: Number of operations (nr_op_order)—number of operations the current
order must receive;

– {string}i, i = 1…nr_op_order: Operations names—set of operations the current
OH must receive;

– {string}i, i = 1…nr_op_order: Precedencies—operations that must precede
operation i.

//Information computed in the planning process (“Production planning” in
Fig. 5):

– {int}i, i = 1…nr_op_order: Resources—the set of resources that must be visited
in order to execute the operations stated above (Operations names);

– {int}i, i = 1…nr_op_order: Parameters—the set of parameters that configure the
resources in order to receive the desired operations;

– {int}i, i = 1…nr_op_order: Maximum execution time—the time needed to
execute the operation “Operations names i” on the resource “Resources i”.

//Information gathered during production process ((S1), (S2), (S3) and Meas
urement of particle no. in Fig. 5):

– {int}i, i = 1…nr_op_order: Timing—the time spent to perform operation i;
– {string}i, i = 1…nr_op_order: Parameters—parameters used by resource i to

execute operation i;

Measure particle no. 
in dispenser room

In range

Out of range and 
timeout expired

Out of range and 
timeout not expired

Passed

Delivered 
order

Failed 
order

Physical-
informational 

association (IP)

Dispense product
3.1. Dilute
3.2. Portion (S3)

Quality testing
Tests 1-5 (S4)Environment 

Holon

Execute production
1. Irradiation (S1)
2. Synthesis (S2)

Production planning
- BOM
- Resource assign
- Operation schedule

(start time, used 
resources, 

Hospital command
(no. of vials, radio-
activity, delivery 
date and hour)

Flow shop pro-
cess information

Not passed

Fig. 5 Order Holon lifecycle
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– int: Quantity—the quantity of the product that will be delivered to the hospital;
– int: RFID—the code which associates the physical product with the current

information (“IP” in Fig. 5).

The Environment Holon (EH) checks if the process and environment param-
eters are in range, validates the operations executed by RHs and triggers alarms
when radioactivity levels exceed normal values or when the evolution of other
parameters endangers production or human security. Figure 6 illustrates the oper-
ating mode of the EH.

The parameters monitored by the EH are:

• Pressure: in cyclotron vault, production room and dispenser isolator box;
• Temperature: in cyclotron electrical room, production room and dispenser

isolator box;
• Humidity: in cyclotron electrical room, production room and dispenser room;
• Number of particles in the dispenser isolator box: if the number of particles is

not in range (above product safety threshold) the process waits for a maximum
timeout of 30 min to allow this parameter to re-enter in range. If it re-enters the
range the process continues and dispensing (dilution and portioning) is delayed
with the corresponding amount of time—which also delays delivery; otherwise
production is abandoned and the production order fails;

• Radioactivity level: in production room, control room and dispenser room.

The operation of the EH is materialized through intelligent actuators and sensors
integrated in SCADA, to which a software agent is associated to interface these
devices with the centralized HMES. The Environment Holon adjusts process room

Environment 
Holon Order HolonGUI

Production 
Database

Set production 
room parameters Adjust 

parameters 
through 
actuators

Store in real-time 
measured parameters

Log 
parameters 
evolution

(a)

(b)

Trigger alarms 
if parameters 

are out of 
range

Production rooms parameters real-
time update Production log: 

environment 
parameters

Fig. 6 Real-time operating mode of EH for parameter monitoring and adjusting, and data log
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parameters (pressure, temperature, humidity, number of particles) as imposed by the
Supervisor Holon through GUI (Fig. 6a) and sends information back concerning
production monitoring, logging and history, adjusts production planning in
real-time (online run) and triggers alarms in case parameters are out of range
(Fig. 6b).

3 Optimized Production Planning

The objective of the production planning process is to optimize the execution of
radiopharmaceutical products in order to undertake as much demands as possible
while minimizing the production time and respecting the constraints imposed by the
physical installation, the environment and by the client (e.g., hospital).

In the production planning process the following terms will be used: demand
(one vial needed by a hospital), command (a set of demands that are produced
together and contain the same type of product) and batch (the set of all demands
that must arrive at the same hospital; a batch can contain different products). In this
context the optimization problem is described by:

• An input set of data representing the demands which are characterized by
(product type, requested activity, client, delivery date):

– {demands} = {(product type, requested activity, hospital, delivery time,
requested volume)i, i = 1…n, n being the number of vials requested for the
current day}.

• The decision variables describing:

– How the individual demands are allocated to commands:
{where} = {(command)index, command = 1…m, index = 1…n, m being the
maximum number of commands that are processed within a day, n being the
total number of vials requested for the current day};

– How are commands processed:
{commands} = {(starting time, maximum irradiation, quantity of enriched
water, product type)j, j = 1…m, m being the maximum number of commands
that are processed within a day}.

– If individual demands are processed:
{processed} = {(true/false)index, index = 1…n, indicating whether demand
i is processed or not due to invalid constraints such as tight delivery time}.

• The constraints:

– The sum of all volumes of the demands within a command should be less
than the volume of the irradiated target:

Centralized HMES with Environment Adaptation … 13



Xn

i¼1

Vi � desired activityi
maximum activity

� target volume� loss

where: demand i will be produced within the current command, Vi is the
requested volume of demand i, “desired activityi” is the activity of the
product in demand i, “maximum activity” is the activity at which is irradiated
the raw material for the current command, “target volume” is the maximum
raw material quantity that can be irradiated in a production cycle, and “loss”
is the quantity of product that is lost when transporting from one stage to
another.

– Each demand should have the required reactivity at the requested delivery
time for all demands within command k, 1� k�m:

starting timeþ
X4

r¼1

Trþ T5ðiÞ\ delivery timei; 1� i� n

where T1…T4 are the maximum delays when manufacturing the current
demand (irradiation time, synthesis time, dispensing time, quality testing
time) and T5(i) is the maximum transportation time to the related hospital.

– Do not use the production facility over maintenance periods:

production intervals\maintenance intervals ¼ [;

where “production intervals” are defined by starting time of the command
and its duration and “maintenance intervals” are predefined based on a fixed
scheme which takes into account the resources’ usage (see Fig. 2).

• Possible objective functions:

– minimize production time (optimization problem) at command level;
– maximize the number of commands for daily client orders;
– minimize the quantity of daily lost raw materials.

By analysing the requirements stated above it can be seen that the optimization
problem is first of all a matching problem (which demand is allocated to which
command) which is subject to a set of constraints (delivery dates of the vials
together with a given quantity and radioactivity level). Finally, since there is
flexibility when irradiating the raw materials (less material can be irradiated at a
higher level, and then diluted when dispensing), an objective function represented
by production time can be added.

Thus, the planning problem deals with combinatorial optimization and detailed
scheduling, both aspects being tacked in literature by Constraint Programming
(CP) approaches [14, 15]. A comprehensive list of CP solvers addressing various
combinatorial problems can be found at [16]. Since the problem optimization
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option must be included as a functionality of the Supervisor Holon (Fig. 4), the
IBM ILOG OPL optimization engine [17] was chosen because it can be easily
integrated with separate applications using standard C++, C# or JAVA interfaces.
This is facilitated through the Concert technology.

The procedure described above was integrated into the radiopharmaceuticals
production process both for optimized offline planning (minimize production
duration while respecting imposed deadlines—offline run) and for online agile
execution (online adaptation to variations of environment parameters which can
delay commands being executed within the same day—online run).

Offline run

1. Demands are gathered for the next production day.
2. Maintenance restrictions are introduced as constraints into the CP model.
3. The ILOG model is called based on the set of demands for the next day:

(a) If a feasible solution is reached, the demands are accepted as received and
the production plan is transmitted to the distributed operating control level
(Fig. 3) in order to be implemented;

(b) If no feasible solution is reached (due to conflicting time constraints or tight
deadlines) new deadlines are proposed based on the maximum load of the
production system and on the rule “first came first serve” in order to fulfil as
much as possible demands.

Online run

1. Apply process and environment parameter configuring via SCADA according to
the off line computed commands.

2. Measure environment parameters which affect production time (dust particles in
dispenser chamber and radioactivity levels).

3. If parameters are out of range and the current command is delayed, replan the
next commands taking into account the new constraints. For any command,
since the maximum allowed delay in production (30 min) is less than the
maximum delay accepted for delivery (1 h) the worst case scenario is to use the
off-line computed production plan and just delay it.

ILOG optimization sequence
The following optimization sequence will be run for a maximum amount of raw
material max irr vol (capacity of max. irradiated target) processed for any
command:

1. Consider all demands valid for scheduling (processed(d) = true, d = 1…n);
2. Order demands based on product type;
3. Choose the highest activity required (all other products will be diluted in order

to obtain an inferior activity) for each product type (max_irr_level);
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4. For all demands with the same product type compute the sum:

sum prod ¼
X

for all products of same type

requested volume � desired activity
max: activity

Clearly, sum prod�max irr target.
5. Based on the requested product quantity (sum_prod), on the maximum activity

(max_irr_level) and on the number of vials, an estimated production time
(makespan) for the demands is computed, considering Ti; 1� i� 4

6. Test if the production intervals with the width computed at step 5 can be
scheduled one after another, with a break between them of 1:30 h (resource
checking periods between successive commands execution, see Fig. 2), without
invalidating the delivery times for each demand:

• For all c in commands
• For all d in demands

– p = the command processed before (c)
– If p = null (c is the first command to be produced)

• YES: production starting time(c) = 6:00 (the installation begins to
function at 6:00 in the morning)

• NO: otherwise production starting time(c) = production ending time
(p) + 90 min

– If (delivery_time(d)) < makespan(c) + production break + production
starting time(c)

• NO: Eliminate demand d from the schedule (processed(d) = false) and
goto 2

7. Compute the remaining raw material quantity (rem_raw_mat) that can be used
with the associated deadline and maximum activity

• For all c in commands
• For all d in demands, processed(d) == true

– rem_raw_mat(c) = max_irr_volume—sum_prod

8. Test if the demands eliminated can be produced using the remaining raw
material quantity computed at step 7

16 S. Răileanu et al.



• For all c in commands
• For all d in demands, processed(d) == false

– If the product of demand d is the same as the product manufactured in
command c and there is enough remaining raw material in command c to
produce demand d:

• Propose a new delivery time for demand d
• Set processed(d) == true
• Recompute sum_prod for command c with the new considered

demand d
• Goto 7

The output of the optimization sequence will consist of: (1) the demands
scheduled for production based on the imposed (step 6) or negotiated (step 8)
delivery times and (2) the unfeasible demands which cannot be produced due to the
tight deadline. The optimization sequence is run one day before production exe-
cution and the processed quantity of raw material processed is limited to the
quantity of the irradiation target. Any command above the maximum raw material
quantity that can fill the cyclotron’s irradiation target will be abandoned.

4 Experimental Results. Conclusions

The ILOG sequence designed in Sect. 3 was tested on a set of 10 demands grouped
into two different product categories (FDG with index 1 and NaF with index 2). The
execution times are described in Table 1 for each stage: irradiation, synthesis and
dispensing. The characteristics of the demands, which represent the input to the
optimization algorithm, are described in Table 2.

If produced individually, the starting time of each demand would be computed
based on the activity (how much time the raw material stays in the cyclotron,
Table 1) and on the product type (what type of synthesis is applied to the irradiated
raw material, Table 1). To this amount of time a fixed duration will be added for
dispensing (Table 1) and a fixed duration for installation cleaning (1:30 h). The sum
between the irradiation time, synthesis time, dispensing and cleaning time is the
time needed to execute each demand. The starting time is computed by subtracting
the production duration from the delivery time. A theoretical scheduling is given in
Fig. 7.

Analysing Fig. 7 it can be seen that there are overlapping cases between the
production times of the demands which makes it impossible to execute all of them
individually. By applying the optimization procedure, demands are grouped into
commands which are executed together using the same irradiated raw material—
allowing thus to maximize the number of executed demands. The only constraints
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are: a single type of product can be executed at a given time, a maximum of 3.5 ml
can be irradiated and if the raw material is irradiated for obtaining the highest
activity. This means that less irradiated raw material is used for commands with
lower activity. Thus, the advantage of production optimization is that it reduces the
production cycles by combining demands into a single command. As can be seen
from Fig. 8 the demands can be grouped into 2 separate commands but there is one
demand (2, the one marked with red in Table 2) that exceeds the production interval
attributed to product 2. This demand cannot be satisfied as requested, and conse-
quently a negotiation process with the client for the closest possible delivery time is
proposed (1080), see Fig. 8. If this new deadline is accepted (old delivery time—red
—is invalidated and new delivery time—green—is accepted) all demands are
scheduled and executed in two separate commands as depicted in Fig. 9.

As a conclusion, the paper proposes an intelligent control solution for the pro-
duction of radiopharmaceuticals composed of a hybrid control architecture together

Table 2 Hospitals demands

Index Activity
(MBq)

Product
type

Quantity
(µL)

Delivery time
(minutes from 0:00)

Production
duration
(computed)

Start time
(computed)

1 600 1 500 1080 214 866

2 600 1 500 900 214 686

3 800 1 500 1080 226 854

4 1400 1 500 1140 262 878

5 700 1 500 1170 220 950

6 1400 2 500 780 246 534

7 1500 2 500 840 252 588

8 900 2 500 840 216 624

9 1500 2 500 860 252 608

10 600 2 500 880 198 682
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Fig. 7 Gantt chart for demand realization without optimized offline planning
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with a demand optimization sequence which groups demands into commands and
orders.

Future research will cover the directions: (i) testing the optimization sequence
for a larger set of products and production horizon, (ii) analyse how computed
schedule differs from actual execution, (iii) minimizing material loss and (iv) con-
sider energy costs as an objective function for the optimization sequence.

Acknowledgment This work is supported by the Sectorial Operational Programme Human
Resources Development (SOP HRD), financed from the European Social Fund and the Romanian
Government under the contract number POSDRU/159/1.5/S/137390/.

References

1. Iverson, Ch. et al. (eds.): 15.9.2 radiopharmaceuticals. In: AMA Manual of Style (10th edn).
Oxford University Press, Oxford, Oxfordshire (2007). ISBN 978-0-19-517633-9

2. Schwochau, K.: Technetium. Wiley-VCH (2000). ISBN 3-527-29496-1

Fig. 8 Demand grouping and delivery time renegotiation

0 200 400 600 800 1000 1200

1

2

Time (minutes)

C
o

m
m

an
d

 in
d

ex

Command 1 with
demands 1,2,3,4,5

Command 2 with 
demands 6,7,8,9,10

Fig. 9 Command execution after optimization and delivery time renegotiation

Centralized HMES with Environment Adaptation … 19



3. Ell, P., Gambhir, S.: Nuclear Medicine in Clinical Diagnosis and Treatment. Churchill
Livingstone (2004). ISBN 978-0-443-07312-0

4. http://www.sciencedaily.com/releases/2010/07/100708111326.htm
5. http://www.ansto.gov.au/_data/assets/pdf_file/0019/32941/Nuclear_Medicine_Brochure_

May08.pdf
6. Mas, J.C.: A patient’s guide to nuclear medicine procedures: English–Spanish. Soc. Nucl. Med

(2008). ISBN 978-0-9726478-9-2
7. Medema, J., Luurtsema, G., Keizer, H., Tjilkema, S., Elsinga, P.H., Franssen, E.J.F., Paans, A.

M.J., Vaalburg, W.: Fully automated and unattended [18F] fluoride and [18F] FDG production
using PLC controlled systems. In: Proceedings of the 31st European Cyclotron Progress
Meeting, Zurich (1997)

8. Kusiak, A.: Intelligent Manufacturing Systems. Prentice Hall, Englewood Cliffs (1990). ISBN
0-13-468364-1

9. Tsai, W.T.: Service-oriented system engineering: a new paradigm. In: Proceedings of the 2005
IEEE International Workshop on Service-Oriented System Engineering (SOSE’05). IEEE
Computer Society (2005). 0-7695-2438-9/05

10. De Deugd, S., Carroll, R., Kelly, K.E., Millett, B., Ricker, J.: SODA: service-oriented device
architecture. IEEE Pervasive Comput. 5(3), 94–96 (2006)

11. McFarlane, D., Giannikas, V., Wong, C.Y., Harrison, M.: Product intelligence in industrial
control: theory and practice. Ann. Rev. Control 37, 69–88 (2013)

12. Van Brussel, H., Wyns, J., Valckenaers, P., Bongaerts, L., Peeters, P.: Reference architecture
for holonic manufacturing systems: PROSA. Comput. Ind. (Special Issue on Intelligent
Manufacturing Systems) 37(3), 255–276 (1998)

13. Leitao, P., Restivo, F.: ADACOR: a holonic architecture for agile and adaptive manufacturing
control. Comput. Ind. 57(2), 121–130 (2006)

14. Raileanu, S., Anton, F., Iatan, A., Borangiu, Th., Anton, S., Morariu, O.: Resource scheduling
based on energy consumption for sustainable manufacturing. J. Intell. Manuf. Springer (2015).
Print ISSN: 0956-5515, On line ISSN: 1572-8145, doi:10.1007/s10845-015-1142-5

15. Novas, J.M., Bahtiar, R., Van Belle, J., Valckenaers, P.: An approach for the integration of a
scheduling system and a multiagent manufacturing execution system. towards a collaborative
framework. In: Proceedings of the 14th IFAC Symposium INCOM’12, Bucharest, pp. 728–
733, IFAC Papers OnLine (2012)

16. www.constraintsolving.com/solvers. Consulted in Oct 2015
17. ILOG: (2009). www-01.ibm.com/software/websphere/ilog/. Consulted in Oct 2015

20 S. Răileanu et al.

http://www.sciencedaily.com/releases/2010/07/100708111326.htm
http://www.ansto.gov.au/_data/assets/pdf_file/0019/32941/Nuclear_Medicine_Brochure_May08.pdf
http://www.ansto.gov.au/_data/assets/pdf_file/0019/32941/Nuclear_Medicine_Brochure_May08.pdf
http://dx.doi.org/10.1007/s10845-015-1142-5
http://www.constraintsolving.com/solvers
http://www-01.ibm.com/software/websphere/ilog/


Improving the Delivery of a Building

Vince Thomson and Xiaoqi Zhang

Abstract There is a great difference in the effectiveness of product industries and
the construction industry in the use of technology for better execution of devel-
opment projects. This paper discusses some recent technologies that are able to
create a better environment where construction companies can partner to share the
cost-benefit of product information in order to optimize the cost and timeliness for
building construction. The basis of this improvement is the use of active products
that can update their own information. Products as intelligent operators have the
greatest effect by automatically changing product data.

Keywords Construction � Part tracking � Intelligent object � Change management

1 Developing New Products

1.1 Product Industry

In today’s environment, a product manufacturer usually designs and makes a
complete product, or at least, controls all the processes for design and manufacture.
An integrated product development team (IPDT) creates a design in a CAD
(Computer Aided Design) system and manages the design with a PDMS (Product
Data Management System) and/or a PLM (Product Lifecycle Management) system.
This allows product management from the point of view of product design, part
lists, part creation processes and assembly. Product information is integrated with
ERP (Enterprise Resource Planning) systems (also known as Enterprise Resource
Management Systems (ERMS)) to control product manufacture and supply chain
processes. The cost and timeliness of product creation are predicted and controlled
by the IPDT.
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It is the integration and sharing of information that allow the control of cost and
timeliness [3]. A company that designs and makes its own products controls the
cost-benefit of creating and using product information and of controlling the
schedule and supply chain to make timely products. An example is Apple, who
completely controls the designs of processor, hardware, operating system, appli-
cation software and related cloud services as well as retailing stores [16]. For
products that are developed in partnership, the OEM (Original Equipment
Manufacturer) creates a team along with terms and conditions that incentivize the
IPDT to share information and to optimize cost-benefit across product components.

In today’s product information systems, products behave as both passive and
active actors regarding their information [15]. Usually, a product does not carry its
own information, but it carries identification (bar code, RFID tag (Radio Frequency
IDentification), etc.), which provides a connection to its information stored in a set
of databases. Much of this information is ‘active’ in that a change to a product
datum automatically triggers changes to other data about the product in terms of
design, manufacture or supply, assembly process, maintenance, etc. [5]. This level
of integration of product data and associated automation with regard to product
change has been continuously developed over the past 50 years since the first CAD
systems. Nevertheless, although integration of product information is beneficial to
the design process, most of the benefits accrue during the later stages of a product
life cycle: part production, product assembly and maintenance, that pay for the high
cost of integrating product information.

1.2 Construction Industry

Even though CAD systems for architecture, engineering and construction
(AEC) were developed about the same time as CAD systems for other types of
products, the drive for integration of product information and the accompanying
automation for managing change have not occurred in the construction industry as it
has in product industries [10]. The reason for this is that most of the time the overall
process: the design, part production and building assembly procedures, are not
controlled by any one company or group of companies, and thus, there is a mis-
match between the cost of the integration of product information during the design
phase and the benefits which occur mainly downstream during construction and
maintenance. Typically, you have the architect and engineer who develop the
design, and the general contractor, major contractor, and sub-contractor, who
actually cooperate to construct a building, but in the process all partners act as
individuals who optimize their own cost and activities due to marginal incentives to
optimize overall cost and respect timeliness.

As a consequence, there is rarely an overall product model, and at best, there
may be small, limited models created by individual companies. In general, the
construction industry does not use IPDTs, rarely has group incentives to drive
project goals, and does not use arrangements to collectively achieve goals for
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building construction. One major reason is due to different operating environments
for product and construction industries. The construction industry uses contract
bidding at each tier of the construction process, which actually inhibits cooperation
towards integrating information.

There are some exceptions. One such example is the construction of the Sutter
Medical Center (136 bed) project in Castro Valley, California. Project management
was able to group together partners such that they shared project profits. This
allowed the formation of an IPDT that created a single building information model
(BIM), which facilitated the evaluation of alternative designs as well as the man-
agement of design and schedule change [12]. As a consequence, building permit
approvals were obtained in record time; building construction was delivered at the
guaranteed minimum price, and had an accelerated schedule that was 30 % faster
than a conventional schedule [6]. Construction change orders and requests for
information for structures were less than 15 % of estimates for comparable hospital
projects in California [2].

1.3 Paper Objectives

The goal of this paper is to convey that some recent technologies are able to create a
better environment in the construction industry where companies can partner to
share the cost-benefit of product information in order to optimize the cost and
timeliness of building construction, and that the basis of these improvements is the
use of active products that can update their own information. Section 2 describes
technologies that have recently entered the market or that their price and func-
tionality have been significantly improved. Section 3 discusses the advantage of the
technologies with regard to reducing project cost and improving timeliness.
Conclusions are stated in Sect. 4.

2 Technologies for Improving the Delivery of a Building

2.1 Product Information System

The heart of any construction activity is the bill of materials for a building from
which a schedule for part creation or supply and building assembly is made. ERP
systems store information about a building and the pieces and devices in it. ERP
systems also accommodate change management in terms of part alternatives and
modifications to schedules and suppliers. The bill of materials flows from a building
design. There are many systems that can design a building and create a BIM.
The BIM is a digital representation of the physical and functional characteristics of a
facility. The goal is to use the BIM as a shared knowledge resource for information
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about a facility forming a reliable basis for decisions during its lifecycle (conception
to demolition) [7]. Moving from concept to BIM for a large building requires the
cooperation of many partners and the integration of much data from each partner.

The greatest issue with regard to managing product information stored in a BIM,
ERP, PDMS, etc. is defining, confirming and executing change. Recent research
into change management has shown that it is possible to define the chain of change
propagation and to manage the execution of changes in a design and manufacturing
plan [17]. The management of the change process by the IPDT is another issue, and
not covered here. Systems that can manage procedures for changing a design
greatly reduce the effort for all the partners; for, one of the major cost drivers during
product development is boundary management, i.e., the use of coordination
mechanisms to assure the delivery of material and information across organizational
boundaries: internal and external [3]. The process of managing change uses a lot of
resources and causes much delay, where there can be instances of a design docu-
ment being exchanged over ten times until it is finalized [14]. The more automation
can be brought to bear on this process, the better. Thus, having available a
methodology modifying product data when there is a change to the product or its
circumstances greatly reduces the cost of the production process.

ERP systems are readily available. They range from generic, highly functional
systems, such as SAP, to AEC specific systems, such as COINS, which provides
traditional ERP functionality along with design functions to create a BIM and
applications for construction specific analysis. The price for such systems is con-
tinuously being reduced. Even though this is resulting in wider adoption, the
construction industry still does not have the adoption rate of product industries [1].
Thus, it is about taking advantage of automation to reduce one of the main cost
drivers in building construction: change management.

2.2 Part Identification and Tracking

Delivering the thousands of parts for a large building is a very difficult task. This
usually involves hundreds of partners and thousands of deliveries into a cramped
construction site. RFID is a great tool that allows the identification of parts and their
tracking at the manufacturer and at the construction site. There are several options.

• There is simple identification of parts with an RFID reader when using an RFID
tag. The tag can be found at any time; however, the RFID reader only deter-
mines that the part is in its range. It does not provide location. A short search is
needed.

• An RFID tag can have memory where the user can store not only part identi-
fication, but also other design and construction parameters.

• The majority of RFID tags are passive, i.e., the energy to transmit data comes
from the radio frequency signal scanning a tag, and so, range is limited. There
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are active (scheduled transmission) and passive (on demand) battery-assisted
tags where local power allows transmission of radio signals over greater dis-
tances. Battery-assisted tags are more expensive, but allow automated tracking
of parts when there is a lot of movement and/or distances are large.

Several companies use RFID tracking to their advantage. Examples are given
below.

Armtec is a company that supplies precast, corrugated steel and HDPE products.
In 2010, Armtec was awarded a $Cdn 43-million contract from the Toronto Transit
Commission (TTC) to supply 58,000 subway tunnel, liner segments over a two year
period. “This job requires handling hundreds of pieces per day,” said Phil Sheldon,
operations manager. “The tracking of those TTC pieces would have been very
difficult to do without RFID technology.” [8] Armtec used a combination of bar-
code and RFID embedded tags along with a GPS (Global Positioning System) to
track and locate pieces, and to store the information.

At Armtec’s Woodstock site alone, the estimated cost of missing inventory was
$Cdn 260,000 per year, including $Cdn 60,000 in annual penalties for late deliv-
eries where suppliers were fined up to $Cdn 3000 per hour for causing delays at job
sites that resulted in construction crews being idle [8]. In addition to reducing
missing inventory and late delivery penalties, Armtec saved money by reducing the
many hours spent searching for pieces in its 20-ha site. TTC is now using the
technology to identify and locate damaged tunnel segments quickly, thereby saving
time and providing better maintenance.

Similarly, JV Driver, who provides industrial construction services to the
resource sector in western Canada, uses RFID tracking technology to find pieces on
its construction sites, where piece average search times were reduced from 30 to
5 min [11].

During the building of the 200,000-m2 Metlife Stadium, Sanska USA Building
(Parsippany, New Jersey) used RFID to track 3200 precast pieces to form the
84,000-seat bowl of the stadium. A just-in-time delivery system where tracking
information was fed into a BIM meant that Skanska could identify which pieces had
been manufactured and their quality status, what jobsite areas needed to be pre-
pared, and what pieces were already incorporated into the building [9]. Skanska did
not need to establish a laydown yard, but instead relied on a small holding area. For
the precast pieces, Skanska estimated the tracking solution accelerated the con-
struction schedule by 10 days and created $US 1 million in savings [9].

2.3 Part Location

Objects can be identified and located by using real time locating systems (RTLS).
These systems can use active or passive RFID or infrared tags along with multiple
readers. Items can be identified and positions located as precise as 5 cm using
algorithms such as triangulation and technologies such as ultra-wide band [4].
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Absolute positions can be obtained by use of a GPS or local tags with known
position.

A RTLS reduces the search time for parts, allows for 1 piece flow from supplier
to assembler, and permits time information for placing a part into its final location.
Continuous part location reduces the labour due to continuous checking of delivery
and assembly schedules as well as the supply chain for parts. An RTLS can be used
as part of an information change process to update product information.

In the $US 10-billion Clair Ridge project by BP, a global oil and gas company,
hundreds of suppliers took part in the construction of a new offshore oil platform
by delivering components from two consolidation centres in Europe to the building
site in South Korea. BP used an RTLS system consisting of both RFID and GPS
technologies to track parts and to minimize delays. The RTLS system allowed
real time visibility of parts moving from suppliers to the construction site, and
helped BP to reach zero material loss and to significantly improve the planning
process [13].

2.4 Self-organizing Wireless Microrouters

Routers are devices that use IEEE 802.11 communication protocols to allow con-
nections among devices and between devices and networks. Of interest are those
devices that can form self-organized networks, i.e., automatically making their own
network. They do not need to be connected to a formal network or the Internet.
Each device acts as a wireless microrouter that can establish peer-to-peer connec-
tions and relay messages from one peer to another. So, peers form a network and
they relay messages such that they reach their final destination. Thus, a microrouter
only needs to be connected to one other router, not to all routers. Self-organizing
wireless microrouters form a true network topology, not a star. If one device is
connected to a network, all microrouters have access. If one device fails, the other
devices repair the network.

At a construction site, devices with an RFID tag and self-organizing wireless
microrouters along with access to an RTLS can form a self-identified network, i.e.,
a peer-to-peer network where each device knows the identity and location of every
other device. One device can download a location map of all devices into a database
on schedule or on command. Part locations can be checked against the construction
plan (BIM) and schedule for any deviations, and the data in an ERP can be updated.

2.5 Self-integrating Objects

Traditional networks of devices are defined by standards for connectivity. The host
system provides this connectivity, and the software for communication protocols,
for access to data, and for execution of special algorithms is provided by
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applications in the host system. These applications are loaded into the host, and if
modifications occur in an attached device, a new application needs to be acquired.

A new approach is to have devices that are intelligent, understand the topology
required for network integration, able to communicate on a network, and contain
their own applications. In this approach, devices deliver applications to the host
system during integration. If a device is changed (options made operative, upgrade),
the device acquires a new application itself or self-modifies its present application.
Then, negotiation is made with the host to install the new application.

This architecture makes a system device (product) responsible for its own
information in addition to its own integration into a system. It provides a product
with the communication and negotiation capability to resolve issues with the host
system.

Consider an HVAC system in a large building. There is usually a central system
which receives information from local controllers throughout the building to bal-
ance the overall system and to create the desired environment. Each controller
usually has multiple sensors and functions. Although the original building plan
determines the number of sensors, area controllers and their functions, allocates the
number of interface connections, and sets the specifications for the host software,
there are always changes: more or different sensors, different functions for area
controllers, as well as significant change to control software. This causes a sea of
changes in the HVAC system, which adds considerable effort to the building
construction and maintenance.

If each area controller had a self-contained application and could effect its own
changes by negotiating with the central system, then the impact of change would be
highly reduced due to the automated change mechanism. Even if different devices
are used than planned, the automated negotiation and integration of interfaces
greatly reduces the effort due to change.

3 Discussion

At the beginning of the paper, the difference between product industries and the
construction industry with respect to the greater use of technology by product
industries for product data integration in order to reduce overall cost and to improve
the timely delivery of products was described. In the construction industry, the
capability of part tracking to reduce material handling cost and to deliver better
timeliness for building assembly was shown. However, it is the use of technology
that allows products to change their own product data that greatly improves the use
of product information in the construction industry, since this type of automation
greatly reduces the amount of labour and time. With this technology, collaboration
among partners increases since the improvement in construction information has
increased benefits for all partners.

The updating of part location can provide the status of part delivery, jobsite
location and final position in building assembly. Moreover, besides providing this
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data, parts need to act as intelligent operators and transparently change their data in
an ERP or BIM. It is the automated initiation of change by a building piece or
device through networked systems that reduces the cost of building assembly,
maintenance and future data integration. Technologies such as self-identifying
objects, RTLS, and wireless microrouters provide the basis for making device
initiated change a reality. However, it is being a self-integrating object that allows a
product to be an intelligent operator, which can respond to its environment and
update its information.

When reviewing projects such as the construction of the Sutter Medical Center,
there are three main reasons for achieving the high level of success: the agreement
by partners to a single, collaborative contract which outlines partner responsibilities
and the sharing of cost and benefits; the use of technologies like BIM; and the use
of Lean project principles [2, 12]. This paper has discussed the use of technology to
automate change in design and operations. It is also clear that this use of technology
needs to be built upon best practices in the forming of partnerships and in project
management.

4 Conclusion

There have been many successful projects that use an IPDT as well as create a BIM
to share building information, and thus, they have been able to create synergies that
have reduced cost and have delivered buildings on time. Unfortunately, to date,
these cases have been limited and the methodologies have not been widely adopted.
This paper has described some technologies that allow building pieces and devices
to be intelligent operators such that they can act to automatically and transparently
update product data in order to improve cost and timeliness during building con-
struction. The technologies are inexpensive and readily available. Overall, the
construction industry needs to combine the use of smart devices as intelligent
operators and the use of best management practices during building projects in
order to improve productivity.
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Repair Services for Domestic Appliances

Rachel Cuthbert, Vaggelis Giannikas, Duncan McFarlane
and Rengarajan Srinivasan

Abstract There has been a trend of increasing levels of Waste Electrical and
Electronic Equipment over the last few decades as the possibility for accessing
repair of appliances has declined. Reducing prices of appliances has also generated
a culture where the disposal and replacement with new appliances is the quicker and
cheaper option, compared with repair. A number of key areas have been identified
as important in helping to increase the number of appliances which may feasibly be
repaired in the future. Of these, two key areas encompass the automation of repair
of appliances, and the information requirements in order to achieve this. Within this
paper, a demonstrator will be described which provides a step towards illustrating
the potential of product intelligence and semi-automated repair.

Keywords Repair � Domestic appliances � Automation � Information
requirements

1 Introduction

The level of waste generated through the disposal of domestic appliances has
increased significantly over the past decades. In many cases, the items which are
disposed of are in working order or could be repaired with little work. This adds to
the increasing concern around the large amount of energy expended on the
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‘recycling’ of materials and the manufacture of new goods. What is worrying is the
irresponsible nature of product design where items may have built in obsolescence
such that their lifetime is not as long as perhaps it could be. The intention of this is
to fuel repeat business. Unfortunately, product costs have been driven down so
much that, while repair used to be the norm, consumers now opt to buy new and
throw away failed or unfashionable items.

The background of the Distributed Information and Automation Laboratory
research1 looks at key areas of relevance, namely, information requirements,
quality, availability, sensing (condition of equipment etc.), automation and product
intelligence. The research into the area of repair started with a master’s level student
project looking at Design for Repair in 2014 and this has been followed by an
investigative scoping study over the past 10 months. The aim of this work is to
significantly increase the number of domestic equipment that can feasibly be
repaired.

This paper is structured as follows. We begin with a background section dis-
cussing the issues of waste, design, repair and obsolescence of domestic appliances,
and the consequences that this has on the level of disposal of appliances. We then
present a research agenda for the topic of repair of domestic appliances and the
major challenges associated with it. In Sect. 4, we then present an intelligent
product based demonstrator which our research team is currently working to study
the technical challenges associated with repair.

2 Background

Over the last 30 years, the replacement of failed domestic appliances with new has
become a relatively inexpensive, quick and easy solution. Simultaneously, repair
has become more costly, time-consuming and inaccessible. The ease with which
appliances can be disposed has increased while the separation and sorting of waste
has become more ‘responsible’ [14]. Around 25 % of disposed domestic appliances
are reported to be in working order. Often simple repairable faults or fashion
‘whims' lead to appliance disposal and replacement.

Throughout the supply chain significant revenue may be gained from repeat
business and the continued disposal of domestic appliances despite the negative
materials and energy consequences (Fig. 1). Financial incentives are such that
companies design in obsolescence to ensure future demand, with the damaging
consequence of fuelling a throwaway culture. However, in cases where electronic
devices have become obsolete many which are clean and functional can be reused if
identified and sorted out by experts [7].

The UK generated 200 million tonnes of total waste in 2012. Of this, WEEE
(Waste Electrical and Electronic Equipment) accounts for around 2 million tonnes

1http://www.ifm.eng.cam.ac.uk/research/dial/.
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discarded by householders per year [4]. In real terms, estimates are such that for
every tonne of consumer waste, 5 tonnes of manufacturing waste and 20 tonnes of
resource extraction waste have also been generated [8].

A key question is whether all items need to go straight to the recycling stage
rather than a greater number being reused or repaired. Repair, historically, was a far
cheaper and more accessible option and electricity boards had shops which pro-
vided repair services as a means for them to sell electricity (through the purchase of
their appliances). Furthermore, some repairs are regarded as being of inferior
quality to remanufacturing options, with warrantees only covering the repaired
component [8]. Unfortunately, the repair business has ceased to exist as electricity
supply has become commonplace in residences, and as new appliances have
become much more affordable.

Product design and replacement has a significant impact on WEEE generation
and treatment. Where product replacement is fast, WEEE will increase dramatically
in a short time, and then decrease rapidly creating peaks and troughs in waste
treatment processing facilities [10]. One way of trying to reduce levels of WEEE
due to product failure is by improving the design such that they are more repairable.
Design for X is a key term that has been applied across many important areas. Ones
which have significance to this work include:

Fig. 1 Product supply chain and stakeholders
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– Design for Disassembly; the disassembly of parts, components and materials.
– Design for Recycling; recycling components, parts or materials.
– Design for Reuse; reuse of a product ‘as is’ or harvesting working parts or

components for reuse, often in the form of repairs and replacements.
– Design for Remanufacturing; remanufacturing a product to be like new and then

reselling the product, often in a different market [1].
– Design for Product life extension; requires tailored approaches for different

product types [2].

However, this work seeks to research the possibility of Design for Repair in
which the product is designed to be more easily repairable, and ownership is
maintained throughout the repair process. Another way to decrease the number of
appliances that are discarded is to improve the accessibility of repair.

3 A Research Agenda

3.1 Key Areas on Which to Focus the Research

We identify five areas that future research should deal with in the area of repair of
domestic appliances:

1. Economic requirements and business/contract models to determine how repair,
sales, and product use may be combined in such way that repair is managed and
achieved more often in an after sales capacity.

2. Design guidelines and material considerations, which render products easier to
diagnose faults, disassemble, repair and reassemble, potentially by the end-user.

3. An information model to enable/support/enhance the repair/replacement/upgrade
process. This would ensure that the right information is available to the right
player within the supply chain, such that repair may be achieved.

4. Automation of repairs in order to make repair a quicker, cheaper, more
repeatable and accurate possibility.

5. Standards and legislation, which are key areas to support the above 4 areas.

Of particular interest in this context are the areas of automation and information:

– Automation: Design and development of basic automated repair functions.
Automation could be of a collaborative nature where a person provides key
intelligence and decision making, while a collaborative robot carries out key
disassembly, test, and repair activities.

– Information Management: What information is required to enable/support/
enhance the repair/replacement/upgrade process for appliances. How does this
differ if the repair is carried out by the consumer or by a robot? Can information
from the appliance trigger the repair appointment, spare parts ordering, etc.?
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3.2 Challenges and Shortcomings

It is not anticipated that one would attempt to adopt automation for all domestic
appliance repairs in the first instance. The key question around which appliances
should be repairable will depend on a number of factors, but clearly value will be
one of them. The question then becomes how much we can lower the threshold of
what is economically viable to repair, considering the very varied nature of
domestic appliances from high to low value.

Further factors come into play when considering the ‘repairability’ of appliances.
These relate to how straightforward it is to diagnose the problem in the first

instance, and then on a more practical level, how feasible it is to disassemble, repair
and re-assemble the appliance in a safe and effective way. A number of factors
considered in this area are shown in Table 1.

4 The Role of Product Intelligence

Product intelligence is a paradigm that could support both the information man-
agement and the automation challenges of repair. In this section, we review similar
work in the literature and we present a demonstrator based on the product intelli-
gence approach.

Table 1 Factors related to the ‘repairability’ of appliances

Diagnosis Disassembly Repair Reassembly

Symptoms Type of
operation

Identification of fault Scope to re-assemble

Visual Tool required
Modularity

Is a part faulty?
Identification of faulty part

Availability of parts and
tools to complete this?

Mechanical Ease of access Can part be repaired? What goes where?

Electrical Is access not
destructive?

Can the part be replaced? Accessibility of repair
site

Functional Skill required for
each operation

Where to order from if new
part required?

Requirement for
fixtures/jigs

Testing Re-usability of
parts/fixing

Skills to replace technically
need a qualified engineer

Potential of error in
re-assembly

Web based
help

No of steps from
each operation

Ease of replacement
Cost of part

Safety of re-assembled
unit

Manuals Safety of
operation

Tools to replace

Sensor data Accessibility Access to replace
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4.1 Relevant Work

Intelligent products, along with other similar paradigms, are argued to offer special
benefits in middle-of-life services like maintenance and repair [9, 13, 15]. These
benefits refer to the collection and gathering of item-based information about a
product’s use (using sensors embedded on the product itself), which can then be
distributed to third parties and/or be used to detect abnormalities and failures.

This has led researchers to focus their existing work around remote diagnostics
services enabled by intelligent products, which can be used to improve problem
diagnosis, to improve condition-based maintenance and to schedule service per-
sonnel. In a domestic environment, there are examples of intelligent product
developments for video game consoles [16], refrigerators [6] and washing machines
[11]. It is also argued that product intelligence can lead to the development of smart
appliances that can be used to improve the energy efficiency of modern houses [5].
Apart from houses, it has been shown that intelligent products can facilitate better
repair and maintenance services for vehicles [5] and aircraft [3].

However, it is acknowledged that in the context of domestic appliances, there
will be a cost/intelligence trade-off and the question here is really around what types
of appliance make sense to be repaired, and what appliances lend them to benefiting
from intelligence (Fig. 2).

Figure 2 shows two extremes of appliance characteristics. At the high value end
appliances are typically one-off, the ‘brand’ is the engineering authority, they are
hand-made, expensive, repairable and have a long lifetime. At the low value end
they are produced in high-volume, the ‘brand’ is added to pre-built mass-produced
items, their manufacture is automated, they are low-cost, non-repairable and have a
short lifetime. What is key within this work is to determine how far from the left to
the right the sweet spot may be pushed, or in other words, the reduction in value of
appliances for which it is economically viable to effect their repair.

Fig. 2 Product supply chain and stakeholders
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4.2 Repairing Appliances with Intelligent Products:
A Demonstrator

In this section, we present a simple demonstrator our research team is currently
working on to demonstrate some of the ideas behind repair of domestic appliances.
These areas focus on the information requirements for product condition, usage,
etc., and the automation of domestic appliances. Figure 3 illustrates the concept of
the demonstrator.

There are two parts in this development. Firstly, the diagnostics part, where the
problem of the appliance is diagnosed. The appliance, in our case a vacuum cleaner,
equipped with sensors and memory collects information during its middle-of-life
stage. This information is periodically checked against similar data from other
appliances and troubleshooting processes in order to detect potential failures and
their cause. A key question here relates to what information is required for the
repair decisions to be made. The types of information required will be similar to that
required in the provision of service contracts for complex engineering equipment
[12]. Once a problem is diagnosed, the appliance makes a decision about its repair.
Besides the numerous examples that discuss the details of the technical imple-
mentation of similar demonstrators (see for example [9]), we note here that,
affordable and small equipment like a Raspberry Pi attached to the appliance (or
even the appliance’s own electronics) could be used for our purposes.

Fig. 3 Demonstrator

Repair Services for Domestic Appliances 37



The second part of the demonstrator refers to the repair. A user, via a network
(e.g. Internet, Bluetooth) can communicate with the appliance to receive instruc-
tions guiding them through the repair process. User-friendly interfaces could be
designed for computers or even tablets and phones using apps. In certain cases,
repair could be a simple process like the replacement of a filter. In more complex
scenarios, an old spare part might need to be replaced with a new one.

Table 1 indicates a number of the issues which need to be considered in the
process of diagnosis, disassembly, repair and reassembly of appliances. With the
emergence of 3D printing, spare parts could be printed at low cost in designated
locations or even inside the owner’s house. Using this interface, a user would send a
command for printing to a 3D printer, which will then find and use the spare part
design over the Internet or in an allocated database. In this way, a customer could
easily replace faulty spare parts and repair their domestic appliances faster and
potentially cheaper.

5 Conclusions

Within this paper we have introduced the issues around the levels of waste gen-
eration, in particular, in the context of WEEE and domestic appliances. Built-in
obsolescence, product cost, inaccessibility of repair have all led to a throwaway
culture where replacement of products with new ones is seen as the quickest,
cheapest and most reliable option. Key research areas, which seek to reduce the
number of appliances that may feasibly be repaired, have been presented. Of these
key areas, two main areas (information requirements and automation of repair) are
being incorporated into a demonstrator which is described and which aims to
illustrate the possibility of increased repair of appliances through more easily
accessible product information, diagnosis and repair possibilities.
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End-of-Life Information Sharing
for a Circular Economy: Existing
Literature and Research Opportunities

William Derigent and André Thomas

Abstract Intelligent products carrying their own information are more and more
present nowadays. A lot of research works focuses on the usage of such products
during the manufacturing or delivery phases. This led to important contributions
concerning product data management in the framework of HMS (Holonic
Manufacturing Systems). This paper aim is to: (1) make a review of the major
contributions made for EOL information management (data models, communica-
tions protocols, materials, …) in the framework of a circular economy, (2) have a
first overview on the industrial reasons explaining why these systems are not widely
implemented. This previous points help to highlight potential research directions to
develop in the near future.

Keywords Circular product � EOL data management � Closed-loop supply chain

1 Introduction

Our current economy is based on a linear model “extract-make-consume-throw”
where natural resources and energy are used to produce goods that become most of
the time non-utilized waste. This business model, based on unlimited natural
resources and on a strong capacity to recycle wastes, rapidly becomes obsolete in a
context of finite resources and massively uncollected wastes and thus causes
important economical, social and ecological problems. The growth of world pop-
ulation will inevitably lead to an increase of the demand in base materials and thus
induce a shortage of natural resources and an increase in costs. The report The limit
to growth written by MIT members invited by the Club of Rome considers in 1972
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that the earth growth limits will be reached in the next hundred years if this current
model is maintained.

An alternative to this linear model is to promote a model defined as “circular”,
mainly a system where products would be designed to be used a long time and be
easily recycled at their end of life. In this model, the product may have several
different usage phases with different missions. To maintain a good performance
level, the product could be updated between these different phases. If the cost is too
high, it will be dismantled and its components would be reused to equip other
products at a lower price. When components become obsolete, they are recycled to
new raw materials that will be used to product new goods. This model, particularly
different from the current one, constitutes nonetheless a credible alternative because
based on a transposition of the very efficient natural model.

Companies willing to adopt a circular model usually follow a 5-step process [1]:

1. Develop new business models: in a circular model, the sales revenue of a
company is not anymore linked to the quantities of sold products, but to services
provided to customers. New development opportunities will appear on the
different reprocessing loops;

2. Develop new partnerships: The circular model is based on the hypothesis that
wastes from a company can become materials for another one. Setting up new
partnerships can develop industrial symbiosis, such as the industrial site of
Kalundborg, Danemark 1;

3. Design and set up a closed-loop supply chain: Recycling loops must be
supported by associated logistics. Usually, a supply chain conveys products
from manufacturer to customer. In a circular economy, companies have to
manage the dismantlement process along with the diverse materials and product
flows in a closed cycle. As a result, setting up a circular economy is equivalent
to adding a loop to a classic supply chain. The key difference between these
models is the End-Of-Life (EOL) management of products, which then becomes
crucial for an efficient circular model. The activity of managing the products in
their EOL is often referred to as reverse logistics (see Fig. 1). The combination
of forward and reverse logistics results in a closed-loop supply chain [2].

4. Design “circular products”: products moving in a circular economy must be
designed to ease their maintenance, remanufacturing or recycling processes. At
the same time, companies adopting a service economy seek to increase their
products’ useful life by making them more reliable. Eco-design refers to the
process aiming to develop a product integrating constraints issued from the
circular economy.

5. Manage company performance: A company adopting a circular model needs
to define new performance indicators to drive its performance, classical ones
being not sufficient. Proposed indicators are either linked to product perfor-
mances or supply chain performances. For example, the ISO 22628 standard

1for more information, please refer to http://www.ellenmacarthurfoundation.org/fr/case_studies/la-
symbiose-industrielle-de-kalundborg.
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defines indicators like the recyclability rate, which is the part of product which
can be reused or recycled. In addition, the used product processing time from its
collect to its transformation is another relevant indicator that characterises the
closed-loop supply chain performance.

As a result, to set up an efficient circular economy, EOL management is a crucial
step because decisions taken during this one have a maximum impact on the
recyclability rate of products. The performance of a closed-loop supply chain is
essentially driven by the following factors [1]: (1) Products are not designed to be
“circular”, (2) Quantity and quality of used products are variable and not pre-
dictable, (3) Product information on used products is not sufficient. While problem
1 is more related to product design, problem 2 is clearly related to the closed-loop
supply chain domain [2] and problem 3 is linked to information technology. This
paper considers this last problem and aims to provide a clear overview of the actual
research works in this area. Section 2 contains a short review on the solutions
proposed by the intelligent product community to solve the lack of information
during the EOL management phase. Then, Sect. 3 is dedicated to potential reasons
explaining the non-emergence of the “EOL product holon”.

2 Review on Solutions for Efficient EOL Data
Management

End-Of-Life management involves options available to product after its useful life.
[1, 4] illustrate five product recovery options:

– Repair and reuse: the purpose is to repair the product and to return it in
working order. The quality of the repaired products could be less than that of the
new products;

Fig. 1 The closed-loop supply chain (from [3])
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– Refurbishing: the used product is renovated thanks to the disassembly,
inspection and replacement of some of its parts or sub-assemblies (also called
modules). The quality of the refurbished product is brought to a specified level
fixed by the recycler [5];

– Remanufacturing: the product is disassembled up to the component level,
which are all inspected and replaced, in order to bring the used product up to
quality standards as rigorous as those for new products;

– Cannibalization: Only a relatively small number of reusable modules from the
product are preserved, to be used in any of the three operations mentioned
above;

– Recycling: it is the last option, done when none of the above is possible. It
consists in reusing materials from used products in the production of new goods.

In addition, parts and materials that could not be recovered by any of the above
five operations will be disposed in accordance with safety and environmental
regulations.

References [6–10] argue that intelligent products would help to ensure an
information continuum from the BOL (Beginning of Life) phase to the EOL one,
and consequently, more information would be available at the product end of life,
and would help to optimize the EOL process. In the framework of the European
project PROMISE, [3] emitted a list requirements that must be fulfilled by an EOL
information system:

– Req. 1: Ability to uniquely identify and track products at the item level
throughout the supply chain;

– Req. 2: Ability to provide relevant identity information associated with the
product;

– Req. 3: Ability to provide information to determine the “current state” of the
product;

– Req. 4: Ability to update product information as it changes throughout the
product’s lifecycle;

– Req. 5: Ability to provide instructions that enable the system to automatically
route products through the product recovery processes;

– Req. 6: Ability to provide decision support at various stages of the product
recovery processes.

Moreover, information conveyed with a product item enduring a EOL process
should not disappear with the initial product item, but should be inherited by its
derivative products (sub-assemblies, parts and raw materials obtained from it). As a
result, a seventh requirement is proposed to complete the previous list:

– Req. 7: Ability to bequeath product information to its derivative products.

Table 1 proposes a short review on existing major approaches with intent to
identify potential research lacks. For each of the previous requirements, a study has
been made on 4 different aspects:
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– Data modelling: EOL processes need data (mainly product data). This aspect
deals with data modelling, and lists all related research works trying either to
identify or formalize data required by EOL processes;

– Communication architecture: In EOL, communication is an important feature
to take into account, because EOL processes should be able to retrieve infor-
mation located on the product and/or external databases. This aspect lists all
related research works on communication architecture, data synchronisation and
aggregation;

– Decision making: a good EOL management must be based on efficient
decision-making processes, capable of processing all EOL data and choosing the
best recycling alternative. This aspect deals with all works around
decision-making for EOL;

– Materials: HMS are based on product holons, composed of an informational
coupled with a physical part [11, 12]. This aspect deals with product technologies
(industrial solutions or prototypes) that could support the concerned requirement.

Conclusions drawn from this short survey are interesting: first, during past years,
numerous research has been made on product lifecycle data management, and many
could be applied on EOL. Almost all requirements are mostly achieved, meaning

Table 1 Review of existing research works and materials for efficient product information
retrieval (gray = not fulfilling completely the requirement, hatch = not relevant regarding the
requirement)

Req. Data Communication Decision Materials

Req.1 EPC Code [13],
ID@URI [14],
Bio-
identification [15],
chemical
identification [16] DIALOG [17],

WWAI [18],
EPCIS [19]

Barcode,
RFID (Pass./Act.),
Wireless Sensor
Networks (WSN),
communicating
materials [9]

Req.2

O-MI [20],O-DF [21]
SOM [22],
PRONTO [23],
PLCS [24]

Req.3 Active RFID,
WSN,
communicating
materials

Req.4 Synchronisation
techniques
[25, 9, 10]

Barcode,
RFID (Pass./Act.),
Wireless Sensor
Networks (WSN),
communicating
materials

Req.5 MIMOSA [26] DIALOG,
WWAI,
EPCIS

None

Req.6 No HMS-related
approach [2]

Req.7 Aggregation [27] Data dissemination
[28, 29]

WSN,
communicating
materials
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Product Lifecycle Information Management Systems (PLIMS) did attain a impor-
tant level of maturity. Nevertheless, some cells of the table (colored in gray) are still
to investigate:

– Req. 4 “update product information as it changes”—Communication: in this
area, synchronisation techniques are important to ensure that the informational
part is always a good representation of the physical one. The work of [10]
exploits the O-DF/O-MI standards to present one solution of synchronization.
Until now, it is the only work trying to achieve this aim, and does not provide
any test case or deep study;

– Req. 5 “provide instructions”—Decision: providing the right instructions to
EOL processes may suppose that the product is capable of taking decisions. As
far as we know, applying a product-driven vision (which is a branch of HMS) to
the EOL management has not been performed until now.

– Req. 6 “provide decision support at various stages”—Decision: as illustrated in
[30], numerous methods & metrics exist to evaluate the different EOL alter-
natives. However, none of these methods is based on HMS approaches, or even
MAS ones. The application of the HMS control paradigms on EOL management
has not been extensively studied and an important application field is still
unexplored;

– Req. 7 “Bequeath the information to derivative products”—Data &
Communication: when a product is dismantled, and its derivatives reused,
information should not be lost. It should be transformed, recombined or divided.
[27] address the problem of product data aggregation when combining several
products together. References [28, 29] design a data dissemination process
applied on communicating materials, to ensure no data is lost after a physical
transformation of the material. Making data robust to physical transformations,
capable of automatic aggregation or dissemination is a key to ensure a contin-
uous information flow all over the EOL processes, and it has not been inves-
tigated widely until now.

If some research questions are still to be studied, technologies and methods are
already available to set up efficient EOL data management systems. However,
currently, EOL management is still mainly recycling (which is the most energy-
consuming EOL alternative, and thus the less cost-effective) and product infor-
mation is most of the time non fully exploited, because unavailable [4]. In the next
section, some reasons potentially explaining this report are discussed.

3 Discussions on the Problematic Non-emergence of EOL
Product Holon

The previous review showed that currently, efficient technologies and methods are
available to set up primary EOL data management systems. Some are old, seem to
be efficient but they nevertheless did not push forward the development of EOL
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data management solutions. One may then wonder why the EOL product holon
does not naturally emerge, pushed by industrial needs.

3.1 Development of the Needed Infrastructures

Managing data all along the product lifecycle is a very hard task: numerous
stakeholders, different locations, different standards, long lifecycles … make cir-
cular data management difficult to achieve. Moreover, along a given reverse supply
chain, the reprocessing decision is highly distributed and depends on the technical,
social, economical or even geographical product context (available resources,
allocated maximum reprocessing costs, legislation, …). Developing such infras-
tructures is equivalent to build collaboration platforms between companies asso-
ciated in a same reverse supply chain, at the product level, in which a given item
would send information about its evolution, and seek information about its envi-
ronment in order to take EOL decisions. This is clearly an important challenge, and
the development of cloud solutions, of wireless networks should ease the devel-
opment and deployment of the product monitoring infrastructure. There will always
remain some interoperability or data accessibility problems, but in that case,
products could be equipped with memory-on-board to store data, that would be
uploaded in the cloud when connection would be restored.

3.2 No Adapted Business Models

Building these new infrastructures might require major investments that will be
driven by new business models. However, most of our modern companies are not
fully concerned by sustainability problems and do not consider that switching to
circular economy might bring benefits. As a result, the development of closed-loop
supply chains is slow: companies do not want to invest in networks that won’t
provide money. Nevertheless [1] do illustrate some interesting examples of com-
panies who adopted a circular model and made important benefits by recycling their
products or moving towards service economy. These new business models will
inevitably force companies to develop EOL management strategies required to
extend their products’ useful life, and maximise their benefits. The shift from our
current economy to the circular economy may be faster with appropriate proof of
return on investment.

3.3 No Proof of Possible Return on Investment

ROI (Return On Investment) is a key to persuade investors to adopt the circular
economy. Some research works provide some evidences that efficient EOL
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management can bring benefits in term of bullwhip effect, inventory variance or
product cost [31, 32]. Moreover, companies will require deployment methodologies
and tools to evaluate qualitatively and quantitatively the benefits of such systems.
Obviously, ROI will not be the same for every actors of the closed-loop supply
chain, and these new tools will also help companies to identify which portions of
the chain are the most or the least profitable. In certain cases, some links of the
closed-loop supply chain might be unprofitable but absolutely required for the
chain. Some business dispositions could then be envisage, like a partial profit
redistribution all along the supply chain.

4 Conclusions

This article presents a brief overview of existing EOL data management approaches
proposed by the HMS community. Methods, techniques and materials are available
to develop EOL management systems. However, some business limitations seem to
slow down the adoption of these solutions. This is currently changing because
investors are more and more sensitive to ecological questions, and also because
service economy has been proved to be a credible economical alternative. Future
research in EOL data management should focus on research axis around data
synchronisation/dissemination/aggregation techniques and product-driven decision
making applied on the EOL process. Demonstrating the performances and ROIs of
such systems is a also key for their wide adoption.
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Internet and Interconnected Logistics



The Internet of Things Applied
to the Automotive Sector: A Unified
Intelligent Transport System Approach

Valentín Cañas, Andrés García, Jesús Blanco
and Javier de las Morenas

Abstract This paper proposes a hybrid ITS design, which represents an adaptation
of the Internet of Things to the automotive and transport fields. This proposal opens
a large variety of new applications intended to improve significantly traffic safety,
efficiency and organization. Furthermore, two completely new ideas are imple-
mented: a new technology integration based on the Health and Usage Monitoring
Systems philosophy which leads to a better diagnosis platform, and a slight mod-
ification of our own proposal in order to show a solution to avoid the use of
multiple redundant ITS since they partially share both targets and technologies.

Keywords Intelligent transport systems � Internet of things � Vehicle to vehicle �
Vehicle to infrastructure � Health and usage monitoring system

1 Introduction

Intelligent Transport Systems (ITS) are becoming a technological revolution in the
transportation and automotive sector [1, 2]. The main goal of ITS is interconnecting
all vehicles in a network so that safety and efficiency measures can be developed.
Besides, an ITS system can offer more additional services. In fact, nowadays these
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technologies are evolving into an adaptation of the Internet of Things (IoT) to the
automotive field, which is emerging as one of the most important technological
trends over the incoming years. The most representative implementations that have
recently emerged follow two different philosophies.

On one hand, it is possible to find solutions based on Vehicle to Infrastructure
(V2I) and Infrastructure to Vehicle (I2V) types [3, 4] which usually appear together.
In this first kind of structure, each vehicle establishes an independent communi-
cation with the servers of the traffic operator through mobile network technology, as
well as through electronic beacons placed at strategic points on the road using IEEE
802.11b/g/n interfaces. Therefore, the operator is responsible for coordinating all
information exchanges. This type of solutions shows the advantage of providing
coverage to the entire network of vehicles; however the high latencies of mobile
networks at present—about 100 ms for 3G connections and 50 ms for 4G [5]—do
still make it a solution that cannot be considered safe enough for the transport
environment where many processes require lower latencies. In the near future
however, 5G technology is destined to change this situation by offering less than
1 ms latency. Another problem of this solution comes from the fact of being
conceived as highly centralized system, for which the computational power
required in traffic operators’ servers is considerably high [3].

An example of centralized ITS platform is derived from the new standard
approved by the European Parliament about smart digital tachographs, published in
the Official Journal of the European Union on February 28, 2014—Regulation
(EU) No. 165/2014 [6]. Consequently, transport companies will be required to
install smart tachographs in all their new vehicles from 2017. This regulation
requires new tachographs to incorporate a mobile data connection, GPS and speed
sensors, so that they can provide permanent access to the authorities, leading to a
V2I/I2V basic system.

The other ITS kind of solutions follows a Vehicle to Vehicle (V2V) morphol-
ogy, where a fully decentralized model, in which all communications are
inter-vehicular, arises. These communications between vehicles are established
taking advantage of the IEEE 802.11p [2] specification, especially suitable for
inter-vehicular data transfers due to its range and low latencies, which ensure that
critical information can flow safely. Furthermore, decentralization fosters that the
required computational load is distributed between each of the vehicles, forming a
network of intelligent nodes interacting as a multi-agent system. By contrast, a
more orthodox centralized implementation shows difficulty exchanging information
with isolated vehicles. The decentralized idiosyncrasy and the limited range of the
IEEE 802.11p interface may lead to isolated islands temporarily created through the
traffic flow.

As follows from the above, the application cases for which the V2I/I2V structure
is more suitable and relevant are those where V2V losses ground and vice versa,
which makes these technologies complementary. This is why finally a hybrid
solution has been proposed in recent years, the V2X morphology where both
V2I/I2V and V2V are combined, leading to a decentralized network in which an
operator supervises the traffic [7–9]. Derived from that idea, one of the major
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contributions of this paper is the design of a modular system with the capability to
operate simultaneously as a V2X type ITS system and as a smart digital tachograph
according to the above regulations.

2 ITS System Proposal

Implementing an ITS capable of integrating a large number of different types of
vehicles, while ensuring that privacy and safety are guaranteed for all components,
represents a major challenge. The proposed solution supports both a V2X ITS
network and the smart tachograph systems, given the modularity of the design,
which lead to great advantages in terms of lower costs and resources optimization.

Figure 1 shows the morphology corresponding to the proposed V2X ITS design.
Communications between vehicles (V2V) are performed by the IEEE 802.11p
interface. The vehicles also maintain a direct communication V2I/I2V with the
cloud through mobile network connections, where the technology to be applied—
2G, 3G, 4G—is decided depending on availability. The ITS platform servers
include applications that are enabled to the different stakeholders: authorities—
police and traffic operators—, roadside services, car manufacturers, transport
companies, mobile and web applications for drivers, etc. Traffic operators also
maintain remote control over traffic lights, signals and electronic panels through this
same system. Besides, these devices interact as electronic beacons with the vehi-
cles, so that they can represent an additional I2V communication channel in
addition to the mobile network.

In this solution, the modularity of ITS vehicle units is exploited to incorporate a
system that adds diagnostic capabilities and forecast status of various vehicle
components. Therefore, the unit collects information from two types of sources:

Fig. 1 Proposed V2X ITS system
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accelerometers arranged at critical points of the vehicle on which an analysis using
techniques based on Fourier transform is performed applying the HUMS tech-
niques, as well as reading diagnostic messages on the engine’s data bus.

3 Services Provided by the Proposed System

The main motivation of the ITS is to increase safety on the roads. Consequently, a
large amount of applications are focused on reducing road accidents, which in other
words means saving lives. Due to the fact that in most of the accidents more than one
car is involved, and also because of the short lapse of time accidents occur, it is critical
to use a proper technology able to carry out such applications. This results in the
choice of the new IEEE 802.11p standard, which is focused on V2V communications
and provides very low latencies. Some applications enabled by this technology are
alert of collision risk, focused on both intersection and frontal collisions, the moni-
toring of the distance with following car and consequent alerts and automatic braking.

In contrast, other applications are better performed using mobile data commu-
nications. As examples, the presence of emergency vehicle alerts, slow, stopped or
even wrong way incoming vehicles, or recent accidents as well, can be notified
some kilometres before reaching the corresponding location.

This concept also fits with the alert of traffic jams and roadside works, which ties
in with other family of applications: those related to improving traffic efficiency.
Therefore, the system analyses the road conditions and proposes alternatives to the
current one. Another application is that called ‘green light countdown’. In this case,
when approaching a traffic light showing red, the HMI shows a countdown for the
status change from red to green. This improves fuel consumption as the driver can
reduce the speed in order to avoid stopping the vehicle. Another application con-
sists on a diagnosis management platform for the maintenance of vehicle parts,
which is carried out applying HUMS techniques.

The diagnosis platform is related to efficiency, as it promotes an improvement of
resources usage and engines efficiency, but it can be also considered as a service for
drivers. In fact, the proposed ITS supports several applications related to services.
For example, petrol stations—considering fuel consumption—and roadside
restaurants are shown along the route focusing on most outstanding deals. The
proposed system also analyses fuel consumption, proposing changes in driving in
order to enhance the obtained profiles.

This last service can also be used by transport companies as a tool for improving
fuel consumption in their fleets. Hence, it can be also considered as a logistic
application.

However, the main logistic application consists on a fleet’s management plat-
form which has the capability of incorporating repair, refuelling and catering ser-
vices so that the system can organize and coordinate mandatory breaks with
refuelling, inspection and repairs. Besides, the platform behaves as a commander
centre able to have a real time monitoring of the whole fleet.
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4 ITS Unit Design

ITS units installed in each of the vehicles that are part of the ITS network are the
main devices enabling system operation as a whole.

In the case of standard vehicles—such as cars—the requirements for an ITS unit
can be classified into six families: telematic networks, diagnosis and prognostics
system, driver interface, vehicle interface, security and computing power to manage
ITS services and applications. The ITS unit also has a battery that guarantees the
operation of the unit even when the vehicle is turned off.

This allows the detection of possible accidents and the emergency call service to
be enabled in critical situations.

As shown in Fig. 2, the design for standard vehicles focuses on three main units.
These are the Telematic Control Unit (TCU) which manage telematic networks, the
HUMS Diagnosis Unit (HDU) which manage the diagnosis system, and the
Application Unit (AU). This coordinates all the ITS unit modules and is responsible
of the management of the ITS services as well as the interfaces between the ITS
system and both the vehicle—through electronic units bus data—and the driver—
through a HMI provided with a screen and speakers.

The TCU unit, whose design is shown in Fig. 3, has wireless connection
including a variety of supported technologies such as: IEEE 802.11p for commu-
nication between vehicles, IEEE 802.11b/g/n for connections with signalling bea-
cons, and mobile networks—2G, 3G and 4G—for real time data transfer with ITS
platform servers.

It also has a GPS module to obtain the vehicle position and a Bluetooth module
that is used to refresh the system data to the mobile app. A TCP/IP based con-
nection maintains a local network between the three main units—TCU, HDU and
AU. The TCU and HDU have the capability of reading the vehicle electronic units’
data bus—CAN, LIN, FlexRay or Ethernet—in order to minimize latency when
errors are reported.

The HDU unit, as shown in Fig. 4, is responsible for processing the signals
received from various sensors distributed throughout the as well as from shared

Fig. 2 ITS unit design for standard vehicles
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variables via bus communication with vehicle’s electronic units. This processing is
carried out at two levels of intelligence: instant intelligence—diagnosis—and pre-
dictive intelligence—prognosis.

5 Smart Tachograph Integration as an ITS Unit

One of our purposes in this paper is to provide a modular design capable to
incorporate the smart tachograph in industrial vehicles as an ITS unit. This solution
provides a more complex and useful V2X system than what has been proposed in
the new EU legislation, so that a common ITS can be set-up among all vehicles in a
road. Thus, the design of a digital tachograph would be merged with that of a
prototype ITS V2X providing extended functionality.

The new device has all necessary interfaces for V2X system networks, covering
all network requirements for operating as a digital tachograph. Furthermore, the
tachograph’s HMI interface is integrated with the ITS one. The unification of the
two embedded designs also helps to improve the designs of prototype ITS V2X
units for standard private vehicles, since security measures would be reinforced as a

Fig. 3 TCU design

Fig. 4 HDU design
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result of the expected spreading in the implementation of anti-hacking strategies
that are commonly used in digital tachographs.

Additionally, thanks to the proposed modular design, the most important com-
ponents will be able to address a broader market than only that of industrial
vehicles. Therefore this results in a more efficient use of resources as the proposed
design simplifies the smart tachograph and the ITS standard unit in a single generic
device that avoids inefficient duplication of components. By economy of scale, in
addition, manufacturers will thus be able to reduce costs.

The combination of a digital tachograph without network interfaces, with the
additional features of a TCU unit and a HDU unit, results in a tachograph that
adapts to the new EU legislation, while supporting the ITS V2X morphology
proposed in this paper.

As shown in Fig. 5, the major changes in the design of the unit as tachograph is
the existence of an ITS Tachograph Unit instead of the Application Unit used in the
generic case. This unit is responsible to perform the same operations as the
Application Unit, but also supports the services necessary for the operation of the
platform as a digital tachograph. Other important changes include the presence of a
smart card slot and a printer, both required by law, as well as additional built-in
sensors to prevent hacking.

6 Conclusions and Future Research

In this paper the current status of ITS has been reviewed. Additionally, an ITS
based on V2X architecture has been proposed, adding two completely new ideas.

The utilisation of the HUMS philosophy to improve parts fault detection and
other incidents in civil transport can be highlighted as one of the main contributions
of the proposed models.

Fig. 5 Proposed design for a smart tachograph integrated in the ITS unit
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Furthermore, this work lays the foundations for a common platform that inte-
grates new smart tachographs in industrial vehicles with an ITS, and for which a
first prototype has been developed.

Future research will focus on studying the behaviour of the improved prototype
units, now under development, as well as of the related software and apps. It arises
as especially relevant the setting-up of complete system simulators, that would
include the implementation of banks of servers as well as the development of the
applications required to provide additional services to all participants in the pro-
posed system. Once these first complete systems are in place, special attention will
have to be paid to deepen the study of the system security.
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Using the Crowd of Taxis to Last Mile
Delivery in E-Commerce:
a methodological research

Chao Chen and Shenle Pan

Abstract Crowdsourcing is gathering increased attention in freight transport areas,
mainly applied in internet-based services to city logistics. However, scientific
research, especially methodology for application is still rare in the literature. This
paper aims to fill this gap and proposes a methodological approach of applying
crowdsourcing solution to Last Mile Delivery in E-commerce environment. The
proposed solution is based on taxi fleet in city and a transport network composed by
road network and customer self-pickup facilities that are 24/7 shops in city, named
as TaxiCrowdShipping system. The system relies on a two-phase decision model,
first offline taxi trajectory mining and second online package routing and taxi
scheduling. Being the first stage of our study, this paper introduces the framework
of the system and the decision model development. Some expected results and
research perspectives are also discussed.

Keywords Last mile delivery � Crowdsourcing � Taxi trajectory data mining �
Freight transport � City logistics

1 Introduction

In E-commerce environment, Last Mile Delivery (hereinafter LMD) is the problem
of transport planning for delivering goods from e-retailers’ hubs to the final des-
tination in the area, for example the end consumers’ homes, see [1] and [2]. Speed
and cost are the two crucial success factors to LMD. Faster shipping while with
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lower cost is the major challenge; nevertheless, it is also a paradox to a certain
extend. Indeed, when customers are given a choice between fast and cheap delivery,
most of them choose the cheap one, as observed by a recent report [3]. The report
also infers that low-cost, speedy two-day delivery corresponds to most customers’
expectation, opposite to the one-day delivery policy pursued by giant e-retailers
such as Amazon and Alibaba, etc. This fact may open up new opportunities to
innovative freight transport models [4] for LMD aiming at reducing delivery cost
while respecting shipping time, nevertheless, not necessarily aiming at minimizing
shipping time. Being our topic here, crowdsourcing is one of such solutions getting
more and more attention [5].

In the literature, crowdsourcing has been usually seen as “an interesting idea” for
freight transport before seriously moving to real applications. Despite the existence
of some internet-based services, scientific research, especially methodology for
application is rare in the literature [5]. This paper aims to fill this gap by providing a
methodological approach of applying the crowdsourcing solution proposed and to
assess its performance. In this paper, the crowd studied is taxi fleet in city, sup-
ported by a transport network composed by road network and customer self-pickup
facilities such as 24 h shops in city, named as TaxiCrowdShipping system. The
system relies on a two-phase decision model, first offline taxi trajectory mining and
second online package routing—taxi scheduling. As the first stage of our research,
this paper introduces the objective and the framework of the TaxiCrowdShipping
system, as well as to define the function of system.

The reminder of the paper is organised as follows. Section 2 consists of a relevant
literature review. Then, Sect. 3 presents the TaxiCrowdShipping system. After
introducing some basic concepts and assumptions, we focus on the 2-step decision
support tool for the system. Some expected results are also discussed. Finally, Sect. 4
concludes this paper by giving some research perspectives for future works.

2 Related Works

Recently some innovative solutions have been studied for city logistics and LMD in
E-commerce environment, for example those involved in our study like intercon-
nected city logistics enabled by Physical Internet [6, 7], self-service parcel station
(e.g., DHL PackStation, LaPoste Pickup Station etc.), new tools for LMD (bicycle,
motor, electric vehicle etc.), Smart city logistics [8], and crowd sourced delivery
[5]. Due to space limitation, here we focus on the works on crowdsourcing in
Freight Transport.

Being firstly discussed in [9], crowdsourcing has been increasingly studied as
solution to freight transport. It can be simply defined as “outsourcing a task to the
crowd via open call” [9]. On the practice side, it occurs mainly in the form of
internet-based services for example imoveit.co.uk and zipments.com, where the
crowd is undefined. Thus, both professional (e.g., carriers) and non-professional
(e.g., inhabitants) service providers may answer the calls. In 2014 Amazon has
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launched a project to explore taxi deliveries in San Francisco and Los Angeles.1

The idea is similar to our study, though, their methodology and results are not yet
published to our knowledge. Moreover, the package deliveries are completed by
ordering free taxis, while our proposed solution leverages the hitchhiking rides
provided by occupied taxis when they are sending passengers; thus our solution is
more green and economic. On the scientific side, only few relevant works in the
area of logistics can be found. A case study of applying crowdsourcing to library
deliveries in Finland is conducted in [5]. They study a system called PiggyBaggy to
assess the sustainability and adaptability of such solution. A taxi-based solution for
the waste-collecting or product return problem (i.e., reverse logistics) in
metropolitan area is discussed in [10], without considering goods delivery. Some
other relevant works can be also found in the area of data science. Data scientists
are mainly interested at mining the taxi trajectory data to understand the city
dynamics, and developing various smart services for taxi drivers, passengers, as
well as the city planners [11, 12]. However, almost all the current research related to
taxi data mining focuses on the people or public transport [13, 14]; little attention
has been paid to freight transport.

From the literature we can see that crowdsourcing in freight transport usually
occurs in the form of internet-based services in practice, and it is usually investi-
gated via case study in the literature. Methodology for application is not well
addressed. Besides, no attention has been paid to crowd selection or definition.
People in city are often regarded as eligible crowd. Following the previous work
[10] dealing with reverse flows, this paper focus on a methodology approach for the
LMD problem, where logistics constraints and decision model are different.

3 TaxiCrowdShipping System

3.1 Basic Concepts and Assumptions

To ease the description, we define the related concepts based on Fig. 1, and also
make some assumptions.

Definition 1 (Road Network) A road network is a graph G(N, E), consisting of a
node set N and an edge set E (as shown in Fig. 1), where each element n in N is an
intersection and is associated with a pair of longitude and latitude degrees (x, y)
representing its spatial location. Edge set E is a subset of the cross product NxN.
Each element e(u, v) in E is a street connects node u to node v, which can be
one-way or bi-directional, depending on real cases.

1http://www.engadget.com/2014/11/05/amazon-is-exploring-taxi-deliveries-in-san-francisco-and-
los-ang/.
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Definition 2 (Taxi Trajectory) A taxi trajectory is a sequence of time-stamped GPS
points. Each GPS point pi = (ti, xi, yi, indi) consists of a time-stamp ti, a longitude xi,
a latitude yi, and an indicator indi showing whether the taxi is occupied or not.
A pickup point is a special GPS point, with the indicator changing from 0 to 1 (the
red-coloured circle in Fig. 1), while a drop-off point is the one with the indicator
changing from 1 to 0 (the green-coloured circle in Fig. 1). Thus we can further
define a passenger-delivery trajectory is the GPS sequence from the pick-up point
to the followed drop-off one (red dashed line in Fig. 1); a passenger-hunting
trajectory is the GPS sequence from the drop-off point to the next pickup point
(green dashed line, Fig. 1).

Definition 3 (Package Pickup Station) A package pickup station is a Point of
Interest (POI hereinafter) near roadside that is responsible for storing packages
waiting for consumer pickup, (the star in Fig. 1). Here we select 24-h opening
convenience stores near roadside as the package pickup stations.

Definition 4 (Package Delivery Request) A package delivery request is defined as
a triple <op, dp, tp>, where op and dp refer to the origin and the destination of the
package respectively, and tp refers to the time when the user submits the request.
The request is generated by users who need the package express delivery service.

Definition 5 (Real-time Taxi Ordering Request) A real-time taxi ordering request is
defined as a triple <ot, dt, tt>, where ot and dt refer to the passenger’s origin and the
destination respectively; tt refers to the time when the passenger submits the
request. The request is made by passengers who need taxi service.

Assumption 1 All selected POI is open 24/7, without capacity issue and with good
accessibility to taxi.

Fig. 1 Illustration of some basic concepts
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Assumption 2 Taxi drivers are willing to accept assigned package delivery tasks.

Assumption 3 The package can be trackable. Since the birth time, the package is
either stored at the pickup station or carried by the scheduled taxi. Each pickup
station is authorized and has a unique ID; each taxi is registered in taxi management
department and also has a unique ID.

3.2 Problem Description

To help understand how our proposed solution works to handle the LMD, we
intentionally design a simple running example. Suppose in Fig. 1 the leftmost and
rightmost stars are the origin and destination of the package respectively. After
generating package delivery request, there happens to be a passenger who makes a
real-time taxi ordering request, intending to go to the same destination. At that time,
we can assign the package delivery task to the taxi which has accepted the pas-
senger’s request. Finally, the package will be also delivered, with a hitchhiking ride
provided by the taxi while sending the passenger. The solution can be featured as
economic and eco-friendly since it almost does not incur extra labour cost, energy
and CO2 emissions.

Accordingly, the taxi-based crowdsourcing solution to LMD consists of the
shortest path finding problem for packages and the scheduling problem for taxis,
and it can be described as follows.

Given

– A road network and a set of package pickup stations in the studied city;
– A set of taxi trajectory data in the studied city in history (e.g., last month);
– A set of package delivery requests, and a set of real-time generated taxi ordering

requests. Note that these requests come in stream.

Objective

For a given package delivery request, find its optimal delivery path which can
minimize the total package delivery time (i.e. maximize the delivery speed). Once
determined the path, we can schedule the next coming taxi to deliver the package
having the same destination. Note that in one of the scenarios in this study the path
can be re-planned according to the Real-time Taxi Ordering Request.

Constraints

Only taxis which respond the taxi ordering requests after the package delivery
request can be scheduled. Once a taxi is involved into a delivery task, it can be
available again to be scheduled to participate only after completing the current task
(i.e. sending the package to the predefined pickup station). In other words, a taxi
can carry at most one package when sending passengers.
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3.3 The TaxiCrowdShipping System

The TaxiCrowdShipping system contains two components, i.e., the Offline-
Trajectory Mining and the Online-Package Routing respectively, which will be
detailed as follows and shown in Fig. 2.

3.3.1 Offline-Trajectory Mining

The objective of the Offline-Trajectory Mining is to estimate the direct package
delivery time from one pickup station to another, by taking a single hitchhiking ride.
The time cost mainly includes two parts: the time cost on waiting for the hitchhiking
rides, which is related to the frequency of taxi rides, and the time spent on driving on
the roads. Here, we propose a two-step procedure to estimate the time cost.

Step 1: From Trajectory Data to Passenger Flow. From the given taxi trajectory
data it is not difficult to compute the passenger flow between any two pickup
stations. Specifically, to compute the passenger flow from csi to csj, the
trajectories meeting Eqs. (1)–(2) will be counted. Then, the passenger flow
from csi to csj is just the number of trajectories satisfying the requirements.
Note that theremay be no passengerflowbetween some pickup station pairs,
and the passenger flow is different at different time slots. For the purpose of
future research, we divide the time into three time slots for a day in advance,
i.e., night-time hours, day-time hours and rush hours

DdistðTri:o; locðcsiÞÞ\d ð1Þ

DdistðTri; d; locðcsjÞÞ\d ð2Þ

where Tri.o and Tri.d are the original and destination points of Tri,
respectively; loc(·) gets the latitude and longitude location of the given
pickup station; δ is a user-specified parameter. Ddist(a · b) calculates the
driving distance from point a to b.

Fig. 2 The TaxiCrowdShipping system architecture
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Step 2: From Passenger Flow to Time Cost. To estimate the time cost, we need to
estimate two parts, i.e. the waiting time and the driving time. The waiting
time is defined as the time cost on waiting for the suitable hitchhiking ride
event of passenger taking taxis, to help deliver a package from csi to csj
directly (with no transhipment). Here, we employ the Non-Homogeneous
Poisson Process (NHPP) to model the behaviour of passenger taking taxis
[15]. According to the passenger flow, we can estimate the waiting time of
packages at different time slots at the pickup stations. Under the Poisson
hypothesis within a time slot, we can derive the probability distribution of
the waiting time for the next suitable hitchhiking ride event (i.e. tnext, the
event of a passenger taking taxi from csi to csj), which can be expressed in
Eq. 3:

Pftnext � tg ¼ 1� Pftnext [ tg
¼ 1� PfNðtÞ ¼ 0g
¼ 1� e�k�t

ð3Þ

Here N(t) is the number of event occurring in t, and Pf0N 0ðtÞ ¼ kg ¼ e�k�t�ðk�tÞkk!

Then the probability density function (pdf) of tnext is the derived function of P{},
Eq. 4

pðtÞ ¼ k � e�k�t ð4Þ

Thus, we can deduce the expectation of tnext (i.e. the waiting time for the
hitchhiking ride event occurring):

E½tnext� ¼
Z1

0

t � k � e�k�t � dt ¼ 1
k

ð5Þ

Note that λ in the model is the frequency of passenger taking taxis from csi to csj
(i.e. the passenger flow from csi to csj), which can be easily estimated by the Eq. 6.

k̂ ¼
�N
DT

ð6Þ

where �N is the average number of passengers taking taxis from csi to csj during the
studied time slot in the observed days; ΔT is the time duration of the that time shot.
Therefore, the waiting time from csi to csj is:

waiting time ¼ 1

k̂
¼ DT

�N
ð7Þ
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For each passenger-delivery ride from csi to csj, it is easy to derive its time spent
on driving on the roads. The driving time is the average one of all such rides, as in
Eq. 8.

driving time ¼
PN

i¼1 Tri � te� tsð Þ
N

ð8Þ

where N is the number of passenger-delivery rides during the studied time slot in
the observed days te − ts is the time cost of the corresponding taxi ride. Finally, the
time cost is just the sum of waiting time and driving time, as in Eq. 9. Note that the
time cost will be +∞ if there was no passenger flow on that pickup station pair.

tc ¼ waiting timeþ driving time ¼ DT
N

þ
PN

i¼1 Tri � te� tsð Þ
N

ð9Þ

3.3.2 Online-Package Routing and Taxi Scheduling

The objective of the Online-Package Routing and Taxi Scheduling is to schedule
the specific taxis to help delivery the packages with the determined optimal path,
according to the real-time coming taxi ordering requests. Here, we also propose a
two-step procedure to complete, detailed as follows.

Step 1: Find the Optimal Pickup Station Sequence. For a package delivery
request, with the estimated time cost values in the last component, it is
trivial to find the best pickup station sequence from the origin to the
destination of the package, in terms of the total time cost, by applying the
classical shortest path finding algorithms

Step 2: Schedule the Taxis. After obtaining the optimal pickup station sequence
for a package delivery request, we schedule the taxis according to the
real-time taxi ordering requests. In more detail, from the origin of the
package to the followed pickup station in the optimal pickup station
sequence, we wait for the taxi which will pick up a passenger at the origin,
heading to the followed station (the information is included in the
real-time taxi ordering requests), and assign the package delivery task to
that taxi. After that, the origin of the package will be also updated. The
procedure will be repeated until the package arrives at its destination

3.4 Expected Results

Following the framework proposed here some results are expected in the next steps.
First, we will conduct one study to assess the possibility to implement the
TaxiCrowdShipping system proposed. A large city in China, namely Hangzhou city
is selected to be the test field, thanks to some available data sets there such as Open
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data of taxi trajectory, may of city shops’ and road network etc. However, the data
of package delivery request is still to be completed. Second, a set of algorithms for
package routing and taxi scheduling problem will be developed and examined.
Then a set of scenarios will be run to assess the performance of the system and its
sensibility.

4 Conclusion

In this paper we aim to propose a methodological approach of applying crowd-
sourcing solution to Last Mile Delivery (LMD) problem in city logistics. To this
end, a system called TaxiCrowdShipping is proposed, whose objective is to use the
taxi fleet and shops in city for LMD purpose. The framework of such system is
discussed, as well as the two-phase decision model. Except the expected results
discussed above, this study opens some research perspectives. First, the Physical
Internet-based active container described in [16] may be adapted to this study.
Suppose that such containers are able to actively publish a delivery request on web
(as a passenger calls a taxi), the taxi scheduling could be more efficient and
responsive. It could also provide a good real time tracking and tracing technique to
the system. Second, the study can be extended to automated self-service parcel
station implantation problems. Coupling such station placement and crowdsourcing
solution is still rarely studied in the literature.
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Framework for Smart Containers
in the Physical Internet

Ali Rahimi, Yves Sallez and Thierry Berger

Abstract In the context of the Physical Internet (PI), the PI-container with
associated instrumentation (e.g., embedded communication, processing, identifi-
cation…) can be considered as “smart”. The concept of “Smart PI-container
(SPIC)” exploits the idea for a container to participate in the decision making
processes that concern itself or other PI-containers. This paper outlines the necessity
to develop a framework able to describe a collective of SPICs. After a quick survey
of the existing typologies in the field of smart entities, a descriptive framework
based on an enrichment of the Meyer typology is proposed. The proposed frame-
work allows a description of the physical aspect (links among PI-containers) and of
the informational aspect for a given function. Finally, for illustration purpose, the
framework is tested on a collective of SPICs for a monitoring application.

Keywords Smart PI-container (SPIC) � Framework � Intelligence � Physical
internet � Logistics

1 Introduction

Montreuil [1] points out that current logistic systems are unsustainable economi-
cally, environmentally and socially. To reverse this situation, the author exploits the
digital internet as a metaphor to develop an initiative called Physical Internet (PI). By
analogy with data packets, the goods are encapsulated in modularly dimensioned,
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reusable and smart containers, called PI-containers. This paper investigates the role
of Smart PI-containers (addressed hereafter as SPIC) in the domain of Physical
Internet. SPICs can take decision, and interact with other containers and actors of the
PI network.

This paper proposes early work on the development of a descriptive framework
permitting to analyse and classify different aspects of smart PI-containers. The
Sect. 2 is dedicated to a presentation of the different categories of PI-containers and
of the notion of SPIC. The requirements associated to the descriptive framework are
then introduced. In Sect. 3, the existing typologies on smart entities are gathered
and investigated, considering the previous requirements. The Sect. 4 describes the
proposed framework and applies it on a collective of SPICs for monitoring appli-
cation. Finally, conclusion and future perspectives are offered in Sect. 5.

2 Smart PI-Container (SPIC)

2.1 The Different Categories of PI-Containers

In the recent field of PI, current projects aim to refine the PI-container concept. As
shown in Fig. 1, the LIBCHIP project [2] investigates the exploitation of three
modular levels of PI-containers (and associated functionalities):

Unitary
Packaging Container

Unitary
Handling Container

Unitary
Transport Container

Composite
Transport Container

Composite
Packaging Container

Composite
Handling Container

Goods

ENCAPSULATION
COMPOSITION

Fig. 1 Illustrating the relationships between the three categories of PI-containers [2]
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– Transport container: Designed to be easily carried, to endure harsh external
conditions and to be stackable as usual maritime shipping containers.

– Handling container: Designed to be easily handled by PI-handlers (conveying
systems, lifts…) and to resist rough handling conditions.

– Packaging container: Designed to contain directly the physical goods. They basi-
cally replace the typical custom packaging, for example designed to market goods.

– The relationships between categories exploit two mechanisms (see Fig. 1):
– Encapsulation: The three categories can be successively encapsulated one within

another.
– Composition: In a same category, the PI-containers can be composed and

interlocked to build “composite” PI-containers and allow easier handling or
transport, sharing the same standard type of interfacing devices.

– In this context, the European project MODULUSHCA [3] focuses on the design
of handling PI-containers relying in modular construction and attachment
between them. However, PI-containers must not only be considered as “stan-
dardized” containers with a cargo, but also “smart”; this is an important char-
acteristic for PI management.

2.2 Smart PI-Containers

Through amplification of embedded communication and decisional capabilities,
“smart” PI-containers can play an “active” role in PI management [4]. For example,
the SPIC can be able to identify its state and send warnings when certain conditions
are met (e.g. breaking the cold chain for perishable products). For more complex
functions (e.g. routing of a SPIC in the PI network), a highest level of intelligence
can be considered to adapt the current goals and negotiate with routing agents.
According to Sect. 2.1, the intelligence of a SPIC can exploit interactions of a
collective of PI-containers on three layers, as well as with the other PI means and
agents. At each layer, SPIC can use different information sources: measurements on
its own physical shell and skeleton (e.g. detection of shocks), on its inside physical
environment (e.g. internal temperature) or on its external physical environment
(e.g., temperature, interactions with other containers or with the Physical Internet
management system).

To characterize a collective of SPICs in interaction, a descriptive framework is
necessary. The associated requirements are presented in the next section.

2.3 Requirements for a Framework

In our context a framework is a conceptual structure intended to serve as “map” or
guide useful for representing and analysing a collective of PI-containers. However,
the “intelligence” associated to a SPIC must not be analysed as a whole but rather
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function by function. Indeed, from a decisional point of view, a SPIC can be “passive”
for a function (e.g. fi) and “active” for another one (e.g. fj). Figure 2 highlights, for a
specific PI-containers grouping and for a specific function fi, five requirements that
must be achieved by the framework according to physical and informational aspects:

– Physical aspect: (Req. 1) Which are the physical links existing between
PI-containers in the collective of SPICs (i.e., encapsulation and composition)?

– Informational aspect: The four following requirements must be considered
according to two points of view:

• “Individual” point of view:
• (Req. 2) Intelligence level: What is the intelligence level of each SPIC (e.g.

from simple information handling to more complex decisional activities)?
• (Req. 3) Intelligence location: How the intelligence of each SPIC is sup-

ported by a technology (i.e. embedded or remote implementations)?
• “Collective” point of view:
• (Req. 4) Aggregation: Which are the informational links in a hierarchy of

SPICs (i.e. when several SPICs are included in one SPIC)?
• (Req. 5) Interactions: Which are the interactions among SPICs (e.g.

Master-Slave relationship)?

For a specific grouping of PI-containers the physical aspect is an invariant
whatever are the function(s) considered. However the informal aspect evolves
according to the studied function. In order to build the informational aspect of the
framework, the next section offers a survey of the existing typologies in the field of
Internet of Things, “smart” objects and “intelligent” products.

Layer #2

Layer #3

Layer #1

Transport Container

Handling Container

Packaging Container
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Fig. 2 Illustrating the requirements associated to the framework
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3 Survey of Typologies on Smart Entities

Based on the study of Sallez [5], this section provides a brief survey of existing
typologies. Two broad categories are distinguished: individual and collective.

3.1 Individual

This category focuses on the entity as “individual” and is in turn divided into two
major classes: (i) mono-criterion typologies distinguishing broad classes of “in-
telligent” entities according to their level of intelligence, (ii) multi-criteria typolo-
gies taking into account the different characteristics of an “intelligent” entity
(sensory capacities, location intelligence…).

Mono-criterion:
Le Moigne [6] proposed nine levels of intelligence, from a totally passive object at
the first level to a self-completing active object at the highest level. Wong et al. [7]
have proposed informational-oriented products and decisional-oriented products.
Other typologies [8–10] have equally suggested different classifications of intelli-
gence level focusing on different applications of smart entities.

Multi-criteria:
Meyer et al. [11] presented a typology based on three axes: level of intelligence,
location of intelligence and aggregation of intelligence. Kawsar et al. [12] defined
three sets of cooperating objects named SOS (Smart Object System) with five levels
of intelligence. A three axis typology was introduced by Kortuem et al. [13],
addressing awareness, interactivity and representation for smart objects. Three
categories of smart objects are then considered: activity-aware objects, policy-
aware objects and process-aware objects. López et al. [14] have proposed a
five-level typology for smart objects starting from object identifying and storing all
relevant data to finally object making decisions and participating in controlling
other devices. In the same spirit, the typology of Sundmaeker et al. [15] proposes
five categories of smart objects in the field of Internet of Things.

3.2 Collective

This category tries to characterize the types of interactions which exist in a col-
lective of “intelligent” entities. The typology proposed by Salkham et al. [16]
includes three aspects: goal, approaches and means including abilities as sensing
and acting on the environment, communicating and delegating. In the field of
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Internet of Things, the typology of Iera [17] was inspired by the theory of social
relations of Fiske [18]. The four classes highlighted by Fiske are revisited in order
to characterize the different relationships between entities.

3.3 Synthesis

Table 1 classifies the typologies according the informational requirements intro-
duced in Sect. 2.3. In this table, a cross (+) is positioned when the typology
considers explicitly the concerned requirement.

As highlighted by the Table 1, none of the typologies is sufficient to satisfy the
four informational requirements. However, Meyer typology [11] exhibits the best
score of all typologies. In the next section, this typology is enriched to describe the
informational aspect of the proposed framework.

4 Proposition and Illustration of a Descriptive Framework

4.1 Proposed Framework

The descriptive framework is composed of three views:

• The physical view of the collective of SPICs: The physical links among SPICs
are described using a tree where the nodes correspond to the PI-containers.

Table 1 Scores of existing typologies compared to the informal requirements

Typology Intelligence
level (Req. 2)

Intelligence
location
(Req. 3)

Aggregation
(Req. 4)

Interactions
(Req. 5)

Individual
mono
criterion

Le Moigne [6] +

Wong et al. [7] +

Bajic [8] +

Kiritsis [9] +

Musa et al. [10] +

Individual
multi-criteria

Meyer et al. [11] + + +

Kawsar [12] +

Kortuem et al. [13] +

López et al. [14] +

Sundmaeker
et al. [15]

+

Collective
level

Salkham et al. [16] +

Iera [17] +
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– The tree is layered according to the three categories of PI-containers (i.e.,
Transport, Handling and Packaging).

– The links between PI-containers are reported on the tree. A dashed/solid line
exhibits respectively the composition/encapsulation mechanism (e.g. Fig. 3).

For each function supported by the collective of SPICs, the informational
description is decomposed in two views:

• The “individual intelligence” view: for each SPIC the level of the associated
intelligence and its location are specified. The two axes “level of intelligence”
and “location of the intelligence” of Meyer’s typology are used to support this
description.

– The axis “level of intelligence” distinguishes three categories: Information
handling, Problem notification and Decision making. These three categories
describe respectively entities that can “carry” information, generate alarms
relating to their condition and undertake a decision-making process.

– The axis “location of intelligence” is divided into two categories depending
on whether the intelligence is embedded in the object or external/remote (i.e.
supported via a network).

• The “collective intelligence” view: this view describes the informational links
and the interactions among SPICs.
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Fig. 3 Illustration example applied to SPIC
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– For each SPIC, the third axis “aggregation” of Meyer’s typology is used to
precise if the SPIC can be considered as an intelligent item (“not decom-
posable” entity) or if the SPIC contains other intelligent items (role of
gateway/proxy). (The term “container” in [11] is not related to SPIC case).

– The interactions among the informational systems of the SPICs are described
via three relationships:

NUL (Non-existent): there is no interaction between the SPICs.
COOP (Cooperation): there are interactions between informational systems,
but no authority link exists between them. For example, SPICs interact to
exchange information on their respective contexts.
AUT (Authority): informational systems interact in an authority relationship.

4.2 Example of Applying the Framework

The collective of SPICs considered is the same as the one in Fig. 2. To illustrate the
framework, a function f1 (cargo “monitoring”) is considered exploiting the
multi-layered intelligence of the collective of SPICs:

• Σ1 and Σ2 are not equipped with sensors and their status is “monitored” by Σ3;
• Σ4 and Σ5 are assumed containing no perishable goods and are not involved by

the monitoring function considered;
• Σ3 sends warnings to Σ6. This last has decisional capabilities to treat the

warnings and to find adequate answers in cooperation with PI management.

Figure 3 depicts the descriptive framework applied in this example. The tree on
the right part describes the physical aspect. Concerning the informational aspect (on
the left part), the AUT relationships depict that Σ1 and Σ2 are dependent of Σ3. The
relationships among the other SPICs are of COOP type. Indeed, Σ3, Σ4, Σ5 and Σ6
cooperate to monitor the different cargos. In Fig. 3, the labels associated to the
different informational systems are relative to the three axes of Meyer’s typology.

5 Conclusion

This paper proposed a framework describing a collective of “smart” PI-containers
in interaction. The framework allows the description of the physical links among
PI-containers and focuses on the analysis of the informational aspect for a given
function. For the informational aspect, two points of view (i.e. individual and
collective) are introduced describing the different facets of the interaction situation.

The proposed framework should be considered as a first attempt; it must be
validated on several functions implying different intelligence levels and different
types of interactions among SPICs.
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A short-term prospect aims to improve our analysis framework by refining the
facet “interactions”. The relationship “cooperation” will be more particularly
detailed. Another important prospect is to complement the framework with a
methodological guideline allowing choosing the adequate instrumentation accord-
ing to the functions that must be supported by the multi-layered collective of SPICs.
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On the Usage of Wireless Sensor Networks
to Facilitate Composition/Decomposition
of Physical Internet Containers

Nicolas Krommenacker, Patrick Charpentier, Thierry Berger
and Yves Sallez

Abstract Expected to replace current logistic systems, the Physical Internet
(PI) motivates to redesign its suitable logistic facilities in which the information
system to manage all operations is also changed. In this context, the PI-containers
and their encapsulation process (composition/decomposition) are key elements for
an open global logistic infrastructure. Although the constitution of a composite
container is assumed perfectly known when it was set up, the large variety of
manual or automated handling, storage and routing operations in Physical Internet
can introduce de synchronization between the real composition of a PI-container
and the management information system. The reliance on active objects is a way to
overcome this problem. Current RFID technology can serve to identify each con-
tainer within radio range, but cannot pinpoint its exact location. Fine-grained RFID
localization has recently received much attention but these approaches are mainly
based on received signals’ parameters such as the signal strength (RSSI), time of
flight (ToA/TDoA) or angle of arrival. The scope of this paper is to exploit the
power of combining spontaneous networking offered by Wireless Sensor Networks
with virtual representation. The proposed approach doesn’t depend on the quality of
received signals that is important in harsh environment. The authors demonstrate
that an instantaneous consolidated view of a composite container can be obtained
and serve to synchronize both physical and informational flows providing new
value-added services.
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1 Introduction

The core of the Physical Internet concept, initiated by Benoit Montreuil, is the
handling of standardized modular containers (PI-containers) throughout an open
global logistic infrastructure, including key facilities such as PI-Hubs. PI-containers
will be manipulated over time (transport, store, load/unload, build/dismantle…) but
also, subparts of the containers will be changed (partial loading/unloading, con-
tainers splitting and merging). In this context, a significant challenge is to maintain
traceability in a highly dynamic transport and logistics system.

The ability to identify the past or current location of an item, as well as to know
an item’s history, is more complex in Physical Internet due to the wide variety of
manual or automated handling, storage and routing operations. In addition to obtain
a permanent inventory (full list of delivery items) and the precise location of goods
inside all the PI-containers, the traceability system of carried PI-containers and
“composite” PI-containers can provide new value-added services:

• Monitoring the conditions throughout the container handling (with sensors
deployed to measure temperature, hygrometry …);

• Detect problems for security purposes (e.g., shocks, opening tentative, and
incompatibility between goods);

• Guidance information for loading/unloading systems.

Implementing a traceability system requires to systematically link the physical
flow of materials and products with the flow of information about them. To avoid
synchronization problems between both physical and informational views, we
propose to use the Wireless Sensor Networks (WSNs) which are spontaneous
multi-hop networks and well-suited for dynamic environments like the Physical
Internet. In our approach, each composite PI-container is able to identify its real
composition from information collected, and the virtualization of physical
PI-containers is used as digital representation of their actual state. The model of the
composite container can be updated continuously and is consistent with reality.
Hence, the PI-containers play an active role in the PI management and operations
[1–4]. Moreover, historical and future states can also be obtained from the virtual
representation, and more complex information (unobservable by the human) can be
collected and represented [5].

The paper is organized as follows. The PI-containers concept and their
composition/decomposition issues in Physical Internet context are introduced in
Sect. 2. Section 3 describes the proposed approach based on wireless sensor networks
and virtualization to facilitate the traceability of PI-containers. As a proof-of-concept,
a composition/decomposition benchmark is used to illustrate the approach and
obtained results. Finally conclusive remarks are offered in the last section.
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2 PI-Containers Characteristics and Grouping Issues

The following sections offer an overview of the PI-containers concept and of the
composition/decomposition process, and assess the situation on current researches.

2.1 Overview of the PI-Container Concept

One of the key concepts of the PI relies on the use of standardized containers that
are the fundamental unit loads. Physical goods are not directly manipulated by the
PI but are encapsulated in standardized containers, called PI-containers. These
containers are moved, handled and stored in the PI network through the different
PI-facilities. The ubiquitous usage of PI-containers will make it possible for any
company to handle and store any company’s products because they will not be
handling and storing products per se. More details about key functional specifi-
cations of PI-containers can be found in [6, 7].

As introduced in [8], three PI-containers categories can be distinguished:
transport, handling and packaging containers. According the Russian doll concept,
the three categories can be successively encapsulated one within the other. Figure 1
gives the main characteristics of these categories and their relationships. The
modularity enables the containers to better complement each other and therefore
allows a better use of the means of transportation.

Fig. 1 Relationships between the three categories of PI-containers
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As depicted in Fig. 2, the PI-containers can be composed and interlocked to
build “composite” PI-containers and allow easier handling or transport, sharing the
same standard type of interfacing devices.

2.2 Composition/Decomposition Issues in Physical Internet
Context

The PI relies on a distributed multi-segment intermodal network. By analogy with
the Digital Internet that transmits data packets rather than information/files, the
PI-containers constitute the material flow among the different nodes of the PI
network. The design of cross-docking hub (in analogy with digital internet, can be
seen as a router), allowing the quick, flexible and synchronized transfer of the
PI-containers, is essential for the successful development of the Physical Internet.
Different types of hubs, denoted PI-hubs, are considered (e.g., road to rail, road to
road, ship to rail).

The efficient management of PI-hubs is a cornerstone for the PI development and
the composition/decomposition process is a key process to master. Figure 3 illus-
trates the treatment of composite H-containers contained in T-containers.

Several steps can be distinguished:

1. Unloading: At their arrival in the PI-hub, the T-containers are unloaded from
their inbound carriers. They are either standalone or composite.

2. Preparation (Composition/Decomposition): According to the appropriate degree
of decomposition, the cargo of the T-containers are decomposed to obtain
standalone H-containers or groups of H-containers. The groups correspond to
several H-containers kept together because they have the same next destination

Fig. 2 Example of composition/decomposition of PI-containers (given in [7])
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in the PI network. The resulting H-containers are composed adequately with
other H-containers to constitute the cargos for outbound T-containers. The
challenge is to create composed sets of H-containers that fit in the available
spaces within the assigned outbound T-container. In this last, the sets of
H-containers can be separated into several groups according to their unloading
destinations.

3. Loading: In timely fashion, the composed cargos are inserted in the T-containers
and moved to their assigned docks to allow loading in the outbound carriers.

At each step of this process, the constitution of each composite container is
assumed perfectly known. In case of problems occurring at the composite container
(e.g. constituent lost or stolen), the correspondence between the real composite
container and its model is false.

This information loss can imply a longer time for the PI-hub management system
to reorder in the correct way. Any mistake in the composition/decomposition process
can cause negative impacts on the overall PI-hub performance in terms of delays and
cost of operations. The following section gives an overview of the current research
works in the field of composition/decomposition in PI-hubs.

Fig. 3 Example of PI-containers treatment in a PI-hub

On the Usage of Wireless Sensor Networks … 85



2.3 Current Researches on Composition/Decomposition
of PI-Containers

The design of PI-containers is under study in the European MODULUSHCA
project [9] aiming to build and test physical prototypes of H-containers. The
mechanisms of interlocking between containers are more particularly studied. This
functionality is mandatory to allow quick and efficient composition/decomposition
processes.

At this point of development of the Physical Internet, very few research works
have addressed the decomposition/composition problems in a PI-hub. In [10], the
flow of PI-containers in the PI network is studied in simulation according a
macroscopic view. How the composition/decomposition process is physically
realized is not studied in detail up to now.

In [11, 12], the authors study by simulation the handling of PI-containers in
different types of PI-hubs. The decomposition/composition problem is partially
addressed because only PI-containers of same type (T-containers) are considered.
The PI-containers are juxtaposed according to a linear pattern and more complex
compositions, such as those illustrated in Fig. 2, are not taken into account. The
composition/decomposition process is treated in a centralized way. Each composite
container is identified (via by example a RFID tag) and the list of its constituents is
accessible through network.

In [13] the authors propose a distributed approach and realize the grouping of
T-containers using interactions between “smart” PI-containers but, as in the pre-
vious works, all the PI-containers are of the same type.

In all these works, in the case of problem arising on the composite container as
stated in Sect. 2.2, the model no longer corresponds to the reality. To face this
significant limitation, a distributed approach able to identify the real composition of
a composite PI-container is presented in the next section of the paper. The origi-
nality of this approach is that the results don’t depend on the quality of the wireless
signals transmitted.

3 The Proposed Approach to Control Composite
PI-Containers

To deal with the composition/decomposition issues in PI-hubs, we propose a
Virtualization of Container (VoC) framework that consolidates assignment infor-
mation of PI-containers in a composite container. This virtual environment allows
PI-operators to visualize anywhere and at any time, the real composition of a
composite PI-container.
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For that purpose, we use a wireless sensor network (WSN) where nodes are
attached to each container, and store information about the container such as the
container category, the identifier and its dimensions. The sensor node embedded at
the composite container level, acts as a gateway and provides the interface between
the management information system (or PI-operators) and the composite container.
According to the transmission range, a spontaneous multi-hop network is formed.
Through their cooperation and the execution of a neighbour discovery protocol, the
one-hop neighbour table is computed.

A Constraint Satisfaction Problem (CSP) can be formulated where:

• The neighbour table gives constraints related to positions between the
unitary-containers (allocation restrictions);

• The container dimensions provide basic geometric constraints. The
unitary-containers lie entirely within the composite container and do not
overlap. Each one of them may only be placed with its edges parallel to the
walls of the composite container.

Therefore, each feasible solution of the CSP is a potential loading pattern and the
3D container virtualization process provides an instantaneous consolidated view
(dynamic and virtual) of the composite container assemblage, as depicted in Fig. 4.
The mathematical formulation of this satisfaction problem is similar to the
well-known 3D Container Loading Problem with a single container and a number
of heterogeneous boxes [14].

However, the objective is not to optimize the number of items which have to be
packed, but to find the assignment that satisfies all constraints and matches with the
real composition of the H-container.

This issue depends directly on the transmission range and the dimensions of the
containers. The number of feasible solutions is indeed related to the neighbour
graph connectivity, obtained from the neighbour table. Assuming the same trans-
mission range for all nodes, two nodes are neighbours if they can communicate, i.e.
the distance between them is less than or equal to the transmission range. Therefore,

Fig. 4 Virtualization of Container (VoC) framework
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with a transmission range smaller than the smallest container, a lot of nodes will be
unable to communicate.

The set of allocation constraints in the CSP will be reduced, leading to many
feasible solutions. Similarly, if each node can communicate with all the other, the
neighbour graph will be a complete graph. In this case, multiple feasible solutions
can be found from a simple permutation of two containers with the same dimen-
sions. The transmission range plays an important role to limit the number of feasible
solutions and obtain the virtual view of the composite container.

The set of variables, constraints and the mathematical formulation of the CSP
can be found in [15]. As a proof-of-concept, a composition/decomposition scenario
is used to illustrate the approach. The simulation scenario and results are presented
in the next section.

4 Simulations and Results

The composition and decomposition scenario presented in [9] is here used.
A composite H-container is constituted with 9 unitary P-containers. Figure 2
illustrates this scenario with the normalized container dimensions. The assortment is
strongly heterogeneous with 6 categories of container’s dimensions (C5, C2 and
C6, C7, C9 are similar).

As shown Fig. 4, the unitary-containers are placed so that they fit perfectly the
volume of the composite PI-container, here a PI-pallet.

Although not necessary, each embedded sensor node is at the front-left-bottom
corner for all containers. This situation can occur when interlocking mechanisms
limit the pivotal function. The sensor node fixed to the PI-pallet acts as the gateway
and collects all neighbourhood and dimension information. Several data sets are
considered with a transmission range between 1 and 3 (from the smallest to the
highest container dimension respectively).

The CSP is implemented in the Matlab optimization toolbox and results are
obtained with the fmincon solver.

The neighbour graph and the number of feasible solution S for different trans-
mission range R are illustrated in Fig. 5. When the neighbour graph is almost
maximally (R = 3) or minimally (R = 1) connected, the number of solutions is large
and the real packing pattern cannot be determine. On the other hand, a value (R = 2)
gives only one feasible solution with a complying packing pattern. So this solution
provides the real composition of the composite PI-container.

88 N. Krommenacker et al.



5 Conclusion

The large variety of manual or automated handling, storage and routing operations
characterizes the Physical Internet as a highly dynamic transport and logistics
system. In this paper, we have focused on the traceability of containers in Physical
Internet context in which the management information system must be redesigned.

To avoid any mistake in the composition/decomposition process, the real
composition of a composite PI-container must be known at all times. To do this, we
have proposed an approach based on Wireless Sensor Networks (WSN) and a VoC
framework to consolidate assignment information of PI-containers in the composite
container.

A simulation demonstrated that the real 3D pattern can be obtained from the
cooperation between nodes. Our approach, although more expensive than RFID
technology, offers the benefit from knowing the exact location (through the virtual
representation). The WSN technology could also serve to support information about
containers, or generate new information based on sensing capabilities.
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Part III
Sustainability Issues in Intelligent

Manufacturing Systems



Artefacts and Guidelines for Designing
Sustainable Manufacturing Systems

Adriana Giret and Damien Trentesaux

Abstract The following key questions are the main focus of this paper: Which are
the needs to integrate sustainability and efficiency performances in Intelligent
Manufacturing System design? And: How can these needs be approached using
concepts from Intelligent Manufacturing System engineering methods in the con-
text of design of sustainable manufacturing systems? This paper answers these
questions with: “green” artefacts and guidelines for helping to maximize production
efficiency and balance environmental constraints already in the system design
phase. In this way the engineers designing the manufacturing system can have
guidelines for decision support and tools for improving energy efficiency, CO2

emissions and other environmental impacts integrated into a software engineering
method for intelligent manufacturing development.

Keywords Sustainable manufacturing systems � Multi-agent system � Holonic
manufacturing system � Intelligent manufacturing design

1 Introduction

There is now a well-recognized need for achieving overall sustainability in man-
ufacturing activities [1–4], due to several established and emerging causes: envi-
ronmental concerns, diminishing non-renewable resources, stricter legislation and
inflated energy costs, increasing consumer preference for environmentally friendly
products, etc. In order to achieve sustainability in production all the components,
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processes and performance indicators must be taken into account at all relevant
levels (product, process, and system). One of the key questions to answer in the
field of Sustainable Production is: What approaches should/could be used to
transform production processes to be more sustainable? The authors believe that to
foster sustainability in production the whole lifecycle of manufacturing systems
must be taken into account, considering its different layers in a holistic way. From
systems’ conception throughout implementation, until maintenance the system
developer must take into account sustainability issues. Nevertheless, there is a lack
of sustainability considerations in the state-of-the-art design methods for manu-
facturing operations [5–7]. Despite that other relevant levels have a large number of
approaches that take special consideration to sustainability issues (for a
state-of-the-art review see for example [1, 8, 9]). To fill the gap, in this paper a
design artefact and a set of guidelines for the development of sustainable manu-
facturing systems are proposed.

2 Sustainable Manufacturing and Its Design

Salonitis and Ball presented in [10] the new challenges imposed by adding sus-
tainability as a new driver in manufacturing modelling and simulation. This very
complex and challenging undertake must also consider issues at all relevant levels
in manufacturing—product, process, and system [11].

It is crucial and urgent for system engineers of sustainable manufacturing sys-
tems to have tools and methods that can help them to undertake this task from
system conception, trough out its design until its execution in an effective way. The
research field of Intelligent Manufacturing Systems (IMS) provides a large list of
engineering methods tailored to deal with specific aspects for designing IMS (for a
comparative study see [5]). Nevertheless, most of the existing approaches do not
integrate specific support for designing sustainable manufacturing systems. One of
the major challenges in developing such approaches is the lack on guidelines and
tools that foster the system designer to consider sustainability issues at design
phases and that can help during the implementation of the IMS. Then two key
questions to answer are the following: (Q1) What are the needs to integrate sus-
tainability efficiency performance in IMS design? [12, 13] (Q2) How can these
needs be approached using concepts from IMS engineering methods in the context
of designing sustainable manufacturing systems?

The authors believe that integrating sustainability efficiency performance in IMS
design can be tackled by means of:

• Specific guidelines that can help the system designer to know (1) what sus-
tainability parameters are key to the system, (2) how these parameters must be
taken into account by the components of the IMS, (3) when these parameters
must be used for achieving sustainable efficiency in the system, (4) which
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approaches can be used to compute a sustainable solution for the different tasks
and processes of the manufacturing system.

• “Green” artefacts that can provide optimized solutions for concrete aspects at
different levels such as: enterprise resource planning, production control,
manufacturing operations scheduling, etc.

The above mentioned aspects, which are some answers for Q1, are the main
focus of this paper. Moreover, this paper answers Q2 by means of a specific
approach for IMS development called Go-green ANEMONA [14]. The authors
believe that the answers provided in this paper for Q1 are two of a larger list.
Finding out which are the complete elements of this list is outside the paper’s scope
and an open problem worth for a deeper study. In this paper the complete details of
sustainable specific guidelines and green artefacts to assist the system engineer
during the IMS design are described. Moreover, the engineering process is show-
cased with a case study.

3 Go-Green ANEMONA

Go-green ANEMONA [14] provides the methodological benefits of holons and
multi-agent systems for the identification and specification of specific sustainability
features of manufacturing systems. It is the integration of a previously released and
already sound Multi-agent engineering method for IMS [15], and the new go-green
holon concept [16] that foster system designers to bring sustainability features into
manufacturing operations control architectures. They are focused on the identifi-
cation of manufacturing holons and the design and integration of
sustainability-oriented mechanisms in the system specification. Figure 1 shows the
development process of Go-green ANEMONA. In this figure it can be noticed that
the process is an iterative and recursive sequence of specific activities to specify,
analyse, design, implement, deploy and maintain the IMS. Every step in the process
is augmented with a set of specific guidelines for concrete aspects during system
development [14]. At the same time, at each step during analysis, design, imple-
mentation, deployment and maintenance a specific artefact—the Go-green Holon is
provided, which the system engineer can use in order to design and implement
sustainability problem solving methods.

In the following sections the details of the Go-green Holon as a design artefact
and the sustainability guidelines for designing IMS are described.
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3.1 Go-Green Manufacturing Holons: An Artefact
for Designing and Developing Sustainable IMS

A Go-green manufacturing Holon [16] is a holon that, in the context of sus-
tainable manufacturing, considers complementary efficiency-oriented mechanisms,
in addition to classical effectiveness-oriented mechanisms, to make a decision
and/or execute an operation. Go-green manufacturing holons may apply different
solving approaches: a balanced compromise (between effectiveness and efficiency),
a lexicographical-oriented decision making process (e.g., optimize first effective-
ness, then efficiency in an opportunistic way) or a constrained problem (e.g.,
optimize efficiency under effectiveness constraints). Multicriteria analysis, simula-
tion and operations research approaches can be useful in this context.

In a holarchy, classical and go-green manufacturing holons may coexist. Also,
go-green manufacturing holons may address only efficiency issues and could for
example, cooperate with classical holons to reach a global consensus. Figure 2
shows an example of a Go-green (manufacturing) resource Holon that integrates
concrete capabilities for dealing with sustainability efficiency performance in a
resource. In this way when the system engineer needs redesigning a given manu-
facturing resource for tackling for example energy-efficiency in its operations,
he/she can use the Go-green resource Holon that is a pre-built artefact with built-in
functionalities that can be parameterized and or fine-tuned in order to design the
concrete resource with its concrete energy-efficiency parameters. The Go-green
resource Holon can seamlessly interact with “classical” holons (other resource

Fig. 1 Go-green ANEMONA process
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holons, and/or product holons, work-order holons and staff holons) since the
Go-green ANEMONA metamodel provides the support for implementing the
cooperation with them.

3.2 Sustainability Guidelines

The Sustainability Guidelines (Fig. 1) are built-in specification guidelines of
Go-green ANEMONA to assist the system engineer in: (i) finding out in which
cooperation scenarios a Go-green Holon is required; (ii) what will be the interaction
protocol (the complete message sequence) among Go-green Holons and classical
holons; (iii) which parameters must be specified in order to complete the specifi-
cation of a Go-green Holon; (iv) what models must be defined in order to complete
their implementation; etc. Go-green ANEMONA provides support for imple-
menting Go-green Holons by means of a library of pre-built solving approaches
from which the engineer can select the type of service which better suits his/her
needs for efficiency-oriented objectives, constraints and KPIs (Key Performance
Indicators).

It is important to point out that guideline 6 is supported by a decision flow
diagram [8] that enforces researchers to explicit and to think about their main
designs choices (a design choice being the choice of the best categories for each of
the sustainable parameters taken into account in the IMS) when designing a specific
sustainable Go-green Holon. Let’s imagine, for example, a situation in which a
Go-green Holon is in charge of production scheduling, and the solution must take
into account energy use, the number of machines, and CO2 emissions. At the same
time, the scheduling must be achieved off-line, but must be adapted to react to
run-time events such as machine breakdowns, new work orders entering the system,
and variations in energy consumption. In addition, there are thresholds for make-
span, energy use (peak power consumption, etc.), and CO2 emissions (quota).
Finally, the makespan must be optimized, energy economized, and CO2 emissions
reduced. The two last requirements will determine the way the multi-objective must

Fig. 2 A Go-green Resource Holon
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be handled. For this concrete situation, a solving approach is required that: takes
into account energy and CO2; maintains the scheduling effectiveness as the main
objective while minimizing energy and CO2, and; is a proactive-reactive scheduling
method (an initial schedule is computed off-line and re-scheduling activities are
executed on-line). With this decision support the system engineer can chose from
the library of pre-built solving approaches the one that better fits these requirements
(see [8] for a list of approaches suitable for different sustainable requirements
combinations).

4 Case Study

For illustration and proof of feasibility, an intelligent distributed monitoring and
control application of a ceramic tile factory is designed using Go-green
ANEMONA. The sustainable goals to optimize in this application are: minimize
scraps and waste of materials due to bad quality of the tiles, and minimize the
energy consumption by re-using the oven residual heat in the drying stage of the
production line. Apart from these goals the IMS must also minimize the makespan.

Figure 3 shows a diagram in which a Scraps and Waste Go-green Holon is
designed with the goals: “minimize scraps and waste in the tile press machine”,
“assure a correct cooking of the tile”, “re-direct tile scraps to the clay mix”,
“find-out the better production sequence of tiles’ work orders to minimize scraps
due to press configuration changes”. From guideline 6 the Scraps and Waste Go-
green Holon takes an approach for scraps and waste minimization using a greedy
randomized adaptive search [17] in order to find out the optimized sequence of
work orders for minimizing scraps due to press configuration change. This
approach is used in the Adjust Resource task in Fig. 3.

The case study developed with Go-green ANEMONA was compared with a
previous development in which the system engineer designed the system without
the specific guidelines or the Go-green Holons. Table 1 shows the results.

From Table 1 it can be noticed that the number of iterations to find out the set of
holons that implements the IMS is the same, but in terms of duration Go-green
ANEMONA outperforms ANEMONA by 0.5 months (it is important to point out
that the developers’ team for both developments were different but with the same
number of members and the same skills on IMS design).

To measure the Easy to Design and the Guidelines Usefulness MASEV, a MAS
evaluation framework was used [18]. This framework allows analysing and com-
paring methods and tools for developing MAS in terms of general requirements and
method guidelines. There is a questionnaire in which system engineers answer
different questions related to the aspect that is being evaluated; a numerical value is
assigned to each answer. It can be noticed that Go-green ANEMONA got 9.5 out of
10 when evaluating the usefulness of Go-green Holons (Easy to Design), and 9.2
out of 10 when evaluating the usefulness of specific guidelines to design
sustainable IMS.
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On the other hand, when evaluating the no. of Holons identified with Go-green
ANEMONA it turns out that 8 more holons were identified compared with the
ANEMONA development. This is because the Go-green Holons are added to the
classical holons in the development. But the Go-green Holons helped to have less
cooperation domains with Go-green ANEMONA since there is no need to have

Fig. 3 The Scraps and Waste Go-green Holon
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such cooperation domains for sustainability issues because they are already taken
into account in the different cooperation domains in which the Go-green Holons are
involved.

5 Conclusions

In this paper the answers to the following questions where analysed: (Q1) What are
the needs to integrate sustainability efficiency performance in IMS design? (Q2)
How can these needs be approached using concepts from IMS engineering methods
in the context of sustainable manufacturing systems design? The main proposals for
answering the questions are: (1) a Go-green holon, as a green artefact that helps the
system designer to implement solutions for sustainable IMS, and (2) a set of
guidelines that enforces system engineers to think about their main designs choices
of the sustainable parameters taken into account in the IMS. The proposal was
showcased designing an intelligent distributed monitoring and control application
of a ceramic tile factory. Nevertheless, the guidelines and artefacts have helped in
the development of the case study; the authors believe that these are only 2 of a
larger list of design elements for developing sustainable manufacturing systems;
this global list is still open to study.

The proposed approach is still under development. The library of pre-built
solving methods from which the engineer can select the type of service which better
suits his/her needs for the efficiency-oriented objectives, constraints and KPIs of
go-green holons is being populated. Moreover, a case-tool is being designed as
design support.
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A Human-Centred Design to Break
the Myth of the “Magic Human”
in Intelligent Manufacturing Systems

Damien Trentesaux and Patrick Millot

Abstract The techno-centred design approach, currently used in industrial
engineering and especially when designing Intelligent Manufacturing Systems
(IMS) voluntarily ignores the human operator when the system operates correctly,
but supposes the human is endowed with “magic capabilities” to fix difficult situ-
ations. But this so-called magic human faces with a lack of elements to make the
relevant decisions. This paper claims that the Human Operator’s role must be
defined at the early design phase of the IMS. We try to show with examples of
systems from manufacturing as well as from energy or transportation that the
Human Centred Design approaches place explicitly the “human in the loop” of the
system to be automated. We first show the limits of techno-centred design methods.
Secondly we propose the principles of a balanced function allocation between
human and machine and even a real cooperation between them. The approach is
based on the system decomposition into an abstraction hierarchy (strategic, tactical,
operational). A relevant knowledge of the human capabilities and limits leads to the
choice of the adequate Level of Automation (LoA) according to the system
situation.
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1 Introduction

This paper is relevant to industrial engineering, energy and services in general, but
is focused on Intelligent Manufacturing Systems (IMS). It deals with the way the
human operator is considered from a control point of view when designing IMS that
integrates human beings.

The complexity of industrial systems and human organizations that control them
is increasing with time, as well as their required safety levels. These requirements
evolve accordingly with past negative experiences and industrial disasters (Seveso,
Bhopal, AZF, Chernobyl…). In France, the Ministry for Ecology, Sustainable
Development and Energy (Ministère de l’Écologie, du Développement durable et de
l’Énergie) has led a study in technological accidents that occurred in France in 2013
(“inventaire 2014 des accidents technologiques”). It has shown that the three first
domains expressed in terms of numbers of accidents are manufacturing, water and
waste treatment. This study has also highlighted that even if “only” 11 % of the root
causes come from a “counter-productive human intervention”, human operators are
often involved in accidents at different levels: organizational issues; default in
control, monitoring and supervision; bad equipment choice; and lacks in knowledge
capitalization from past experiences.

Obviously, the capabilities and limits of the human operator during manufac-
turing have been widely considered for several years, and very intensively by
industrialists. This attention has been mainly paid at an operational level:

• At the physical level: industrial ergonomic studies, norms and methods (MTM,
MOST…) are a clear illustration of this;

• At the informational and decisional levels: industrial lean and kaizen techniques
aim to provide the operator with informational and decisional capabilities to
react and to improve the manufacturing processes for predefined functioning
modes of the manufacturing system.

Meanwhile, these industrialist-oriented technical solutions lack human-oriented
considerations when dealing with higher and more global decisional and infor-
mational levels such as scheduling, supervision, etc. as well as when abnormal and
unforeseen situations and modes occur. This holds also true for the related scientific
research activity. And this is even truer for less mature and more recent research
topics such as those dealing with the design of control in IMS architectures. In
addition, and specifically to IMS, where it is known that emerging (unexpected)
control behaviours can occur during manufacturing, the risk to face possible
accidents or unexpected and possibly hazardous situations when using
un-human-aware control systems increases.

The objective of this paper is then to foster researchers dealing with the design of
control systems in IMS to question the way they consider the real capabilities and
limitations of the human beings. It is important to note that, at our stage of
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development, this paper remains highly prospective and contains only a set of
human-oriented specifications that we think researchers must be aware of when
designing their control in IMS. For that purpose, before providing these specifications,
the following part describes the consequence of designing un-human-aware control
systems in IMS, which corresponds to what we call a “techno-centred” approach.

2 The Classical Control Design Approach in IMS:
A Techno-Centred Approach

As introduced, we consider in this paper the way the human operator is integrated
within the control architectures in IMS. Such “Human-in-the-loop” Intelligent
Manufacturing Control Systems are denoted, for simplification purpose, HIMCoS
in this paper. These systems consider the intervention of human (typically, infor-
mation providing, decision making or direct action on physical components) during
the intelligent control of any functions relevant to the operational level of manu-
facturing operations, being for example scheduling, maintenance, monitoring,
inventory management, supply, etc. Intelligence in manufacturing control refers to
the ability to react, learn, adapt, reconfigure, evolve, etc. with time using compu-
tational and artificial intelligence technics, the control architecture being typically
structured using Cyber-Physical Systems (CPS) and modelled using multi-agent or
holonic principles, in a static or dynamic way (i.e., embedding self-organizational
capabilities). The intervention of the human is limited in this paper to the decisional
and information aspects (we do not consider direct and physical action on the
controlled system for example).

2.1 An Illustration of the Techno-Centred Approach in IMS

To illustrate what we call the techno-centred design approach in this context, let us
focus and consider a widespread studied IMS domain: distributed scheduling in
manufacturing control. Research activities in this domain foster a paradigm that
aims to provide more autonomy and adaptation capabilities to the manufacturing
control system by distributing functionally or geographically the informational and
decisional capabilities among artificial entities (typically agents or holons). This
paradigm creates “bottom-up” emerging behavioural mechanisms complementarily
to possible “top-down” ones generated by a centralized and predictive system to
limit or to force this emerging behaviour evolving within pre-fixed bounds [1]. This
paradigm encourages designers to provide these entities with cooperation or
negotiation skills so that they can react and adapt more easily to the growing level
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of uncertainty in the manufacturing environment while controlling the complexity
of the manufacturing system by splitting the global control problem into several
local ones.

The most emblematic proposals relevant to this paradigm are PROSA [2],
ADACOR [3], and more recently ADACOR2 [4]. Nowadays, the initial paradigm
has evolved but basics remain the same: up-to-date proposals are typically linked to
the concepts of “intelligent product” [5] and “cyber-physical systems” [6].
Researchers in this domain (and more generally in industrial engineering) often
consider that the human operator is the supervisor of the whole [7, 8]. Figure 1
(from [8]) is a typical illustration. According to this approach, the human operator
fixes the objectives, tune parameters, constraints and rules. He then influences or
explicitly controls artificial entities. Even if such works try to integrate the human
operators, a lot of other ones do not even consider this possibility, which is
inconsistent in a real life context.

This is a usual design approach in manufacturing and industrial engineering.
Paradoxically, it can also be identified even in the widespread and historical field of
Decision Support Systems (DSS), see for example [9, 10] or [11]. This design
approach can be characterized as “techno-centred”, which means that priority is
assigned to the solving of technical issues to the detriment of the human aspects.
A techno-centred approach consists in automating a maximum number of functions
(in nominal or degraded mode) in a pre-defined context and in assuming that the
human operator will supervise and handle all the situations that where not foreseen.

Fig. 1 An example of a techno-centred design of a HIMCOS [8]
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2.2 The Hidden Assumption of the “Magic Human”

In fact, in a techno-centred design of HIMCoS, there is a hidden assumption: the
human operator is considered as an omniscient person that will:

• Solve all the problems for which there is no anticipated solving process,
• Provide the good information to the control system in due time,
• Decide among alternatives in real time (i.e., as fast as possible or in due date),

whenever it is necessary (cf. the concept of DSS),
• Ensure with full reliability the switching between control configurations and

especially the recovery towards normal operating conditions after unforeseen
perturbation/degradation.
With derision, we call him the magic human (Fig. 2).

As a synthesis of our point of view, Fig. 2 sums up the techno-centred design
approach in HIMCoS. In this figure, the dotted lines represent the fact that the
human operator is not really considered during the design of the HIMCoS.

2.3 The Risks of Keeping This Assumption Hidden

Assuming the human operator a magic human is obviously not realistic but it is a
reality in research in industrial engineering. In light of the mentioned reference in the
introduction to the French ministry study, a techno-centred design pattern in
HIMCoS is risky since it leads to overestimate the ability of the human operator who
must perfectly behave when desired, within due response times, and who is also
perfectly able to react facing unexpected situations: How can we be sure that he is
able to realize all what he is intended to do and in the best possible way? And more,

Fig. 2 Techno-centred HIMCoS design approach

A Human-Centred Design to Break the Myth of the “Magic Human” … 107



do his human reaction times comply with the high-speed ones of computerized
artificial entities? Thus, what if he takes too much time to react? What if he makes
wrong or risky decisions? What if he simply does not know what to do?

Moreover, one specificity in HIMCoS renders the techno-centred approach more
risky. Indeed, as explained before, “bottom-up” emerging behaviours will occur in
HIMCoS. Emerging behaviours are never faced (nor sought) in classical
hierarchically/centralized control approaches in manufacturing. This novelty, analysed
with regards to the need to maintain and guarantee especially the safety levels in
manufacturing systems makes it more crucial. Typically, is the human operator ready
to face the unexpected in front of complex self-organizing complex systems? This
critical issue has seldom been addressed, see for example [12]. And, on the opposite
point of view, what to do in case of unexpected events, for which no foreseen technical
solution is available whereas the human is the only entity really able to invent one?

2.4 Why a so Obvious Assumption Remains Hidden?

From our point of view, three main reasons explain why this assumption remains
hidden and is seldom explicitly pointed out.

The first one comes from the fact that researchers in industrial engineering are
often not expert in or even aware of ergonomics, human factor or human-machine
systems. A second one comes from the fact that integrating the human operator will
require introducing undesired qualitative and blurring elements coupled to hardly
reproducible and evaluable behaviours including complex experimental protocols
potentially involving several humans as “guinea pigs” for test purpose. Last, the
technological evolution in CPS, infotronics and information and communication
technologies facilitates the automation of control functions (denoted LoA: level of
automation), which make it easier for researchers to automate as much as possible
the different control functions they consider.

For all these reasons, researchers, consciously or not, “kick into touch” or
sidestep the integration of the human dimension, when designing their HIMCoS or
their industrial control system.

3 Towards a More Human-Centred Control Design
in IMS

In HIMCoS, and in industrial engineering in general, it is nowadays crucial to
revise the basic research design patterns to adopt a more human-centred approach
to limit the hidden assumption of the magic human. Obviously, this challenge is
huge and complex but a growing number of researchers, especially in ergonomics
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and human-engineering address now this objective especially in the domain of
industrial engineering. They typically work on the introduced LoA and the
Situation Awareness as a prerequisite [13, 14]. Some EU projects have also been
launched to illustrate this recent evolution (e.g., SO-PC-PRO “Subject Orientation
For People Centred Production” and MAN-MADE “MANufacturing through
ergonoMic and safe Anthropocentric aDaptive workplacEs for context aware fac-
tories in Europe”).

This paper does not intend to provide absolute solutions but rather aims to set the
alarm bell ringing and to provide some guidelines and insights for researchers to
manage this hidden assumption of the “magic human” when designing the
HIMCoS.

The main principle of a human-centred approach for the designer is to anticipate
the functions that the human will operate, thus to determine the information he will
need to understand the state of the system, to formulate a decision and last, to act.
This anticipation must be accompanied by several main principles. Below is pro-
posed a list that focuses on the decisional and informational aspects (for example,
ergonomic aspects are not studied here, but can result in several items of the list).

The human can be the devil and unfortunately, some design engineers consider
him as a devil: his rationality is bounded (cf. Simon’s principle); he may forget,
make mistakes, over-react, be absent or even be the root cause of a disaster. For
example because of a bad understanding of the behaviour of a system that decides
to switch to a secure mode (Three Mile Island), or acting bad because of a lack of
trust in the automated system or a lack of knowledge about the industrial system
(Chernobyl) [15]. The controlled system must be designed accordingly to manage
this risk. A typical example of such a system is the one of the “dead-man’s vigi-
lance device” in train transportation where the conductor must trigger frequently a
system so that the control system knows that he is really on command. This is a first
level for a mutual control between the system and the human assuming that the
other is of limited reliability. More elaborated levels would address the issue of
wrong or abnormal command signals either from the human or the control system.
This principle links then our discussion to safety (RAM: reliability, availability and
maintainability) and FDI (fault detection isolation) studies, not only from technical
point of view but also from human one.

The human can be the hero, and more often that we believe: he may save life
using innovative unexpected behaviours (e.g., Apollo 13). The whole
human-machine system must be designed to allow as much as possible the human
to integrate unforeseen processes and mechanisms.

The human can be the powerless witness: He may be unable to act despite
being sure he is right and the automated system wrong, for example, the spectator
of a disaster due to the design of an automated but badly sized plant (Fukushima)
[15]. The system must be designed to ensure its controllability by the human
whenever desired.

The human is accountable, legally and socially speaking: the allocation of
authority and responsibilities between human and machines is not so easy to solve
(e.g., automatic cruise, air traffic control, automatized purchase processes for
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supply, automatic scheduling of processes, etc.). The designer must consider this
aspect when designing and allocating decisional abilities among entities. In other
words, if the human is accountable, he must be allowed to fully control the system.

Therefore:
The human must always be aware of the situation: According to Endsley

[16], Situation Awareness (SA) is composed of three levels: SA1 (perception of the
elements), SA2 (comprehension of the situation), SA3 (projection of future states).
Thus each of these SA levels must be considered to ensure that humans can take
decisions and make their mental models of the system evolve continuously (e.g., to
take over the control or just to know what is the situation).

The LoA must be adaptive: some tasks must be automated and some others
cannot be. But the related LoA must not be predefined and fixed forever. It must
evolve according to situations and events, sometimes easing the work of the human
(for example, in normal conditions) and other times, sending him back the control
of critical tasks (for example, when abnormal situations occur). As a consequence,
the control system must cooperate differently with the human according to situa-
tions: tasks allocation must be dynamic and handled in an adaptive way.

The diversity and repeatability of decisions must be considered, typically to
avoid boring repetitive actions/decisions. This also requires to explicit as much as
possible all the rare decisions for which the human was not prepared. For that, a
time-based hierarchy (e.g., strategic, tactic and operational levels) and a typology of
decisions (e.g., according to skill, rule or knowledge-based behavior) can be
defined.

Therefore, the human mental workload must be carefully addressed: related
to some of the previous principles, there exists an “optimal workload”, between
nothing to do, inducing potentially lack of interest and too much things to do,
inducing stress and fatigue. A typical consequence is that the designer must care-
fully define different time horizons (from real time to long term), balance the
reactions times of the human with the one of the controlled industrial system. This
is one of the historical issues dealt with by researchers in human engineering [17].

4 Proposal of a Human-Centred Design Framework

For sure it is not possible to draw a generic model of a HIMCoS that complies for
each possible case with all the previous principles. Despite this, we can propose a
human-centred design framework to provide to researchers in IMS (and in more
general, in industrial engineering) with some ideas to limit the magic human effect
in their control system. For that purpose, Fig. 3 presents such a global framework.
As suggested before, the process has been decomposed into 3 levels: operational
for the short run, tactical at a higher hierarchical level for achieving the interme-
diate objectives and strategic at the highest level. The human may be apparently
absent of the lower level, but this does not mean a fully automated system. We can
therefore consider the automation in the system in 3 subsets as in nuclear plant
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control: one subset is fully automated, a second one is not fully automated but the
feedback experience enables to design procedures that the human must follow (a
kind of automation of human), and the last subset is neither automated nor foreseen
and therefore must be achieved thanks to the human inventive capabilities. This
requires paying a particular attention when designing the whole system so that the
humans are able to play the best of them especially when no technical solution is
available!

This framework features some of the previously introduced principles. For
example, a mutual observation (through cooperation) is performed to consider the
limited reliability of either the human or the intelligent manufacturing control
system. Also, different time horizon levels are proposed. But some other principles
can be hardly represented in this figure. This is typically the case for the one dealing
with the adaptive LoA. Research in this field is very active since few years.
A famous guideline based on 10 levels has been proposed by [18], where at level 1,
the control is completely manual while at level 10, the control is fully automatized.
The 4th intermediary level corresponds to the DSS (the control selects a possible
action and proposes it to the operator). At level 6, the control lets a limited time to
the operator to counterbalance the decision before the automatic execution of the
decision. This can be specified for each level (strategic, tactical, and operational).
For example, it is nowadays conceivable that the Intelligent Manufacturing Control
system depicted in Fig. 3 changes itself the operational decision level from a level
1–4 to the level 10 because of the need to react within milliseconds to avoid an
accident while it lets the tactical decision level unchanged to an intermediary level.
Researchers in automated vehicle addressed adaptive LoA, which may be inspiring
in industrial engineering [19]. Works on Humans Machines Cooperation is one very

Fig. 3 Human-centred HIMCoS design approach
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promising track since the current technology allows embedding more and more
decisional abilities into machines and transform them into efficient assistants (CPS,
avatar, agents, holons…) to humans for enhancing performance. In such a context,
it is suggested that each of these assistants embed:

• A Know-How (KH, knowledge and processing capabilities and capabilities of
communication with other assistants and with the environment: sensors, actu-
ators), and

• A Know-How to Cooperate (KHC) allowing the assistant to cooperate with
others (e.g., gathering coordination abilities and capabilities to facilitate the
achievement of the goals of the other assistants) [13].

Recent works have shown that team Situation Awareness can be increased when
the humans cooperate with assistant machines equipped with such cooperative
abilities. Examples were shown in several application fields: air traffic control,
cockpit of the fighter aircraft and human robot cooperative rescue actions [20].

5 Conclusion

The aim of this paper was to raise awareness of the risk of maintaining hidden and
true the “magic human” assumption when designing HIMCoS and at a more
general level, industrial control systems with the human in the loop as a decision
maker.

The suggested human-centred design aims to reconcile two apparently antago-
nist behaviours: the imperfect human, who can correct and learn from his errors,
and the attentive and inventive human capable of detecting problems and bringing
solutions even if they are difficult and new. With a human-centred design approach
in IMS, human resources can be amplified by recent ICT tools to support them with
decision and action. The integration of such tools leads to the question of the level
of automation, since these tools could become real decision partners and even real
collaborators for humans [21].
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Sustainability in Production Systems:
A Review of Optimization Methods
Studying Social Responsibility Issues
in Workforce Scheduling

Carlos A. Moreno-Camacho and Jairo R. Montoya-Torres

Abstract Production scheduling in manufacturing systems is a highly complex
task. It involves the allocation of limited resources (machines, tools, personnel, etc.)
for the execution of specific jobs. In the case of workforce scheduling, unique
human characteristics must also be considered, further complicating the task, as
similar characteristics are not present in machines. Numerous published research
works have examined issues of workforce scheduling by evaluating employee
characteristics. Moreover, as business policies must nowadays sup-port social
responsibility objectives, academic works have considered this dimension. This
paper reviews academic literature on workforce scheduling strategies that consider
social responsibility issues in order to identify quantitative methods and techniques
employed. A systematic literature review is conducted to form an objective, rig-
orous, and reproducible framework that minimizes biases in the inclusion/exclusion
of analysed works. Applications, trends, and gaps are identified, thus identifying
pertinent avenues for future research.

Keywords Workforce scheduling � Manufacturing � Social responsibility �
Modelling approaches � Systematic literature review

1 Introduction

Sustainability in manufacturing has become a hot topic in current research agenda
due to customers’ concerns about the impact that manufacturing activities have on
both the environment and society. The goal is to simultaneously take into account
economic, social and environmental performance metrics within the decision
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making process, known as the Triple Bottom Line (profit, planet and people) [6].
The academic literature has witnessed the appearance of several reviews on
sustainable manufacturing, mainly focusing on the strategic decision-making levels:
supply chain design, layout design, cleaner product and production mean design,
construction, recycling process, etc. [4, 5]. As stated in [16], one of the main
reasons for the strategic level emphasis is that much of the sustainability efforts
have been driven by highest decision levels within organizations. According to
[16], research considering sustainability issues, as a whole, at lower decision-
making levels (i.e., operations control and scheduling) has been relatively limited.
Some efforts have been made in some industrial settings by considering only the
environmental dimension of sustainability [16]. To the best of our knowledge, the
social dimension has been still less studied.

Moreover, at present, regulations in various countries and trade agreements
across countries are increasingly addressing issues of social responsibility and
employee wellbeing. The international quality standard ISO 26000:2010 “Guidance
on Social Responsibility (SR)” recognizes labour practices as central to the for-
mation of company SR policies. Such practices outline issues that organizations
must address for their employees and subcontractors, by taking as a fundamental
principles that personnel is not a commodity. Therefore, employees may not be
treated as tools of production nor be subjected to the same market forces applicable
to goods [9]. These guidelines assume the adoption of socially responsible labour
practices that are fundamental to social justice, stability, and peace [9]. Hence, such
aspects are pertinent for personnel scheduling in manufacturing and service
organizations.

In this context, the aim of this paper is to review research works published from
2002 to 2014 that considers the social dimension of sustainability for manufacturing
and service systems in which workforce and personnel resource scheduling is a
central issue of concern. Indeed, workforce scheduling affects operating costs and
customer service quality [1], while at the same time affects staff morale, mental
health, social wellbeing and productivity [10, 11]. Given these considerations,
labour is not merely a productive resource, as it is necessary to consider each
employee as an individual with unique characteristics.

The goal is to identify at what extend social responsibility issues have been taken
into account on workforce scheduling literature using optimization methods. This
work will help advance knowledge on the application of international standards on
social responsibility to personnel scheduling in manufacturing and service systems.
A systematic literature review (SLR) approach is applied for the rigorous selection,
inclusion and exclusion, and classification of articles to identify trends and gaps in
scientific research and propose future lines of research. In turn, we illustrate how
published academic works have incorporated employees as human beings in
modelling approaches in workforce scheduling problems. The study period begins
in 2002, as the ISO committee presented its report on the viability and convenience
of delivering and international standard on social responsibility considering labour
practices and employees’ needs [8, p. 213].
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2 Review Methodology and Framework to Classify
Studies

The paper presents a systematic review of the academic literature on personnel
scheduling. The five-step review methodology proposed in [2] is adopted for the
identification, selection, and classification of studies and for the analysis and pre-
sentation of results. Unlike narrative reviews, this review approach, through the
declaration of a searching process and establishment of exclusion/inclusion criteria,
minimizes information bias, thus rendering this method systematic and reproducible
[15]. Following are the explanation of how standard steps to carry out a systematic
literature review were applied in the current paper:

Step 1 Question formulation: First, the main research question that will direct the
literature review is defined. For the purpose of the current paper, we
defined the following question: At what extend quantitative modelling and
resolution approaches have been applied to solve the workforce-
scheduling problem considering social responsibility issues and human
factors?

Step 2 Study identification: This step involves selecting databases and search
engines, as well as defining search criteria. In the current paper, the ISI
Web of Knowledge/Science database was employed, as it offers academic
institutions access to a broad collection of publications. Regarding the
second criterion, documents published from 2002 to 2014 were collected.
The following words and phrases were used to perform our search:
Employee Timetabling, Multi-skilled Workforce, Labour + Scheduling,
Employee + Scheduling, Workforce + Scheduling, Hierarchical Workforce
Scheduling, Staff Scheduling, and Tour Scheduling Problem. Only journal
papers were selected (i.e., editorials, letters to the editor, discussion arti-
cles, essays, and similar documents were excluded). This resulted in a total
of 265 papers. We do recognize that there exist a lot of approaches on
ergonomics studies and design methods, but we made to choice to exclude
those topics from the current review.

Step 3 Study selection and evaluation: During this stage, the titles and abstracts of
the 265 papers were reviewed to ensure relevance to the research question.
A total of 93 papers were finally short-listed for further analysis. Of these,
only 90 papers were examined in detail (two papers of the initial list were
identified as literature reviews and one paper only presented a conceptual
framework without providing solution methods).

Step 4 Analysis and synthesis: A total of 90 papers were read in detail and classi-
fied. The complete list of shortlisted papers is available at: http://jrmontoya.
wordpress.com/research/workforce-scheduling-reviewed-papers-january-
2015/. Papers were classified as follows:

• Solution tools: Employed quantitative tools.
• Problem objectives: Optimization objective(s).
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• Problem assumptions: Various assumptions are presented about
labour, demand, production shift management, vacation, etc. These
were divided as follows:

– Constant labour: The number of available employees is known at
start of the planning horizon and remains constant throughout;
hiring is not anticipated.

– Variable labour: Employee hiring and firing during the planning
horizon is allowed, due to fluctuations in demand between periods.
Three forms of hiring are identified: full-time, part-time and hourly.
This condition is associated with multiple shifts of variable lengths
and start times.

– Homogeneous labour: The paper defines this category as equality in
productivity rates for all employees, regardless of the type of con-
tract established.

– Heterogeneous labour: Even when several employees offer the
same skill, execution productivity rates for the same task are not
equal.

– Hierarchical skills: Employees have specific skills that allow them
to complete certain tasks and that employees can be scheduled to
perform lower-order tasks, but at the cost of their rank (for example,
for an employee who possesses skills 1 and 2, if 1 is the more
specialized skill, he/she can be scheduled to perform order-2 tasks at
the cost of an order 1 employee).

– Non-hierarchical skills: This condition recognizes that each
employee has specific skills, but not all skills. Each employee can
only be given tasks that he/she can execute, and therefore it is not
possible to exchange one employee for another.

– Number of shifts: Single or multiple shifts of variable or constant
length can be allocated throughout the workday.

– Nature of demand: Evaluates whether demand is deterministic or
stochastic.

• Production environment: This item classifies papers based on the
following production system configurations: flow-shop, job-shop,
waiting lines and projects. We do recognize that some other production
configurations exist and are studied in the scheduling theory; however,
only those listed above are considered herein since they are the most
complex ones found in short-listed papers.

• Application: Evaluates characteristics of the work presented and
whether solution procedures are applied to case studies.

Step 5 Reporting of results: This paper presents for the first time the results of this
review to the academic community. The following sections report the
analysis of results and propose various research perspectives.
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3 Findings

This section presents the main findings of the systematic literature review. Statistics
about the number of papers published annually that meet our general search criteria
and those that consider aspects of SR are shown in Table 1. An average of 7.1
articles were published per year, with the highest number of publications published
from 2002 to 2006. Moreover, 24 % of the reviewed papers consider SR issues in
the objective function such as workload balance, work stability, employee satis-
faction and preference, ergonomic risk minimization, deviations in working day
volumes, deviations in minimum required vacation days for a period of time, and
maximum work hours. 4 % of the reviewed papers consider these criteria as soft
constraints in the model, implying that a restriction breach does not cause infea-
sibility, but is penalized through the objective function. Examples include:
assigning work to an unskilled employee, assigning working periods that exceed the
specified maximum, anticipated employee scheduling before a period of rest is
completed, among others. 49 % of the works discuss issues such as: employees with
multiple skills, variations in employee productivity, employee assignment avail-
ability and fatigue. These considerations recognize employees as human beings
rather than as mere productive resources.

In regard of the optimization objective, most commonly evaluated objective
functions are minimizing production costs or labour costs (slightly more than 60 %
of reviewed papers). Other objectives such as employee satisfaction (8 %), work-
load balance (7 %), and penalties for noncompliance with soft constraints (9 %) are
also considered. As noted previously, some soft constraints that consider employee
wellbeing can help solve related problems, and thus personnel satisfaction and
productivity are equally as important as satisfying demand at reasonable costs [14].

Regarding the problem solution technique, classical Operations Research
methods such as mathematical programming, heuristics and meta-heuristics are
employed to solve the problems. Binary variables are employed when the
requirement is to assign employees to certain tasks based on shifts of variable start
times and length while respecting the working hour maximum, among other con-
ditions. Hence, mixed-integer linear programming (MILP) modelling is the most
widely employed solution method (47 % of the short-listed papers). Heuristic
methods were the second most frequently identified solution technique (24 % of
reviewed papers), which are used in instances where MILP capacities are limited.
Among the reviewed papers, 20 % of them use decomposition methods calculating

Table 1 Number of papers that include SR criteria in model formulations

Location of SR criteria Time period

2002–2006 2007–2010 2011–2014 Total Percentage

Objective function 5 10 8 23 25

Soft constraints 0 1 3 4 4

Model conditions 12 14 20 46 49
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the number of employees needed to meet shift labour needs and then determining
workdays and days off for each employee. Enumeration algorithms (Branch &
Bound, Branch & Price, Branch & Cut) and methods of Column Generation have
also been proposed. Meta-heuristic procedures such as Genetic Algorithm (GA),
Tabu Search (TS), Simulated Annealing (SA) and Particle Swarm Optimization
(PSO) are most frequently employed.

Another interesting issue to evaluate in this review were the job conditions as
described in Sect. 2 (Step 4). The most common scenarios for scheduling are:
constant labour involving homogeneous and non-hierarchical skills conducted over
multiple shifts per day (an employee can only work one shift per day, but can work
different shifts during the scheduling horizon), and constant demand or known
demand at the start of the planning period. These conditions can be applied
effectively to multiple industrial manufacturing sectors. Other conditions such as
variable labour, multiple workplaces, heterogeneous skills and variable demand
appear primarily related to the service industry (medical services, postal services,
check-in counters, maintenance services, and call centres, among others). As a
matter of fact, 55 % of shortlisted papers studied an actual application to real-life
manufacturing or service industry, while the other 45 % address theoretical prob-
lems with solution procedures tested using random-generated data sets.

The configuration of production system was another pertinent criterion for paper
classification. Manufacturing personnel scheduling problems are often modelled to
ensure that a sufficient number of employees meet daily work requirements several
studies do not specify the system configuration. As a consequence, it was possible
to classify only 26 % of reviewed papers. The most frequently used configurations
correspond to queuing models (12 % of papers). Flow shop and job shop config-
urations are respectively studied in 7 % and 3 % of reviewed papers. Applications
include manufacturing facilities and postal service activities. Moreover,
resource-constrained project scheduling (RCPS)-based models (4 % of papers) are
common in sectors such as construction, as one company is responsible for several
projects.

4 Overview of Further Research Opportunities

Despite the development of extensive studies and production scheduling automa-
tion software, personnel and staff scheduling remains of great interest to both
academics and practitioners. As noted above, this has occurred because unique
company and employee characteristics presuppose the construction of a model with
different conditions and all the more with the gradual inclusion of assumptions that
consider employees as human beings. It is worth highlighting how, in recent years,
social responsibility criteria have been considered by the academic research,
including: heterogeneous labour, fatigue, ergonomic hazards, job training, learning
curves, etc. Although these features further complicate the problem, they are of
relevance to industry.
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In addition, most of the reviewed papers aim to solve tangible issues, suggesting
that organizations are invested in resolving production-scheduling issues in ways
that reconcile employee work- and family-life responsibilities. This benefits the
employee, but it also benefits the company through higher productivity and service
quality [7, 10–12]. This is even more relevant in sectors where high staffing
turnover rates affect profits of businesses that incur constant costs due to hiring,
training, and employee development [3, 17].

From these findings, as noted in [13], a major research question remains
unsolved: what considerations about labour practice social responsibility help to
solve personnel scheduling problems to minimize errors resulting from overlooking
employee variability?

Based on these findings and our literature review analysis, we propose that future
research considers one or more of the factors listed hereafter:

1. Heterogeneous labour with productivity rates that are either stochastic or
deterministic but variable as a function of time, with implicit features such as
learning curves, work monotony, and employee fatigue during work shifts.

2. Aspects of family and social order that affect work employee performance and
cause re-scheduling due to absenteeism.

3. Model evaluation with multiple objectives through which employee satisfaction
and conciliation of work and family life are considered. Some of these con-
siderations have been studied in [13, 17].

4. The development of social welfare programs and evaluations of their effects on
the loyalty, morale, health and productivity of employees; strategic programs
that produce better outcomes for the development of operational level solutions.

5. The development of efficient tools for solving tangible personnel scheduling
problems that considers personnel. These may involve heuristics, meta-
heuristics, or computer simulation models for stochastic process modelling.

5 Concluding Remarks

This paper presented an updated literature review that examines various dimensions
of personnel scheduling with a particular emphasis on issues linked with the
practice of social responsibility. Also, this paper intended to evaluate how these
factors are considered in current scheduling research.

Our review showed that within the context problem features, rather than
objective functions, labour practices that consider unique features that distinguish
employees from other productive resources are accounted for most often. Mixed
Integer Programming (MIP) is the most widely used approach for problem mod-
elling and resolution. Decomposition techniques are also very often employed;
however because of its complexity, these techniques do not guarantee global
optimality for the integrated problem. Likewise, we highlight the development of
heuristic algorithms and the effective application of meta-heuristics such as Particle
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Swarm Optimization (PSO) and evolutionary strategies. Results reported in the
literature show that these procedures outperform other meta-heuristics such as Tabu
Search (which is commonly used to solve related scheduling problems).

Regarding objective functions, the present review shows that while cost and
labour minimization approaches remain the most widely used, additional objectives
seek to maximize employee satisfaction based on their work day, shift, vacation,
workload and stability preferences. In regard of applications, call centres, hospitals,
airport terminals, and postal organizations are most commonly studies as actual
case studies, as well as the manufacturing industry. This is attributable to the fact
that industrial sectors have developed various strategies to face demand changes
(e.g., safety inventory levels, response times), while service sectors seek to mitigate
such changes through strategies of capacity, resulting in coordinated personnel
scheduling.

Overall, the present review shows how academic studies related to quantitative
models elucidate issues of personnel scheduling that involve social considerations
and human factors. Regarding the importance of these criteria in solving this
problem, standard parameters for the inclusion of such issues in the problem for-
mulation are not identified or established due to industry differences and varying
scheduler assessments. However, the classification identifies aspects of social
responsibility in labour practices addressed in the literature.
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Identifying the Requirements for Resilient
Production Control Systems

Rengarajan Srinivasan, Duncan McFarlane and Alan Thorne

Abstract Tighter supply chains create an increasing need for manufacturing
organisations to become more flexible and more able to cope with disruptions
drives the need for resilient production. Further, the interconnected nature of pro-
duction environment and the complexities associated with the adoption of lean and
process automation requires monitoring and control system to have increasing
functionalities. Beyond simple monitoring and control, production systems are
required to analyse information from disparate sources, detect abnormal deviations
and then to react and cope with those deviations in a more effective manner. In this
paper key requirements for resilient production systems are developed by estab-
lishing the links between production disruption and the required resilient capabil-
ities. This then translates into requirements for resilient control and tracking in
production systems.

Keywords Resilient production � Control � Tracking � Disturbance handling

1 Introduction

The complex dynamics associated with manufacturing enterprises requires resilient
properties. Those manufacturing organisations are faced with disruptions ranging
from natural events (such as floods, hurricanes, earthquakes), transportation dis-
ruptions (such as road closures) and internal disruptions (such as quality issues,

R. Srinivasan (&) � D. McFarlane � A. Thorne
Department of Engineering, Cambridge University, CB3 0FS Cambridge, UK
e-mail: rs538@cam.ac.uk

D. McFarlane
e-mail: dm114@cam.ac.uk

A. Thorne
e-mail: ajt@cam.ac.uk

© Springer International Publishing Switzerland 2016
T. Borangiu et al. (eds.), Service Orientation in Holonic and Multi-Agent
Manufacturing, Studies in Computational Intelligence 640,
DOI 10.1007/978-3-319-30337-6_12

125



resource breakdowns, material delivery issues) [1]. The ability to identify, respond
and cope with disruptions is becoming essential for these firms to operate in a
global environment and be competitive at the same time.

The intricate nature of manufacturing systems coupled with interdependent
processes and human interactions are placing additional constraints on management
and control. The dependence of manufacturing systems on automation and their
ability to provide a higher degree of state awareness is important to identify the
onset of disruptions and also to develop resilience strategies [2].

From a manufacturing point of view, the need for resilience arises from the fact
to know the operational status of the systems in real time, to be aware of the state so
as to identify the onset of disruptions. Additionally, there is also the need to
determine or infer from the state, the most appropriate course of action that will
either reduce the impact of disruption or allowing coping with it. Essentially, this
implies manufacturing needs efficient tracking of information and control systems
that can infer from the tracking information to determine/act on the required mit-
igation strategy.

Resilience in general can be defined as the ability of the system to cope with
unexpected changes [2]. For production systems, resilience is closely associated
with robustness, responsiveness and agility. Robustness is the ability of the pro-
duction system to maintain its goal or the desired output in the face of distur-
bances [3]. Responsiveness is defined as the ability of the production system to
respond to disturbances [3]. On the other hand, agility refers to quick and adequate
changes to disturbances.

Despite the clear need for resilient systems in manufacturing, there has been a
lack of understanding of the key requirements that are needed for a resilient pro-
duction control. The key objective is to link disruption analysis to the design of a
resilient production control strategy. Additionally, the proposed approach is
demonstrated in a lab used as an experimental facility.

2 Identifying the Requirements of Resilient Production
System

The need for resilient production system stems from the fact that production
operations are inherently prone to various disturbances and therefore the key
enabler for resiliency is the ability to avoid/survive/recover from disturbances.
Consequently, disturbance identification and their characteristics will influence the
resilience capability requirements, which will then lead to establishing the
resilience strategies and the consequent control and tracking requirements that will
enable the production system to be resilient to the identified disturbances. This
process is illustrated in Fig. 1.

126 R. Srinivasan et al.



2.1 Disturbance Identification

In order to understand the needs of a resilient system, it is essential to develop
deeper understanding of the nature of the disturbances and their associated impact
on production goals. This forms the preliminary step for identifying the require-
ments of resilient production systems. Actual and potential disturbances affecting
the production system need to be considered. The typical disturbances that occur in
manufacturing are [3] upstream disturbances (e.g. material quality, supplier
delivery), internal disturbances (resource breakdowns, quality, operator errors,
material handling errors) and downstream disturbances (demand fluctuations).

2.2 Disturbance Characteristics

The consequences of disturbances and their impact on production system need to be
evaluated. The characteristics of a particular disturbance such as frequency of
occurrence and duration will have varying consequences on the effectiveness of
achieving the production goals. Additionally, the impact of disturbance may be
localised or distributed, and can also propagate through the system [3]. These
disturbance characteristics will have an influence on the requirements of resilient
production control.

The analysis of the various disturbances in the production system will provide a
clear assessment of the current production capacities and flexibilities, while indi-
cating the key areas that lack responsiveness and thus resilience. This will allow
prioritising the main disturbances to be handled by the production system to
become resilient.

Fig. 1 Process for identifying resilience requirements
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2.3 Resilient Capability Requirements

For a production system to be resilient it needs to have the capability to:

• Detect/Diagnose/Assess: Related to disturbance identification.
• Recover/Adapt/Cope: Related to the ability to react/act to mitigate the impact of

disturbance.
• Anticipate/Learn: Related to the ability of predicting the disturbance and learn

from past experiences.

Resilient production system should have the capability to detect the dis-
turbance in a timely manner: In order for the production system to be resilient, it
is essential to detect the occurrence of disturbance in a timely manner, which will
then enable quick response to mitigate or recover. The detectability and recognition
capability require real-time dynamic information related to the production system.
This capability is related to the responsiveness of the system. Additionally, man-
ufacturing operations involving human operators needs right information regarding
the occurrence and type of disturbance at the right time such that the response and
recovery time are minimised.

Resilient production system should have the capability to be flexible and/or
have redundancy: Resilient properties of production systems are generally enabled
through the system flexibility and by having operational redundancy and inventory
redundancy [4]. The redundancy can be incorporated into the production system by
having additional resources, capacity and/or flexible resources [5]. In order to react
or cope with disturbances, the production system should be flexible. The type
flexibility needed will be governed by the nature of disturbance and will in general
include resource, material handling, routing and process flexibilities.

Resilient production system should be adaptable/reconfigurable: In order to
react to changing market dynamics and external demand fluctuations, rapidly
reconfigurable production systems are needed. This requires key capabilities such
as modularity of hardware and software and integrability to add new resources and
future technologies.

2.4 Resilience Strategies

Disturbance analysis and the resilience capability requirements are used to develop
strategies for utilising the underlying response capability in the system to cater for
disturbances. The resilience strategies should align with the following:

• Resilience strategies should be aligned with the phases of disruption. The
resilience phases indicate the timing of implementing the strategy. This implies
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the strategy can be implemented before (avoidance), during (survival) or after
(recovery) the occurrence of disturbance.

• Resilience strategies should determine when and how to utilise the dynamic
capability of the system. This is determines the way in which the inherent
flexibility should be utilised for mitigating the occurrence of disturbances. For
example, this includes determining the buffer sizes and location, and inspection
station locations.

2.5 Track and Trace Requirements

The key requirements for handling disturbances from a tracking perspective are the
need to update the operational status (awareness) and the ability to detect the
occurrence of disturbance.

Tracking system should be able to capture and process information from
various production resources. The need for tracking from a resilience perspective
gives rise to certain characteristics. The tracking system should be able to capture
and sense the data at an aggregate level, relating to the behaviour of a processing
line rather than the individual machines or products [6]. Similarly, the data should
be processed and analysed at higher level by combining information from people,
product and resource [6]. Additionally, the tracking system should be able to
capture event related information rather than raw data. This should allow the
tracking system to have additional functionalities, moving from data logging to
recording event related data.

Tracking system should be able to communicate the required information
for various production resources. The tracking system should be able to manage
the information by communicating the message required to the right entity and also
to store the data in a meaningful manner. Particularly for resilient production
systems, there is a requirement for automatic capture of real time data on uniquely
identified products, providing visibility of operations by associating products with
their current location, condition/status and history [7]. Additionally, it is also
important to capture process parameters, resource data and associate them with
products.

Tracking system should be interoperable. In order to capture data from dis-
parate sources, it is essential to consider existing standards and issues related to
interoperability. Tracking in production set up needs to combine data from physical
resources and control systems; it is thus important to integrate this information in a
seamless manner. Standards on communication and data representation must be
considered.
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2.6 Resilient Control Requirements

The role of production control is to interface with planning and schedule, and to
execute the respective operations based on the schedule. On the other hand, for
resilient production control, it should also determine and/or anticipate deviations
and to make necessary control adjustments accordingly.

Control should be able to communicate real-time information and incor-
porate them in analysis and decision making. There is an inherent need to
capture the information from the control system and communicate that information
to the tracking system and wider business entities. This allows production system to
gain operational visibility for disturbance handling. Additionally, the control system
should be able to incorporate information from disparate sources (through tracking
system) to analyse and act on the information signals.

Control system should be able to infer current state (local and global) and
predict/identify the onset of disturbances. For resilient production systems, it is
essential for the control system to know the operational state for the purpose of
detecting the disturbances. Also, the control system should be able to forewarn or
predict the occurrence of disturbances.

Control should have the ability to react/control for handling or coping with
disturbances. In addition to detecting disturbances, the resilient control system
should dynamically react or cope with disturbances. In this aspect the following
requirements are identified:

Control should be de-centralised: Centralised control will become complex
and difficult to adapt for handling disturbances [8]. Therefore, distributed intelligent
control will be more suitable for resilient production systems. In order to be resi-
lient, the distributed control should be product or resource-based.

– In resource-based architecture, the set of resources is able to allocate jobs
without a centralised support, allowing the system to be flexible and reconfig-
urable [8].

– In product-based architecture, the customer’s order/product drives the produc-
tion process by negotiating with the individual resources. This allows the system
to cope with variations in customers’ preferences and customisation.

Control should be adaptable (self-organising) and utilise dynamic capabil-
ities as needed: In order to cope with disturbances, the control system should be
adaptable and utilise the flexibilities provided by planning, processes, resources and
operational flow. Additionally, the system should be re-configurable and therefore
the control system should be self-organising.
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3 Illustration Using Laboratory Production System

As an example, we consider the production of a gearbox. The gearbox consists of
(a) a metal casing consisting of two parts, top and base; (b) a plastic top cover
(c) gears, which go into the casing. The metal casing is machined by a 5-axis CNC
machine and the plastic covers are made by a vacuum forming machine. The lay of
the production system consists of three cells. Cell 1 is the main manufacturing cell,
where the metal cases and plastic covers are formed. Cell 2 is a sub-assembly cell
which assembles the plastic top with the associated metal top. Cell 3 is the final
assembly cell, where the gears are assembled and fastened, as represented in Fig. 2.

3.1 Disturbance Analysis

The key disturbances that occur in this production systems are

– Part Quality Problem: Due to the variations in the forming process, the plastic
parts have deformity. These variations cause additional re-work and also causes
significant delay in fulfilling customer orders. Additionally, since there were no
buffer stock, any disruption occurring has high impact on the performance of the
production system.

– Material mishandling: Disturbances also occur during material transfer, where
human operators tend to misplace the parts on the trolleys. When the robots starts
the assembling sequence, due to parts in wrong location, different sub-assemblies
are combined together and this again caused delay in final delivery. Furthermore,

Fig. 2 Production layout
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the manual operators moved wrong trolley to workstations, thereby causing
delays in the production schedule.

3.2 Resilience Capability Requirements

• Capability to detect: In order to detect the part quality variations, inspections
stations were added in cell 1 and cell 2. In order to mitigate the wrong delivery
parts and trolley, direct part marking with unique ID’s was added.

• Capability to be flexible: For handling part quality losses, additional buffers are
added in cell 1 and cell 2. The buffer sizes can vary depending on the order
profile and quality losses. To identify parts, the robots have embedded data
matrix reader.

3.3 Resilience Strategies

Inspection information is used to decide whether the part quality is achieved. If the
parts are failed, then buffers are utilised to re-assign parts to orders. Unique ID on
parts helps in associating/disassociating parts to orders. To handle part misplace-
ments, the robot’s data matrix reader are used to read the unique ID before the start
of operations, thereby eliminating the possibility of wrong assembly of products.

3.4 Track and Trace Requirements

• Capture and process information: Inspection information is captured along with
process parameters and is associated with uniquely identified parts. Unique
identification of parts is provided by data matrix and trolley identification is
provided by UHF RFID. Trolley location information is captured at each cell to
identify the location and the trolley type. Data matrix readers capture the unique
ID of each part and are associated with the trolley ID and location.

• Communicate: The tracking system communicates the trolley arrival events at
each cell to the control system. Process parameters and inspection information
are transferred to the tracking system by the control system. The latter will
update the information systems, providing real time visibility of operations and
orders.

• Interoperable: The tracking system using standardised interfaces to communi-
cate with the devices. The Data matrix and RFID readers use standard TCP/IP
messages and the control system communicates via PLC through the network.

132 R. Srinivasan et al.



3.5 Resilience Control Requirements

• Information Handling: Control system analyses the part-id of each part before
proceeding with the operation. Additionally, the control system is transferring
real-time information regarding the status of orders/parts and resources.

• Operational State Awareness: The control system is communicating regularly
with the tracking system before and during operations, thus enabling it to
determine the current state and detect the occurrence of disturbances.

• React/control: Distributed holonic control principle is implemented, where
during quality disturbance the orders dynamically allocate parts through nego-
tiation with other order parts and buffers. Resources also co-operate with
orders/parts to carry out the job sequences.

4 Conclusions

In this paper, we derived the requirements of resilient production systems, by
combining disturbance analysis and resilience capability requirements. The design
of resilient systems needs to broaden existing approaches by incorporating new
thinking, as well as incorporating better human/system interaction and complex
interdependencies of distributed control systems [9]. Integrating new information
gathering and processing techniques with intelligent distributed control systems will
enable resilient production systems that can detect and cope with disturbances in
more dynamic and efficient manner. Further investigations will be conducted to
evaluate the requirements based on extending the case example implementation.
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Requirements Verification Method
for System Engineering Based on a RDF
Logic View

Albéric Cornière, Virginie Fortineau, Thomas Paviot
and Samir Lamouri

Abstract Requirements Engineering (RE) is often seen as a preliminary phase to
design, however in a PLM (Product Life-cycle Management) context its range
widens to the whole life cycle of a product. Verification of requirements is one of
the activities associated with RE, that consist in asserting the actual system com-
plies to the requirements. This verification is usually performed manually, one
requirement at a time, relying on the engineer’s expertise. In order to enable
automatic verification of requirements on large and complex systems, we propose a
semantic model of requirements based on business concepts and modelled with
RDF (Resource Description Framework). This model joins the logical and the
concrete views on the system in a twin network of RDF triples. The application
domain is the nuclear industry.

1 Introduction

Requirement Engineering (henceforth RE) is often considered a preliminary process
to the product life cycle, aimed at formalizing a consistent set of specifications from
the stakeholders goals. The very term “Requirements Engineering” was introduced
by a technical note in the US Defense and Space Systems Group. From the nineties
onwards it became a research field with its own subset of activities related to the RE
process: elicitation, modelling, validation and verification of the requirements set,
and management of the requirements and their traceability [14]. RE is thus
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intimately bound to the semantic representation of the system; the requirements
verification consists in the confrontation of the “logical” view in system engi-
neering (henceforth SE) with the current design in a “product” view.

In a Product Life Cycle Management (PLM) approach, RE has a wider range,
though: it becomes an iterative process involved at each phase in the product life, at
each definition level of the system [2] to specify, dimension, build or maintain a
requirements-compliant system. A first proposal of a generic model for automatic
verification of requirements has already proposed in [6]. This generic model’s
elements themselves represent business objects from the plant [5]. This work’s
issue is modelling the logical view of the system, of its elements, and of their
semantic interactions with requirements, in order to effectively lever the proposed
conceptualisation and to verify requirements automatically. The goal is to propose a
requirements modelling workshop in the information system that allows to SE
engineers to verify compliance to requirements automatically from within a PLM
suite. In this contribution, we propose a model for the “logical” view of the system.
This model relies on defined business concepts and on a representation of
requirements through RDF (Resource Description Framework) triples (see Sect. 3).
As “information is in the relations” [12], the triple (a relation between two given
concepts) is the fundamental element of the proposed paradigm. The second key-
stone to this contribution is a two-parts formalization: on one hand the semantic
business objects (as “patterns”) and on the other hand the concrete data, designated
as “occurrences”. A case study is presented (Sect. 4) to illustrate the match of
requirements defining elements and objects of the system, and to illustrate the
associated verification process. Finally the advantages of the proposed model are
discussed in Sect. 5, as are the semantic and technical perspectives.

2 State of the Art

2.1 Modelling and Verification of Requirements in a SE
Work Flow

Most contributions on RE are either from the software engineering field, or focus on
the activity of requirements elicitation [1, 11]. A complete literature review on the
different methods for elicitation has also been proposed in [8]. Even regarding
requirements on products or services, research on requirements verification has led
to specific algorithms for manual verification methods, one requirement at a time,
generally on the basis of textual statements [3, 13]. Another part of literature is
generally designated as artefact-Based RE and focuses on classifying the require-
ments prior to their verification. Proposed models are thus focused on requirements
management and traceability. However no conceptual formalization is proposed in
these works, which generally settle for textual statements, as is the case for
ISO15288 or in the SysML formalism. For instance, Berkovich et al. [4] notes that a
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limit to the RD-Mod method is the absence of semantic link between the
requirements list (a document) and the functional architecture of the product. Yet, a
necessary condition for automatically verifying the compliance of a product to
requirements is a reliable semantic formalization of the requirements, linked to the
functional and organic system definition, and associated to a generic model. This
work is then not about the elicitation of requirements, which are considered as
input. It does not contribute to the process of requirements management within a
work flow either. This contribution presents a generic model for requirements
elicited beforehand, that allows to automatically verify compliance to a full set of
requirements through reasoning on the logical view of the product, while ensuring
traceability throughout the life cycle of the product. In order to do so, the
requirement model’s genericness, the system representation’s semantic richness,
and the mappings between them are crucial.

2.2 Representation of the System in System Engineering

Expressing of the requirements relies on an abstract view of the system, repre-
senting different granularity levels. Known in SE as a “logical” view of the system,
it complements the “product” view, which consists in a faithful representation of the
actual system. For instance, for a system engineer, a requirement can apply to all
valves in a system while another applies to valves in subsystem of this supply
system. In the logical view then, valves of the system and of the subsystems will be
two different concepts, though actually the physical valve valve328 is both a valve in
the system and its subsystem. To one object in the product view, correspond several
in the logical view. The requirements model must then be relying on a logical
model of the plant. This logical model holds in a same whole a multilevel,
multi-view, abstract representation of a system. In this aspect it essentially consists
in a labelled, directed multi-graph, interconnecting system taxonomies, functions,
components, etc. It must also exhibit a sufficient semantic richness to express any
and all requirements, which is not the case for existing models, most notably for
existing standards [7, 9].

2.3 Constraints Due to Complexity and to the PLM
Approach

Traceability: For the traceability to be reliable in an automated process, the
information associated with a requirement must be readily computable for the
verification process in addition to being usable by the system engineers. In order to
identify and trace what led to this requirement, and in order to automatically verify
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its satisfaction, a rich semantic is needed, that allows a distinction among the
different relations and concepts involved in the definition of requirements.

Automation of the verification process: given the scale and the complexity of the
considered systems, relying on human expertise alone to verify the requirements is
not sufficient. An automatic verification process can resolve a large number of
requirements, saving the engineers expertise for cases where it is most needed.

Atomic requirement verification: the complexity and the scale of a nuclear power
plant induces a potentially arbitrary large, interconnected logical network. The
information needed to verify each requirement must be reduced as much as possible
in order to limit analysed data, and thus to obtain results in an acceptable time
frame.

Reasoning reliability: in the context of nuclear engineering, reliable processes and
results are crucial. Some requirements are related to safety or nuclear security, for
which it is necessary for the verification to be as reliable as possible.

Genericness of the model: a generic model is chosen for requirements, in order to
both use a project-agnostic syntax for requirements definition, and to use a same
algorithm for the verification of any requirement, avoiding to resort to specific
methods and algorithms for different cases.

2.4 Conceptual and Generic Representation
of Requirements for Verification

A conceptual and generic model of requirements for verification has been proposed
and discussed in [5] and is presented on Fig. 1. It holds the concepts involved in a
requirement, but it is not implementable as it is. This conceptualization relies on 5
generic elements: first the circumstantial conditions, in which the requirement
constraints an attribute of a constrained element, which can be a function, a
system or a component. To comply with the requirement, the attribute must be
consistent with a set of admissible values: the criterion. Verification of a
requirement’s satisfaction then consists in the comparison of the actual values of the

Fig. 1 Requirements related classes for automated verification in UML syntax
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attribute to the criterion. To avoid any ambiguity in the lookup for all the con-
strained elements of a given requirement, contextual information are added as the
perimeter of a requirement. For instance “The valves of the cooling system must be
manoeuvrable locally” requires the “valves” as a constrained element to present
the attribute “manoeuvre type” equal to the criterion “local”. It does not concern
every valve in the plant though, only those in its perimeter, “the cooling system”.

3 Modelling Requirements from a Networks
of Occurrences Defined by Semantic “Patterns”

A network data defined as a network of patterns: The defining elements of a
requirement are by essence to be applied on the occurrences (individuals) of the
product view, according to concepts of the logical view. The dataset on which they
rely is then a rich multi-view, multilevel representation: it consists in a network in
which concepts, taxonomies, states of the system, etc. are all represented by net-
work nodes; their relations to one another represent the different business views of
the system. From this diversity of individuals and of their relations comes the
semantic richness needed to match requirements to the elements in the product
view. Chains and sub-graphs of relations in this network act as “patterns” for the
definition of requirements: “the valves of the cooling system” for instance are
matched by the pattern “individual—of type—valve, where individual—is in—
cooling system”.

On Fig. 2, requirement 4 states that function_1 must be achieved in a duration
under 1 h. Two parts of the RDF logical view are clearly visible, with a “data” part
and a part for information and “patterns”. The RDF graph is represented in black.

Fig. 2 Twin graphs representing the conceptual and factual data of the system
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On the left, function_1 has it own duration, while on the right a function “may
have” a duration as a characteristic. The expression of requirement 4 is in red and
has two parts: the constraint “data” i.e. the constrained element—has—attribute
triple, and the pattern specification for attribute—less than—1 h. Finally the ver-
ification in green is the comparison of the actual value from the data side with the
specification. In this example two values from different simulations are considered,
one satisfies the requirement while the other does not.

RDF Syntax: As seen above, the logical view for the system is represented as a
network of relations between individuals. RDF is well suited to declare individuals
and their relations as triples, in the form “item1—relation—item2”, which allows to
represent a directed, labelled multi-graph.

Generic modelling of the requirements from a twin network of triples: The
requirements can be described as RDF triples as well, a first triple in the form
“constrained element—has—attribute” and a second one in the form “attribute—is
within—criterion” being the defining pattern for verification itself. Using RDF as a
mean to map this expected state of the design allows to distinguish within the data
model between the specification and the actual state of affairs, while the capability
to process them together remains. In terms of abstraction level, the requirement is
effectively a bridge from the specification (a conceptual representation) to the
reality of the design or implementation (a specific occurrence of the system).

Method for automatic verification of requirements: Verification occurrences can
then be derived from the requirements definitions as triples, by matching the triples
against sub-views of the logical view (i.e. views that consider only the relations
“has” from a concept to an attribute, and “is within” from an attribute to a criterion).
This generic “inspector” consists in a simple comparison and traceability meta-data:
one is created and run for each of the occurrences in the product view that match the
constrained element defining pattern. Their individual and aggregated results in turn
determine global satisfaction of the (conceptual) requirement as a whole.

4 Case Study

The case study is a work in progress drawn from the field of nuclear plants engi-
neering, a field characterised by systems of a great complexity and of a large scale.
Semantic elements necessary to the representation of a nuclear plant are several
billions, not counting the abstract objects for instance representing system groups of
phases of life. Also, the complexity of a nuclear installation arises from the multiple
non-trivial interactions of its elements, tangibly in the involved physical processes,
as well as in the data model representing them. By this two respects, nuclear
engineering is representative of complex, large-scale system engineering. Consider
a requirement from this application case (illustrated in Fig. 2), “Safety functions
must be performed in less than an hour”. To model this requirement, we use the
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defining elements presented in 1. It constraints the attribute “duration time” of its
constrained element “safety function” in its perimeter: the “plant” to be inferior to
“one hour”, its criterion. Triples representing this requirement in the conceptual
domain reflect these elements: A first triple of concepts denotes the constrained
element and its attribute: “safety function—has—duration time”, and another triple
references the specification with “duration time—less than—one hour”. On the
data side of the graph, as soon as an individual is referenced as a safety function
(through the ‘is_a’ relationship from this data occurrence to the safety function
concept), an occurrence for the requirement is created and the triple “Occ_ReqN—
constraints—Function_1” is created. Occ_ReqN is the entry point for the verifi-
cation algorithm, which reports failure if Function_1 does not have a duration time
attribute, or if it’s out of admissible range. In turn, the ReqN individual in the
concepts database reports failure along with the faulty occurrence, if any of the
occurrences derived from it report failure. Every verification is made separately on
data of each constrained element for traceability. In essence, verification itself
consists in the creation of a requirement verification occurrence for each con-
strained element, which is an entry point for a comparison of this element attribute
to the requirement’s.

5 Discussion and Perspectives

The model and methods proposed in this contribution have limits to take into
account. First and foremost they rely on a consistent semantic representation of the
actual data to verify. It can be problematic, if possible at all, to retrieve these data
into the logical view if they are created or altered in specific environments, such as
specialized CAD software. This interoperability problem has been treated and
discussed in [10]. Overcoming this issue can be done with semantic mappings
between the global logical view and the various product views. Such mapping
demands reasoning capabilities, as presented in the perspectives below. The vast
and thorough logical view also raises an issue related to scale: as the system’s data
grows in number of relation, the complexity of the mapping with patterns grows
exponentially, potentially leading to arbitrary long processing. As of this contri-
bution no assumptions were made on the structure of the logical network; which
may present properties that could be used to optimize processing on the network for
allocation. The perimeter is another possible mitigation of the scale. As for the
verification itself, as the verification model being both light and generic [6], it can
be processed in batches efficiently. The model and the methods described in this
model being based on a formalism designed for data exchange and storage, using it
not only across the life cycle of the product, but also from a project to a following
one in the same family of products, is a foreseeable perspective. Storing require-
ments templates in the knowledge base could allow to generate conceptual
requirements from the knowledge and rules contained in it—possibly through rules
application. Reasoning directly on the “patterns” and product network directly is
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not trivial, not only due to the size of the graph, but mainly because of its com-
plexity and the variety of rules that need to be applied on it to make it consistent.
e.g. transitivity of the system—has—subsystem relationship has to be performed. In
practice, completion of the information requires many additions to the network.
Ontologies can be leveraged, taking benefit from their reasoning capabilities and
support of SWRL rules to explicit the implicit part of information, prior to gen-
erating a more complete RDF graph of individuals.

6 Conclusion

In this study, we propose a semantic representation of knowledge associated with a
system’s design and of its definition data. The first contribution of this model is the
representation of data and knowledge in a generic by design, labelled directed graph
constructed with RDF triples. The second contribution of this model is the twin
formalization of this graph allowing to separate specification from system data. The
proposed models can be used as an information source for automatic requirements
verification, as well as a definition for requirements template and type patterns for
system elements.
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Approaching Industrial Sustainability
Investments in Resource Efficiency
Through Agent-Based Simulation

F. Tonelli, G. Fadiran, M. Raberto and S. Cincotti

Abstract To develop more sustainable industrial systems industrialists and policy
makers need to better understand how to respond to economic, environmental, and
social challenges and transform industrial behaviour by leveraging appropriate
industrial technology investments to reshape the current manufacturing value chain.
Investments have to be collected on the private as well as public sides taking into
account the stakeholders’ macro-economic framework. Since aggregate mathe-
matical models, assuming informed, rational behaviour leading to equilibrium
conditions cannot catch the resulting complexity, an agent-based modelling and
simulation approach is proposed to investigate policies to support investments in
resource efficiency. The EURACE agent-based framework has been adopted and
modified by coupling the environmental sector with other established macroeco-
nomic dimensions. The findings of this research establish the potential and capa-
bility of the proposed approach for investigating policies for sustainability transition
analysis and evaluation.

Keywords Industrial sustainability � Resource efficiency investments �
Economics � Agent based model

1 Industrial Sustainability and Resource Efficiency
Investments

The modern global industrial system has delivered major benefits in wealth cre-
ation, technological advancement, and enhanced well-being in many aspects of
human life. However, industry is estimated to be responsible for some 30 % of the
greenhouse gases (GHG) in industrialized countries and is a major consumer of
primary resources [1], and resource scarcity and resultant price and supply issues
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require new strategies and innovation at different levels [2]. Although some
progress towards sustainability has been achieved (i.e. eco-efficiency, cleaner
production, recycling initiatives, and extended producer responsibility directives),
overall sustainability at the macro-level has not improved. Similarly, despite
impressive improvements in material productivity and energy efficiency in many
industry sectors, overall energy and material throughput continues to rise. Even in
the instance where an industrial firm-level innovation seems to be highly effective,
the system-level effectiveness of most currently proposed models on the current
manufacturing value chain is largely unproven, and the long-run implications for
sustainability are poorly understood even because of lack in measuring these effects
[3] or supporting decision making [4]. To develop more sustainable industrial
systems industrialists and policy makers need to better understand how to respond
to economic, environmental, and social challenges and transform industrial beha-
viour accordingly by leveraging appropriate industrial technology investments to
reshaping the current manufacturing value chain. Investments have to be collected
on the private as well as public sides taking into account the stakeholders’
macro-economic framework. In order to identify effective incentives and enablers to
leverage, at least partially, financial capital investments into sustainability, the
dynamic interactions between financial capital, natural resources and technology
have to be analysed in their interdependences, increasing the overall complexity.
Several articles have focused attention on attaining successful levels of sustain-
ability with resource efficiency coupled with minimal impact on governments,
firms, households, research and public players, such as Meyer et al. [5], Behrens
et al. [6], Millok et al. [7], and Söderholm [8] as summarized in Table 1.

Table 1 Main stakeholders’ options towards industrial sustainability transition

Government Firm Households Research and public

Material tax
Energy tax
Sales tax
Profit tax
Subsidy in
low pollution
technologies

Capital and consumption
goods production
Natural resources-material
mining
Resource efficiency (material
and energy)
Product development (i.e. DfX,
eco-design)
Production technology
investments (i.e. cleaner
production, pollution
prevention)
Pricing
Cost-savings valuation and
accounting
Competition and sales

Consumption goods
choice option
Price change
decisions
Long lasting,
modular and
updatable products
preference
End-of-life conscious
management

Sustainable
scenarios and case
studies analysis
Environmental
regulations
Sustainability and
waste measurements
Attainable reduction
targets setting
Economic versus
industrial modelling
Policy tests and
guidance
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2 Why Agent-Based Model and Simulation Approach?

Agent-based modelling (ABM) has gained prominence through new insights on the
limitations of traditional assumptions and approaches, as well as computational
advances that permit better modelling and analysis of complex systems and par-
ticularly in the sustainability domain [9]. Agent-based models in the industrial
sustainability field are emerging and various authors have identified the potential
value and effectiveness and advocated such simulation approaches. Bousquet et al.
[10] provide a review of multi-agent simulations and ecosystem management,
Trentesaux and Giret [11] the adoption of manufacturing holons towards sustain-
able manufacturing operations control. Monostori et al. demonstrated the possibility
of ABM integrating manufacturing sustainability through multi-agent systems [12]
while Davis et al. used ABM integrated with a life cycle assessment to investigate
effects of energy based infrastructure system on its environment [13]. Yang et al.
used an agent-based simulation approach to investigate economic sustainability to
evaluate waste-to-material recovery system [14]. Typically, such works have
focused on specific environmental issues such as carbon, or waste, and generally
this is modelled at the individual firm level. Cao et al. demonstrated agent inter-
actions between the factory, consumers and the environment focusing on eco
industrial parks [15]. The findings of this research established the potential and
capability of ABM for investigating decision options for optimal eco-industrial
systems in both ‘open-loop’ and ‘closed-loop’ structures/systems.

In summary, ABM is an interesting emerging field that seems to have significant
potential for exploring the complex issues of transitions towards industrial sus-
tainability at system level. Applied to the next generation of industrial systems and
manufacturing value chains, such models have the potential to give industrialists a
needed test-bed for safe, low-cost management and policy experiments.

The reported research aims at using agent-based modelling to simulate the
dynamic models of the capital investment in technological investments for pro-
moting industrial sustainability. The dynamic model adopted is the EURACE
agent-based framework [16–18], a platform demonstrating the potential for mod-
elling of large complex systems with many thousands of heterogeneous agents.
The EURACE platform has been modified by coupling the environmental sector
with other established macroeconomic dimensions, by integrating material input,
resource efficiency and environmental policy considering explicitly the extracting
and manufacturing phases.

3 Developed Model and Assumptions

Eurace is an agent-based macroeconomic model and simulator, which is under
development since 2006 thanks to the funding of two different European projects.
In the original version, Eurace agent population is characterized by different types
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of agents: households, which act as workers, consumers and financial investors;
consumption goods producers (CGPs), henceforth firms, producing a homogenous
consumption goods; a capital goods producer; commercial banks and two policy
makers agents, namely a government and a central bank, which are in charge of
fiscal and monetary policy, respectively. Agents interact through different markets
where consumption and capital goods, labour and credit are exchanged in a
decentralized setting with disperse prices set by suppliers and based on costs.
Agents’ behaviour is modelled as myopic and characterized by limited information,
scarce computational capabilities and adaptive expectations. For instance, CGPs are
characterized by a short-term profit objective and make production and investment
plans where expected future revenues are based on backward-looking expectations
determined by past sales and prices. In particular, production plans depend on past
sales and the inventory stock, along the lines of the inventory management litera-
ture, while sale prices are determined by a mark-up on costs (wages and debt
interests). Investment plans depend on the cost of capital goods and the present
value of the additional foreseen revenues, but are limited by both by internal and
external financing capabilities.1 Households set the consumption budget out of their
income following a wealth to income target ratio, according to the theory of
buffer-stock saving [20]. Savings can be allocated in stocks (i.e. the claims on
firms/banks equity and future dividends) and government bonds, which are traded
in a centralized Walrasian financial market. Banks have the function to provide
short-term loans to firms at an interest rate determined by the cost of central bank
loans, i.e. the policy rate, plus a mark-up. It is worth noting that, in line with the
working of the banking system in a modern capitalist economy [21], banks lending
is not limited by the available liquidity and, whenever a bank grants a loan, a
corresponding deposit, entitled to the borrower, is created on the liability side of the
bank’s balance sheet. Bank lending is however limited by a Basel II-like capital
requirement rule; in this respect, each bank assesses the loan risk by considering the
financial leverage of the prospective borrower before deciding about a loan request.

In order to address the issue of industrial sustainability, the Eurace model has
been enriched with the following features:

1. Beside labour and capital, raw materials are a new required input of production
for CGPs, whose production technology is now characterized by two nested
production functions, namely, a Leontief with two inputs, raw materials on one
side and, on the on the other side, labour and capital, which are coupled
according to the usual Cobb-Douglas technology. Therefore, differently form
labour and capital, raw materials are a non-substitutable production factor. The
amount of raw materials necessary to produce 1 unit of consumption goods is
called resource intensity, while its inverse is the resource efficiency. Resource
intensity/efficiency is heterogeneous across CGPs and decreases (increases) over
time according to the vintage of capital goods of any CGP.

1The pecking order theory [19] is adopted to determine a hierarchy of financial sources for the firm.
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2. A new agent, called “mining company”, which extracts raw materials to be sold
to CGPs. We assume for simplicity that the raw materials price is exogenously
given and that there are no extractions costs. Therefore, revenues and profits of
the mining company coincide. Profits are paid out as dividends to the mining
company’s shareholders, which can be partially or totally the households pop-
ulating the Eurace economy. Raw materials costs can therefore be “recycled”
partially or totally back into the Eurace economy.

3. Capital goods are characterized by a resource efficiency parameter whose value
depends on the time capital goods are produced and delivered to CGPs. In
particular, the parameter’s value increases according to an exogenously given
yearly growth rate IR. The vintages of capital goods owned by each CGP set
their resource efficiency.

4. The government levies a new tax, called environmental or material tax, which is
applied to each CGP and computed as a percentage of the value of the raw
materials input. A the same time, the government subsidizes CGP’s investments
by rebating a percentage of their capital goods expenses, up to the amount of
environmental taxes paid (restricted case—S1) or without limitations (unre-
stricted case—S3),

5. Increasing resource efficiency and its related saving in raw materials costs and
environmental taxes as well as subsidies are taken into account by CGPs in their
net present value calculation to decide investments in new capital goods.

4 Simulations Validation, Results, and Discussion

This section provides views from simulation experiments through a set of snapshots
of revenue recycling effects and efficiency investment decisions with consideration
of environmental tax and subsidy. The research deals with subsidy receipts on
capital costs for environmental tax paying firms only at 9 environmental tax levels
on raw material/production input (only one level will be reported on this paper
version while for the complete experimental set can be accessed at the following
dropbox link2). The experimental simulation is carried out over a sample period of
20 years (240 months).

Figures 1, 2 and 3 compare two levels of recycled percentage of mining com-
pany’s earnings to revenue into Eurace economy, to which 100 % (ER1) produced
better results over 50 % (ER05). For a simpler representation, the figures are only
produced for one selected environmental tax rate of 2.5 %, in reference to one
subsidy percentage (5 % restricted-S1 while the unrestricted-S3 has not been
reported) and efficiency dynamics (IR0 and IR2).

Results show that the higher the recycled earnings, the better the system is.
Increase in material consumption, GDP and employment levels are observed in

2https://www.dropbox.com/sh/e052vgaix6a1x87/AADjTOSe0oRe4vcuoHcyKxCQa?dl=0.
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both efficiency dynamics. That is, with or without efficiency investment gains, the
system improves with increasing recycled earnings.

For further validation of efficiency investment dynamics and distinguished dif-
ference, the next section focuses more on 20 years averaged performance of 9
environmental tax levels between efficiency investment decisions (partial results
presented because of space limitations3).

For observations, Figs. 3, 4, 5, 6 and 7 display trends between the old (IR0) and
new efficiency investment gains (IR2) system. A target level of 2 % annual effi-
ciency gains was used in relation to an observed average annual resource pro-
ductivity growth rate for EU27 members. This is focused on the case of 100 %
recycled earnings, in reference to the best validated performance (see Figs. 1 and 2).
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From the figures, it is evident that systems with efficiency investments produced
higher material consumption. Figure 4 shows the inverse proportion of waste
emission levels which are higher under efficiency gain systems due to suspected
rebound effects of higher material consumptions. On the positive side, Fig. 4 shows
the reduced margin in waste levels between inefficiency system (IR0) and efficiency
gain system (IR2), indicating an improvement in waste gap release. Furthermore the
critical decline in material (Fig. 3) and waste levels (Fig. 4) at higher material tax
rates indicates the powerful effect of environmental policy tool for reducing con-
sumption of a targeted good, but on the verge of drop in employment (Fig. 6) and
GDP (Fig. 7).
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For intensity, the lower the value the better the system, although lower values
may sometimes indicate a presence of poor economic performance. Concerning
intensity, efficiency system gain produces mostly lower trends at all levels, sug-
gesting a better overall system (Fig. 5). Generally the introduction of subsidy
payments proves to be effective with minimizing shock effects.

Fig. 5 Intensity levels (IR0 vs. IR2)
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Finally, a presence of tax shift is observed as government adjusts general tax in
response to different environmental tax levels and subsidy. A similar finding was
observed in [22] since material and GDP levels may increase following events of
material tax levies or may be due to environmental tax impact on firm production
and competition levels, as debated by Conrad, that higher environmental taxes may
reduce output significantly and weaken the job creation market, and thereby enforce
firms to engage in abatement investments and input subsidies [23].

5 Conclusions

The paper contributes to agent based modelling towards sustainability transition;
simulations confirm that environmental tax acts as another source of revenue,
reduction of material consumption and environmental policy. Results from a
comparison of IR0 versus IR2 are provided in Table 2. Summarizing, environ-
mental taxes alone are not the best way for attaining selective sustainability, but
rather, in combination with incentive packages for firms to invest in efficient pro-
duction techniques, as both the Government and the Industry key players in
achieving sustainability goals. Evidently, firm and government actions may harm
sustainability transition when adopted without proper monitoring and regulation
programs. The paper also shows notable shortcoming related to study approach by
using an open-loop framework. As this initial study focuses only on efficiency
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comparison, the next stage will consider a better focus on subsidy method com-
parison and impact trend. Other considerable future features include introduction of
recyclable product and multiple material input options.
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Increasing Dependability by Agent-Based
Model-Checking During Run-Time

Sebastian Rehberger, Thomas Aicher and Birgit Vogel-Heuser

Abstract Agent-oriented software engineering (AOSE) is a paradigm for dis-
tributing intelligent control mechanisms (ICM) within an automated production
system (aPS). Benefits resulting from AOSE have been surveyed in many appli-
cations as route-finding, plug-and-produce techniques and also in the control of
Smart Grids. To ensure safe functionalities, i.e. dependability or uptime, of dis-
tributed technical systems for instance by conducting simulation, virtual commis-
sioning, the execution of test cases and model-checking are commonly investigated
in aPS during the design phase. In this paper we analyze an automatic diagnostic
method to increase dependability by using model-checking during run-time, based
on discretized models of the mechanical plant as well as models of the PLC soft-
ware. Consequently the algorithm is incorporated into a software agent and logi-
cally coupled to a particular aPS module. Thus, the dependability for introducing
novel product types, which have not been involved in the design process, could be
increased. The evaluation of our approach is shown at a small lab-scale production
system by searching for counter-examples of combinations with control actions and
work piece (WP) types with modified mass, that may lead to a production halt.
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1 Introduction

In recent years the introduction of techniques described as cyber-physical systems
(CPS) became quite common. One of the main contributions of such systems is to
increase autonomous behaviour of automated production systems (aPS). These
systems are divided into modules containing mechanics, electrical/electronic and
involve local intelligence by a distributed control. Dependability is still a major
factor for ensuring uptime and preventing unplanned production interruptions. To
increase flexibility of an aPS, new design paradigms, e.g. agent-based
software-engineering (AOSE) or service-oriented architectures (SOA) were devel-
oped. The main goal is to avoid disadvantages of monolithic control architectures
by locating the intelligent control algorithms logically or physically at distributed
aPS modules. To accelerate the implementation of novel technologies in industry,
verification methods such as model-checking, to ensure safe functionality, e.g.
dependability, of the control software, its hardware and the controlled plant, are
required. The goal of formal verification by model-checking is to ensure that the
system’s discrete states and its concurrences with the controller’s states will never
lead to a fault or potential damaging combination.

For application of model-checking during the design process, the boundaries for
the discrete behaviour of the plant are defined. In order to use automation modules
in a long term, model checking must be re-applied in a manner involving the
adaption of the plant and further proving whether the defined specifications still
hold. In this paper we approach this circumstance by applying model-checking
online at run-time, based on a proactive propagation of the new product properties
by an agent. The paper is structured as follows: First we will give a state-of-the-art
of the application of model-checking in the automation domain and further basics of
AOSE in Sect. 2. Then we introduce our concept of conducting model-checking
within an agent during run-time in Sect. 3. Consequently we evaluate the concept
on a lab plant by introduction of a new work piece (WP) type during operation.
Finally we formulate a conclusion about the outcomes and an outlook about future
research intentions.

2 State of the Art

2.1 Model-Checking

The idea of formal verification was originally based on finding a deductive math-
ematical proof of a software construct in regard to a specification formulated with
temporal logic [1]. However theorem proofing is done manually and not applicable
on large complex software programs, as implemented in programmable logic
controllers (PLC) of aPS today. Therefore model-checking as an automatic and
algorithmic search method has been introduced by Clarke, Emerson and Sifikais in
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the early 1980s. Since the 1990s model checking is also subject in automation
science to enable formal verification for aPS.

Algorithmic approaches to verify hybrid systems containing discrete and con-
tinuous information about the aPS were developed by Silva et al. [2] and Stursburg
et al. [3]. Hence, complex continuous models, which possess an infinite number of
states, are firstly approximated by many small sub-models and subsequently dis-
cretized. Further approaches focused on model checking employing a probabilistic
model for abstraction of networked automated systems were developed by
Greifeneder and Frey [4] and Greifeneder et al. [5]. A comparison of the strengths
and weaknesses of simulative and formal methods for the analysis of response time
was also examined [6]. As conclusion, both methods have their own specific
characteristics and are not equally well-suitable depending upon the aim of the
analysis.

Focusing on verification of the PLC program code of aPS without considering
the plant behaviour as part of the system was examined by Schlich and Kowalewski
[7], Biallas et al. [8] and Kowalewski et al. [9] based on over-approximation.
Further Kowalewski et al. implemented two optimizations to deal with the state
space explosion problem [8]. Expanding this approach by integrating the aPS itself,
or separating the whole control system into small sub-systems (e.g. agents) was not
considered yet.

The necessity of integrating the plant model for model-checking of logic con-
trollers focused on untimed properties was presented by Santiago and Faure [10]
and Machado et al. [11]. Therein, the verification results obtained by the lack of a
plant model, by usage of a simple plant model or usage of a detailed model, were
compared. Faure et al. showed that only a detailed model of the plant is able to
verify every defined property, by combining simulative and formal methods, to
enable model-checking approaches to verify even complex aPS with continuous
behaviour.

2.2 Agent-Based Software Engineering in Industrial
Automation

One approach to modularize and distribute control in industrial automation is
surveyed with the usage of intelligent agents, building a multi-agent system
(MAS) [12, 13]. The definition of such agents and its communication is often based
on the FIPA1 standard for physical agents [14]. The current research on agents is
largely conducted in manufacturing automation (cp. survey [15]) as well as in smart
grid applications. These developments are concentrating to increase flexibility,
efficiency (e.g. energy consumption) and fault-tolerance during operation execution

1Standards for interoperability among software agent platforms (FIPA), http://www.fipa.org,
retrieved on 8/17/2015.
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[16]. The design paradigm of MAS in industrial control assigns an agent a specific
perception (e.g. the sensor data) and an associated action space in which it carries
out tasks and manipulates the modules actuation.

Commonly the MAS is divided into a resource agent for a production module
and a product agent for a WP. The decisions in the MAS lead to solving a given
production request by allocating the tasks to the agent classes and therefore to
dynamically generate a production schedule during run-time. The description of the
capabilities and the technical process for manufacturing the WP is stored within the
agent’s knowledge-base and the exchange with other agents is conducted by
employing a common ontology to enable message encoding/decoding. Decision
making of an agent can be divided into two steps: deliberation and reasoning for
deriving a plan for future execution [17]. Above the sheer possibility to offer a
production step, it is not ensured that the action may be carried out without failure.
However this is undertaken by reasoning and further poses a crucial step towards
estimating the processing of a new WP type.

3 Concept for Agent-Based Model-Checking During
Run-Time

To enable an aPS to produce a WP, which was not considered during the design, a
concept for model checking at run-time based on MAS is presented. Hence, aPS is
partitioned into modules, e.g. a handling or processing station, connected by
logistic connections, e.g. belt drives. Regarding its flexibility, it is assumed that the
WP’s specifications are varying in parameters such as dimensions or weight, but not
in its magnitude and general structure. In the scenario of a cyber-physical pro-
duction system (CPPS), the request for a new product has to be considered for
production in more than one plant and consequently the decision must take per-
formance and safety indicators into account. In our case we realize this control by
the multi agent paradigm. Two different kinds of agents are incorporated in our
approach: first the product agent, generating a request for a new product in the form
of a specification; secondly the resource agent in form of the entity, carrying out the
production process. A redundant existence of functionalities in form of resources
opens the solution space for a flexible behaviour of the plant.

In case of an unknown product request, a module must ensure safety and fea-
sibility for production process execution. Consequently the agents need to carry a
knowledge base about their environment and the modules respective their physical
behaviour.

The model-checking mechanism is triggered after a deliberation process that
determines which resource agents are compatible with the certain product steps of
the product. The transformation of control software, e.g. PLC code, and semicon-
ductor hardware architecture into a representation for model-checking is not
focused here, since advances have already been conducted in this field in the last
decade [18–20]. More importantly the behaviour of the plant must be derived in
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form of a discrete state-model, e.g. a finite state-machine (FSM), by a manual
modelling process.

In the current state-of-the-art it has been shown that continuous models (e.g.
state-space, derived by ODE’s) may be discretized automatically, but the burden of
choosing a feasible discretization step while obtaining correct behaviour has to be
resolved. In our approach no automatic discretization step is chosen, rather a FSM
with parameterized and time-dependent state transitions is derived and automatically
trained by a physical and continuous model. The states of the model represent an
abstraction to discrete physical conditions of the component, while reducing the
number of states by neglecting transitional states that have no influence on a certain
failure mode in the system.

The model-checking process executes an algorithmic exhaustive search through
the state-space of the concurrent control and plant model. Both are described with
discrete states and conditional behaviour. If the concurrent execution of the models
contradicts the specification, the model checker returns the respective
state-combination as a counter-example. Generally the counter-example supports
the search for a cause in the models faulty behaviour (e.g. state-transitions).
Figure 1 presents a sequence diagram showing two resource agents which offer a
production step. One conducts to switch the control to a fail-safe mechanism and
restart the model-checking. After it would return without error, the production
request can be offered to the product agent with an alternative offer.
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product
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checking

Formulate
counter-
example

Execute

Time out

Decision 
horizon

Solution B
available

Offer

B directly
feasible

A feasible
with fail-safe 
strategy

response Check
passed

Check
failed

Alternative A
available

Fig. 1 Sequence diagram for model-checking triggered by a new product specification
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4 Evaluation

For evaluation of the concept, a Pick and Place Unit (PPU) for handling cylindrical
work pieces of different colours (white, black) and materials (plastic, metal) is used.
Considering typical evolution scenarios of aPS’, separated into sequential and
parallel evolution, 16 scenarios based on the PPU were developed [21]. In the last
evolution scenario the PPU contains the mechatronic modules separator, conveyor
and stamp. For transportation of the WPs, an electric driven crane with a vacuum
gripper is located between these modules.

To maximize the throughput of WPs transported by the crane, the acceleration
and deceleration distances of the crane have to be optimized as short as possible,
which increases the inert force on the WPs. Consequently WPs are oscillating
shortly after the crane has stopped at the target area. Hence, based on the oscillation,
WPs may be dropped beside the storage area, if the crane moves down directly after
it has stopped. A sectional drawing of an oscillating WP at the storage area using an
arbitrary set of parameters is shown in Fig. 2. Therein the y-axis is separated into
three parts: around zero, positive and negative, which describes the position of the
WP being above, right or left of the storage area, respectively.

storage
area

WP

gripper

Fig. 2 Comparison of continuous and discrete oscillating WPs depending on their weight (m1 and
m2) with an arbitrary set of parameters
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To approximate this complex and continuous physical mechanism containing
infinite positions of the WP, an approach to describe the position of the WP using
only three states was developed: directly over the storage area (“middle”), right of
the storage area (“right”), and left of the storage area (“left”) (cp. Fig. 3).

Intending to drop down the WP on the storage area, it has to be in state “middle”
once the crane is retracted. Considering Fig. 2, there is only one short time range
from 0.2 to 0.41 s, where this condition is met while the WP oscillates. In this
example case, there is no maximization in throughput, WPs can be dropped down
safely after 0.8 s, since the amplitude of the oscillation is too low to leave state I
at anytime in the future.

After the transformation of the continuous model into two concurrent finite state
machines, containing three states for horizontal and two for vertical movement,
verification via model checking was applied.

Hence, the approximated model considered in Fig. 3 was implemented into the
tool MATLAB/Simulink2 Stateflow.

To verify whether the crane dropped down the WP correctly, the model needs
two parameters describing the high and the retracting speed of the crane as well as
the durations of the horizontal states. These values are pre-calculated by the con-
tinuous model running prior to Stateflow and are stored in the 1xk array
Matrix_State. Depending on the parameter values and the number k of elements in
the array, the approximated model returns the position of the WP, i.e. right, left or
on the storage area. The number of transitions which are performed to determine the
position of the WP are equal to the number of columns k of the array.

up

down

left
en: i++;

middle
en: i++;

Right
en: i++;

[Matrix_State[i] >= x]

[Matrix_State[i] >= x]

[Matrix_State[i] >= x]

[Matrix_State[i] >= x]

[ i == i_end ] [ i == i_end ]

[ i == i_end ]

[vmove >= y][vmove >= y]

C1

C2 C3T2
T1

Fig. 3 Finite state machines for vertical (left) and horizontal (right) movement processes with
clocks x and y

2http://www.mathworks.com, retrieved on 2/19/2016.
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The resulting model checking problem can be compared to a proof for mutual
exclusion. The problem formulated in computation tree logic (CTL) is written as EF(f)
with f = (C1 && C2) ǁ (C1 && C3). This describes, that the model checker should
search if EF(f) holds for the processes of vertical and horizontal movement to not enter
the critical process C1–3 at the same time, meaning not to clamp or to drop the WP
besides the drop zone. Considering the oscillation frequency of the crane, which does
not depend on themass of theWP, the verification results are also valid forWP, which
mass is comparable to the verified mass (see Fig. 3 cross marked line). To transport
WPs containing a high differencemass by the crane, further verification runs including
pre-calculations by the continuous model are essential. Based on the low number of
states, which are necessary to verify this mechanical phenomenon, run-time verifi-
cations in control systems, i.e. agents, are feasible.

5 Conclusion and Outlook

In this paper we demonstrated a concept to perform model-checking of an
automation module during run-time, based on the integration into the resource
agent of MAS. As requirement for this approach a model of the production resource
by formulating its logical process steps into a discrete model (e.g. a FSM) has to be
designed. To demonstrate the benefits and results, we applied the introduced
agent-based approach to a pneumatic crane of a pick-and-place unit.

A demonstration on the real plant showed that a variation in product specifi-
cation, i.e. mass, with standard control software resulted in oscillations of the
product during handling. These oscillations resulted in clamping and therefore
triggered a production fault. After applying the novel approach, the error was
detected by the resource agent through model-checking and was communicated to
the product agent a priori.

In the future we will focus our work on deriving models of the plant for clas-
sifying reasonable levels of abstractions of respective failure types. Further we will
re-apply the method on all modules of the PPU and extend the process with
redundant production resources to observe the behaviour with n model-checking
agents in total. Further we will analyse the benefits of counter-examples and how to
derive self-healing measures for the agent’s action space. This would allow the
agent to adapt the control logic during run-time to sustain production under varying
product parameters and thus lead to a higher dependability of the complete aPS.

Acknowledgment We thank the German Research Foundation (DFG) for funding this project as
part of the Priority Programme SPP 1593: Design for Future—Managed Software Evolution.
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A Synchronous CNP-Based Coordination
Mechanism for Holonic Manufacturing
Systems

Doru Panescu and Carlos Pascal

Abstract Our paper presents a new holonic coordination approach, which can be
useful for the difficult case when more holons try to assign common resources. It is
based on the Contract Net Protocol and this is combined with synchronous back-
tracking. The coordination scheme also implies an a priori established hierarchy of
manager holons. The proposed method ensures a safe operation and was evaluated
on a manufacturing scenario with four robots.

Keywords CNP � Holonic system � Coordination � Robotized system

1 Introduction

Holonic manufacturing systems (HMSs) belong to architectures that can be a step in
the change from the centralized control to adaptable, decentralized approaches [1,
2]. HMSs still have a reduced deployment, to be explained through the coordination
mechanisms that can be unsafe. This paper presents the first stage of a research for
obtaining sound holonic coordination. While maintaining the distributed part of a
holonic scheme, it can be a right idea to organize coordination so that to avoid
nondeterministic behaviours and wrong results. Our proposal is to keep the struc-
ture of holonic architectures—like in PROSA [3] or HAPBA [4], and do coordi-
nation in a synchronous, hierarchical manner. Based on our previous research [2],
we take into account the Contract Net Protocol (CNP) [5], for the case close to
reality, i.e. when more managers try to solve their goals in the same time, using
common resources. An inspiration point was the Distributed Constraint Satisfaction
Problem (DisCSP), a method that can be used for holons’ coordination, too [6].
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Literature shows more adaptations of CNP [2, 7, 8]; even so, to the best of our
knowledge there is no scheme to use a synchronous, hierarchical coordination of
agents.

2 A Synchronous Holonic Coordination Scheme

2.1 Hypotheses of the Proposed Coordination Protocol

Before detailing the new coordination scheme, the used assumptions are presented.

• If the HMS operation involves a single manager holon, then the system func-
tions according to the normal CNP.

• When more managers operate, there is an a priori established hierarchy between
them; this means there is a manager having the most important tasks to solve,
which consequently has the highest priority, and so on, until the less important
manager that has the lowest priority. This hierarchy is decided at a certain
instant, supposing that all manufacturing commands are known at that time.
Orders that are received during negotiation will be considered in the next
deliberation phase. The way managers create holarchies for their goals’ solving
is a distributed one, according to the negotiation carried out with resource
holons.

• Each manager knows which is its successor and predecessor, respectively.
• Any manager (an order holon or product holon) may have to solve one or more

tasks; these are goals for resource holons, which have the role of contractors in
CNP. The pairing between managers’ goals and contractors’ is so that the case
when a contractor becomes manager is excluded (it is supposed that any goal is
to be solved by a single contractor). Thus, the set of managers is a priori known
and not modified during the coordination process. In what follows we call a
manager’s assignment the pairing established between its goals and contractors.

• Managers communicate among themselves with two types of messages as in
DisCSP; these messages are adapted to the specific of CNP. We use Ok and
Ng_Ok messages. An Ok message is sent from a manager to its successor to
announce the contractors being used by itself and its predecessors. Each man-
ager appends or updates the received Ok message with its own assignment. As
Ok message are used to also announce the result after a backtracking process,
there are two types of Ok messages: positive (labelled Ok+) and negative (Ok−).
A Ng_Ok message is issued when an agent cannot solve a goal according to the
bids received from contractors. This is sent from an agent to its predecessor. The
Ng_Ok messages contain two parts: a Nogood part which includes information
on contractors that are needed by a manager to satisfy its goals and are requested
from higher priority agents, and an Ok part which contains the updated situation
on the contractors used by managers. This part is continuously updated by
managers, as explained below. It is to be understood that a Ng_Ok message
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launches a backtracking process. Depending on how the requests included in the
Ng_Ok message could be satisfied or not, the search process continues with an
Ok+ or Ok− message. The last manager, with the lowest priority, detects the end
of coordination.

• We consider the protocol adjusted so that a manager takes a rough decision: it
either can solve all its goals and thus it continues with the decided assignment,
or if there is at least one goal that it cannot solve, then it renounces to all its
goals and makes no assignment (it engages no contractor).

There are three cases regarding the bidding process: a positive bid is sent to a
manager when a contractor can solve a goal and it is free (not committed to another
manager); a negative bid is sent when though the contractor can solve the goal, it is
already committed to another manager; no bid is sent when the contractor cannot
solve the goal (it does not have the needed capacity). About this, it is supposed that
bids can be sent from contractors to managers in a specified time, so that a manager
knows which is the interval needed to wait for bids. In the next section, only the
operation of managers is commented, because for contractors this is the same as in
the normal CNP, except for contractors’ sending negative bids, which is not usual
in CNP.

2.2 Operation of Managers with Different Positions
in Hierarchy

In what it follows agents having the role of managers in CNP are labelled with M,
while contractors being resource holons are labelled with R. Due to the syn-
chronous operation of the proposed coordination scheme, in which at any time a
single manager is active, we have to describe the operation of the first manager (the
one with the highest priority), of an intermediary manager and of the last manager.

(a) Operation of manager M1

Manager M1 starts the search process. At that time, it is supposed that all
managers have already received the input data so that they know their goals. M1

applies CNP. This regards broadcasting the goals to all contractors, the bidding
process, the decision on chosen bids and the announcement of selected contractors
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[5]; the execution part of CNP is not discussed in this paper. If the result of CNP is
positive (all goals could be solved), then M1 sends an Ok+ message to M2, which is:
(Ok+, (M1, CM1)), where CM1 is the list of contractors that were chosen by M1.
According to one of the hypotheses presented in the previous section, if M1 cannot
satisfy all its goals, then it sends an Ok+ message with no assignment, namely: (Ok
+, (M1, ())). Being the agent with the highest priority, M1 can receive a Ng_Ok
message from its successor. In this case, it applies a procedure to solve the request
(this is explained latter); if the result is positive, it continues with an Ok+ message,
otherwise with an Ok− message.

(b) Operation of manager Mi

The operation of an intermediary agent starts when it receives a first Ok+
message from its predecessor; by that time, it has not yet made any assignment.
A first difference with respect to M1 is for the case when manager Mi has one or
more goals for which it received only negative bids. In this case, it composes a
Ng_Ok message, with its two parts as specified in the previous section. As an
example, let us suppose that Mi had three goals to solve (G1 ÷ G3), for which it
received the following bids: G1 ← R1+, R2−; G2 ← R3−; G3 ← R4−, R5− (for G1

it received a positive bid from contractor R1 and a negative one from R2, and so on).
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In this case the Ng_Ok message composed by Mi is: (Nogood; (Mi, ((R3), (R4,
R5))); Ok; ((M1, CM1), …, (Mi, (R1)))), by which it requests the releasing of
resource R3 and R4 or R5. Then it waits for receiving a consequent Ok message; if
this is an Ok+ it means that the requested contractors could be freed by its pre-
decessors and a right assignment will be found after applying the CNP. If it receives
an Ok− message, its request could not be satisfied and thus Mi continues with an
Ok+ sent to Mi+1, indicating no assignment made by itself.

Being in intermediary manager, Mi can receive a Ng_Ok message from a suc-
cessor. In this case it applies the procedure Solve which uses the data of the
received Ng_Ok message. Each manager, after applying CNP, keeps the whole list
of received bids. Using this list, the manager can determine whether it can release
all the requested resources—in this case the procedure Solve returns Positive, or not
when Solve returns Negative. In the first case Mi must continue with a corre-
spondingly updated Ok+ message to be sent to Mi+1. Otherwise, it updates the
Ng_Ok message if it can release part of the requested contractors and sends this
message to its predecessor, so that backtracking is continued. As an example, let us
suppose that manager Mi-1 received the above considered Ng_Ok message and it
can release only the resource R4. Namely, according to the received bids, it happens
that it can use R6 instead of R4. In this case the Ng_Ok message that will be sent by
Mi−1 to Mi−2 is: (Nogood;(Mi, ((R3))); Ok; ((M1, CM1), …, (Mi−1, … R6 …), (Mi,
(R1)))).

A further case is when an intermediary agent receives an Ok message after a
backtracking process was initiated. Here we have two situations. If the manager is
not the one that initiated the backtracking process, then it only has to pass the
message unchanged to its successor. If the manager is the one that initiated a
Ng_Ok message, then depending on the type of received message (Ok+ or Ok−), it
will be able to make an assignment for all its goals or it fails. In both cases, it sends
an Ok+ message to its successor, so that the search should be continued.

(c) Operation of manager Mn

Mn can receive only Ok messages. When it receives an Ok+ message, it can
either find a solution for its goals and then compose the ultimate Ok message
including its assignment and broadcast the end of search to all agents, or it issues a
Ng_Ok message. Depending on the received result (an Ok+ or Ok− message), it
will correspondingly end the coordination process.
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2.3 An Illustrative Case Study

To show the utility of the above presented mechanism, a manufacturing problem is
considered and solved according to the proposed coordination scheme. The case
study is inspired by the experimental system existing in our Robotics laboratory,
which is shown in Fig. 1 [9]. The manufacturing goals for which we can make
experiments regard assembling/palletizing tasks solved by a robotized system with
two industrial robots, which have a common workspace. The example presented in
Fig. 1 is for a case when the two robots must fill in a pallet with certain parts.
A more complicated experiment is taken into account in this paper in order to better
demonstrate the operation of the proposed method. Namely, as displayed in Fig. 2,
the environment contains four robots (labelled R1 ÷ R4) that operate in a common
area, having to fill in four pallets (P1 ÷ P4) with different parts. Near each robot
there is a storage containing the parts which can be used by that robot. According to
its position, each robot has access to only two pallets, as follows: robot R1 operates
with P1 and P3, R2 with P1 and P2, R3 with P2 and P4, and R4 with P3 and P4. The
manufacturing goals regard the content of the four pallets. The corresponding HMS
is one with four product holons representing the pallets with their needed content,
while robots become resource holons. The most important goal is for pallet P1 and

Fig. 1 The manufacturing environment that inspired the case study used in this paper

Fig. 2 The two instances of
the analysed manufacturing
problem
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thus the corresponding product holon gets the highest priority. The following pri-
orities are for holons representing pallets P2, P3 and P4.

The first instance of our problem is for the initial state displayed in Fig. 2a. The
parts are of four types: A, B, C and D. The storages of robots contain parts as shown
in Fig. 2a near each robot, and the needed content of pallets is presented, too. The
coordination process is started by M1. For its four goals (a goal is issued by M1 for
each part to be placed in P1) it receives bids from robot resource holons R1 and R2.
The received bids (according to the contents of robots’ storages) are: R1 + A;
R1 + B; R1 + C; R2 + A; R2 + A; R2 + B. Bids are marked with the name of robot
and name of part to be transferred in P1, and all bids are positive because these are
the first bids made by contractors. From this set of bids, M1 selects a solution which
is communicated to contractors (each contractor will know whether it was selected
by M1 or not, so that to make corresponding bids for next managers) and is
communicated through an Ok+ message to manager M2. Namely, let us suppose
that M1 decided the solution corresponding to the message: (Ok+; ((M1, (R1 + B,
R1 + C, R2 + A; R2 + A)))).

After receiving this Ok message, M2 applies CNP for its goals and receives the
following bids: R2 + B; R2 + B; R2 + D; R3 + C; R3 + D. M2 selects a combination
of bids that satisfies all its goals and communicates the corresponding Ok+ message
to M3: (Ok+; ((M1, (R1 + B, R1 + C, R2 + A, R2 + A)), (M2, (R2 + B, R2 + B,
R3 + C, R3 + D)))). Then, M3 applies CNP to solve its goals and receives the bids:
R1 + A; R1 + C; R1 + D; R1 − C; R4 + A; R4 + C. From this set of bids M3 can find
a solution and correspondingly sends the following Ok+ message to M4: (Ok+;
((M1, (R1 + B, R1 + C, R2 + A, R2 + A)), (M2, (R2 + B, R2 + B, R3 + C, R3 + D)),
(M3, (R1 + C, R1 + D, R4 + A, R4 + C)))). When the last agent applies CNP, it
receives the following bids: R3 + D; R3 − D; R4 − A; R4 + B. From this set of bids
M4 cannot get a solution for all its goals; namely it did not receive any positive bid
for a part A and a part D. So it starts backtracking by issuing a Ng_Ok message to
its predecessor: (Nogood; (M4, (R3 − D, R4 − A)); Ok; ((M1, (R1 + B, R1 + C,
R2 + A, R2 + A)), (M2, (R2 + B, R2 + B, R3 + C, R3 + D)), (M3, (R1 + C, R1 + D,
R4 + A, R4 + C)) (M4, (R3 + D, R4 + B)))). It is to notice that the Ok part of message
included the contractors reserved by M4 in its attempt to solve the goals. M3

receives the above message and tries to solve it without jeopardizing the solution
for its goals. Thus, it happens that M3 can free the contractor R4 with the part A, by
choosing another bid for that goal, namely the one of contractor R1. The other
request of the Ng_Ok message (R3 with part D) cannot be solved by M3 because in
fact it did not engage contractor R3. Thus, M3 creates a new Ng_Ok message with
updated Nogood and Ok parts, which is sent to M2: (Nogood; (M4, (R3 − D)); Ok;
((M1, (R1 + B, R1 + C, R2 + A, R2 + A)), (M2, (R2 + B, R2 + B, R3 + C, R3 + D)),
(M3, (R1 + C, R1 + D, R1 + A, R4 + C)), (M4, (R3 + D, R4 + B)))).

According to the previously received set of bids, M2 discovers that it can free the
contractor R3 with the part D, as it can use the bid for part D from R2. Thus it
creates an Ok+ message (as there is nothing more to be solved in the Ng_Ok
message) with its part correspondingly up-dated. This is: (Ok; (M1, (R1 + B,
R1 + C, R2 + A, R2 + A))(M2, (R2 + B, R2 + B, R2 + D, R3 + C))(M3, (R1 + C,
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R1 + D, R1 + A, R4 + C)) (M4, (R3 + D, R4 + B)). This message arrives to M4. It
will re-apply the CNP mechanism and will find a solution for its goals. Then, it
announces the end of searching process.

The second instance of the manufacturing problem is for the case of Fig. 2b. The
evolution of coordination process is presented in Table 1. This time the back-
tracking process launched by M3 terminates unsuccessfully. Even so, its successor
(M4) can solve all its goals, and thus resource assignment is successfully ended for
three of the four managers, which is the correct result according to the existing
parts.

3 Conclusion and Future Work

This paper proposes a holonic coordination mechanism for cases that can frequently
appear in practice, namely when more entities are competing for the same
resources. The merit of the introduced coordination scheme is that it always
determines a solution when there exists one. This happens because at any time only
one manager operates with contractors (it means no blocking between managers is

Table 1 Coordination process for the second instance of the manufacturing problem

Step Agent Received bids Issued message

1 M1 R1 + A; R1 + B; R1 + C;
R1 + D; R2 + A; R2 + B

(Ok+; ((M1, (R1 + B, R1 + C, R1 + D;
R2 + A))))

2 M2 R2 + B; R2 + B; R3 + B;
R3 + C; R3 + D

(Ok+; ((M1, (R1 + B, R1 + C, R1 + D, R2 + A)),
(M2, (R2 + B, R2 + B, R3 + C, R3 + D))))

3 M3 R1 + A; R1–D; R4 + D;
R4 + D

(Nogood; (M3, (R1 − D)); Ok; ((M1, (R1 + B,
R1 + C, R1 + D, R2 + A)), (M2, (R2 + B,
R2 + B, R3 + C, R3 + D)), (M3, (R1 + A,
R4 + D; R4 + D))))

4 M2 Same previous set (Nogood; (M3, (R1 − D)); Ok; ((M1, (R1 + B,
R1 + C, R1 + D, R2 + A)), (M2, (R2 + B,
R2 + B, R3 + C, R3 + D)), (M3, (R1 + A,
R4 + D; R4 + D))))

5 M1 Same previous set (Ok−; ((M1, (R1 + B, R1 + C, R1 + D, R2 + A)),
(M2, (R2 + B, R2 + B, R3 + C, R3 + D)), (M3,
(R1 + A, R4 + D; R4 + D))))

6 M2 Same previous set (Ok−; ((M1, (R1 + B, R1 + C, R1 + D, R2 + A)),
(M2, (R2 + B, R2 + B, R3 + C, R3 + D)), (M3,
(R1 + A, R4 + D; R4 + D))))

7 M3 Same previous set (Ok+; ((M1, (R1 + B, R1 + C, R1 + D, R2 + A)),
(M2, (R2 + B, R2 + B, R3 + C, R3 + D), (M3,
())))

8 M4 R3 + A; R3 + B; R3 - D;
R4 + D; R4 + D

(Ok+; ((M1, (R1 + B, R1 + C, R1 + D, R2 + A)),
(M2, (R2 + B, R2 + B, R3 + C, R3 + D), (M3, ())
(M4, (R3 + A; R3 + B; R4 + D; R4 + D))))
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possible), and for each manager an exhaustive search is made (through back-
tracking). Thus, a solution for a manager is not found only when either the man-
ufacturing environment does not have the needed resources, or if these exist they
are used by managers with higher priorities. Thus, an HMS or in general a mul-
tiagent system operating according to the proposed scheme can guarantee solutions
for goals, in the order of their importance. In comparison with our previous
approaches [2, 8], the present one has the advantage of converging to the optimal
result. As a weak point, our mechanism is time consuming, due to the backtracking
process and the way managers operate successively. For certain cases of manu-
facturing planning processes, time may not be critical, and thus the method should
be applicable. As future work, we want to make further tests on virtual and real
environments, complex problems and to see if it is possible to apply a distributed
asynchronous backtracking approach, while keeping the safe operation.
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Abstract Unifying the symbolic and geometric representations and algorithms
used in AI and robotics is an important challenge for both fields. We take a small
step in this direction by presenting an interface between geometric reasoning and a
popular class of agent systems, in a way that uses some of the agent’s available
constructs and semantics. We then describe how certain kinds of information can be
extracted from the geometric model of the world and used in agent reasoning. We
motivate our concepts and algorithms within the context of a real-world production
system.
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1 Introduction

Modern manufacturing environments require systems capable of dynamically
adjusting to rapid changes in throughput, available production equipment, and
end-product specifications. When there are complex and non-specialized machines
or robots involved able to perform a multitude of tasks, intelligent and flexible
systems are needed for modelling parts, the environment and production processes,
and for reasoning about how processes should manipulate parts in order to obtain
the desired product. These systems typically reason in terms of concepts such as a
machine’s degrees of freedom, the positions and orientations of parts, and
collision-free trajectories when moving parts during production. Such geometric
reasoning is especially appealing in the context of manufacturing because detailed
CAD models of parts and end-products are readily available, and production pro-
cesses are often well defined. When a production system is controlled by a higher
level software entity such as an agent system, typically reasoning in terms of
abstract and symbolic representations that ignore the finer details present in the
geometric model, it is crucial to unify at least some aspects of the two represen-
tations so that they may be linked and information shared. Indeed, such a unified
representation is an important challenge for robotics and AI in general.

This paper focuses on interfacing a (single-agent) agent programming language,
from the popular Belief-Desire-Intention (BDI) family of agents [1], with geometric
reasoning in a way that exploits some of the agent’s existing constructs and
semantics. We also give insights into the information types that can be abstracted
from the geometric model for the agent’s benefit; this includes information about
any new, a priori unknown objects in the domain, and which objects are inter-
connected and will therefore move together. Since BDI agent systems do not plan
their actions before execution, but instead perform context-based expansion of
predefined (user-supplied) plans during execution, our work differs from existing
works such as [2–8] which focus on integrating symbolic planners with geometric
reasoning entities. A notable exception is [9], who also interleaves symbolic rea-
soning with acting as we do; however, this work does not use a standard model of
agency.

2 Background

Geometric Reasoning. In this paper we use the term geometric reasoning to refer
to motion planning as defined in [10]. A state, then, is the 3D world W ¼ R

3, and
its fixed obstacles are the subset O � R

3. A robot is modelled as a collection of
(possibly attached) rigid bodies. For example, a simple polygonal robot A could be
defined as the sequence A ¼ x1; y1; z1ð Þ; . . .; xn; yn; znð Þ, where each xi; yi; zið Þ 2 R

3.
A key component of motion planning is a configuration space C which defines all
the possible transformations that can be applied to a body such as A above. More
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specifically, a pose (or configuration) c 2 C is the tuple c ¼ x; y; z; hh i, where
x; y; zð Þ 2 R

3 and h is the unit quaternion, i.e. a four dimensional vector used to
perform 3D rotations; in a 2D world W ¼ R

2, h would instead be an angle in
½0; 2pÞ. With a slight abuse of notation the transformation of a body A by pose c is
denoted AðcÞ. A robot’s pose composed of bodies A1; . . .;An is an element of
C1 � . . .� Cn, where each Ci is the configuration space of Ai. If a body A2 is
attached via a joint to the end of some body A1, some of A2 ’s degrees of freedom
will be constrained, e.g. the x, y and z parameters of all poses of A2 might depend on
the corresponding ones in A1.

A motion planning problem, then, is a tuple C; col; cI ; cG, where col : C !
true; falsef g is a function from poses to truth values indicating whether a pose

c 2 C is in collision (col cð Þ ¼ true) with some object or not, and cI ; cG 2 C are the
initial and goal poses [3]. A collision-free motion plan solving a motion planning
problem is a sequence c ¼ c1; . . .; cn such that cI ¼ c1; cG ¼ cn, and for each pose
ci, we have ci 2 C and col cið Þ ¼ false.

BDI Agents. In this work we use the popular AgentSpeak [1] agent program-
ming language to formally represent the large class of BDI agent systems in the
literature. An AgentSpeak agent is a tuple Ag ¼ E;B;Pl; Ih i where: E, the event
queue, is a set consisting of both external events (environment perception) and
internal events (subgoals); B, the belief base, is a set of ground logical atoms; Pl,
the plan library, is a set of plan-rules; and I, the intention stack, is a set of partially
instantiated plan steps of plan-rules that were adopted. A plan-rule is a syntactic
construct of the form eh i : conh i  bodyh i, where eh i is the triggering event; conh i,
the context condition, is a logical formula; and bodyh i is a sequence of steps to be
executed in the environment. There are two types of triggering events relevant to
this paper: þu or �u for an atom u indicates, respectively, that a belief in B has
been added or removed, and �!w or �?w indicates, respectively, that an achieve-
ment or test goal has failed, i.e. that either the plan to achieve w has failed during
execution, or that belief w does not hold in B, respectively. Finally, bodyh i is
constructed from the following elements: (i) the execution of an action in the
environment; (ii) the adoption of a subgoal !w or testing of a condition ?w, both of
which generate internal events; or (iii) the explicit modification of a belief (þu or
�u). An example of a plan-rule in our AgentSpeak-like language is1:
þ !mov R;F; Tð Þ : canMov R;F; Tð Þ  nav R;F; Tð Þ; ?at R; Tð Þ.

If the achievement goal !mov r1; t1; t2ð Þ is reached when some rule is executed,
AgentSpeak looks up Pl for a rule that is both relevant and applicable for the goal.
Our rule above is relevant because mov R;F; Tð Þ and mov r1; t1; t2ð Þ unify on the
application of substitution h ¼ R=r1;F=t1; T=t2f g to the former; we use movðoÞ to
denote the ground instance resulting from operation mov vð Þh, where v and o are the
vectors of variables and constants above. If the plan-rule is also applicable, i.e.
belief canMov r1; t1; t2ð Þ 2 B, then the plan’s body, after applying the substitution,
is added to I as a new intention. Pursuing it involves executing action nav r1; t1; t2ð Þ

1R is short for Robot, F for From, T for To and ti for table i.
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and then checking for success by testing B via ? at r1; t2ð Þ. The action to navigate is
defined by the following action-rule: nav R;F; Tð Þ : at R;Fð Þ ^ canMov R;F; Tð Þ  
mvExec R;F; Tð Þ; mvEff ðÞ, where mvExec R;F; Tð Þ is associated with a procedure
that moves the robot, and mvEff ðÞ with one that returns, possibly after sensing the
environment, a set of literals representing the result of moving.2

The Assembly Platform. We use the production system in Fig. 1 [11] as a
running example to motivate some of the concepts in this paper. The system
combines the functionality of six independent workstations, each governed by a
separate agent, to assemble detent hinges for lorry-cab furniture. Each station is
served by a linear transfer system that transports a pallet carrier; this supports a
pallet with the individual parts that need to be assembled, as well as the
partially/fully assembled hinge. The six workstations, controlled by PLCs
(Programmable Logic Controllers), are as follows: two consist of a Kuka robot
each; two accommodate one workspace each; one contains a tool changing rack;
and one contains an inspection station. The tool changing rack is placed between
the Kuka arms, which have access to the rack as well as to the workspaces that are
used for carrying out assembly operations. The rack contains six slots which can
hold up to six different types of end effectors such as pneumatic and two-finger
grippers. RFID tags on the tools are used to determine which of them are currently
on the rack, so that the Kuka arms may dynamically lock into the relevant ones
during assembly. Finally, the inspection station is used to perform force and vision
tests to verify whether the hinge was assembled correctly. The hinge that is
assembled is composed of two separate leaves held together by a metal pin. Three
metal balls need to be placed into adjacent cylindrical slots in the center of the
hinge, three springs need to be placed into the same slots, and a retainer is used to
close the hinge. By using only a subset of these parts to assemble a hinge, there can
be four product variants, each having a different detent force.

Fig. 1 The assembly platform, tool rack, and a simulation of the pallet being gripped

2An action-rule’s body is adapted from STRIPS to be a sequence of functions that return a
(possibly empty) set of literals, each of which is applied to the belief base B, i.e. the positive literals
are added to B, and atoms associated with negative literals are removed from B.
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3 Interfacing AgentSpeak with Geometric Reasoning

Like in works such as [2, 7], evaluable predicates are fundamental in linking
AgentSpeak with geometric reasoning. While standard predicates are evaluated by
looking up the agent’s belief base, evaluable predicates are attached to external
procedures, which for us involve searching for a viable trajectory within a geometric
world/state W. Thus, we call such predicates geometric predicates. For example,
predicate canMov R; curr; Tð Þ in our plan-rule from the previous section could be a
geometric predicate which invokes a motion planner to check whether it is possible
for Kuka arm R to move from its current pose curr to tool T, specifically, to a position
from where the arm can now easily lock into the tool with a predefined vertical
motion. We use curr as a special constant symbol to represent the current pose.

To evaluate a geometric predicate it needs to be associated with a collection of
goal poses, from which at least one needs to have a viable trajectory from the
current pose for the predicate to evaluate to true. Goal poses could either be
determined manually or computed offline automatically with respect to the 3D
model of the world and the objects involved. In our assembly platform, for
example, the Kuka arms are manually trained on how to grasp the various shapes
that might be encountered during production. This is especially important because
objects like the pallet carrier are too heavy to be lifted from most seemingly good
grasps and poses—there is only one pose that will work; indeed, a simple 3D model
of the world that cannot also take into account additional information such as object
weights will not be able to automatically predict such goal poses accurately.
Consequently, we require that a “sampling” SMP from ground geometric predicates
to their corresponding goal poses be provided by the user. For example, predicate
canMovGr k1; gr1; curr; pcð Þ, which checks whether Kuka arm k1 combined with
gripper gr1 can move to a pose from where pallet carrier pc can be grasped, will
map to the set consisting of just the single pose depicted in Fig. 1.

We describe SMP as follows. Let P ¼ p1ðo1; . . .; ojÞ; . . .; pn o01; . . .; o
0
k

� �� �
be

the set of ground instances of all geometric predicates occurring in the agent, and
Ps ¼ fp1; . . .; png and O ¼ fo1; . . .; oj; . . .; o01; . . .; o0kg their associated predicate
and constant symbols, respectively. Then, if nmax is the maximum parity of a
predicate in P, function SMP is denoted by the partial function
SMP : C � Ps � O1 � . . .� Onmax ! 2C, where C is the configuration space and
each Oi ¼ O. Thus, function SMP is a user-defined “sampling” with only the goal
poses that “matter” with respect to the current pose c 2 C and the given ground
geometric predicate. In practice, the full goal pose for a task such as picking up an
object could be computed dynamically from a user-supplied pose for the gripper—
such as the one in Fig. 1—by first transforming the gripper’s pose to “place” it
relative to the object and within the current world W , and then using inverse
kinematics to derive suitable poses for the geometric bodies that form the robot arm,
which are attached to the gripper and to each other.

Function SMP is used within an “intermediate layer” like the ones used in [2, 3],
which we actualise here via a special evaluable predicate denoted by
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INT : Ps � O1 � . . .� Onmax ! true; falsef g, where Ps, nmax and each Oi are as
before. For example, if nmax ¼ 4 in the given domain, the agent developer might
invoke the intermediate layer via function INT canMov; k1; curr; t1; nullð Þ, where
null is a symbol reserved for unused parameters. Function
INT canMov; k1; curr; t1; nullð Þ is defined as follows. Suppose cI is the current pose
of the robot, and that SOL (“solution”) and FCT (“facts”) are global variables
initialised to the empty sequence and empty set, respectively. Then, if there is a
pose cG 2 SMP cI ; p; o1; . . .; onmaxð Þ, and a collision-free motion plan from cI to cG,
we first assign the motion plan to SOL and then return true, and otherwise we
assign the set of facts describing why there was no trajectory—specifically the
obstruction(s) that were involved—to FCT and return false. This approach keeps
trajectories and poses transparent to the agent developer.

4 Encapsulating Geometric Reasoning Within
AgentSpeak

AgentSpeak-like languages offer some useful, built-in mechanisms that allow a
clean embedding of motion planning. In particular, we can encapsulate each geo-
metric predicate p vð Þ occurring in the agent within a unique achievement goal
!ep vð Þ via the plan-rules and action-rules shown below. Specifically, we first
associate the achievement goal with the two plan-rules in the left-hand column
below:

þ !ep vð Þ : true actSuccp vð Þ actSuccp vð Þ : INT p; vð Þ  execðÞ; postðÞ;U>
�!ep vð Þ : true actFailp vð Þ actFailp vð Þ : :INT p; vð Þ  postðÞ;U?

Since the bottom plan-rule handles a goal-deletion event, it is only triggered if
the top plan-rule fails, i.e. if the precondition of the ground action actSuccpðoÞ,
which involves motion planning, is not applicable. Moreover, as per the semantics
of goal-deletion events, once the bottom rule finishes executing, the associated
achievement goal !ep oð Þ will still fail. These are the semantics we desire in order to
compute and include (before failing) the beliefs/facts relating to why the failure
occurred. Sets U> and U? are predefined beliefs denoting any “predictable”
changes resulting from the achievement goal’s execution; e.g., geometric predicate
canMovGr K;Gr; curr;PCð Þ might have U> ¼ rf g and U? ¼ :rf g, with r ¼
reachable K;Gr;PCð Þ (i.e. pallet carrier PC is reachable to arm K with gripper Gr).

The second step in our encapsulation is defined in the right-hand column above
by the action-rules associated with actions actSuccp and actFailp.

3 In our definition,

3For simplicity we omit the last parameters of INTðp; vÞ, which may be null constants.
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postðÞ is a function that returns the set of (symbolic) facts representing either the
pose that resulted from executing execðÞ, or the “reasons” why there was no tra-
jectory while evaluating the precondition, i.e. the set FCT computed by INT p; oð Þ.
Likewise, execðÞ is associated with a procedure that executes (in the real world) a
given motion plan, which in our case is the one that was assigned to SOL when
INT p; oð Þ was called. Action actFailp oð Þ is not associated with any such function
because its action-rule is only chosen when there is no viable motion plan. Thus, the
rule’s precondition confirms that :INT p; oð Þ still holds, just in case there was a
relevant change in the environment after INT p; oð Þ was last checked, causing
INT p; oð Þ to now hold (in which case there are no failure-related facts to include).

We assume that execðÞ always succeeds and that if necessary the programmer
will check whether the action was actually successful by explicitly testing its
desired goal condition. This is exemplified by the !move R;F; Tð Þ achievement goal
in Sect. 2, where ?at R; Tð Þ checks whether the navigate R;F; Tð Þ action was suc-
cessful. One property of the described encapsulation is that looking for motion
plans and then executing them and/or applying the associated symbolic facts are
one atomic operation—no other step can be interleaved to occur between those
steps. This ensures that a motion plan found while evaluating an action’s precon-
dition cannot be invalidated by an interleaved step while the action is being
executed.

Once all geometric predicates have been encapsulated as described, we may then
use their corresponding achievement goals from within plan-rules. Since we cannot
include them in context conditions (logical formulae) they can instead be placed as
the first steps of plan bodies. This allows such achievement goals to be ordered so
that the ones having the most computationally expensive geometric predicates are
checked only if the less expensive ones were already checked and they were met.

5 Symbolic Abstractions of Geometric Elements

There are certain elements in the geometric representation that are worth abstracting
out into their corresponding symbolic entities so that they may be exploited by the
agent. Our first abstraction is a user-defined surjection from a subset of the geo-
metric bodies (defined as a sequence of boundary points, for example) onto a subset
of the constant symbols occurring in the agent. This allows multiple bodies—such
as the individual pieces of a Kuka arm—to simply be identified by a single constant
symbol such as k1, and also for certain geometric bodies (e.g. an unknown box on
the floor) and symbolic constants (e.g. the name of a customer) to be ignored.
Indeed, while every rigid body is crucial for geometric reasoning, it does not
necessarily need a corresponding symbolic representation, and likewise, every
constant symbol occurring in the agent does not necessarily represent a geometric
body.
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Our second abstraction is represented by logical literals, whose ground instances
are obtained and applied via the function postðÞ. Formally, these literals are a
consistent subset of 2P[�P, where �P ¼ f:pjp 2 Pg and P is the set of ground
instances of predicates occurring in the agent, obtained by replacing each predi-
cate’s vector of n terms with an arbitrary vector of n constant symbols. Thus, while
these literals will only mention predicate symbols that occur in the agent, they
might mention constant symbols (objects) that do not occur in the agent. This leaves
room for discovering new, previously unknown objects “on the fly”. For instance, if
the agent senses from one of its RFID readers that there is a new object on the tool
rack, the agent might then look up the tag’s associated globally unique electronic
product code (EPC) on the web, recognise the object as a certain type of gripper,
and assign it with the new symbol gr7. This might then become associated with
new symbolic facts returned by postðÞ, such as gripper gr7ð Þ and near gr7; gr1ð Þ.

One useful domain-independent predicate inferable from the geometric repre-
sentation concerns pairs of bodies that are “attached” to one another in the geo-
metric model. For example, suppose that the vision test in the testing station builds
a detailed 3D model of the partially assembled hinge on the pallet carrier, and then
checks that it was assembled correctly. If this test fails because a part (e.g. one of
the leaves) is absent in the partial hinge, facts such as att pc; leaf 1ð Þ and
att leaf 1; retainerð Þ, indicating which pairs of parts are nonetheless successfully
attached to each other in the partial hinge, will enable the agent to reason about
which parts will move together when the pallet carrier is transferred onto the
conveyer belt. Formally, a possible definition of att o; o0ð Þ for two objects o; o0 is the
following (we use A;A0 and CA;CA0 in C to respectively denote their bodies and
configuration spaces): att o1; o2ð Þ holds if there is a k 2 R and m 2 1; . . .; 3f g such
that for any two poses a1; a2; a3; a4ð Þ 2 CA and a01; a

0
2; a
0
3; a
0
4

� � 2 CA0 , we have
am ¼ a0mþ k, i.e. at least one degree of freedom of one of the objects is constrained
by the other. Other useful domain-independent predicates include volðo; vÞ and
collðo; o0Þ, where the former is the volume v of object o calculated from its geo-
metric representation, and the latter indicates that there is a pose in which o and o0

(e.g. the two arms) will collide; formally, coll o; o0ð Þ holds if there exist bodies A;A0
associated respectively with objects o; o0, and poses c 2 CA and c0 2 CA0 such that
A cð Þ \A0 c0ð Þ 6¼£, i.e. when A;A0 are transformed and ‘placed’ into world W , at
least one of their points overlap. Such a fact might eventuate in the agent taking
precautions to ensure the tool rack is only used by one arm at a time.

There are also geometric elements that are too ‘fine grained’ to be modelled as
symbolic elements, such as absolute x and y coordinates, and orientations of objects
in 3D space; doing so may well lead to an explosion in the symbolic state space [3].
Moreover, as pointed out in [2], there are also relevant symbolic facts that do not
depend on a pose, such as the number of products assembled so far and the weight
of a new part. These facts can be managed directly by the agent, for example by
directly sensing the environment.

186 L. de Silva et al.



In the situation where there was no viable motion plan when the precondition of
an action-rule above was checked, the facts applied by postðÞ instead “describe” the
reason. To this end, two useful domain-independent predicates, inspired by [3], are
obsSome k2; canMov; k1; t1ð Þ, indicating arm k2 obstructs at least one trajectory of
the task canMov k1; t1ð Þ, and likewise obsAll k2; canMov; k1; t1ð Þ. The agent could
exploit such information by, for instance, moving arm k2 out of the way.

6 Conclusions and Future Work

We have presented an approach to interfacing BDI agent reasoning with geometric
planning in a way that uses some of AgentSpeak’s existing constructs and
semantics. We have also shown how interesting abstractions can be extracted from
the detailed geometric model and then exploited during agent reasoning. We intend
to further study these abstractions, e.g. how to compute obsSome k2; canMov;ð
k1; t1Þ, and to formalise the integration by extending the operational semantics of
AgentSpeak.
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A Holonic Manufacturing System
for a Copper Smelting Process
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Abstract In this article, a holonic manufacturing system to coordinate the activities
in a copper concentrate smelting process is designed. The system was developed
and compared with a simulation of the current system in use. Four scenarios with
different feeding levels of copper concentrate were considered. The results show an
increase in the amount of processed ore in the four studied scenarios because of a
reduction in the total waiting time and more efficient use of the plant equipment.
Thus, the better use of resources and a decrease in idle time because of improved
coordination of activities and different components of the system is highlighted.
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1 Introduction

Production control is a critical aspect in metallurgical production systems inte-
grating continuous and discrete processes. A production system with these char-
acteristics, which are fundamental for copper production, corresponds to the
smelting process. This process involves three fundamental stages: smelting, con-
version and refining of the ore. The copper concentrate is continuously loaded into
the smelting furnace, whereas the material loading is discrete in the following
stages. Specifically, the ore must be transported from one stage to another using
ladles, which are led by a bridge crane. In practice, the three metallurgical processes
attract most attention, whereas the material handling of ores between stages is not
prioritized [1, 2].

Because of its focus on the physical processes of production systems, a Holonic
Manufacturing System (HMS) is presented as a suitable alternative to address the
coordination problem between continuous and discrete processes [3–6]. This kind
of systems correspond to the paradigm of designing production systems based on a
distributed organization of autonomous intelligent and collaborative entities called
holons. The holons work together to increase the flexibility of the system. In
practical terms, such systems are implemented as software modules that interact on
a computational platform, and each module represents physical entities/activities
such as machining, processes, material handling devices, etc. Thus, a HMS pro-
vides a natural and efficient method to manage dynamic and complex systems.
Furthermore, these systems have been widely proposed as a solution for flexibility,
reactivity, modularity, scalability and autonomy in manufacturing systems [4].

The problem of metallurgical control has been typically addressed using expert
systems and decision support systems [7, 8]. These systems model the production
planning by considering the decision-making process in a centralized manner.
Systems with continuous and discrete variables appear too complex and too time
consuming to be simulated under these techniques. In these cases, it appears more
appropriate to tackle the system dynamics with distributed decisions specialized for
the system to manage the continuous and discrete aspects of the process. With this
approach, it is possible to obtain greater flexibility and reactivity, and to achieve an
effective configuration [9].

Several studies have shown the advantages of using HMS in chemical processes.
The application of a HMS in the chemical processing industry has given rise to the
“Holonic Process Plant” concept [10]. The results show that a holonic approach will
address problems such as the lack of flexibility and reconfigurability of this kind of
industrial system. Also in this field, the holonic control of a water-cooling system
for a steel rod mill has been proposed as part of a feasibility study for the initiative
of Intelligent Manufacturing Systems (IMS) [11]. The proposed architecture was
simulated to prove the benefits of a holonic system versus a conventional control
system. Both works focus on the application of IMS to continuous processes.
Recently, agent-based service-oriented integration architecture for automating the
chemical process has been proposed to quickly respond to changes and failures
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while considering on going processes [12]. Unlike the chemical industry, metal-
lurgical processes are more structurally complex because discrete and continuous
events occur simultaneously.

In this paper we propose a decentralized control architecture. The design of a
holonic system to manage the production of a copper smelter is presented. The set
of designed modules was computationally implemented using the SPADE (Smart
Python multi-Agent Development Environment) tool [13] and Discrete Events
Simulation (DES) software Rockwell Arena® 14.7 [14]. The resulting platform
allows simulating the operations of the holonic system and study the coordination
among the activities in the copper smelter. Thus, it is possible to decrease the
waiting times and better distribute the workload among different stages of the
process.

2 Proposed Holonic System

2.1 Copper Smelting Process

Copper is purified on a large scale to obtain metallic copper using a metallurgical
process in a copper smelter. The extracted ore from a mine is transported to a plant,
where it is ground and partially purified to reach a purity of approximately 30 %,
which is called copper concentrate. Three processes are considered in the metal-
lurgical process. The first stage corresponds to the mineral smelting in furnaces at
high temperatures, at which the mineral is found in the liquid phase. As a result of
the chemical reaction at that temperature, a mixture of 60–75 % of purity is gen-
erated. Then, a bridge crane transports the ladles with the mineral to the second
conversion stage. In this stage, a set of chemical reactions purifies the copper to a
purity level of approximately 99.0 %. In the final refining stage, the remnants of
sulphur, arsenic and oxygen are removed, and a purity of 99.5 % is obtained.
Subsequently, the product is poured into casting wheels, cooled and shaped into
copper plates.

The production system that we studied consists of a smelting furnace, four
converters and two bridge cranes (Fig. 1). The copper concentrate is continuously
fed to the smelting furnace, and the obtained product is loaded into ladles and

Fig. 1 Copper smelting process
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transported by the crane to the converters. The conversion process is performed in
four converters, which operate in batch mode, i.e., the converters are loaded at the
beginning of the cycle and the conversion is performed during a cycle of several
hours. Then, the resulting product is transported in ladles by a second crane.
Because of the constraints of the metallurgical process, only two converters operate
simultaneously. A third converter remains ready to operate, and the fourth converter
is under maintenance. This study considers material handling from the smelting
furnace to the converters.

2.2 Holonic-System Design

The proposed HMS is based on the communication and coordination of several
holons which correspond to the resources of the system: smelting furnace, con-
verters and cranes. The holons contain the logic to perform their operations and
reach their local goals. A diagram of the activities of the HMS logic is presented in
Fig. 2. The following holons and agents were designed:

• Converter holon: each holon that represents a converter contains information
about its capacity, its status, and the status of the material loading and unloading
line. Each converter receives information on the status of the cranes and the
amount of material contained in the smelting furnace. Also, the holons can
calculate the estimated ending time of an activity. The converters report to the
cranes their status, maximum loading level and current level.

• Crane holons: represent the cranes of the system and contain information about
their status and the converter to which they are assigned during an operation.
The cranes receive information on the status of the converters and the amount of
material contained in the smelting furnace. They report their status to converters.

• Furnace holon: this holon sends the information about the current amount of
available material to be processed. It can regulate its production within maxi-
mum and minimum limits.

• Messenger agent: this is an intermediate agent between the simulation and the
multi-agent system that receives information from the simulation software and
sends it to the corresponding holon. Similarly, the information received from
each holon is sent to the simulation software. Because of the software limita-
tions, the sent messages are not too close to one another. In practice, it has been
verified that the acceptable time between messages is one second.

2.3 HMS Simulation

The simulation model consists of three modules that comprise the logic of the
system: the converter, production and crane modules. The first module generates
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the production order for the system. The first available converter is selected to load
the material, and the constraint that no more than two converters are simultaneously
in operation is verified. After unloading is finished, the converter is available for the
entry of a new order. To start the simulation, two entities that represent two cranes
in the system are generated. These cranes wait for a loading or unloading order
from the converter module. After the order is received, the entity is input to the
corresponding process. The loading status of the converter where the process is
performed is revised, and it finishes when the filling or emptying objective of the
converter is attained. Then, the crane is sent to perform an external process if no
crane has already performed it. Finally, the crane returns to wait for a new loading
or unloading request.

Fig. 2 Activity diagram of the holonic system
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The computational implementation of the HMS was performed using the
SPADE platform. This software is free under the GNU General Public License. To
simulate the smelting process and send data on the holon status to the HMS, the
software Arena® Simulation 14.7 was used. A library in the SIMAN C++ language
provided by Arena® was used to implement the inter-process communication.

The operation of the copper smelter was simulated for two cases: current
operational activities (existing control) and operations controlled by the proposed
system (holonic control). For both cases, the simulation horizon was one week. In
total, 13 replicas of the existing control and two of the holonic control were
performed.

For each case, four different scenarios were simulated with various feedings of
copper concentrate into the smelting furnace: 67.6, 73.8, 80.3 and 86.5 ton/h. These
levels have been defined by the company according to its upstream constraints and
operational rules.

3 Results

The control of the copper smelter by the holonic system improves the amount of
processed copper concentrate in the four studied scenarios. This improvement is
observed at both daily (Qccd) and weekly (Qccw) levels (Table 1). It should be noted
that the copper concentrate was similarly processed in the four simulated scenarios.
In particular, scenarios 3 and 4 had identical values. Identical phenomena are
observed when the control is performed with the holonic system. In the latter case,
scenarios 2 and 4 are equal. In addition, the amount of copper concentrate processed
in one week did not vary in the four scenarios. On average, the amount of processed
concentrate copper was increased between 7.4 and 9.0 % in the four scenarios.

These results suggest that the control by the holonic system enables an efficient
management of the production process and increases the copper concentrate pro-
cessing capacity. Then, the implemented rules contribute to streamlining operations
and decreasing the critical time of the production process.

Comparing the holonic control with the existing control, the amount of pro-
cessed copper concentrate is increased because of a reduction in total waiting time

Table 1 Amount of processed copper concentrate and waiting times

Scenario 1
67.6 ton/h

Scenario 2
73.8 ton/h

Scenario 3
80.3 ton/h

Scenario 4
86.5 ton/h

Existing
sim.

Holonic
sim.

Existing
sim.

Holonic
sim.

Existing
sim.

Holonic
sim.

Existing
sim.

Holonic
sim.

Qccw (ton) 9849.6 10,608.0 9816.0 10,576.8 9878.4 10,764.0 9878.4 10,608.0

Qccd (ton) 1407.1 1515.4 1402.3 1511.0 1411.2 1537.7 1411.2 1515.4

twp (min) 197.1 67.5 195.6 70.2 196.9 72.1 198.2 64.1

twu (min) 82.3 53.2 82.3 56.6 82.4 54.1 82.4 56.7
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when the copper smelter is controlled by the holonic system. In Table 1, the waiting
time to process (twp) and waiting time to unload from the converters (twu) are
presented. In the four scenarios, it is verified that both waiting times decrease when
the holonic control is simulated; twp and twu decrease by 64.9 and 32.8 %,
respectively, because in the existing control, the level significantly decreases with
the loading of the first converters and subsequently maintains a cyclic behaviour in
time. On the contrary, in the holonic control, more time is required to reach the
cyclic behaviour. Specifically, the furnace reaches its maximum capacity after 40 h,
which is double the required time for the existing control.

The production level is also improved because the copper smelter is more effi-
ciently used. The coordination of the assigned tasks to the cranes is important
because most of the delays in the current operational activities arise from the
waiting time of both loading and unloading of the material from the converters or
the furnace. The use of cranes corresponds to the percentage of time in relation to
the total simulation time, in which a crane performs some process (loading,
unloading or external process). In Table 1, the percentage differences in the use of
cranes between existing and holonic controls are given. The increase in use is
higher for crane 2 than crane 1 because the initial use of crane 2 facilitates its
assignment to specific external tasks of the process, such as the transport of slags
which are removed during the conversion process. Table 2 shows that the first
converter was used 15.93 % more than in the holonic control. Converters 1 and 3
were more used, whereas converter 2 was less used. These results show that the
utilization of the converters was homogenized by reducing idle times.

The overall performance of both controls is shown in Fig. 3; the use of three
converters for the existing control is visualized, while the holonic control is
observed in Fig. 3b. In the first case, converter 1 (of greatest capacity) is loaded.
After this stage is completed, the loading of the second converter proceeds.
Immediately after both converters finish loading, processing begins. Converter 1 is
continuously active, whereas there are intermittencies in the other two converters.
Because only two converters can operate simultaneously, the first process of the
third converter only begins after converter 1 completes its process stage. Figure 3b
suggests that in the holonic control the loading process of the converters is more
homogenously performed reducing idle times and more quickly finishes the
processes.

Table 2 Difference in use between existing and holonic control (%)

Equipment Scenario 1 Scenario 2 Scenario 3 Scenario 4

Crane 1 9.85 7.64 8.19 8.08

Crane 2 24.24 23.56 24.25 23.83

Conv. 1 15.93 12.25 13.62 14.15

Conv. 2 −11.49 −7.49 −6.06 −11.92

Conv. 3 12.93 16.97 19.40 14.01
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4 Conclusion

In this article a holonic system to control and manage material in a copper smelter is
presented. We analysed the material handling from the smelting furnace to the
converters and subsequently to the refining stage. The production system was
simulated to evaluate the proposed holonic system versus the existing one.

The implementation of the holonic system decreases the waiting times and better
distributes the workload among different machines. This improvement was
achieved by coordinating the components, making decisions in real time and
adapting to any inconvenient or difference in the optimal process without the
intervention of a third party. In addition, this distributed system was verified to
present sufficient flexibility adapted to this complex production process.
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A Nervousness Regulator Framework
for Dynamic Hybrid Control Architectures

Jose-Fernando Jimenez, Abdelghani Bekrar, Damien Trentesaux
and Paulo Leitão

Abstract Dynamic hybrid control architectures are a powerful paradigm that
addresses the challenges of achieving both performance optimality and operations
reactivity in discrete systems. This approach presents a dynamic mechanism that
changes the control solution subject to continuous environment changes. However,
these changes might cause nervousness behaviour and the system might fail to reach
a stabilized-state. This paper proposes a framework of a nervousness regulator that
handles the nervousness behaviour based on the defined nervousness-state. An
example of this regulator mechanism is applied to an emulation of a flexible man-
ufacturing system located at the University of Valenciennes. The results show the
need for a nervousness mechanism in dynamic hybrid control architectures and
explore the idea of setting the regulator mechanism according to the nervousness
behaviour state.
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1 Introduction

A dynamic hybrid control architecture (D-HCA) is a promising control model that
adapts to complex system demands. ADACOR [7] and PROSA [16] are two of the
most known approaches in D-HCA. In general, these architectures feature a
reconfiguration property that adjusts the functioning of the system by tailoring the
control solution according to the corresponding system needs. However, the
dynamic characteristic of these architectures challenges the efficiency of this para-
digm. During the reconfiguration process, the system may experience some insta-
bility resulting from an improperly synchronized evolution process [8]. In particular,
this process lacks sufficient time to stabilize the solution and activate the benefits
from the new configuration [15]. In this situation, the system is undergoing ner-
vousness behaviour. For this paper, nervousness behaviour is a conduct of a whole
or part of a system in which its decisions or intentions change erratically without
leaving a sufficient time for stabilizing into an expected functioning. For example, in
the flexible manufacturing system, the degree of nervousness behaviour in the
system increases when the products change constantly its intentions of reaching a
machine in an assembly system. Thus, it is crucial to control the nervousness
behaviour of a system to avoid the unstable and chaotic behaviour in D-HCAs.

The paper proposes a framework of a nervousness regulator that handles the
nervousness behaviour based on an indicator of nervousness. In addition, a clas-
sification of nervousness is created that responds to the necessity of dealing with
different mechanisms according to the current nervousness behaviour of the system.
The paper is organized as follows: Sect. 2 reviews the nervousness behaviour in
dynamic systems. Then, Sect. 3 presents the general framework of a nervousness
regulator for D-HCA. An instantiation of the framework applied to a case study of a
flexible manufacturing system is presented in Sect. 4. Section 5 describes an
experimental case study and illustrates the need for a nervousness regulator in
D-HCA. Finally, Sect. 6 concludes the findings of this research and provides future
research to be addressed.

2 Nervousness Behaviour: Literature Review

Nervousness behaviour in dynamic systems has several definitions. Initially, a
nervous system was used to describe the perturbations occurring in the material
requirement planning (MRP) systems. In this domain, the concept of a nervousness
behaviour started as the changes of intentions, experienced by low-level entities,
when the master schedule does not change significantly [13]. In this case, the
nervousness is defined by the difference between the planning and the real exe-
cution of operations. Subsequently, the term evolved to the instability derived from
internal/external changes or perturbations that cause the system process to be
treated as an exception [2, 9]. However, the changes occurring on internal and
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external levels can be either great enhancement opportunities or extremely dis-
ruptive events for the system’s behaviour [11].

In the D-HCA domain, the nervousness behaviour is present in the changes
made in the control solution. In this sense, a D-HCA that avoids the nervousness
behaviour must balance the tension of performing sufficient changes for reacting
and enhancing the system’s performance while maintaining a stable and safe
evolution [1, 10]. In general, the condition that a system experiences nervousness
behaviour is not a negative comportment. However, it is crucial to dampen the
nervousness in order to avoid experiencing a nervousness state. When the system
presents nervousness behaviour, the system reacts to internal and external stimuli
erratically [3] and increases a non-coordinated solution towards the achievement of
system objectives.

Thus, researchers have introduced the nervousness regulator to dampen this
behaviour. Hadeli et al. [3] proposed a mechanism that assures that the perceived
improvement in the system’s evolution is good enough. The dampening of the
nervousness is preventive and affects directly to change of agent’s intentions.
Another way to detect nervousness is to evaluate the tendency of a specific per-
formance indicator [4, 5]. The authors propose a mechanism that monitors a ner-
vousness indicator in different time windows. In this approach, the nervousness
behaviour is avoided by monitoring the tendency of an indicator. As another
example, Barbosa et al. [1] propose a nervousness control mechanism based on a
proportional, integral and derivative (PDI) feedback controller to support the system
dynamism. In this case, the threshold is not fixed and, due to the degree of ner-
vousness, the regulator intervenes to keep the system’s stability.

It can be seen from the literature reviewed that the nervousness behaviour is
concentrated in the changes of agents in distributed architectures. Certainly, these
changes influence the emergence behaviour of the system. However, the changes in
the control architecture of the system’s structure and its behaviour have not been
properly explored simultaneously. Additionally, although researchers have focused
on the detection and handling of the nervousness behaviour, very few solutions
have been proposed to prevent and mitigate the occurrence of such behaviour.
Therefore, we propose to include a nervousness regulator in a D-HCA that damps
the instability derived from continuous structure/behaviour changes; a framework is
conceived that partitions the regulation strategy according to the degree of
nervousness.

3 Proposed Nervousness Regulator Framework in D-HCA

This section presents the proposed framework to control the nervousness behaviour
in a D-HCA. The framework identifies four phases of the nervousness behaviour
according to the nervousness state: prevention, assessment, handling and recovery.
Figure 1 illustrates the framework’s phases.
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The management of the nervousness behaviour is based on monitoring of the
dynamic systems with a nervousness indicator (NI). This indicator shows the
nervousness of the system by measuring the system stability. Additionally to this
indicator, this framework defines a nervousness threshold (NT) as the maximum
nervousness level allowed by the system during execution. Once the threshold is
passed, the nervousness regulator starts functioning. This out-of-control event is
addressed differently depending on the state of the nervousness behaviour.
A framework consists of an iterative four-phase method used to control the ner-
vousness behaviour of a system. Each phase is explained in Table 1.

Fig. 1 Phases of a system towards nervousness behaviour

Table 1 Phases of the system towards a nervousness behaviour

Nervousness crisis prevention: 
1. Mitigate the risk of nervousness behav-

iour. 
2. Establish auto-regulators that monitors 

and autocorrect the nervousness indi-
cator.

3. Conditional-rules or heuristics.  

Nervousness crisis assessment:
1. Discover the nervousness incident. 
2. Establish evaluation methods that detect 

the incident by the infringement of 
threshold.  

3. Statistic, data mining or forecasting 
methods.  

Nervousness crisis recovery:
1. Stabilize the system and provide feed-

back to the prevention phase. 
2. Establish a method to return to normal 

conditions  
3. Feedback and re-tuning parameters 

(threshold)  

Nervousness crisis handling:
1. Handle and calm the nervousness inci-

dent by reconfiguring. 
2. Establish methods to damp the incident.  
3. Simulation-optimization and tuning 

methods 
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In D-HCA, the nervousness present in the system is due to the changes per-
formed by a switching mechanism that modifies or reconfigures dynamically the
structure and/or behaviour of the system to obtain a custom-built optimal config-
uration. However, in order to accomplish this objective, the system might switch
constantly causing a nervousness event. In this paper, we focus on the nervousness
crisis prevention phase of the nervousness regulator in order to prove the need for a
mechanism in the system. In this respect, the nervousness control authorises or not
the switching procedure depending on the nervousness threshold. An instantiation
of the proposed framework focused on the prevention of the nervousness state is
proposed in the next section.

4 Nervousness Regulator of a Flexible Manufacturing
System

In this paper, a D-HCA of a flexible manufacturing system is modelled with a
nervousness regulator. At first, the D-HCA constructed specifically for the case
study is presented. Then, the inclusion of the nervousness regulator in the defined
D-HCA is described. The D-HCA is modelled as a dispatching scheduler with an
agent-based solution. While the scheduler is a MILP solution for a flexible job shop
problem only for dispatching, the jobs are intelligent entities represented by agents
within the simulation. The reason for using this solution responds to the idea of
giving full autonomy to the agents for monitoring the changes of intentions during
product execution.

4.1 The Case Study of a Flexible Manufacturing System

The manufacturing system in the paper corresponds to a flexible manufacturing
system (FMS) located at the University of Valenciennes (France) in the
AIP PRIMECA lab. It consists of seven workstations (M1, M2, M3, M4, M5, M6,
M7) connected by a flexible transportation system. Seven different assembly jobs
(B, E, L, T, A, I and P) can be produced in the FMS and each has a sequence of
operations including O1, O2, O3, O4, O5, O6, O7 and O8 to be executed. Each
workstation can perform a subset of operations Oi. The production starts when a
holding-case is loaded in M1 in the moving shuttles for O7. Once the sequence of
each job has been processed, the shuttle returns to M1 to be unloaded in operation
O8. The AIP PRIMECA facility is modelled as a flexible job shop problem (FJSP)
with material processing and handling flexibility. The manufacturing system layout,
the sequence of operations for each job and the processing times for each operation
in the AIP PRIMECA are available in the benchmark of Trentesaux et al. [14].
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4.2 D-HCA of the Flexible Manufacturing System

The D-HCA of this paper is based on the governance mechanism approach pro-
posed in Jimenez et al. [6]. This approach features an operating mode of a D-HCA
as a specific parameterization that characterizes the control settings applied to the
system. A switching mechanism, called governance mechanism, commutes the
operating mode to reconfigure the architecture of the control system. The D-HCA
that controls the FMS is organized as follows (Fig. 2):

FMS Controlled system: the general structure of the FMS is divided into two
layers: a global and a local layer. While the global layer contains a unique global
decisional entity (GDE) responsible for optimizing the release sequence of the
production orders (scheduler), the local layer contains several local decisional
entities (LDE) as jobs to be processed in the production order (7 jobs in scenario
A0). In this approach, each decisional entity (GDE or LDE) includes its own
objective and governance parameters. In this scenario, the objectives of the GDE
and LDE are respectively to minimize the makespan at batch execution level and
the completion of the next operation. The governance parameter in the GDE is the
role of the entity for establishing the order release sequence and imposing these
intentions to the LDE in the shop floor. The governance of each LDE is represented
by the reactive technique that guides the evolution of the job through the shop floor.
This evolution can be driven by a potential-field’s (PF) approach [12] or by the first
available machine rule (FAM). For this research, even though both PF and FAM
techniques are part of the reactive approach in distributed systems, it is considered
that the potential-field’s approach assures higher performances while computing
resource allocation depending on their availability and shortest route to the
resources. For a better representation of the configuration, an operating mode vector
that gathers all the governance parameters of the decisional entities is defined.

Governance mechanism entity: this switching mechanism is responsible for
changing the governance parameters of the GDE and LDE through the operating

Fig. 2 D-HCA of a FMS with a nervousness regulator
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mode vector. It monitors the performance of the controlled FMS, continues with the
improvement process for enhancing the system performance and triggers a change
in the system’s functioning by acting upon the operating mode vector (Fig. 2).
Considering that the nervousness behaviour derived from the switching of the
control system is monitored, the switching is triggered periodically (every 20
time-units) according to a condition-rule applied to the system. For measuring the
performance of operating modes, the expected makespan without switching (static)
was simulated for each possible operating mode vector. The result was sorted in a
numbered list and plotted to characterize the operating modes (Fig. 3 top). The list
contains 128 operating modes derived from the combination of the governance
parameters of all LDE (jobs to be produced). In this model, it is assumed that this
characterization of operating mode does not change through the execution and the
results are considered a preliminary possible control solution. Finally, the direction
of the switching towards an operating mode is decided by a condition-rule
according to the intentions received from the resources. That is, if a certain resource
has more than α (Alpha) jobs to be produced at the switching time, the operating
mode changes to a more reactive one (higher in the numbered list) with a step of λ
(Lambda) in the sorted list of operating modes. Otherwise, if all resources have less
than four jobs intentions to be produced, the operating mode switches to better
alternatives (lower in the numbered list).

Nervousness regulator: This entity is responsible for filtering the intentions of
the governance mechanism to dampen the switching evolution. For the definition of
nervousness indicator (NI) and Nervousness threshold (NT), the module proposed
by Hadeli et al. [3] was used. This module employs a probabilistic mechanism each
time the system is willing to change. As it is not evaluating the state of the system but
dampening the system evolution, this approach is enclosed in the nervousness crisis
prevention in the defined framework. The NI defined is a random value between 0
and 1, and the NT is fixed to β (beta). If NI is higher than NT the system holds the
switch. Otherwise, the switching process is performed. The flow diagram of the
nervousness linked to the switching mechanism is illustrated in Fig. 3 bottom.

5 Experimental Study and Results

This section presents the experiments performed in the manufacturing cell of the
AIP PRIMECA lab. of the UVHC. The main goal of this experiment is to compare
the behaviour of a D-HCA with and without a nervousness regulator; we wanted to
prove that the nervousness mechanism damps the switching process and avoids thus
a nervous behaviour. For the implementation, the proposed D-HCA with ner-
vousness regulator is programmed in the NetLogo agent-based software [17]. The
data-set used for the case study is the scenario A0 from the Benchmark [14].
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For the setup of the D-HCA, the governance parameters of the decisional entities
are initially fixed. The GDE presents a coercive role and the LDE is fixed with the
values of the 80th operating mode. As initial values for the experiments, the
conditional-rule α is 4, the switching step λ is 2 and the nervousness threshold β is
0.9. When execution starts, the GDE communicates a coercive optimal plan to the
LDE for the order release sequence. The emulation of the production system starts
execution with this optimal plan and the initial operating mode. In the experiments,

Fig. 3 D-HCA of a FMS
with a nervousness regulator
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while part A considers the proposed D-HCA without the nervousness regulator, part
B includes the regulator. Considering that the nervousness regulator is a proba-
bilistic mechanism, it is executed 30 times for each part of the experiment. Finally,
an analysis of variance (ANOVA) procedure is conducted to compare the differ-
ences between the results of part A and part B.

As a first result, the experiments showed that there are statistically significant
differences between part A and B as determined by one-way ANOVA (F
(1,58) = 4.0068, p = 0.05). In this respect, part B performs better in the production
execution. In fact, even though this result does not demonstrate that constant
switching can generate a nervousness state, the results show that the nervousness
mechanism damps the switching. We believe that the results are essentially by two
reasons. The first reason is that, due the rapid evolution of the system, damping the
switching is imposing the system to stay in the same operating mode to take
advantage of the benefits inherent to the configuration. Thus, the jobs are able to
apply certain intentions settled by the operating mode of current execution. The
second reason is that, when the nervousness regulator is activated, the jobs enter a
stabilization period in which the regulator contributes avoiding the changes of
intentions caused by the switching. Even though it was not confirmed in this
experiment, the changes of intentions should diminish as a consequence of the
stabilization period. These experiments confirm that the switching between different
operating modes in a D-HCA achieves a better performance than a fully static
configuration. In Fig. 4, while in a static operating the proposed architecture has
607 time-units as makespan, the switching for part A and B presents a mean of
509.40 and 473.76, respectively. In conclusion, from the experiments conducted,
the nervousness regulator searches a convergence in the dynamic process in order to
stabilize the trade-off between evolution and nervousness. However, these results
raise the further need to balance between the switching and the nervousness
behaviour mechanisms.

Fig. 4 Examples of the evolution of switching during execution
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6 Conclusions

A framework for a nervousness regulator in D-HCA was proposed. The framework
defines the prevention, assessment, handling and recovery phases as possible
locations to drive the nervousness behaviour present in a dynamic system. An
instantiation of the nervousness regulator included in the D-HCA of a manufac-
turing was tested in an experiment of assembly. Results show that the nervousness
regulator is needed to defuse the consequences of nervousness behaviour. The
research perspective derived from this paper is to explore different models handling
the nervousness and conceive an integral nervousness regulator that controls the
nervousness in the four defined phases. Finally, a balance between switching fre-
quency and nervousness behaviour need to be addressed.
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Automation Services Orchestration
with Function Blocks: Web-Service
Implementation and Performance
Evaluation

Evgenii Demin, Victor Dubinin, Sandeep Patil and Valeriy Vyatkin

Abstract This paper presents service-oriented implementation of distributed
automation systems and the results of a practical performance measurement of
Web-services deployed on different platforms. In the experiments we used a tech-
nique that allows one to separate the characteristics of the Web-service, such as the
delays introduced by the medium of communication. It is shown that the technology
development and deployment of Web-services significantly affect their performance.

Keywords Service-oriented architecture � Web service � Cloud � Pick-and-place
manipulator � Web servers � Function blocks

1 Introduction

Industrial application of the Internet of Things (IoT) architecture implies embedding
intelligence and communication capabilities to machines and parts thereof. Service
Oriented Architecture (SOA) [1] initially developed for general purpose computing,
is becoming increasingly popular in industrial automation. In the SOA way of
thinking, functionalities are encapsulated into services. Services are communicating
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with others using the message passing mechanism. A service sends a request
message, another service receives the message, executes the service invoked and
sends a response message if needed.

Cloud computing, that is getting increasingly popular in various IT applications,
can provide a very useful complement to IoT and SOA. The use of Cloud-deployed
web-services in combination with embedded intelligence is being widely investi-
gated for industrial automation applications. An example of such research activity is
Arrowhead project sponsored by ARTEMIS.1

According to [2] “cloud computing is a modern model for ubiquitous and
convenient on-demand access to a common pool of configurable remote computing
and software resources and storage devices, which can be promptly provided and
released with minimal operating costs and/or calls to the provider”.

Cloud computing is applied in various domains, from research and media to the
mail services, corporate computer systems and electronic commerce. Consumers of
cloud computing can greatly reduce the cost of maintaining their own information
technology infrastructure, and dynamically respond to changing computing needs
in peak time periods, using the property of elasticity of cloud services.

In the development of cloud-based systems, a wide range of programming
languages, libraries and technology frameworks can be used, which determine the
effectiveness of the software functioning. The task of choosing the adequate
development tools is an important stage of the software lifecycle. Thus, the urgent
task is to study and perform comparative analysis of software applications pro-
ductivity, depending on the development tools, as well as its deployment envi-
ronment. Given the wide spread of distributed information systems such research is
of particular interest for the Web-services—applications based on service-oriented
model of interaction between providers and consumers of information services.
Some work [3, 4] present a model that helps selecting best end-point for a service
and this is particularly applicable in a distributed system that we are interested in
and what is briefly presented in this paper.

The aim of the paper is to investigate the performance of web services developed
to complement the embedded mechatronic intelligence using different development
languages and deployment tools, and identify the various components of the total
service time: the transmission delay/service request, and the processing time of the
request and response formed by Web services.

The rest of the paper is structured as follows: Sect. 2 details the IEC 61499
function block implementation of the services, Sect. 3 presents the case study
considered to demonstrate our approach, Sect. 4 presents the method of our testing
approach and finally Sect. 5 presents the results and evaluation.

1www.arrowhead.eu.
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2 Function Block Implementation of Services

Given the obvious lack of system-level architecture for SOA-based automation
systems, some authors of this paper proposed for this purpose in [5–7] the use of
IEC 61499 distributed automation reference architecture.

A family of reference examples with increasing level of complexity was con-
sidered. The first one in Fig. 1a consists of just one linear motion pusher. Once a
workpiece is placed in front of the pusher (that is detected by WPS sensor), the
desired service of this system is to push the workpiece to the destination sink and
retract the pusher to the initial state. The figure also shows the hardware architecture
of this system that fits to the Internet of Things vision: here all sensor and actuator
devices are equipped with embedded microcontrollers and network interfaces.

A design environment based on such system-level architecture is required for
both development and debugging. In that proposal, function block diagrams
implement service diagram of SOA-based systems. Each function block refers to a
service in the SOA. Connections between function blocks are reflected as messages
between services. Thus, the entire function block network can be recognized as a
service diagram as shown in the Fig. 1b. Each event connection inside function
block design is considered as a SOAP message type. Data connections associated
with this event connection are placed in the SOAP message content. SOAP mes-
sages allow a two-way communication: request and response. Similar to the
functions in programming languages, a service provider can provide response
messages back to the service requestor after execution is completed. Figure 2 shows
this message interaction.

Section 3 presents a complete and a more complex use case and the rest of the
paper deals with this case study.

Fig. 1 aWorkpiece transfer system with one linear motion pusher. b A function block application
generated to implement requirements specified in the form of services
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3 Case Study: Pick and Place Manipulator

This study was performed using a simulated model of pick and place
(PnP) manipulator presented in Fig. 3. The manipulator, consisting of two axes of
pneumatic cylinders and a suction device, performs the function of moving items
(work pieces) from one place to another. This manipulator has a fully decentralized
control based on collaboration of controllers embedded into each cylinder. This
architecture allows Plug and Play composition of mechatronic devices. One
approach to totally decentralised manipulator control implemented using the IEC
61499 standard is described in detail in [8, 9].

The PnP-manipulator is an automated system consisting of intelligent mecha-
tronic components, e.g. pneumatic cylinders. Several configurations of the
manipulator are described in [10, 11]. Here we use a configuration with 6 cylinders
(3 vertical and 3 horizontal). Each cylinder can be moved in and out by the

Fig. 2 SOAP response
message support in IEC
61499

Fig. 3 Interaction scheme of the PnP-manipulator components
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appropriate control signals issued by its embedded controller. A decentralized
system is used to plan the motion of the PnP-manipulator cylinders, i.e., the
combination of cylinders required for part delivery from a designated place. The
logic of the PnP-manipulator was designed and implemented using IEC 61499 in
the nxtStudio 2.1 development environment. This platform is used for the design
and deployment of applications based on IEC 61499.

The intelligent mechatronic architecture demonstrated in the PnP-manipulator
enables use any of mechatronic modules and extensions. This offers significant
business benefits in terms of flexibility and maintainability of products.

For the experiment we have chosen a configuration of the PnP-manipulator with
a separate module that implements Web-based service. This configuration has been
developed and described previously in [12]. In this configuration, the planning of
the cylinder movement (namely the scheduling of which cylinders participate in the
given job of picking and placing of the workpiece) is performed using an external
Web-Service. The interaction scheme of the PnP-manipulator components is given
in Fig. 3.

4 Testing Methods

In order to study the effect of different platforms deploying Web-services on per-
formances, we used a technique that allows separation of the transmission delay
request and results from service request’ processing time for each component of the
system [13]. For this operation, four timestamps were recorded: (1) T1—the time of
sending a request to the Web-service by the client embedded in mechatronic
component; (2) T2—the time of receipt of the client’s request by the Web-service;
(3) T3—the time of sending of response by Web-service; (4) T4—the time when the
response is received.

Fixing these timestamps allows one to estimate the following performance of the
Web-service:

1. Total service time (TRT)—the time difference between sending the request by
the client and the time of receipt of the reply from the Web-service:

TRT ¼ T4 � T1; ð1Þ

2. Service delay by the web-service (TRPT)—time web-service takes to process the
request:

TRPT ¼ T3 � T2; ð2Þ

3. Transmission delay introduced by remote execution of the service (TRTT)—the
time spent on data transfer of request/response between t client and Web-based
service:
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TRTT ¼ TRT � TRPT ¼ T4 � T1ð Þ � T3 � T2ð Þ: ð3Þ
To analyse the changes in the performance characteristics of deployment plat-

forms, a computer with the characteristics: CPU: Intel Core i5-2500 3.30 GHz,
RAM: 8.0 GB, OS: Windows 8.1 was used when establishing and running the
Web-server and Web-deployed service for planning and execution of cylinders’
motion [14]. The duration of system testing was one hour. The interval between
requests was 2 min [15] (Fig. 4).

5 Performance Evaluation

The experimental results show that the time of service request of the Web service
greatly depends on the implementation technology and platform on which it is
deployed. Based on the data obtained during the experiments, and using statistical
analysis, one can formulate the following practical conclusions about the perfor-
mance of deployment platforms from different manufacturers:

1. Despite the fact that Oracle and IBM products provide more flexibility when
designing Web services, the performance of real-time applications is reduced.

2. When deploying Web service with Microsoft Internet Information Services (MS
IIS) the real productivity is twice the one of IBM WebSphere Application
Server.

3. Borland’s Web-platform has shown significant volatility, in contrast with
Microsoft’s one. At the same time there is a steady, albeit small deviation of the
average processing time for TRPT for a Web-service deployed on a local server.

4. All Web-platforms use different technology to optimize Web-services.
5. Network latency has a significant effect on the performance characteristics of

Web services. In addition, the timing of network connections is characterized by
significant levels of volatility compared to the time of service request for a
Web-service.

Fig. 4 Measuring the duration at different points in a single Web service request/response
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6. The instability of the network environment interaction of the consumer and the
provider of Web services has significant impact on the uncertainty of perfor-
mance characteristics. The uncertainty can be characterized by the coefficient of
variation, which determines the ratio of the standard deviation and the expec-
tation of service time. In some cases, this option is too high, which indicates
substantial uncertainty of Web-platform performance characteristics measured
experimentally.

The above chart shows the results of testing of Web based platforms from
different vendors. Figure 5 shows the change of service time Web-service statistics.
Figure 6 shows the statistics of change in network latency (Table 1).

Fig. 5 Statistics change the time of service request Web-service TRPT

Fig. 6 Statistics changing of network delay TRTT
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6 Conclusion

The experimental performance evaluation ofWeb services is important for selecting a
platform for a particular application. Platform manufacturers do not provide such a
comparative assessment of the performance of the development platform. Therefore,
the end user cannot predict the cost of the equipment required for the deployment of
distributed or cloud computing applications. As a general limitation of this study, it
should be noted that this method of testing does not account for the impact of delays in
the communication environment ofWeb services and Cloud applications themselves.

The difference in the implementation of modern technologies of Web-based
applications, as well as the instability of the characteristics of the Internet envi-
ronment interaction have a significant impact on the performance of Web-based
software and cause a significant degree of uncertainty in their practical utility. At
the same time, experimental studies such as those described in this paper are
important because they allow developers and users of Web-based applications
choosing between information technology implementation and deployment meth-
ods, as well as the prediction of non-functional characteristics.
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IoT Visibility Software Architecture
to Provide Smart Workforce Allocation

Pablo García Ansola, Andrés García and Javier de las Morenas

Abstract In manufacturing and logistics companies there are many processes and
services that cannot be fully automated and the integration with workforce is the
key to provide better results. One example is Airport Ground handling operations
where agents, operators, drivers or aircraft crews need to generate and feed infor-
mation from other processes and events in order to provide better schedules. This
work uses manufacturing and Internet of Things (IoT) concepts to design software
architecture to generate an uncoupled workforce information feedback for current
agent-based decision-making frameworks. In the case at hand, the architecture is
implemented in a cloud-based commercial solution called “aTurnos”, which has
already been deployed by different companies to schedule working shifts for over
25,000 employees. The handling company being analysed in this paper requires a
dynamic allocation of employees and tasks with updated field information about the
status of workers in real time.

Keywords Smart and digital enterprise � Workforce management � Service
oriented agents and MAS (SoMAS) � Decision support system (DSS)
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1 Introduction

Given the actual high level of operational disaggregation in worldwide companies,
decision-making units need to drive their business decisions to a common frame-
work where all their parts support the global objectives of the company. This
necessity of integration brings forward concepts such as alignment, which has
become particularly important in the field of business integration and interoperability
[1, 2]. Specifically, workforce management requires new management tools in
complex manufacturing/transport/logistics infrastructures as it is nowadays experi-
encing an increase in complexity given the new requirements for a more flexible
environment, with more workers, higher turnover and more dynamic, uncertain and
complex assignments [3]. A flexible workforce management implies an annual or
seasonal planning for the definition of contracts and union validations, while at the
same time being able to perform a comprehensive and dynamic reallocation of tasks
for daily operations. In the airport ground handling scenario, the ground-handling
agents have to modify their location, role and timing attending to on-going changes
in the environment, therefore requiring of powerful monitoring and allocation sys-
tems. Furthermore, all activities in this sector involve the cooperation of interna-
tional regulation bodies, private companies, clients, subcontractors and operators.
All these parties get involved in the same decision process but with objectives that
can be shared or specific along a decision-making process that becomes specially
hard to align when subject to a variety of disturbances [4]. Therefore the resulting
systems must be capable of providing a high level of intelligence with efficient data
capture, analysis and decision-making capabilities which are related to the real time
location of human resources, products and processes. Hence, the first step for the
deployment of such a system is to provide flexible visibility frameworks, which have
to comply with legal restrictions referring to privacy, safety and quality of service
[5]. For example, Data Protection Agencies [6] have to certify that the gathering of
information is limited to that required for process improvement. Even so, the
management of this kind of information needs always to be agreed with workers
unions. Thus, the suitability of these systems needs to be clearly motivated in terms
of safety, security and quality. At this point, IoT is developing concepts and tech-
nologies that are dealing with the real time information generated by the disturbances
that are common in these environments [7].

Specifically, the manufacturing research community defines the “Internet of
Things” as the tool to generate new mechanisms based on a virtualization of
physical resources to link the real world and the computers [8]. The “Internet
of Things” adds another data dimension, as it allows the physical world, things and
places, to generate data automatically by sensing the physical world [7]. At this
point, the main objective of “IoT” addressed by this paper is to automatically
capture the information on human resources when new events occur at shop floor
level even if a lack of dynamic integration with decision-making process is
nowadays usual [9].
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2 Background Considerations

There are many planning algorithms that solve problems of workforce allocation
such as the scheduling of shifts for nurses in a hospital. These problems require the
implementation of relatively complex programming algorithms such as backtracking
with high computational requirements. For the application at hand, some authors
asserted that optimal solutions are not required; good ones are enough as is the case
for the results obtained by heuristic or voracious algorithms [9, 10]. The lack of
standards for the data provided to algorithms is another problem of planning sys-
tems, which thus require custom developments that increase costs. One of the most
important weaknesses in online workforce management is the lack of information
about the real evolution that is taking place in the environment. Deviations in
allocations are not automatically handled by the planning system, but manually by
supervisors or team leaders in the workplace (e.g. a factory). To make this possible it
is necessary to design interfaces capable to capture real and reliable information and
to make it available to all parties by publishing it in a standard format.

For example, when addressing the problem with a vision related to manufacturing
environments, the first step is to identify the point within the scheduling process
where integration of physical data and decision-making need to be implemented; this
corresponds to the point in which the information from the environment needs to be
fed. Firstly, at manufacturing cell level, the system executes the low level actions
through machine control subject to its specific constraints. Above cell level, shop
floor is the lowest level that introduces flexibility requirements; on this level the
tasks/orders are broken into single instructions executed downstream by the cells
that directly manipulate products and resources. This level supposes the first
cooperation between elements. It schedules the instructions and controls the oper-
ational disturbances between operational cells. Shop floor control is often referred as
Manufacturing Execution Systems (MES) [11]. The Decision Support Systems
(DSS) require information coming from both adjacent levels: the enterprise level
(information systems) and the cell level (physical resources). More specifically, in
the manufacturing/production control proposed by McFarlane et al. [12], the product
scheduling is an interface between the resource status and the order status. In a
workforce shift-allocation process, the visibility requirements are the same, those of
checking the status of workers while being fed constraint information from the upper
levels related do factory management. Therefore, the visibility framework used in
the definition of the main requirements and constraints is crucial in workforce
management. To set up this visibility framework it is necessary to start by selecting
technologies for the tracking of workers attending to the use cases, environment and
employment laws.

Some common requirements for a workforce visibility framework are:

• The definition of the workforce area as an indoor/outdoor environment. The
tracking is forbidden out of the work environment.

• Employee monitoring cannot be continuous but limited to specific positions,
crossing points and doors.
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• The system must be autonomous and easy to deploy without using existing
equipment or infrastructures. It may have to overcome coverage problems. As
would be the case in a demo that can gather more than 5000 users/employees.

Even as that is not the focus of this paper a short overview of the hardware is
nevertheless required to understand the software architecture. The present approach
uses regular smartphones that identify Bluetooth points based on the iBeacons
protocol, which is a commercial distribution of Bluetooth 4.0 from Apple. These
iBeacons were initially designed for commercial/marketing issues and are well
known by the industry but, as in this case, they may be used for many other
purposes. In the case of workforce management, the Bluetooth points or beacons
are distributed in the scenario and broadcasting their unique ID with a configurable
coverage that goes from 1 to 60 m. These beacons define locations making possible
to cover big spaces by providing specific identifications at the defined strategic
points. The smartphones carried by employees send the locations IDs to the cloud
when they are in the proximity of a beacon through a process called “check”. The
next figure details the setting up of this network or mesh. The communication
between iBeacons and smartphones uses Bluetooth, and the smartphones send their
ID to the cloud using the company network (3G or WIFI) (Fig. 1).

3 Software Architecture Incorporating EPCIS

The proposed software architecture can directly benefit from visibility frameworks
through a software interface such as standard Electronic Product Code Information
Services (EPCIS), a well-known software architecture for visibility frameworks
used in manufacturing and logistics. The EPCIS specification helps defining this
dynamic interface by using the existing services, which automatically publish
real-time information coming from the plant and its circumstances, reporting pro-
cessed information and abstracting upper IT levels. In the proposed system, EPC
subscriptions connect the human resources with the internal reasoning of the
affected agents. The beliefs of these agents are updated following the standard
EPCIS XML specification [3]. The proposed architecture has been implemented in
a cloud-based commercial solution called “aTurnos”, which has already been
commercially deployed by different companies to schedule working shifts for over
25,000 employees. This solution requires to identify what services will be needed to
test the extrapolation of EPCIS to workforce management. The services imple-
mented in the aTurnos Web services that are already available to its client com-
panies through their App are:

• setCheck(EPC-Package), receives the new location of the employees based on
the EPCIS standard as detailed below.

• setNewLocation(Location), receives a new location for the employee being
identified.
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• getLocationList(), sends to the employees the location list defined in the
workspace.

• getTaskList(), pushes the updated task list to the employees when disturbances
occur.

The employees’ App in their smartphones use the setCheck() service to send a
customized package on JavaScript Object Notation (JSON). This service is based
on the EPCIS specification of What, Where, When and Why and gets triggered by
the identification of an iBeacon during operation. Specifically, the definition of this
package is:

• What? The resource—employee in this case—that is logged in the App.
• When? The timestamp when the identification occurs.
• Where? The location (ID of beacon) where the employee is situated.
• Why? The work process being carried out by the worker that is related to the

on-going tasks (i.e. the reason for the resource to be there at that time).

Fig. 1 Hardware design
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Looking at the full cycle, the employees close to the beacons send a check to the
server in a JSON package. Then, the employee avatar implemented in an agent is
subscribed to the events of this employee using the EPC products subscription
process. Based on this information, the agent-based system is capable to reschedule
the plan, thus allocating new tasks to the employees. Finally, the tasks service
pushes the information to the smartphones of the involved employees. In order for
the system to being able to perform all these operations in an efficient manner, it is
necessary to uncouple the problem while maintaining the cohesion between checks
and the agent information used in the decision-making process. This work proposes
the definition of states based on these checks (What? Where? When? and Why?).

The checking process allows identifying the status of employees in an uncoupled
way. This simplifies implementation by tackling the problem of the excessive
dependence on up-to-date field information, which is usually the draw-back of
MAS [11, 13]. As discussed above, the status of an employee is defined by the
“What?” (Product identification), “Where?” (Read point), “When?” (Timestamp)
and “Why?” (Business step) information. In Eqs. 1–3 “p” represents the employees
which have a set of Reader Points (R) (Eq. 1) and Business Steps (B) (Eq. 2). In an
airport ground-handling scenario, if an operator is busy (why?) in a specific gate
(where?) it defines a state. As the number of business steps and reading points
grow, the precision during the decision-making gets bigger because of the corre-
sponding increase in the number of states. The definition of states is flexible, so new
read points and business steps can be added during operations.

R ¼ r1; r2; . . .; rnð Þ; R 2 M1xn ð1Þ

B ¼ b1; b2; . . .; bmð Þ; B 2 M1xm ð2Þ

S ¼
s00 � � � s0n
..
. . .

. ..
.

sm0 � � � smn

2
64

3
75; sij ¼ rixbj; S 2 Mmxn ð3Þ

Once the employee states in the schedule are identified, it is possible to define
the transactions between the current state (sij) and the desirable state (s0ij) by using a
simple inference of B and R. Any new event coming from the checks triggers a
reschedule based on the modification of the state. There is an event subscription
between the checks service and the agent-based avatar in aTurnos.

Implementing the “aTurnos” solution, the initial phase that needs to be addressed
must situate every location in a Map (the actual version uses Google Maps). This
will allow aTurnos to check possible delays and trigger rescheduling processes
based on distances of the resources (workers) to the required operation points and
timings. The example in Fig. 1 shows the Airport of Barcelona, where 4 iBeacons
have been situated in different points at terminals and aTurnos can calculate the
shift times between locations at the Google Maps API. This was an efficient (i.e.
fast) way to generate information about the real environment with third party
software in a dynamic interface.
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IBeacons stands as an appropriate solution because it makes possible increasing
the precision as required by adding beacons to the map. When new beacons are
detected they can be submitted to the server as new locations based on the GPS
location of the employee that discovers the new iBeacon. At this point, any
employee within the App can generate new visibility points during operations that
can be supported by the company or even by third parties.

4 Establishing a Test Bench Scenario

Several ratios have to be introduced in order to ascertain the performance of the
system: control over the deviations in supervising tasks, tracking positions, time
lost in communication within the team or even the validation of the quality of
service. This example takes the simple approach of using “Dead Time”
(DTe) defined as the time elapsed between the required starting time of a shift and
the time at which it really starts (4). Therefore, DTe can be calculated as:

DTe ¼ TntþTmove ð4Þ

where Tnt stands for the time at which employees have not yet been informed about
an assigned task and Tmove is the time that an employee needs to move to the new
location (5). Tnt includes the time required for the supervisor to identify the
deviation over the current plan, the time to plan and the time to communicate the
new instructions to the team.

Tnt ¼ IdentificationþPlanþComunication ð5Þ

Figure 2 illustrates statistical data that shows how traditional decision-making is
adapted to flexible requirements in complex operations. This information is gen-
erated by aTurnos based on their current customers from the logistics sector. The
red bars show the current number of employees (coverage) at every hour and the

Fig. 2 Current decision-making behaviour
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green line defines the real process demand per hour. The demand is obtained after
the event has occurred but supervisors have access to historical data and demand
forecasting. The first day, existing employees do no cover the real needs. The
second day, the supervision contracts more workers but they are concentrated in the
morning shift with a shortage remaining for the afternoon. The third day, this
deviation persists because the information used by the supervisor to define the new
plan is not accurate enough. For this case, the coverage does not fit the requirements
until the 4th day, even though for two days there were more workers allocated to the
morning shift than really needed.

The proposed system would make possible reducing this waste time by
improving the scheduling process using cloud-based solutions. Based on the Tnt,
the reduction of waste time can be considered in three aspects:

• The automatic identification of disturbances; when there are many tasks and
resources it is hard to identify the disturbances and delays.

• The new plans are directly generated by the agent-based system every time these
disturbances occur. The managers can access the real time information in the
cloud through their mobile terminals during operations and validate or re define
processes.

• The fast communication to the employees through the smartphone with the new
plan. If this process is manually, the supervisor needs to communicate every
new instruction.

5 Conclusions

This work presents a software architecture suitable for dynamically rescheduling
work force tasks during operations. The proposed system takes advantage of many
of the concepts, methods and technologies that are commonly used by the manu-
facturing research community. Specifically, the architecture takes advantage of a
customized EPCIS in an on-cloud solution that provides cohesion and uncoupling
from the agent-based decision makers. Thus, dynamic re-scheduling is performed
automatically and the information duly updated to the involved employees. This
allows a real time workforce management with control of shifts, working hours per
employee, costs and productivity. Real results need to be addressed in a bigger
variety of scenarios; however, initial applications have shown a remarkable
improvement in workforce management. This has been considered by aTurnos and
by its clients as a feasible software solution in terms of expenses, quality, trans-
parency and service. Future research will focus on the integration of product pro-
cesses with these workforce management solutions, which is bound to provide
better decision-making solutions in global companies where processes involve
workers together with other resources.
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Virtual Commissioning-Based
Development and Implementation
of a Service-Oriented Holonic Control
for Retrofit Manufacturing Systems

Francisco Gamboa Quintanilla, Olivier Cardin, Anne L’Anton
and Pierre Castagna

Abstract While cyber-physical systems probably represent the future of industrial
systems, their development might take some time to be extensively applied in
industry. This paper presents the implementation of a service-oriented holonic
control on a pre-existing system. The development of the control system is based on
a virtual commissioning phase, developed with a Rockwell Arena simulation model.

Keywords HMS � SoA � FMS � Emulation � Virtual commissioning

1 Introduction

One of the key objectives of current research activities worldwide is to define best
practices for implementing agile manufacturing systems. One very promising trend
deals with the breakthrough induced by cyber-physical systems technology [1–3],
for production [2], maintenance [4, 5] or logistics issues [6] to name a few. Even if
these technologies are of a great interest and innovative solutions will appear soon
on the market, the fundamental change induced and the cost of system’s
enhancements might impose a delay of a couple of decades between their industrial
maturity and their exploitation in a large scale. Based on a size 1 experimental
platform, this paper intends to define a framework for implementing an agile control
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on a pre-existing manufacturing system. The chosen control is a service-oriented
holonic manufacturing system control (SoHMS) [7, 8] developed on a multi-agent
platform. To reduce the cost of development, a virtual-commissioning based
approach is presented, with all the constraints it implies on the control architecture.

Section 2 describes the system under study. Section 2.4 presents the current and
targeted control systems. Section 3 describes the virtual commissioning phase and
finally Sect. 4 explains the integration on the real system.

2 System Description

2.1 Flexible Manufacturing System

The application of the SoHMS is made to a small production line located at the
University of Nantes, France. This production line, Fig. 1, is an automated assembly
line composed of three workstations and a conveyor system formed by four con-
veyor loops of which three serve as buffers for each of the workstations and the
other, the main loop, serves for transportation between the workstations. Product
goods are transported by the conveyors with pallets having an intelligence level 1
[9], containing capabilities of self-identification with RFID tags in order to allow the
transport resources to direct the pallet through the conveyors diverters from one port
to another.

Workstations are composed of 6-axis robotic arms, a stock of Lego® blocks, a
temporary stock and a workspace location for incoming pallets, Fig. 2.

Fig. 1 Production line layout
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2.2 Products

The main function of the robotic arm is to perform pick and place assembly
operations. The main task of the robot is to pick a corresponding Lego® block from
the fixed or temporary stock and assemble it on the product under treatment. The
fixed stock has three different racks, each rack for a different size of Lego® block.
Within a rack, blocks of different colours may arrive randomly way. When a special
colour is demanded and is not available in the picking position of the rack, the robot
can use the temporary stock to remove blocks from the rack to make the desired
colour available.

The product is a structure of Lego® blocks compiled in a specific configuration.
Figure 3 illustrates a product family with two versions sharing the same product

Fig. 2 Workstation layout

Fig. 3 Product example, with possibility of customization in 2 versions
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feature, therefore all members have the same process structure up to the third level.
Differentiation occurs at the fourth level where two versions can be issued.

Lego® structure is formed by three types of blocks namely; a small 2 × 2 block, a
medium 2 × 4 block and a Large 2 × 6 block. These blocks can be assembled in any
position (X, Y, Z and W axes). Added to this, each block is available in four
colours: red, green, yellow and blue. Hence, there is a great flexibility to create a
vast variety of structures. Customization for such product family happens at a
scalable level with the choice of colour and at a modular/structural level with the
choice of version. The Lego® structure results to be an ideal alternative in order to
illustrate, in a very simple manner, the dependencies between the different com-
ponents of the structure.

2.3 Services Definition

In the SoHMS there are the product-level services which are offered by workstations
and transport resources. This service library belongs to the production line which can
be viewed as a resource itself thus having a service offer of the different product
families it can produce. Lego® blocks are used to represent the different manufac-
turing services, Fig. 4. In this way, taking the three types of blocks available, the
service ontology for this application is formed by three types of services per layer.
Differentiated by their size; a 2 × 2 block represents a service class A, a 2 × 4 block a
service class B and a 2 × 6 block a service class C. This constitutes an ontology of
4 × 3 = 12 services types namely; A1 for a small block at level 1, B2 for a medium
block at level 2, C3 for a large block at level 3, etc. Moreover, each of these services
has a set of parameters. These parameters are the colour and position of the block
only in x and y coordinates as the vertical position forms part of the service type
definition. Other product-level services are the Transport_Pallet service and the

Fig. 4 Types of assembly services
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Supply_Base service. The transport service has parameters: startPort and endPort
while the supply service has the parameter colour of the base.

As the production line represents a flexible job-shop, service redundancy is
included. Workstations 2 and 3 provide all the manufacturing services for the
assembly of Lego® block of the three sizes. However, even though both work-
stations provide the same service types, these do not have the same capabilities at
any time, considering the range of possible colours in stock for example.

2.4 The Control System

The system is equipped with control equipment settled on a TCP/IP network
(Fig. 5). The robot controllers are able to communicate on Modbus TCP, same as
the I/O on IP modules. On these modules, sensors and actuators (electro valves,
lamps, relays) are directly wired and RFID readers are connected in RS485,
communicating with serial Modbus. This architecture was originally dedicated to
welcome a classical PLC. Field level orchestrations could be implemented as

Fig. 5 Pre-existing control hardware
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described in [10]. The choice made on this system is different. On the network,
industrial PCs are set up and emulate a java virtual machine in order to run different
programs, each having a specific function.

3 Virtual Commissioning

The emulation model was implemented with a discrete-event simulation tool,
namely Rockwell Arena. Such tools are quite efficient to model activities based on
queues management. In this model, queues are extensively used to model the
synchronization between the events occurring on the emulation and the orders
coming from SoHMS (Fig. 6).

For validation purposes, it is necessary to have a behaviour of the emulation
mimicking the behaviour of low-level devices, as expressed in [11]. A TCP socket
interface is therefore integrated in the emulation model, which both triggers orders
and sends events information to SoHMS. It is able to understand orders such as
“TRANSPORT TransporterID FROM InitialZone TO FinalZone” or “PICK
RobotID Store”. This emulation does not contain any intelligence, but is only able
to execute a set of pre-programmed list of orders in reaction to a high-level order on
the socket. The actions of the robots are transformed into delays of predetermined
length.

Fig. 6 Integration of the
emulation model in the
control architecture
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4 Integration on the Real System

The choice made on this system is to replace the PLC by ad hoc programs (Fig. 7),
able to handle higher semantics than PLC do and more flexible in configuration for
experimental purposes. First, a Low-Level Middleware (LLM) was created.
The objective of LLM is to synchronously retrieve the state of each sensor of the
system, asynchronously inform the upper layers of any change of value of the
sensors and asynchronously modify the state of actuators on upper layers’ order.
Functionally, this is close to what OPC1 servers do, but adapted to the hardware
configuration.

Second, a Medium-Level Middleware (MLM) is in charge of aggregating the
data coming form LLM for upper layers and time macro-actions requested by upper
layers in high level semantics. For example, when a pick service is requested on a
robot, MLM communicates to LLM all the configuration bytes to modify on the
controller, waits for an acknowledgement, sends the program start order, sends an
acknowledgement to upper layer that the service is running, waits for the

Fig. 7 Targeted control architecture

1www.opcfoundation.org.
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acknowledgement of program end and sends an acknowledgement of service end.
These functionalities are close to those of a PLC, but with higher level semantics.

Finally, the SoHMS is connected to MLM, a Human-Machine Interface and a
SQL database, storing production data and results. Validated with the emulation
phase, it is plug-and-play on the system.

Alternate architecture solutions can also be implemented on this system.
Figure 8 shows a configuration where several SoHMS are connected to the system.
This is fully transparent for the system, as MLM does not differentiate orders
coming from the upper-level. Another alternate solution is presented in Fig. 9. The
virtual commissioning phase is oriented toward a monolithic architecture, as the
emulation model was. However, it is absolutely possible to decline the holonic
architecture induced by the SoHMS to an actual decomposition with each holon
having its own MLM-LLM couple. The necessary step to ease this decentralization
is to make these programs dependent of configuration files, indicating the limits of
the considered holon.

Fig. 8 Multiple SoHMS alternative architecture
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5 Conclusion

This study introduces a new experimental platform, built up around conveyor loops,
three robotic stations and a control architecture fully programmed in ad hoc Java
code. A SoHMS was implemented, thanks to a virtual commissioning phase per-
formed via a Rockwell Arena simulation model. The next step is to generalize the
programs in order to distribute the control and enhance the autonomy of holons.

Fig. 9 Distributed alternative architecture
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Security Issues in Service Oriented
Manufacturing Architectures
with Distributed Intelligence

Cristina Morariu, Octavian Morariu and Theodor Borangiu

Abstract The paper discusses the main classes of shop floor devices relative to
distributed intelligence for product-driven automation in heterarchical control. The
intelligent product (IP) concept is enhanced with two additional require-ments:
standard alignment and SOA capability. The paper classifies IPs from SOA inte-
gration point of view and introduces a formalized data structure in the form of a
XSD schema for XML representation. We propose a security solution for service
oriented manufacturing architectures (SOMA) that uses a public-key infrastructure
to generate certificates and propagate trust at runtime (during product execution) for
embedded devices that establish IPs on board pallets and communicate with shop
floor resources. Experimental results are provided.

Keywords Manufacturing execution system � Distributed intelligence � SOMA �
Intelligent product � Security � Multi-agent framework

1 Introduction

One important requirement for Manufacturing Execution Systems (MES) is the
ability to react to changes: external, induced by market variability or internal,
caused by unexpected events (failures) during product execution. Considering the
complete manufacturing value chain, one of the most complex problems identified
in practice by Wong [1] is the discrepancy between the material flow and the
information flow. This discrepancy is caused usually by the fact that the product is
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not aware of its current state, location or identity. The requirements for manufac-
turing agility on one hand and supply chain predictability on the other hand con-
verged and the concept of intelligent product (IP) has emerged. McFarlane [2]
presents the main characteristics of the intelligent product as the ability to monitor,
assess and reason about its current and future state. At the same time, recent
research offers advances in developing MES applications with Service Oriented
Architecture (SOA) [3].

In this context, the intelligent product concept needs to be enhanced with two
additional requirements: standard alignment and SOA capability. These require-
ments are vital for seamless real time integration of intelligent products with the
other components (e.g. batch planning, automated execution, quality control,
inventory, etc.) of the overall manufacturing system control system. On the other
hand, when considering the global environment in which manufacturing companies
must operate today in order to remain competitive and keep costs at minimum, the
standardization problem becomes very important. Operating with proprietary
information structures becomes a concern that prevents real cooperation between
organizations towards a common goal. We argue that the alignment to standards
will be a decisive factor for determining the manufacturing enterprise’s success in
the years to come [4].

Several standards have emerged in the last period supporting the advances in
SOA adoption in manufacturing, some of the best known examples being: ISA 95,
ISA 88, ebXML, EDDL, FDT and MIMOSA. The adoption of these standards has
been seen first in the automotive industry and was supported by IBM through its
Manufacturing Integration Framework (MIF) [5].

Meyer [6] presents a complex survey on the intelligent product focusing on the
underlying technologies that enable this concept. A classification is introduced that
positions an IP along three perspectives: level of intelligence, location of intelli-
gence, and aggregation level of intelligence.

This paper discusses the main classes of shop floor devices relative to distributed
intelligence for product-driven automation and traceability and presents in this
context an XML approach for: storing the operational information for intelligent
products and representing the information flow during manufacturing process, the
XSD scheme definition, and the operation dependencies including lead and lag
time. We propose and implement a security architecture that uses a public-key
infrastructure to generate certificates and propagate trust at runtime (during pro-
duction execution) for intelligent products on board pallet carriers, communicating
with shop floor resources.

2 Classes of SOMA-Enabled Shop Floor Devices

Distributed intelligence and alignment to industry standards are main prerequisites
for organizing shop floor activities based on SOA paradigms. The devices used are
based on hardware and software standards having a relatively high processing
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power while adhering to SOA standards; specifically high level communication
protocol standards like SOAP are relatively common, as the underlying technology
is already available. In contrast, shop floor devices like robots, conveyor belts, CNC
machines or feeders are not always equipped with the processing power required for
such integration and in this case, the existing hardware needs to be augmented with
additional dedicated hardware in order to become a so called SOA-enabled device
(Fig. 1).

Recent advances in mobile technology and the emergence of standardized
operating systems for mobile devices (such as Android) have made available a large
number of low power devices that can be used reliably at shop floor level, allowing
implementing the concepts of distributed intelligence (DI) in manufacturing and
product-driven automation to gain traction among practitioners. Depending on the
implementation one can identify three main classes of such devices:

Class I: Workstation assisted shop-floor device. This category is represented
by the physical device and the associated workstation. In this case the workstation
is a standard computer equipped with a dedicated card for connecting to the device.
The software is most often proprietary and allows programmatic control of the
physical device. The communication protocol between the workstation and the
device is proprietary, usually a low level signal based protocol [7–9], see Fig. 2.

For this class of devices, integration in a SOA architecture based on Web ser-
vices requires creating a software wrapper over the proprietary software APIs
provided by the vendor, which would run on the dedicated workstation. Processing
power is not a problem in this situation. However, efficiency is an issue as this

Fig. 1 General architecture
of SOA-enabled device for
intelligent manufacturing

Fig. 2 Workstation-assisted
shop floor device
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solution would require usage of a complete workstation equipped with a general
purpose operating system. At runtime the utilization of such a workstation is
generally less than 5 % of the installed processing power. From a standards per-
spective this class of devices map to OPC for messaging and ISA-88 for document
standards.

Class II: Embedded OS shop-floor device. This class is built up by a hardware
environment capable to run an embedded Operating System attached to the shop
floor physical device. The requirements for this class are to implement a full HTTP
stack, capable to run both a HTTP server for hosting web service endpoints and a
HTTP client for calling external web services. The web service in this case is only
to expose the existing functionality in SOAP format; it performs data transforma-
tion only, Fig. 3.

These devices are generally suitable for mobile shop floor entities, such as pallet
carriers transporting products during the manufacturing phases. Efficiency is very
high as the embedded OS together with the hardware on which it runs is highly
optimized for low power consumption. The standards used by this class of devices
are SOAP for messaging protocol and ISA-88 or ISA-95 for document protocols.

Class III: Intelligent shop-floor device. This category of devices is able to run
Data and CPU intensive applications in order to implement an intelligent behaviour.
For example they are able to run a full Java Virtual Machine on top of the
embedded OS and have enough memory and processing power to be able to exe-
cute complex algorithms allowing them to make intelligent decisions, such as
Genetic Algorithms for scheduling, Neural Networks for decision making and so on
(Fig. 4).

Fig. 3 Embedded OS shop
floor device

Fig. 4 Intelligent shop floor
device
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In this category one can include mostly the Android equipped devices which can
execute complex Java based agents (JADE/WADE). This class of devices are the
building blocks for a genuine distributed intelligence architecture, in which com-
plex negotiation logic can be implemented at lower levels in the stack, allowing
local decisions in the manufacturing process. These devices can leverage higher
layer standards on top of SOAP like ebXML, STEP or OAG BOD.

The manufacturing system architecture can be implemented using any combi-
nation of the above devices, as all have in common the generic structure consisting
in an informational part and the physical system. From a SOA perspective, the
architecture would tend to be a point to point choreography if the lower class
devices were used. Once higher class devices introduced, the trend is to use an
orchestrated architecture based on BPEL workflows and real time events. The
orchestrated architecture offers a high flexibility at integration layer by promoting
low coupling between components involved and allows algorithms capable of local
decision making. Based on the classification introduced by Meyer [6] in 2009 and
discussed in the previous section the capabilities of these device classes are pre-
sented in Table 1.

The informational part of the shop floor devices consists at least of structured
information regarding both the capabilities of the device for manufacturing
resources, and the operations required for intelligent products moving on pallet
carriers [10].

3 Data Flows and Structures for Embedded Intelligent
Products

The data flow for intelligent products (IP) can be seen as a sequence of steps during
the execution of each individual product, as illustrated in Fig. 5.

This process starts when the intelligent product, represented initially only by the
pallet carrier equipped with an embedded device, is inserted in the manufacturing
line. At this point, the production information is loaded in the memory of the
embedded device and initialized. The next step is the data validation activity
composed from a XSD schema validation and a logical validation against the
operations required for product execution. The logical validation is required in
order to detect situations like dead-lock scenarios that might occur. Once the val-
idation is complete each operation from the pre-loaded product recipe is succes-
sively executed by shop floor resources. The data structure is updated with the

Table 1 Class mapping of manufacturing devices

Device class Level of intelligence Location of intelligence Aggregation level

Class I All Remote Individual

Class II Problem notification Remote and local Individual and container

Class III All Local Individual
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result of each operation execution, until all operations are completed. When the
product on pallet exits the manufacturing line, the data finalization phase is exe-
cuted, where information about each operation execution is consolidated and
unloaded from the embedded device on board of the pallet.

The proposed data format is defined using XSD, and contains three sections
describing: the product identity, its real time status and the list of operations that
need to be executed. The product identity is defined by the following complex type:

<complexType name = “ProductIdentity”>
<sequence>
<element name = “Batch_ID” type = “string”>
</element>
<element name = “Product_ID” type = “string”>
</element>
<element name = “RFID_Tag” type = “string”>
</element>
<element name = “Product_Type” type = “string”>
</element>

Fig. 5 IP data flow
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</sequence>
</complexType>

The Product_ID together with the RFID_Tag associated to the pallet identify
uniquely the product during its execution. The Product_Type represents a pointer to
the manufacturing system knowledge base storing the recipe for that specific
product.

The real time status of the product is represented by the ProductStatus complex
type:

<complexType name = “ProductStatus”>
<sequence>
<element name = “CriticalPath” type = “string”>
</element>
<element name = “TotalEnergyFootprint” type = “float”>
</element>
<element name = “Global_EF” type = “float”>
</element>
<element name = “Global_LF” type = “float”>
</element>
</sequence>
</complexType>

The TotalEnergyFootprint is computed in real time during product execution by
summing the energy footprint recorded in each operation executed by a resource.
The Global_EF and Global_LF (global early finish and late finish estimation) are
updated based on the execution path that has been chosen.

The operation list, in other words the execution schedule, is stored in
OperationList complex type that is in fact a list of operations:

<complexType name = “Operation”>
<sequence>
<element name = “ID” type = “string”> </element>
<element name = “Prerequisites” type = “string”>
<element name = “Code” type = “string”> </element>
<element name = “Parameters” type = “string”>
</element>
<element name = “Resource_ID” type = “string”>
</element>
<element name = “Duration” type = “int”> </element>
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<element name = “LeadTime” type = “int”> </element>
<element name = “LagTime” type = “int”> </element>
<element name = “ES” type = “float”> </element>
<element name = “EF” type = “float”> </element>
<element name = “LS” type = “float”> </element>
<element name = “LF” type = “float”> </element>
</element>
<element name = “Energy_Footprint” type = “float”>
</element>
<element name = “Quality_Check” type = “string”>
<element name = “Operation_Status” type = “string”>
</element>
</sequence>
</complexType>
<complexType name = “OperationList”>
<sequence>
<element name = “Operation” type = “tns:Operation”
minOccurs = “1”> </element>
</sequence>
</complexType>

The Operation complex type is holding the information required for each
operation execution. The ID uniquely identifies the operation in the operation list.
Prerequisites element is a comma separated list of operations IDs that need to be
completed before this operation can start. The Code represents the operation code in
the manufacturing system knowledge base and is used in conjunction with the
Parameters element. The Resource_ID is the ID of the machine that will execute
that specific operation. This value can be known in advance, in case of a
pre-computed execution schedule for the whole batch or can be determined at
runtime in case of heterarchical mode when there is no predefined execution
schedule and job executions are negotiated at runtime.

3.1 Lead and Lag Times for Operations

There are three time-related constraints in the Operation data structure, namely:
Duration, Lead Time and Lag Time (see Fig. 6).

• Duration: represents the number of time units required for the operation to be
performed by a resource;

• Lag Time: represents the delay imposed between two consecutive operations. For
example, if we consider a finish-to-start dependency between Operation1 and
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Operation2 with a 5 time units lag time, it would mean that Operation2 cannot
start until at least 5 time units have passed since Operation1 was completed. Lag
time is a positive integer as it adds to the operation’s overall duration;

• Lead Time: is an acceleration of the successor operation. In a finish-to-start
dependency between Operation3 and Operation4 with a 5 time units lead time,
Operation4 can start up to 5 time units before Operation3 finishes. The lead time
is expressed as a negative integer because it subtracts from the total duration of
the operation. These two concepts are illustrated in Fig. 6.

3.2 Early Finish and Late Finish Estimations

Considering the lag time and lead time characteristics for operations together with
the duration and the precedence of operations, one can consider four time estimates
for each operation:

• ES (early start): is the earliest time expressed in time units when the operation
can start. This is computed based on the prerequisites tree of the operation by
adding the duration of all operations and the lag time and substantiating the lead
time. In other words, this represents the optimistic start time for the operation;

• LS (late start): is the latest time expressed in time units when the operation can
start. Similarly to ES, this is computed form the prerequisite operations, with the
difference that the lead time is subtracted. This represent the pessimistic start
time for the operation;

• EF (early finish): is the earliest time when the operation can be finished. It is
computed as ES + duration of the operation;

• LF (late finish): is the latest time when the operation can be finished. It is
computed as LS + duration of the operation.

Each product recipe is basically a dependency tree where operations have
generally a pre-imposed precedence. In a hierarchical scheduling mode, where the
execution order of the operations is known in advance, the above four parameters
can be computed directly at the beginning, and during execution are used to validate
that the initial schedule is still being followed by the system.

Fig. 6 Lag time and lead
time for operations
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In a true heterarchical operational mode where the next operation is negotiated at
runtime, these parameters are computed at run time, depending on which path in the
dependency tree was followed. Computing these parameters at runtime proves to be
useful because they enable the estimation of Global_EF and Global_LF of the
product, which represents a range for the effective ETA of the product manufac-
turing process. By considering the Global_EF and Global_LF for all the products in
the batch, the Batch_EF and Batch_LF can be computed in the same way.

3.3 Energy Footprint and Quality Check

The Operation complex type has also two attributes that are always added after the
operation execution finishes. The Energy_Footprint is added by the resource that just
performed the operation, and is a float number representing the energy consumed for
the operation. Shop floor resources should be able to report this metric for each
predefined operation. The Quality_Check attribute contains the result of the quality
control done after each operation. In practice this will be a string status representing
either the fact that the check is passed or an error message if a failure was detected.

4 The Security Solution for Active Devices in SOMA

Service orientation of manufacturing control systems (SOMA) has become the
standard for manufacturing system design. This approach brings many advantages,
proven as best practices by the large scale proliferation especially in the software
development industry. In recent years the most important software vendors sup-
porting SOA principles have developed integrated solutions based on SOA tech-
nology targeted at manufacturing applications in both research and industry domains.

Multi-agent systems have provided the platform for building distributed SOA
architectures in the context of intelligent products equipped with local decision-
making capabilities and information storage. This chapter presents a security
solution associated with the intelligent shop floor devices in a SOMA oriented
architecture and introduces a PKI-based solution designed to secure the information
flow against the identified security threats.

4.1 Security Challenges at Shop Floor Level

Considering a shop floor architecture using Wi-Fi communication between intel-
ligent products, resources and production scheduler, there are several challenges
regarding the security of the architecture [11–13]. The most relevant for a manu-
facturing enterprise are:
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• Unauthorized access to information: an external attacker might get information
about customer orders, execution status of products, shop floor resource beha-
viour and scheduling algorithms. In certain industries gaining access to this
information can offer relevant competitive advantages [14, 15];

• Theft of proprietary information: product recipes could be reverse engineered
based on communication intercepted between shop floor devices, intelligent
products and the shop floor scheduler. These recipes usually represent propri-
etary information [16, 17];

• Denial of service (DoS): an external attacker could sabotage the manufacturing
system by using denial of service techniques. Depending on the architecture of
the manufacturing system communication network and isolation, the vulnera-
bilities for such an attack can be mitigated [18–20];

• Impersonation: the lack of an authentication and authorization mechanism for
the shop floor devices raises the challenge of trust when services are invoked.
An external attacker might impersonate a shop floor device, in order to gain
access to proprietary information or to perform a DoS attack [21, 22].

The main challenge with wireless network security is represented by the sim-
plified network access in contrast with wired networks. In the context of wired
networking one must gain access to the facility to physically connect to the internal
network. With Wi-Fi networks the attacker only needs to be within the wireless
range of the Wi-Fi network in order to be able to attempt an attack. Wi-Fi
implementations for sensitive networks usually employ techniques to prevent
unauthorized access to the network and at the same time to encrypt the data sent
through the network. However, an attacker who has managed to access Wi-Fi
network router can initiate a large range of attacks. For example a DNS spoofing
attack against any other device in the network is possible by sending a response
before the queried DNS server has a chance to reply.

A possible solution to prevent unauthorized access to the Wi-Fi network can be
implemented by hiding the access point name by preventing the SSID broadcast.
This approach is effective against an uninformed attacker; however it is ineffective as
a security method because the SSID is sent in the clear in response to a SSID query.
An alternative to this approach, especially for manufacturing systems, where the
Wi-Fi devices are known in advance, is to only allow shop floor devices with known
MAC addresses to join the network. However, an attacker could eavesdrop the
network conversation and join the network by spoofing and replaying an authorized
address. Wired Equivalent Privacy (WEP) encryption was designed to protect
against casual snooping but it is not considered secure [23, 24]. Tools such as
AirSnort or Aircrack-ng can quickly determine WEP encryption keys. As a response
to security concerns of WEP, Wi-Fi Protected Access (WPA) was introduced. Even
if WEP is more secured then WPA, it still has known vulnerabilities. WPA2 is using
Advanced Encryption Standard and eliminates some of the vulnerabilities of
WEP. However Wi-Fi Protected Setup which allows initial configuration of the
Wi-Fi connection allowsWPA andWPA2 security to be broken in several scenarios.
Once the network layer is breached, an attacker will have direct access to the higher
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layer protocols allowing unauthorized access to information, theft of proprietary
information, denial of service at the protocol layer and impersonation [25, 26]. The
higher layer protocols can be secured using secure sockets layer (SSL) that provides
encryption, authentication and authorization of the actors involved using a public-
key infrastructure (PKI) for certificate management.

The problems related to security at the shop floor control layer and middleware
were mentioned by previous research [27] together with approaches to tackle them
in general terms [28, 29]. Some of the most relevant are further mentioned.

SOCRADES, a Web Service based Shop Floor Integration Infrastructure pro-
posed by SAP Research [30] in 2008, defines two specific security requirements for
shop floor devices: a) to be able to authenticate themselves to external services and
b) to authenticate/control access to services they offer. The solution proposed is
based on role-based access control principle of devices communication to mid-
dleware and back end services. Additionally, message integrity and confidentiality
is provided by the WS-Security standard.

iShopFloor is an intelligent shop floor based on the Internet, web, and agent
technologies. It focuses on implementing distributed intelligence in the manufac-
turing shop floor [31]. The iShopFloor research outlines some security challenges
related to usage of secure socket layer (SSL) in an open environment. The main
problems are caused by SSL termination in the frontend servers and secure com-
munication by firewalls. Another research [32] describes a CORBA-based inte-
gration framework for distributed shop floor control. In this implementation the
security is provided by the object broker as a platform service, including authen-
tication and authorization in a centralized fashion.

The PKI solution presented in this paper has several advantages compared to the
ones presented above:

• It directly addresses the shop floor Wi-Fi enabled devices (intelligent products),
rather than concerning about intra middleware software communication. The
middleware is normally located in a physical secure location and uses wired
communication within the DMZ. This makes it almost impossible for an
attacker to intercept communication without physically breaking in.

• It provides a real time mechanism to allow certificate generation and revocation.
This mechanism can be integrated at CA layer with RBAC solutions if required.

• It is a light implementation, suited for mobile devices (embedded device
mounted on the product pallet).

4.2 SSL and PKI Implementation for Manufacturing
Shop Floor Devices

The Secure Socket Layer protocol, first introduced by Netscape, was used initially
to ensure secure communication between web servers and browsers communicating
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over HTTP(s). However, the protocol itself is at socket layer, so the applications are
not limited to HTTP.

The protocol proposed in the paper uses a PKI infrastructure, consisting in a
Certificate Authority (CA) that generates public-private key pairs to identify the
server, the client or both. The SSL handshake, in case of mutual authentication,
consists in the following main steps:

1. The client connects to a secure server socket.
2. The server sends its public key with its certificate.
3. The client checks if the certificate was issued by a trusted CA, that the certificate

is still valid and that the certificate is matching the DNS hostname of the server.
4. The client passes its public key with its certificate to the server. The server

verifies if the client certificate was issued by a trusted CA, similarly with step 4.
5. The server responds with a negotiation request on the encryption cypher used.
6. The client then uses the public key to encrypt a random symmetric encryption

key and sends it to the server.
7. The server decrypts the symmetric encryption key using its private key and uses

the symmetric key to decrypt data.
8. The server sends back the data encrypted with the symmetric key.
9. Communication continues encrypted until the socket is closed.

In order to use SSL with mutual certificate authentication, a PKI is required.
The PKI is considered as a software platform that basically generates public/private
key pairs and certificates and associates them with identities by means of a cer-
tificate authority (CA).

The proposed security architecture involves using a public-key infrastructure
PKI to generate certificates and propagate trust during manufacturing execution
(runtime) for intelligent products communicating with shop floor resources. The
sequence diagram for trust propagation is presented in Fig. 7.

The process is divided in two separate phases. The pre-configuration phase
consists in generating the certificates for the shop floor resources that are static in
nature, or in other words, are present during the entire manufacturing process.
Examples of such resources are robots equipped with Web Service capabilities, the
shop floor scheduler or the PLC for conveyor service. These certificates are valid
for a long period of time, as they belong to these static resources. During this phase,
the trust is configured for the shop floor static devices, by importing the CA public
key in the local trust-store.

The run-time phase refers to the products equipped with local web service
capabilities. When the intelligent product enters the production line the embedded
device on the product pallet is initialized.

The main steps are creation of certificate request by the IP, generation of the
certificate by the CA, creation of the certificate store on the intelligent product,
product execution and certificate revocation when the product is completed. The
following sections exemplify these steps using OpenSSL as PKI infrastructure and
JADE agents for intelligent product implementation.
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4.3 Certificate Generation at Runtime Using OpenSSL
and JADE Agents

The PKI implementation proposed for securing service oriented manufacturing sys-
tems is based onOpenSSL [33].OpenSSL is anOpen Source toolkit implementing the
Secure Sockets Layer (SSL v2/v3) and Transport Layer Security (TLS v1) protocols
as well as a full-strength general purpose cryptography library. The internal JADE
agent architecture when integrated with OpenSSL is illustrated in Fig. 8.

The SOA enabled device must be capable of both inbound and outbound SOAP
capabilities. For run time encryption the Java SSL implementation is used.
However, for initial configuration and for the CA agent, the OpenSSL native
libraries are used. The native library is accessed using a JNI wrapper library.

Step 1 Certificate request: consists in calling X509_REQ_NEW function to
create a X.509 certificate request. An example data structure passed to the method
is:

struct entry entries[ENTRIES] =
{
{“countryName”, “RO” },

Fig. 7 Sequence diagram for trust propagation
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{“stateOrProvinceName”, “RO” },
{“localityName”, “Bucharest” },
{“organizationName”, “University Politehnica Bucharest” },
{“organizationalUnitName”, “CIMR” },
{“commonName”, <DNS name of the device based on RFID tag>},
};

The commonName must match to the DNS name of the embedded device, in
order to pass host name verification during SSL handshake. To uniquely identify
the product, the host name is constructed using the individual RFID tag from the
product pallet. Once the certificate request is completed, it is sent to the CA agent.

Step 2 Certificate signing: CA agent receives the certificate request and generates
the X509 certificate that will be used by the IP. The certificate is installed in the
local key-store on the product and the CA agent public key is added to the
trust-store.

Step 3 Execution: at this stage the agent is able to securely communicate and
authen-ticate with SSL mode 3 (which includes mutual authentication) with other
shop floor devices based on CA trust established. The sequence of messages

Fig. 8 JADE agent architecture with OpenSSL integration
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exchanged between the client and the server (shop floor actors) during SSL
handshake at runtime, are:
Client 1: Client sends a CLIENT_HELLO command to the server, including:

– The SSL and TLS version supported by the client
– A set of ciphers supported by the client in order of preference
– A set of data compression methods supported by the client
– The session ID, which is 0 in case of a new SSL session
– A segment of random data generated by the client for key generation

Server 1: Server sends back a SERVER_HELLO command to the client, which
includes:

– The SSL or TLS version that will be used for the SSL session
– The cipher selected by the server that will be used for the SSL session
– The data compression method selected by the server
– The generated session ID for the SSL session
– A segment of random data generated by the server for key generation

Server 2: Server sends the CERTIFICATE command:

– This command includes the server certificate
– The client will validate the certificate against the truststore, check the hostname

against the certificate CN and check the Certificate Revocation List from the CA

Server 3: Server sends the CERTIFICATE_REQUEST command to request the
client certificate. The command contains the certificate authorities (CAs) that the
server trusts, allowing the client to send the corresponding certificate.
Client 2: The client sends the CERTIFICATE command, sending its certificate to
the server. The server will validate the client certificate against the truststore, check
the hostname against the client certificate CN and the Certificate Revocation List
from the CA.
Client 3: The client sends the CERTIFICATE_VERIFY command to the server,
which contains a digest of the SSL handshake messages signed using the client
private key. The server also calculates the digest using the client’s public key from
the client certificate. The two are compared by the server and if they match the
client is verified.
Server 4: Server sends the SERVER_DONE command, indicating that the server
has completed the SSL handshake.
Client 4: The client sends the CLIENT_KEY_EXCHANGE command
This command contains the premaster secret that was created by the client and was
then encrypted using the server public key. Both the client and the server generate the
symmetric encryption keys on their own using the premaster secret and the random
data generated from the SERVER_HELLO and CLIENT_HELLO commands.
Client 5: The client sends the CHANGE_CIPHER_SPEC command, indicating that
the contents of subsequent SSL record data sent by the client during the SSL
session will be encrypted with the selected cipher.
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Client 6: The client sends the FINISHED command, including a digest of all the
SSL handshake commands that have flowed between the client and server. This
command is used to confirm that none of the commands exchanged so far were
tampered with
Server 5: The server sends the CHANGE_CIPHER_SPEC command, indicating the
cipher used to encrypt following SSL messages.
Server 6: The server sends the FINISHED command, including a digest of all the
SSL handshake commands that have flowed between the server and the client. This
command is used to confirm that none of the commands exchanged so far were
tampered with. From this stage on, the messages exchanged are encrypted and
secure.

Step 4 Revocation: is the last stage after the product execution is completed. As the
product will no longer require communication with other shop floor devices, the
certificate must be revoked. This is accomplished by sending a certificate revocation
request to the CA agent. The CA agent publishes the certificate revocation in the
CRL list, so that all future SSL handshakes that use this certificate will be prevented

The experimental evaluation of the security provided is presented in Sect. 5.

5 Experimental Results: PKI and Network Trace
Evaluation

A simulation environment employing JADE agents for IP and shop floor resources
was created to evaluate the PKI solution proposed and analyse network trace
(Fig. 9).

The simulation environment consists in two agent instances communicating over
the WEP encrypted Wi-Fi network. The interaction between two agents is con-
sidered using the described PKI setup, assuming an attacker that was already able to
break the WEP encryption and gain access to the network. The attacker uses
AirPcapNG to intercept the Wi-Fi traffic and analyse it using Wireshark tool.
Figure 9 presents the network traffic obtained by the attacker in this scenario. The
network analysis shows the certificate exchange with both server and client
authentication at SSL/TLS layer. The last packet in the above trace shows the
beginning of the encrypted application data conversation between two agents.

Looking closer at SERVER_HELLO the server certificate together with the CA
certificate are being sent to the client, as highlighted in Fig. 10.

By implementing the PKI infrastructure for SSL communication presented in
this paper, some important security challenges are mitigated. The asymmetric
encryption in SSL assures that un-authorized access to information is prevented
even if the Wi-Fi packets are captured by a potential attacker. The encryption also
prevents access to proprietary information that might be stored and communicated
between intelligent products, shop floor scheduler and resources. The possibility of
Denial of Service attacks is not completely eliminated by this approach; however
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they are limited to the network layer due to SSL implementation. Impersonation is
also prevented by implementing mutual SSL authentication during initial hand-
shake. One limitation at this point is represented by the requirement for Step 1 and 2
of the initialization process to be performed over wired network to prevent cer-
tificate spoofing during private key transmission.

Fig. 9 Wireshark view of the encrypted traffic (Wireshark analysis)

Fig. 10 Detail of server hello (Wireshark analysis)
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6 Conclusions and Perspective of Further Research

The paper proposes a classification of intelligent products from SOA integration
point of view and introduces a formalized data structure for intelligent products in
the form of a XSD schema for XML representation. The data flow during manu-
facturing is discussed in the context of lead- and lag time between operations in the
product recipe in order to enable ETA estimation of the product and the product
batch; experiments focus on representing operation dependencies and lag time in
XML format.

A PKI solution with SSL authentication and encryption for intelligent products
travelling on pallets in the shop floor has been designed. From an implementation
perspective SOA alignment at shop floor level involves TCP/IP-based communi-
cation over Wi-Fi supporting higher level protocols like SOAP for Web service
based integration. Our contribution in the security area of SOMA implementation
presents security challenges associated with this approach, such as information flow
protection as well as authentication and authorization of the actors involved.
A public-key infrastructure (PKI) was proposed to assure both SSL encryption and
authentication services at the shop floor layer that protects the manufacturing
system against possible external attacks. The solution consists in a shop floor
certification authority (CA) agent that dynamically generates certificates for intel-
ligent products travelling on the production line. A certificate revocation list
(CRL) is used to revoke the individual certificates once the product is completed
and exits the production line. The prototype implementation of this PKI solution,
based on OpenSSL encryption libraries, is presented in the context of a JADE MAS
shop floor design.

Future work is aiming at evaluating other forms of attacks that this PKI archi-
tecture might be exposed at in an industrial environment, and evaluating the overall
performance overhead introduced by the encryption and decryption of the infor-
mation flow across shop floor devices.
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Technological Theory of Cloud
Manufacturing

Sylvain Kubler, Jan Holmström, Kary Främling and Petra Turkama

Abstract Over the past decade, a flourishing number of concepts and architectural
shifts appeared such as the Internet of Things, Industry 4.0, Big Data, 3D printing,
etc. Such concepts are reshaping traditional manufacturing models, which become
increasingly network-, service- and intelligent manufacturing-oriented. It sometimes
becomes difficult to have a clear vision of how all those concepts are interwoven and
what benefits they bring to the global picture (either from a service or business
perspective). This paper traces the evolution of the manufacturing paradigms,
highlighting the recent shift towards Cloud Manufacturing (CMfg), along with a
taxonomy of the technological concepts and technologies underlying CMfg.
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1 Introduction

Manufacturing paradigms evolved over time, driven by societal trends, new ICT
(information and communication technology) technologies, and new theories. The
manufacturing processes of the future need to be highly flexible and dynamic in
order to map the customer demands, e.g. in large series production or mass cus-
tomization. Manufacturing companies are not only part of sequential, long-term
supply chains, but also of extensive networks that require agile collaboration
between partners. Companies involved in such networks must be able to design,
configure, enact, and monitor a large number of processes and products, each rep-
resenting a different order and supply chain instance. One way of achieving this goal
is to port essential concepts from the field of Cloud Computing to Manufacturing,
such as the commonly applied SPI model: SaaS (Software-as-a-Service), PaaS
(Platform-as-a-Service), IaaS (Infrastructure-as-a-Service) [1]. In the literature, this
concept is referred to as “Cloud manufacturing” (CMfg), which has the potential to
move from production-oriented manufacturing processes to customer- and
service-oriented manufacturing process networks [2], e.g. by modelling single
manufacturing assets as services in a similar vein as SaaS or PaaS solutions.

While organizations will be looking to make use of CMfg for creating radical
change in manufacturing practices, this will not be an easy transition for many.
There will be architectural issues as well as structural considerations to overcome.
The main reason for this is that CMfg derives not only from cloud computing, but
also from related concepts and technologies such as the Internet of Things—IoT
(core enabling technology for goods tracking and product-centric control) [3, 4], 3D
modelling and printing (core enabling technology for digital manufacturing) [5, 6],
and so on. Furthermore, some of those concepts/technologies have not yet reached
full maturity such as the IoT, whose number of connected devices should pass from
9.1 billion (2013) to 28.1 billion (2020) according to IDC forecasts). Similarly,
while 3D modelling is now conventional even for small companies, 3D printing is
still in the peak of inflated expectation phase in the Gartner Hype Cycle, which may
be (potentially) followed by a drop into the trough of disillusionment [7]. Within
this context, the success of CMfg is partly dependent upon the evolution of all these
concepts, although it is often difficult to understand how they are interwoven and
how important one is to the other. The present paper helps to better understand such
interwoven relationships, the current trends and challenges (e.g., shift from
closed-industry solutions to open infrastructures and marketplaces).

To this end, Sect. 2 shows the evolution of the manufacturing paradigms through
the ages. Section 3 introduces a CMfg taxonomy, whose key challenges and
opportunities of the underlying concepts are discussed; the conclusions follow.
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2 Manufacturing Paradigms Through the Ages

Over the last two centuries, manufacturing industry has evolved through several
paradigms from Craft Production to CMfg [8, 9]. Craft Production, as the first
paradigm, responded to a specific customer order based on a model allowing high
product variety and flexibility, where highly skilled craftsmen treated each product
as unique. However, such a model was time- and money-consuming—as depicted
in 1. The history of production systems truly began with the introduction of stan-
dardized parts for arms, also known as the “American System” (see Fig. 1).

Following the American System model, Mass Production enabled the making of
products at lower cost through large-scale manufacturing. On the bad side, the
possible variety of products was very limited since the model is based on resources
performing the same task again and again, leading to significant improvement of
speed and reduction of assembly costs (cf. 1). Symbols for mass production were
Henry Ford’s moving assembly line and his statement: “Any customer can have a
car painted any color that he wants so long as it is black”.

Lean Manufacturing emerged after World War II as a necessity due to the limited
resources in Japan. The Lean Manufacturing paradigm is a multi-dimensional
approach that encompasses a wide variety of management practices, including
just-in-time, quality systems, work teams, cellular manufacturing, etc., in an inte-
grated system [10] that eliminates “waste” on all levels. It is worth noting that the
lean management philosophy is still an important part of all modern production
systems.

Volume

Cost

Variety

2000Cloud
Manufacturing

1850

1913

American
System

Craft production

1913

Mass production

Lean manufacturing

1955

Mass
Customization

1980

Fig. 1 Volume-variety-cost relationship in manufacturing paradigms
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The fourth paradigm, Mass Customization, came up in the late 1980s when the
customer demand for product variety increased. The underlying model combines
business practices from Mass Production and Craft Production, moving towards a
customer-centric model. This model requires the mastery of a number of tech-
nologies and theories to make manufacturing systems intelligent, faster, more
flexible, and interoperable. Within this context, a significant body of research
emerged, particularly with the IMS (Intelligent Manufacturing System) community
with worldwide membership, which is an industry-led, global, collaborative
research and development program established to develop the next generation of
manufacturing and processing technologies. The IMS philosophy adopts heterar-
chical and collaborative control as its information system architecture [11–13]. The
behaviour of the entire manufacturing system therefore becomes collaborative,
determined by many interacting subsystems that may have their own independent
interests, values, and modes of operation.

It is clear from Fig. 1 that the manufacturing paradigms succeeded one another,
always seeking for smaller volumes and costs, while rising the product variety. The
fifth and recent paradigm, CMfg, moves this vision a step further since it provides
service-oriented networked product development models in which service con-
sumers are enabled to configure, select, and use customized product realization
resources and services, ranging from computer-aided engineering software to
reconfigurable manufacturing systems [14, 15]. Several applications relying on
Cloud infrastructure have been reported in recent years, e.g. used for hosting and
exposing services related to manufacturing such as machine availability monitoring,
collaborative and adaptive process planning, online tool-path programming based
on real-time machine monitoring, collaborative design, etc. [16, 17]. Similarly in
the European sphere, this technology has recently attracted a lot of attention, e.g.
with the Future Internet Public Private Partnership (FI-PPP),1 OpenStack,
OpenIoT,2 or Open Platform 3.0 communities.3

The next section helps to understand what concepts and technologies are
underlying CMfg, how they are interwoven together, how important one is to the
other, and what challenges remain ahead.

3 Cloud Manufacturing Taxonomy

The Industrial Internet, Industry 4.0, CMfg, or still Software Defined
Manufacturing (SDM) are terms referring to the new phenomenon (or next wave) of
innovation impacting the way the world connects and optimizes machines, as well
as information systems in the manufacturing industry. In CMfg applications,

1http://www.fi-ppp.eu.
2https://github.com/OpenIotOrg/openiot/wiki/OpenIoT-Architecture.
3http://www.opengroup.org/subjectareas/platform3.0.
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various manufacturing resources and abilities can be intelligently sensed and con-
nected into a wider Internet, and automatically managed and controlled using both
(either) IoT and (or) Cloud solutions, as emphasized in the taxonomy given in
Fig. 2. In this taxonomy, one can see that the so-called IoT is a core enabler, if not
the cornerstone, for product-centric control and increasing servitization (i.e.,
making explicit the role of the product as the coordinating entity in the delivery of
customized products and services) [18]. Product-centric control methods are, in
turn, required and of the utmost importance for developing fast and cost effective
Direct Digital Manufacturing (DDM) solutions [6], also known as `Rapid
Manufacturing’. One example of how CMfg platforms combine all those concepts
might be the following:

A tractor (or backend system) detects – based on sensor data fusion – that the pump is
defective. The after-sales service system is immediately notified and turns to the services of
the cloud manufacturing community to (i) access product-related data and models (e.g.,
CAD models) and then (ii) identify an optimal manufacturer for the broken pump parts. The
digital model is sent to the community member who can produce the custom part via 3D
printing. The closest (or cheapest) 3D printer service provider(s) can be discovered (e.g.,
via IoT discovery mechanisms), so that the pump part can be produced to order and shipped
to the farmer.

Sections 3.1–3.4 discusses in greater detail all the taxonomy concepts and
interdependencies, along with challenges that still need to be addressed.

3.1 Cloud Computing

Cloud computing has revolutionized the way computing infrastructure is abstracted
and used [1]. The benefits of Cloud for manufacturing enterprises are numerous;
Cloud as a procurement model delivers undisputed cost efficiencies and flexibility,
while increasing reliability, elasticity, usability, scalability and disaster recovery.
A key difference between Cloud computing and CMfg is that resources involved in

3D
Modeling

3D
Printing

DDM
Product Centric

Control IoT
Cloud

Computing

Cloud Manufacturing (CMfg)

Fig. 2 CMfg taxonomy: underlying concepts and technologies
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cloud computing are primarily computational (e.g., server, storage, network, soft-
ware), while in CMfg, all manufacturing resources and abilities involved in the
whole life cycle of manufacturing are aimed to be provided for the user in different
service models [2]. The manufacturing resources and abilities are virtualized and
encapsulated into different manufacturing cloud services, where different product
stakeholders can search and invoke the qualified services according to their needs,
and assemble them to be a virtual manufacturing environment or solution to
complete their manufacturing task [15].

As an end consumer looking at the cloud space, there are two major types of
clouds to choose from: open source clouds (e.g., Citrix, OpenIoT) and closed
clouds (e.g., Amazon, Azure, Google). One of the key challenges, especially from
the EU perspective, is to foster cloud manufacturing based on existing open stan-
dards and components to facilitate an as-vendor-independent-as-possible Cloud
engineering workflows platform should lead to radical transformations in business
dynamics in the industry (e.g., for new open standard-based value creation)
[19, 20]. This implies creating cloud manufacturing ecosystem(s) built on open IoT
messaging standards having the capabilities to achieve “Systems-of-Systems”
integration, as will be discussed in the next section.

3.2 Internet of Things (IoT)

The growth of the IoT creates a widespread connection of “Things”, which can lead
to large amounts of data to be stored, processed and accessed. Cloud computing is
one alternative for handling those large amounts of data. To a certain extent, the
cloud effectively serves as the brain to improve decision-making and optimization
for IoT-connected objects and interactions [21], although some of those decisions
can be made locally (e.g., by the product itself) [12, 13]. However, as stated
previously, new challenges arise when IoT meets Cloud; e.g. creating novel net-
work architectures that seamlessly integrate smart connected objects, as well as
distinct cloud service providers (as illustrated with the dashed arrows in Fig. 3). IoT
standards e.g. for RESTful APIs and associated data will be key to be able to
import/export product-related data and models inside CMfg ecosystems [22].

Several research initiatives have addressed this vision such as—in the EU sphere
—the IERC or FI-PPP clusters (see e.g. FI-WARE, OpenIoT), or still the Open
Platform 3.0 (initiative of The Open Group). In this respect, our research claims that
the recent IoT standards published by The Open Group, notably O-MI and O-DF
[3], have the potential to fulfill the “Systems-of-Systems” vision discussed above.
O-MI provides a generic Open API for any RESTful IoT information system, and
O-DF is a generic content description model for Objects in the IoT, which can be
extended with more specific vocabularies (e.g., using or extend domain-specific
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ontology vocabularies). Both standards are about to be used as foundation of the
upcoming H2020 project bIoTope (Building an IoT OPen innovation Ecosystem for
connected smart objects), where proofs of concept and value of open CMfg
ecosystems will likely be developed. Furthermore, O-MI and O-DF specifications
were identified from several real-life industrial applications of the PROMISE EU
project (including manufacturing scenarios) [23], thus making it suitable for
effective Product Centric Control, as will be discussed in the next section.

3.3 Product Centric Control

In a true IoT, each intelligent product and equipment is uniquely identifiable [24],
making it possible to link control instructions with a given product-instance. The
basic principle is that the product itself, while it is in the process of being produced
and delivered, directly requests processing, assembly and materials handling from
available providers, therefore simplifying materials handling and control, cus-
tomization, and information sharing in the supply chain. This concept is referred to
as “Product Centric Control” [25], which is required and of the utmost importance
from a CMfg perspective since it allows for developing fast and cost effective DDM
solutions, as will be discussed in the next section. Indeed, operations and decision
making processes that are triggered and controlled by the product itself result in
higher quality and efficiency than standard operations and external control. The
generative mechanism is somehow the ability of the product to (i) monitor its own
status; (ii) notify the user when something goes wrong (e.g., the defective pump);
(iii) help the user to find and access the necessary product-related models and
information from the manufacturer community involved in the CMfg ecosystem;
and (iv) ease the synchronization of product-related data and models that might be
generated in distinct organizations, throughout the product lifecycle [12, 26].

Private
Cloud

. . .

Legend
Today’s IoT : Data collected into vertical silos
(pushed to vertical servers)

Open Cloud Computing based on open and
standardized IoT solutions

Fig. 3 Challenge of creating CMfg ecosystem based on open IoT standards
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3.4 Direct Digital Manufacturing—DDM

Recently, the range of DDM4 technologies has increased significantly with the
advancement of 3D printing [6], opening up a novel range of applications con-
sidered impossible, infeasible or uneconomic in the past. DDM technologies are
technologies that include both novel 3D printing and 3D modelling (as emphasized
in Fig. 2), i.e. the more conventional numerical controlled machines. The need for
tooling and setup is reduced by producing parts directly based on a digital model.
The implication of the development of DDM technologies is that, in an increasing
number of situations, it is possible to produce parts directly to demand, without
tooling, setup and consideration of economies of scale [27]. Time-to-market,
freedom of design, freedom to redesign and flexible manufacturing plans are only
the beginning. These advantages represent just the tip of the iceberg since DDM is a
relatively new manufacturing practice.

Given this, CMfg is clearly an applicable business model for 3D-printing.
Because additive manufacturing is a digital technique, it is possible to manufacture
products close to the location where they will be used, thus reducing transportation
(Co2 emissions), large storage areas, while enabling a wide range of customers,
suppliers and manufacturers to take part to the development of new products and
services based on an open and standardized CMfg platform.

4 Conclusion

In industry, cloud manufacturing (CMfg) platforms are rarely applied today because
of considerable concerns about security and ROI (due mainly to considerable efforts
to implement interoperability). Furthermore, the maturity of the platforms is often
limited to a prototype status nowadays. However, there are some industry settings,
from which interest in such a concept is stated such as associations of SMEs who
intend to jointly provide customisable products, or industry clusters who would like
to make their members’ abilities easily available (searchable and usable) for other
members.

Within this context, the emergence of the Internet of Things, Cloud computing,
3D printing, product-centric-control techniques, etc., mark a new turning point for
CMfg—manufacturing resources and organization assets become easier to be
remotely tracked, monitored, accessed, booked and used (e.g., for production),
when and as needed. However, all those concepts make it difficult to understand
how they are interwoven and what benefits they bring to the global picture (either
from a service or business perspective). This paper contributes to the discussion
about this global picture with the introduction of a CMfg taxonomy, while dis-
cussing current trends and challenges that still face CMfg (e.g., shift from

4DDM is the usage of additive manufacturing for production of end-use components.
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closed-industry solutions to open infrastructures and marketplaces). In this regard,
this paper claims that the vision of “Systems-of-Systems” built on open standards
(e.g., open IoT standards as O-MI/O-DF) will be key in the future to develop more
advanced open- and customer-oriented CMfg models, which will result in inno-
vative business transformation services.
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Integrated Scheduling for Make-to-Order
Multi-factory Manufacturing:
An Agent-Based Cloud-Assisted Approach

Iman Badr

Abstract The fourth revolution currently envisioned for manufacturing is char-
acterized by the interconnection of distributed manufacturing facilities and the
provision of their services through cloud computing. Customers will be allowed to
customize products in a make-to-order strategy and select among the available
facilities and services. This paper addresses the integrated scheduling of customer
orders for a multi-factory, make-to-order manufacturing environment. Distributed
facilities are represented as autonomous agents that generate the schedule through
goal-oriented negotiations. Scheduling agents are abstracted from facilities-related
data, which are made available along with auxiliary scheduling tools in the cloud. In
this way, the proposed scheduling provides a generic solution that generates
efficient schedules flexibly.

Keywords Integrated scheduling � Agent-based scheduling � Cloud computing �
Industry 4.0

1 Introduction

Presently, manufacturing is undergoing a fourth revolution, the so called industry
4.0, characterized by higher integration of resources, enterprises and customers.
This revolution is expected to achieve higher customer satisfaction at lower prices
through the make-to-order or mass customization strategy. Every customer will be
able to configure or even design his own product and have it delivered in a
pre-specified time. The production flow of every order, starting from the collection
of material through the processing of the parts to be assembled and up to shipping
and delivery, may span geographically scattered facilities. The integration of these
distributed facilities and resources is enabled by new communication technologies
that bring about new models of ubiquitous computing such as cloud computing [1].
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Undoubtedly, this revolutionary change in manufacturing is faced with the
challenge of managing the distributed facilities and providing seamless integration
of the manufacturing tasks. Manufacturing scheduling represents one of the
inherently challenging tasks, which has been receiving much interest in academia
and industry due to its complexity as an optimization problem coupled with its
impact in gaining the lead in a highly competitive market. Scheduling is concerned
with optimizing the timely allocation of resources to competing jobs, according to a
specified set of criteria such as maximizing the throughput. Despite the richness of
the scheduling literature throughout the decades, its impact in industry has been
minimal mainly due to the confined view of scheduling as only concerned with
machines and isolated from the dynamic changes of the environment [2].
Accordingly, scheduling remains a major obstacle in adopting the envisioned
manufacturing model.

In this paper, an integrated view of distributed scheduling is adopted and a
multi-agent cloud-assisted architecture for ubiquitous manufacturing environments
is presented. The rest of the paper is organized as follows. Section 2 presents a brief
review of literature. Section 3 analyses the problem and deduces the influencing
factors. Section 4 overviews the proposed architecture. Section 5 describes the
scheduling method. Section 6 concludes the paper with a summary and future work.

2 Literature Review

Recently, some research work has been proposed to tackle the problem of dis-
tributed product management in general and scheduling in particular. In [3, 4],
cloud-assisted platforms for managing distributed manufacturing and employing a
service-oriented paradigm are presented. In [5, 6], RFID technology is employed to
deal with the dynamic production scheduling problem by capturing and analysing
real-time data. The authors in [5] apply a Monte Carlo simulation to generate a
production schedule based on the captured data. In [6], the main scheduling deci-
sions are taken by the human managers at the different production stages.

In [7], the scheduling of production logistics is focused on and a system based
on Internet of Things (IoT) and cloud computing for solving this problem is pre-
sented. On the other hand, Zhang et al. [8] focus on the production scheduling
problem and propose a multi-agent based architecture for a ubiquitous manufac-
turing environment. A method based on Genetic Algorithms is employed to solve
the machine scheduling problem. Sun et al. [9] study the integrated production
scheduling and distribution problem for multi-factory with both inland transporta-
tion and overseas shipment. The proposed solution is based on a two-level fuzzy
guided genetic algorithm.
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3 Problem Analysis

The scheduling problem studied in this research is concerned with a make-to order
manufacturing environment encompassing distributed factories and multiple
warehouses, material suppliers and transportation companies. The integration of the
distributed facilities takes place via a cloud that provides a ubiquitous access to
customers and manufacturing stakeholders. As depicted in Fig. 1, customers are
involved as active stakeholders in the manufacturing process. They are allowed to
place orders for their customized products, which may be processed at scattered
locations and finally assembled and delivered to their customers in a specified
deadline.

Scheduling customer requests in such a distributed, ubiquitous and dynamic
environment have to be made under consideration of the current status of the entire
set of the involved entities. The production flow of distributed manufacturing may
be summarized in the steps captured in Fig. 2. First, raw material is collected either
from an internal or external warehouse. While in the former case no transportation
is required, the collected material has to be transported to the shop floor of the
factory in the latter case. This justifies the existence of an arrow by passing the
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Fig. 1 A schematic illustration of distributed cloud-assisted manufacturing
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Fig. 2 Steps of the production flow of distributed manufacturing
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transportation step to indicate that this step is optional. Followed by the collection
and possible transportation of material, a transformation step takes place. This step
involves a set of processing and material handling steps inside a factory.

The product that undergoes a transformation step may require further transfor-
mations at other factories or may correspond to the final product ordered by the
customer. This is designated by the feedback loop depicted in Fig. 2, after the
transportation step succeeding the transformation step. Taking the path, denoted by
the feedback arrow, indicates the need to apply further transformations in other
factories. Once a final product is produced, two possibilities exist, either directly
transporting the product to deliver it to the customer or transporting it to be stored
for some time before being transported again for customer delivery. While the
former possibility corresponds to the path from the transportation step through the
dashed arrow to the customer delivery step, the latter possibility is denoted by
taking the rest of the steps (i.e. warehousing, transportation and customer delivery).

Each of these steps involves a set of resources, as captured by Table 1. To reduce
the complexity associated with tracking this overwhelming set of resources, the
influencing location or entity is identified for every step to be modelled later as an
agent undertaking the allocation decision for the corresponding step. For example,
the availability of raw material affects the material collection step and real-time
tracking of material may be performed by attaching RFID to the material units.
However, the allocation decision of material should be delegated to the material
supplier rather than to the material itself. The transformation of material or work
pieces inside a factory corresponds to a set of processing and material handling
steps that are analysed and modelled as agents in [10, 11]. In multi-factory envi-
ronment, every factory is responsible for its internal schedule and is conceived as
the influencing entity in this case (see Table 1).

Integrated scheduling is affected by two facilities-related factors:

• Static factors related to the inherent specifications of facilities such as the
maximum speed of a truck, the services supported by a factory and the capacity
of a warehouse.

• Dynamic factors corresponding to the current status of facilities such as the
current free space in a warehouse, the currently existing material at a certain
store and the shipping capacity of a certain shipping company for a given date.

Table 1 A derivation of the influencing resources and entities of a typical material flow

Material flow step Influencing resource Influencing location/entity

Material
collection

Material Warehouse/material supplier
company

Transportation Trucks, forklifts, etc. Transportation company

Transformation CNCs, robots, AGVs, etc. Factory

Warehousing Location and internal facilities Warehousing company
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4 Agent-Based Scheduling Architecture

This work builds on a previously proposed agent-based architecture for a single
factory with flexible resources [11]. By definition, scheduling is an intermediary
task catering for the allocation of existing resources to the planned jobs. This is
reflected in the automation pyramid which captures scheduling as an intermediary
layer between planning and shop floor control. The agent-based architecture, which
is extended in this work, decomposes scheduling autonomous agents at four layers
representing a mapping of planning and shop floor control. Agents at the upper
most layers represent customers and jobs and aim at optimizing the allocation of the
set of jobs ordered by the corresponding. The two other layers model shop floor
control and contain agents representing resources and shared services, at the lower
most layer and the one above it respectively. Schedule generation and update result
from the goal-oriented negotiations among the concerned agents, which drastically
reduces the complexity compared to the conventional centralized approach. A near
optimal solution with good reactivity is guaranteed through the heterarchical
optimization in a way that capitalizes on the redundant capabilities of the flexible
resources at the shop floor.

These agents are complemented with a centralized model that includes relevant
details from the scheduling environment, namely planning and control. These
details include raw material required for every part type, the technological order of
operations required by every planned product and the operations supported by
every machine. This rationale behind the environmental model is to provide a
generic support for scheduling which greatly facilitates the adoption and extensi-
bility. For an elaborate discussion of the architecture, the reader may refer to [11].

As illustrated in Fig. 3, the discussed architecture is extended to the multi-factory
make-to-order manufacturing by first adding a “facilities” layer in between the
previously explained four layers. This additional facilities layer accounts for the
distributed nature of the problem and integrates all entities involved in the entire
production flow. This integration becomes possible by defining agents representing
the influencing entities, derived in the previous section. Four agent types represent
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the four entities, listed in Table 1, namely a supplier agent, a shipping agent, a
factory agent and a warehouse agent.

Similarly, the environmental model is extended by incorporating the static fac-
tors defined in the previous section in a facilities repository. Furthermore, the static
factors derived from the resources and services of all the facilities have to be added
to the existing resources and services repositories, respectively. To account for the
customer-oriented production and make-to-order strategy, customer profiles should
be added as well. Each profile captures personal information, including address or
delivery location, preferences and a history of designed, configured and ordered
products.

Auxiliary tools are required to populate the environmental model with facilities,
products, services, etc. This is made possible through configuration and adminis-
tration tools that provide enabling the registration and deletion of entities within the
environmental model. Search tools are also provided to allow agents to find each
other dynamically based on the provided service. To enable customers to make their
own products, a tool for the design and creation of virtual products has to be
provided as well.

5 Scheduling Method

The schedule generation takes place dynamically through the goal-oriented nego-
tiations among the concerned agents. The proposed scheduling method may be
summarized in the following steps.

• Initializations
Before placing an order, the customer navigates through a product repository
and either selects a predefined product, configures an existing one or designs a
new product. A customer order corresponds to a job for manufacturing a specific
product in a given quantity, at a delivery time or deadline and possibly a
maximum price. The customer agent reacts to the placement of an order by
instantiating a job agent. The job agent retrieves the technological order of the
product in concern, i.e. the production services required to manufacture the
product along with their sequence. The factory agents supporting these services
are retrieved and contacted.

• Collecting production scheduling proposals
To generate a production schedule, the factory agents supporting the required
services are contacted by the job agent. Every factory agent prepares and sends
its bid to the job agent. A bid includes the earliest start time, the latest end time,
and an estimated price. In case raw material or parts are required from an
external warehouse, the corresponding supplier agent is retrieved from the
yellow pages through the search tool. The cost and time of the supply is con-
sidered by the factory agent when generating its bid. In generating a bid, factory
agents decompose the required service into internal services supported by the
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internal workstations. The optimization of bids at each factory is performed at
the service layer which represents the shared services of the internal worksta-
tions. Incorporating search heuristics such as Genetic Algorithms in this
two-layer optimization provides a good combination between efficiency and
flexibility, as proved in a previous study [12].

• Collecting material handling proposals
The job agent attempts in this step to find material handling proposals that
provide the least cost and meet the required delivery time. The shipping of
unfinished/finished parts from a source factory to a destination factory or to the
customer delivery point is sought by contacting concerned shipping agents.
A shipping agent is retrieved when its covered map spans the locations of source
and destination. It replies to job agents’ requests by a proposal consisting of the
date and time of both collection and delivery from source to destination. In
arranging for shipping from source to destination, planned production schedule
at the concerned factories is compared to the proposed shipping times to decide
whether temporary storage is needed. If temporary storage is needed, shipping
agents contact warehouse agents corresponding to warehouses that are located
nearby to reserve storage space. The cost and time of both the temporary storage
and the shipping are incorporated in one proposal by the shipping agent and sent
back to the job agent.

• Evaluating proposals and committing schedule
All possible combinations of collected proposals both from the factories agents
as well as the shipping agents are evaluated in terms of cost and time. The best
proposal is then selected and a confirmation is sent to the concerned agents to
commit the integrated schedule.

6 Conclusion

The present work deals with the integrated scheduling problem for a distributed
multi-factory, make-to-order manufacturing. The problem is analysed to identify
the involved entities along with static and dynamic characteristics of these entities
influencing the flow of production. The influencing entities are modelled as
autonomous agents and added to an agent-based, single-factory architecture pro-
posed in a previous work. The extended architecture accommodates for the new
agents at an additional layer of abstraction representing the distributed manufac-
turing facilities that spans the entire flow of production starting from material
collection up to customer delivery. The architecture encompasses a total of five
layers of abstraction that contain agents which encapsulate and capture the dynamic
influencing factors of the corresponding entities. The agents are complemented with
an environmental model that keeps track of the static factors, influencing the flow of
production and a set of auxiliary tools that are used for configuring and customizing
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products, registering and deleting services and agent, searching for services and
agents, etc.

The generation of an integrated schedule takes place through the dynamic
goal-oriented negotiations among the concerned agents. By basing schedule deci-
sions on the factors influencing the flow of production and captured dynamically,
agents can better react to unforeseen events. The decomposition of the scheduling
problem into agents and limiting the negotiations among only the concerned agents
greatly reduce the time complexity and thus enhances the responsiveness.
Furthermore, the incorporation of static influencing factors exogenous to scheduling
agents facilitates the adoption of the proposed scheduling regardless of the speci-
fications of the involved factories.

Work is ongoing on employing different optimization algorithms that can be
incorporated in the proposed agents. The different algorithms are to be evaluated on
different case studies.
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Secure and Resilient Manufacturing
Operations Inspired by Software-Defined
Networking

Radu F. Babiceanu and Remzi Seker

Abstract Software-Defined Networking (SDN) is a relatively new concept in the
cloud and computer networks domain proposed as a solution to depart from the
current limitations of traditional IP networks which are complex and, many times,
difficult to manage. Manufacturing operations, being them originated on a single
shop-floor or distributed across many organizations, have long now been subject to
limitations in performance due to the manufacturing control software. This paper
investigates the SDN concept adoption for the manufacturing product design and
operational flow, by promoting the logical-only centralization of the shop-floor
operations control within the manufacturing shared-cloud for clusters of manu-
facturing networks. First, the paper proposes the adoption of SDN concept to
distributed manufacturing networks, with the goal to improve the performance of
manufacturing data network metrics. Then, the paper proposes the design of an
SDN-inspired mechanism for manufacturing control, with the goal to optimize the
performance of specific manufacturing operations metrics such as total completion
time, maximum lateness, and others. Both solutions are expected to bring manu-
facturing operations similar benefits that SDN is reported to generate to IP-based
networks.
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1 Introduction

Software-Defined Networking (SDN) is a relatively new concept in the computer
networks domain that was proposed as a solution to depart from the current limi-
tations of traditional IP networks which are complex and, many times, difficult to
manage [1]. Internet IP network administrators have to work with predefined
policies for network management, which makes it hard to reconfigure the network
to respond to faults, heavy network loads, or unexpected changes. Moreover,
current IP networks are also vertically integrated, with the control plane, respon-
sible for network traffic, and the data plane, responsible for forwarding the traffic
based on the decisions made at the control plane level, residing on the actual
network devices, such as routers and switches, which makes the network man-
agement even harder, at times [2]. SDN concept separates the vertical integration of
the control and data planes and allows the control software to be executed in the
cloud or designated IT servers, thus, removing the control overhead from the
network devices, which in this new framework will only be responsible for packet
forwarding [3]. The SDN control function is implemented by a logically centralized
controller, which benefits from the global view of the network and makes informed
decisions in relation to the network load and traffic.

Manufacturing operations, being them originated on a single shop-floor or dis-
tributed across many organizations, have long now been subject to limitations in
performance due to the manufacturing control software. Centralized manufacturing
control is not flexible and optimal solutions for routing and scheduling manufac-
turing jobs can only be derived if the optimization problem is small [4]. Since
manufacturing sequencing and scheduling is well-known to be a NP-hard problem,
practitioners relied for decades on heuristics. On the other side of the spectrum,
decentralized manufacturing scheduling offers flexibility and is reactive to order
changes or resource failures, but given its intrinsic decentralized nature, it cannot
guarantee an optimal solution [5]. In practice, decentralized routing and scheduling
solutions are fast and perform well, unless the algorithm gets stuck in a local
optimum, in which case the solution offered is fouled by the lack of global view of
the system. Moreover, the advances in sensor and communication technologies, and
the prevalence of cyber-physical devices forming the Internet-of-Things (IoT), can
provide the foundations for linking the physical manufacturing facilities world to
the cyber world of software and Internet applications [6].

This paper investigates the adoption of the SDN concept into the manufacturing
product design and operational flow, by promoting the logical centralization of the
shop-floor operations control within the manufacturing shared-cloud for clusters of
manufacturing networks. First, the paper proposes the adoption of SDN concept to
distributed manufacturing operations, with the goal to improve the performance of
the manufacturing data network metrics. This solution not tested previously in
manufacturing environments is expected to bring manufacturing operations similar
benefits that SDN is reported to bring to IP networks, such as reduced data packet
delays, corruption, and loss, and increased security and resilience of data packet
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transmission process. Also, this work may drive the manufacturing research and
practitioners communities to speed-up the adoption of SDN to distributed manu-
facturing operations. Secondly, the paper proposes the design of a novel
SDN-inspired control mechanism for manufacturing sequencing and scheduling,
with the goal to optimize the performance of specific manufacturing operations
metrics such as total completion time, maximum lateness, and others. This novel
solution is expected to bring to manufacturing control similar benefits that SDN is
reported to bring to IP networks, such as optimized manufacturing resource routing
solutions, better resource load balancing, and improved monitoring (fault-detection)
of manufacturing resources.

This work may also provide the cloud manufacturing research community with
the foundations to tackle complex optimization problems, which many times resort
on heuristics for acceptable solutions. Moreover, cloud control of manufacturing
decisions will come with the added benefit of the cyber security solutions that cloud
platforms offer. From this point forward the paper is structured as follows: Sect. 2
provides a review of the most important aspects of the SDN and manufacturing
control, and after that, Sect. 3 presents the proposed Manufacturing-SDN System
model, detailing certain critical modelling aspects and instantiates the
manufacturing-SDN systems paradigm. Finally, the future research concerning the
proposed system framework is outlined in the conclusions section.

2 Literature Review

2.1 Brief Review on Software-Defined Networking

The Open Networking Foundation (ONF), a non-profit consortium dedicated to
software-defined networking development, standardization, and commercialization,
defines SDN as “an emerging network architecture where network control is
decoupled from forwarding and is directly programmable” [7]. Through this
decoupling of the control logic from the network hardware (routers and switches),
which become in this case simple forwarding devices, advantages such as con-
solidation of middle boxes, simpler policy management, and new functionalities are
obtained [8]. The main advantage of employing different data and control planes is
that the forwarding decisions are changed from being destination-based solutions
resulted from local system load and traffic, to logically centralized flow-based
decisions, where a flow is a sequence of packets between a source and a destination.

The separation between the data plan and the control plan is made by an
application programming interface (API), the most used in current SDN imple-
mentations being OpenFlow [7]. The OpenFlow API links the routers and switches
of the data plane with the SDN controller residing on the control plane [3]. These
characteristics of the SDN networks are shown in Fig. 1. The SDN controllers are
also depicted.
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While solutions that include a single controller may be sufficient to manage
small networks, they are not scalable for large networks and also may represent
single point of failures. From this reason, cluster of controllers are used in order to
achieve a higher degree of resiliency and for supporting a larger number of network
devices. Solutions that include entire Network Operating Systems (NOS), which
facilitate the programmability of the network, are considered, as well. SDN con-
trollers or NOS perform forwarding table changes by adding, removing and
updating forwarding tables on the network devices [9].

2.2 Brief Review on Cloud Manufacturing Control

Traditional solutions for manufacturing control range from total centralized to total
decentralized control schemes. Manufacturing control literature presented over the
years the advantages and disadvantages of both and any other solutions in between
[4]. More recently, the revolutionary adoption of virtualization and cloud compu-
tation at different level of service (IaaS, PaaS, HaaS, SaaS) in many areas was
embraced by some well-established manufacturing organizations, as well. Other
manufacturing organizations acting as service broker were established and operate
in the overall virtualized and cloud manufacturing environment [3].

Previous authors’ work [10] proposes a Manufacturing Cyber-Physical System
(M-CPS) model, which includes both the physical world, where the traditional
manufacturing system is located, and the cyber world, where the Internet connec-
tivity and computing in the cloud is performed. Figure 2 presents the proposed
M-CPS system.

In between the two worlds, there is a layer of cyber-physical devices, such
as sensors and actuators, local area networks, and also application and cyber
security software, which completes the cyber-physical system model. The layer of
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cyber-physical devices, when properly deployed with the needed redundancy, is
able to provide status control through the sensors and provide adjustments to any
stages of the manufacturing operations through the actuators.

3 The Proposed Manufacturing-SDN Model

3.1 Proposed Manufacturing-SDN System Framework

The proposed Manufacturing-SDN (M-SDN) system model is depicted in Fig. 3
below, together with the correspondent pure SDN and testbed simulation modules.

In traditional IP networks the data and control plan are tightly integrated and
located in the network devices, such as routers and switches scattered across the
network. The entire routing process is decentralized, and the forwarding decisions
are made by the routers based on the so-called routing algorithms. Similar decisions
are made in decentralized manufacturing systems, where lower level controllers
distribute among themselves the workload of incoming orders, based on their
capabilities and existing and scheduled workload, without any overall global view.
While this type of order routing and scheduling decisions provides on-time good
solutions, there still exists the risk that the individual algorithms run at the resource
controller lower level result in less than acceptable performance. Getting stuck in
local optimum solutions, when running optimization algorithms, could be one
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potential problem, with resulting undesired consequences from the delivery time
and cost points of view. Relying on solutions provided by dispatching rules is
another problematic approach, as none of those simple heuristic rules will provide
acceptable solutions every time they are called.

As mentioned above, SDN separates the data and control plans in IP networks
with the benefits of better allocation of load in the network and control over the
route to be followed by the IP data packets from source to destination, among
others. Similar benefits can be obtained in the case of adopting SDN concept to
manufacturing operations. The adoption approach essentially needs to start with a
distributed manufacturing architecture as centralized architectures do not have the
flexibility in communication needed at lower levels of the architecture for for-
warding manufacturing packets across the shop-floor network of machines.

3.2 Adoption of SDN Concept to Distributed Manufacturing
Networks

The first part of this work is the adoption of the SDN concept to distributed
manufacturing operations, with the goal to improve the performance of the man-
ufacturing data network metrics. As depicted in Fig. 3, the M-SDN testbed uses
FPGA boards to emulate the manufacturing resources data on the shop-floor level.
The proposed testbed includes several FPGA Development Boards, such as the
powerful Xilinx Zynq-7000 Series featuring the Zynq All Programmable
System-on-Chip, which can be used to implement OpenFlow devices yielding
88Gbps throughput for 1 K flow supporting dynamic updates [11]. Current avail-
able OpenFlow devices are able to provide up to 1000 K forwarding table entries
for the Southbound Interface model. However, the testbed will use Open vSwitch, a
virtual OpenFlow device software that provides a number of virtual data points
larger than the actual hardware ones. Open vSwitch is available from their portal
[12]. The testbed will use two solutions for the Control Level modelling purpose. In
a first step, Mininet, a platform available from Mininet portal [13], will be con-
sidered. Mininet creates a realistic virtual network, running real kernel, switch and
application code on a single machine which could be VM, cloud or native. One of
the key properties of Mininet is its use of software-based OpenFlow switches in
virtualized containers, providing the exact same semantics of hardware-based
OpenFlow switches [3]. Once testing is successful, the testbed will employ the use
of multiple VM created in a computer network environment.

The Northbound Interface will be emulated by employing SDN programming
languages such as Procera, NetCore, Pyretic, etc. The Application Level will
include at a minimum network applications for load balancing, virtualization, cyber
security, process monitoring, and manufacturing control routing (manufacturing
order sequencing and scheduling). The proposed implementation, depicted in
Fig. 4, will be loaded with manufacturing orders to be performed in different

Secure and Resilient Manufacturing Operations … 291



sections of the overall network, mimicking geographically distributed operations
with the imposed need that the data files travel across the virtual networks, where
data packets can be delayed, lost, or corrupted [2]. The same scenarios will be
loaded to study the differences in the performance and quality factors when
employing SDN.

3.3 Design of an SDN-Inspired Mechanism
for Manufacturing Control

The second part of this work is the design of a novel SDN-inspired control
mechanism for manufacturing sequencing and scheduling, with the goal to optimize
the performance of specific manufacturing operations metrics such as total com-
pletion time, maximum lateness, etc. While the actual manufacturing orders are still
residing in the data plan, the decision on where they are moved next is not made at
the resource level as in the decentralized manufacturing control, but it will be done
at the control plane, where the global view of the network obtained through the
logically centralized control will help in providing solutions that avoid the limita-
tions of the decentralized control. The first scenarios tested will include previously
solved agent-based and holonic approaches solutions reported in the area of
decentralized manufacturing control [4, 5, 14]. Scenarios will increase in com-
plexity to the level of what is expected to be realistic for today’s cyber-physical
systems that include large numbers of systems and components that need to be
manufactured and assembled together in different locations geographically
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Fig. 4 The proposed implementation of manufacturing-SDN (Adapted from [2])
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distributed before a final assembly operation is performed. Requirements analysis,
engineering design and analysis, manufacturing operations, quality assurance, cyber
security data, imaging, application, and executable files will be needed at minimum
during such an engineering effort.

3.4 Security and Resilience Analysis
for the Manufacturing-SDN Model

SDN security and resilience are identified among the SDN research areas currently
pursued both in the academia and industry. Clustered control architectures such as
SDN that provide distributed functionality are under constant scrutiny for their
availability and scalability and thus their resilience characteristics. Also, the SDN
decoupling between the data and control layers can result in delays in reporting of
faulty data links due to communication overload. Therefore, the resilience of SDN
OpenFlow networks depends on both the fault-tolerance in the data layer, as well as
the performance of the logically (only) centralized control layer. An SDN-inspired
solution offers manufacturing the virtualization and cloud capabilities to address
changes and respond to resource failures in practically real-time. Also, VM-enabled
control of manufacturing decisions comes with the added benefit of cyber security
solutions that cloud platforms offer.

4 Conclusions and Future Work Directions

This work presents a framework for the development of a secure and resilient
Manufacturing-SDN system, where the cloud manufacturing operations are
expected to embrace the benefits of deployed SDN in traditional IP networks. The
work proposes an actual Manufacturing-SDN testbed and outlines the components
and test scenarios for the proposed system. Future work will address the testbed
implementation and report on the results of the SDN distributed cloud manufac-
turing operations.
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Building a Robotic Cyber-Physical
Production Component

Paulo Leitão and José Barbosa

Abstract Cyber-physical systems are a network of integrated computational
decisional components and physical elements. The integration of computational
decisional components with the heterogeneous physical automation systems and
devices is not transparent and constitutes a critical challenge for the success of this
approach. The objective of the paper is to describe an approach to establish standard
interfaces based on the use of the ISO 9506 Manufacturing Message Specification
international standard. The proposed approach is exemplified by the construction of
a robotic cyber-physical production component that is plug-in in a cyber-physical
system for a small-scale production system based on Fischertechnik systems.

Keywords Cyber-physical systems � Industrial agents Integration

1 Introduction

The manufacturing world is being subject to a paradigm shift, both at the organi-
zational and control levels, facing the current demands for more robust, flexible,
modular, adaptive and responsive systems. Several opportunities arise for the
introduction of new and innovative approaches, such as the Cyber-Physical System
(CPS) approach. This CPS approach is being supported by strong financing
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measures, such as the European Horizon 2020 framework or the German Industry
4.0 initiative, leveraging a new industrial revolution and capturing the attention of
academia or industry.

CPS constitutes a network of interacting cyber and physical elements aiming a
common goal [1]. A major challenge is to integrate the computational decisional
components (i.e. cyber part) with the physical automation systems and devices (i.e.
physical part) to create such network of smart cyber-physical components.
However, this integration is not transparent and constitutes a critical challenge for
the success of this approach. In fact, it is not easy and transparent to integrate
heterogeneous automation devices, such as sensors, robots, numerical control
machines or automation solutions based on Programmable logic Controllers
(PLCs), which usually requires a complex and time consuming activity. To face this
problem, the challenge is to define standard industrial interfaces that allow a
completely transparent development of the computational decisional components
without knowing the particularities of the automation device; in such process, these
interfaces may be developed by automation providers or system integrators and
(re-)used by the system developers.

The objective of the paper is to describe an approach to establish such standard
interfaces based on the use of the ISO 9506 Manufacturing Message Specification
(MMS) international standard [2], initially introduced by ADACOR holonic control
architecture [3]. This approach is exemplified by deploying a cyber-physical pro-
duction component for an industrial manipulator robot, which is part of a
small-scale production system based on Fischertechnik systems.

The rest of the paper is organized as follows: Sect. 2 overviews the concept of
cyber-physical systems and identifies the integration of computational components
with automation devices as a critical challenge for its industrial implementation.
Section 3 presents an approach to engineer cyber-physical production components
and Sect. 4 illustrates its applicability by developing a robotic cyber-physical
production component. Finally, Sect. 5 rounds up the paper with the conclusions.

2 Overview of Cyber-Physical Systems

Embedded systems have been in use for many years. They can be characterized by
the conjunction of computational, electrical and mechanical capabilities, being
often executed in real-time and providing some sort of intelligence to the system.
Embedded systems are present everywhere and in different sectors, such as civil
infrastructure, aerospace, energy, healthcare, manufacturing, transportation.
Examples are vendor machines, cars’ Automatic Breaking System (ABS) or even
elevators.

With the widely improvement and spread of communication technologies,
namely wireless communication and optical fibre, used currently in internet
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infrastructures, these embedded systems have gained a mean to share information,
cooperate and collaborate with each other. This missing communication capability
and the collaboration inability of embedded systems gave rise to CPS. In this way,
CPS can be defined as a triad of computation capabilities with a control component,
interconnected over a communication channel, as depicted in Fig. 1.

The cyber, or logic world, can be found at the upper level of this triad, being
responsible for bringing the logic and intelligence features found in CPS. At the
lower level resides the physical process, being often composed by the combination
of electromechanical components. This triad is complete by the communication
capability, tying every Cyber Physical Component (CPC) from which the CPS is
built upon.

The application of CPS will impose tremendous changes at several levels,
particularly in the way the systems are designed and how they interact. Referring to
Fig. 1, at the cyber level, the challenges are related to process modelling, computer
science and communication networks, while at the system level, new system
engineering methodologies, developments in mechatronics and a new cybernetics
discipline approach will be mandatory. At the physical level, the challenges are
related to sensors and actuators, dynamics and concurrency. In manufacturing, CPS
will imply the migration from the typical ISA-95 organizational structure, where all
levels are vertically interconnected into a decentralization of these levels, meaning
that the components/applications placed at different levels can access to data pro-
vided by others.

An important feature is the need to integrate the cyber part, i.e. computational
decisional components, with the physical world, which are responsible to sense,
process and act on the environment. This fundamental feature, particularly in
manufacturing, implies several challenges where the definition of standardized
interfaces assumes a crucial importance to handle the usually heterogeneous
automation device presented at shop floor.

Fig. 1 Cyber-physical
system triad [4]
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3 Engineering Cyber-Physical Components

The engineering of cyber-physical production components requires the integration
of the computational and physical automation counterparts. The computational
components may use the agent technology [5] to implement the intelligence and
adaptation layer that will control the automation hardware (HW) device. Intelligent
software agents developed in this context are known as industrial agents, which are
faced with industrial requirements, namely HW integration, reliability, fault toler-
ance, scalability, industrial standards compliance, resilience, manageability, and
maintainability [6]. Additionally, the integration of computational and physical
automation counterparts recalls the holon concept, which is composed by an
informational component (the agent) and the physical component (the HW device if
exists) [7].

The integration of cyber and physical components can be performed in two
different manners, namely embedding the agent within the physical control device
or connecting the agent with the existing control device in a coupled manner [8, 9].
Independently of the use of these two approaches, it is necessary to create a
standard approach that allows the transparent and independent development of the
computational entities from the heterogeneity and particularities of the HW
automation device and communication infra-structure, which can expose their
functionalities in terms of services. This imposes a crucial challenge for the engi-
neering of these components regarding the establishment of standard interfaces,
focusing the semantics and the protocols, and industrial middleware.

Having this in mind, ADACOR holonic manufacturing control architecture [3]
proposed an approach based on the use of standard interfaces using the
service-oriented architectures (SoA) principles, where the physical automation
resource is abstracted in form of standard services, as illustrated in Fig. 2. These
services were defined based on the ISO 9506 Manufacturing Message Specification
(MMS) standard [2], which defines the syntax and semantics for a set of clusters of
services for automation domain, which are invoked by the agent (which plays the
role of client) independently from the device particularities. MMS was designed as
a control and monitoring specification for the OSI application layer, enabling the
cooperation between applications and/or devices at the shop-floor. This specifica-
tion is used in this approach to provide the necessary interface specification
guidelines, namely allowing to define standard services that expose the function-
alities of the HW automation device, namely in terms of variable handling, program
handling and events [2].

These services are implemented, usually by system integrators in the server
component according to the particularities of the device available at the shop-floor

298 P. Leitão and J. Barbosa



(from different types, e.g. robots and numerical control machines, and from dif-
ferent automation providers) and the communication infrastructure (e.g. serial
communication, Modbus or OPC-UA). These services, after being developed, can
be re-used and offered as drivers or wrappers, to be used in a pluggable and modular
manner by other control applications for similar resources.

The transparent and standard invocation of these services by the computational
entity requires the specification of the syntax of each service, i.e. the definition of
input and output parameters. The services available in the Program Invocation
Service package, which are invoked in a unique way by the client side, i.e. the
agents, are:

Fig. 2 Integration of agents with low level automation functions to form a cyber-physical
production component
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public interface ProgramInvocationService {
boolean CreateProgramInvocation(String program);
boolean DeleteProgramInvocation(String program);
…
boolean Start(String program);
boolean Stop(String program);
boolean Resume(String program);
boolean Reset(String program);
boolean Kill(String program);
Attributes GetProgramInvocationAttributes(String program);
boolean Select(String program);
Attributes AlterProgramInvocationAttributes String program, At-

tributes att);
…
boolean ReconfigureProgramInvocation(String program);

}

Note that, as an example, whenever an agent needs to start the execution of a
robotic a program, it uses the service Start (String program), where program
represents the program to be executed.

At this point, agents invoke standardized services based on an abstraction layer,
which enables the transparent design and development of agents. The challenge
here focuses on the abstraction level that the standard interfaces impose to the
generic development of agents. In fact, this abstraction culminates with the gen-
eralization of the parameters of the methods to be executed, where two instantiated
agents of the same type have the same method invocation but in reality the physical
access differs in each case. For instance, the parameter writing in a memory space
differs from one agent to the other, accordingly with the HW to be accessed (e.g. the
physical address where the temperature sensor is connected to the PLC).

As illustrated in Fig. 3, initially when launched, each agent parameterizes the
generic parameters used in the MMS-based interface layer in a xml configuration
file. This file contains pairs of {tag, value}, where tag represents the service
parameter name used in the agent development, while value points to the

Fig. 3 Agent-HW interface: initialization and execution phases
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physical/logical connection that the agent need to access. It is worthy to be noted
also that value can represent more complex structures aside direct/simple type. On
example of such pair is {part_input, IRB1400.signaldi.DI10_1}, where part_input
represents the sensor that detects that a part is at the beginning of a conveyor, and
IRB1400.signaldi.DI10_1 is the physical label used in the OPC server. This is
crucial to guarantee that two similar automation devices have the same processing
logic from the agent’s point of view but due to their HW differences they must be
parameterized differently.

4 Deploying a Robotic Cyber-Physical Component

This section describes the application of the described engineering approach to
deploy a robotic cyber-physical component to be used in an agent-based control
system for a small scale production system.

4.1 Description of the Case Study

The robotic device is an IRB 1400 ABB robot that is part of a real small-scale
production system, which also comprises two punching machines and two indexed
lines supplied by Fischertechnik™, as illustrated in Fig. 4.

The punching and indexed machines are controlled by IEC 61131-3 programs
running in a Modicon M340 PLC. Two different parts circulate in the system, each
one having a particular process plan. The circulation of parts within the flexible
production system is tracked by radio-frequency identification (RFID) readers. An
industrial manipulator robot executes the transfer of the parts between the machines
using proper RAPID programs and is accessible through the ABB S4 DDE Server
(that can be accessed by OPC).

Fig. 4 Layout of the
small-scale production system
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The idea in this work is to describe the way the cyber-physical production
component for the industrial robot was engineered, and particularly how the soft-
ware agent, which is providing intelligence and adaptation to the robot, was
interfaced with the physical controller of the automation device.

4.2 Development of the Software Agent

An ADACOR-based system [3] was developed to control in a distributed manner
this small-scale production system, using agent technology to implement the control
logic, i.e. the cyber part. For this purpose, product, task, operational and supervisor
holons were developed to represent the system components, each one contributing
with their knowledge and skills to achieve the system’s goals, by interacting
through several co-operation patterns. Particularly, two product holons were cre-
ated, one for each product type defined in the catalogue of available parts. Task
holons are launched by the associated product holons according to the order
demand. The ecosystem of heterogeneous resources has associated an operational
holon (OH) for each one, i.e., for the two punching machines, the two indexed lines,
the RFID reader, the manipulator robot and the human inspector. Finally, to
introduce production optimization into the system, a supervisor holon is also
considered. The computational decisional component of these holons is imple-
mented as software agents. The dynamic behaviour of these agents was modelled
using the Petri nets formalism [10]—a suitable approach to support the formal
analysis and simulation of the desired agent functionality, allowing detecting
undesired behaviour or possible execution deadlocks at the design stage.

In particular, a software agent is managing the activities of the robotic device,
introducing intelligence and adaptation to this automation device. The Petri net
model representing the dynamic behaviour of this software agent is illustrated in
Fig. 5.

The agents’ behaviours were implemented using the well-known JADE frame-
work [11], enabling the development of an intelligent and distributed architecture
in a transparent manner. Despite this, and since the underground technology
used in JADE is the Java™ programming language, a Java Virtual Machine
(JVM) container is mandatory as the support to the developed agents. The need to
have this JVM limits the number of devices that have the HW resources necessary
to accommodate JADE agents. JADE agents follow the object oriented paradigm
and consequently they use objects, methods and threads as the core components.

As illustrated in Petri nets model, the agent invokes several services defined in
the resource interface, namely the start service to start the execution of a
pick-and-place program, the read to detect the end of the robotic program and
notification to warn about the occurrence of a failure during the program execution.
The invocation of these services is made in an undistinguished manner, and without
knowing the particularities of the automation device.
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4.3 Integrating the Automation HW Device

Having the interface defined, particularized instantiations of those services are
performed according to the existing HW in the system (and particularly their
controllers). Illustratively, two different examples, implementing the read of a bit,
one using the OPC connection to a server and the other using a Modbus command,
are described in the following.

public Boolean read (String var ) {
...
JIVariant intaux = null;
String straux = null;
try {
final Item item = group.addItem (var);
item.setActive (true);
intaux = item.read (false).getValue();
straux=intaux.toString();
String straux1 = straux.substring(2, 3);

}
catch ( final JIException e ){e.printStackTrace();}
return(extractValue(straux1));

}

where the var parameter contains the specification of the PLC type and address
extracted from the xml configuration file. The same read interface, using a Modbus
communication protocol is now recoded using the following code excerpt.

Fig. 5 Petri net model for the behaviour of the Operational Holon
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public Boolean read (String var) {
...
try {

int regReference = Integer.parseInt(var);
rcreq=new ReadCoilsRequest(regReference, 1);
trans=new ModbusTCPTransaction(con);
trans.setRequest(rcreq);
trans.execute();
rcres=(ReadCoilsResponse)trans.getResponse();

}
Catch(Exception e){e.printStackTrace();}
return(extractValue(rcres.getCoils().toString().trim());

}

More examples could be given using the same approach, namely interfacing
different robot controllers or using different communication infrastructures, e.g. a
serial communication channel.

It is worthy to mention that all the aforementioned examples use a decoupled
approach, where the agent control layer, due to the JVM needs, is not directly
deployable into the controlled HW, i.e. into the robot controller. Despite this, the
standard interfaces approach is also used when a direct HW control can be per-
formed using an agent coupled approach, as in the case of a Raspberry Pi [9].

The experimental tests show that this approach simplifies the development and
deployment of agent-based systems in the control of physical devices. On one side
agents developers can only focus on developing the desired agents’ functionalities,
while, on the other side, automation integrators can focus on developing these
interfaces, parameterized according to the particularities of the physical HW
devices.

5 Conclusions

This paper presents a simple and effective approach to develop standardized
interfaces that can be used to access physical automation components by the cyber
layer in CPS. The proposed methodology uses the MMS standard as the ground
base for the specification of the interface layer. This abstraction layer allows a fast
integration of the agent with the physical world, being only necessary the imple-
mentation of the service interfaces and the parameterization of an xml like file that
maps the used parameters, or tags, in the agent development to the real
physical/logical address.

In ADACOR holonic architecture, at this stage, only the OHs use the proposed
methodology. Despite this, all the other holons can benefit from this approach,
where, e.g., the SH has access to different mathematical solvers, and the THs and
PHs have access to their different data sources, through the use of a common
interface to access different legacy systems.
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In this work, this approach was exemplified to build a robotic cyber-physical
production component that is deployed in a cyber-physical system for a small-scale
production system. Additionally to the simplicity of the proposed approach, it turns
out to be a very effective solution allowing the fast development and deployment of
industrial agent-based systems.

The experimental development, parameterization and deployment of the agent
based system were successfully achieved. In fact, after having the underlying OHs
agents’ logic developed, the tasks needed to fully complete the integration were to
instantiate the libraries of the different communication protocols present at the
system, namely an OPC server, a Modbus communication and a serial protocol, and
to create the parameterization files. Although every communication protocol could
be wrapped around the OPC server, it was opted to develop this set of libraries in
order to further push this methodology.

As future work, this approach will further forester the CPS where higher level
applications could use the developed services to compose more complex services,
e.g., a SCADA system could use a service that is also used by the agents.
Additionally, this approach must be deployed in more test beds. Only at this point
one can truly take advantage of this, since, expectedly, the deployment efforts
would be greatly reduced.
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Multi-Agent Planning of Spacecraft Group
for Earth Remote Sensing

Petr Skobelev, Elena Simonova, Alexey Zhilyaev and Vitaliy Travin

Abstract The paper suggests a multi-agent approach to planning of a spacecraft
group for Earth remote sensing. The main constraints as well as assessment criteria
of a spacecraft group planning efficiency are provided. Such a planning method is
suggested, where the sought work schedule is built as a dynamic balance of
spacecraft agents, observation area agents and data receiving point agents. Classes
of agents as well as protocols of their interaction are described in the paper. There
are considered conflict situations that occur between agents. The paper reports a
planning system developed for target application of a spacecraft group, and proves
the advantages of multi-agent approach to the management of a spacecraft group for
Earth remote sensing.

Keywords Multi-agent technology � Spacecraft group � Earth observation �
Ground station � Planning and scheduling

1 Introduction

One of the most perspective trends in the field of Earth remote sensing (ERS) is
creating a multi-satellite orbit group that allows for increasing frequency of Earth
surface examination as well as reliability and viability level of the space system.
Expansion of an orbit group results in alternative possibilities of observing the same
areas with various spacecraft. At the same time, with the limited number of data
receiving points (DRPs), it becomes inevitable when several spacecraft lay claim to
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transmitting data to the same DRP. Increase of interest to Earth remote sensing
results in the need for allocation of observation requests considering their priorities
and execution time. Hence, the necessity of real-time dynamic coordination of a
group resource functioning plan occurs.

However, most of the existing developments in this area are aimed at creating
static resource usage plan of the space system [1]. At that, there is a disputable
assumption that a spacecraft functions in a determined environment. Besides, the
used planning methods and means are primarily aimed at separate spacecraft and
cannot be projected to large-scale groups.

With the introduction of multi-satellite groups and the corresponding growth of
their target functioning complexity, various heuristic algorithms have been sug-
gested for solving this task. This question has been widely discussed in [2]: authors
compare several implementations of genetic algorithms that are combined with hill
climbing, simulated annealing, squeaky wheel optimization and iterated sampling
algorithms. The research in [3] considers planning of ERS tasks that occur con-
tinuously and asynchronously by means of ant colony optimization algorithm.
According to [4], for solving the task of spacecraft planning a combination of
artificial neural network and ant colony optimization algorithm is suggested.
Dynamic planning of spacecraft operations is separately considered in [5]. The
literature shows that the principle of adaptive spacecraft resource scheduling with
the use of heuristic methods is very efficient. The paper considers the possibility of
implementing this principle with the help of multi-agent technology, which showed
good results when solving traditional tasks of resource planning and allocation [6].

2 Problem Statement

Let us assume that at the initial time a set of j ¼ 1;m spacecrafts, k ¼ 1; k DRPs
and i ¼ 1; n observation areas is given, as well as the duration of equipment
operation during shooting sshoot and data transmission sdrop. Visibility cyclograms
of spacecraft and DRPs are given as well as time periods in which spacecraft are
staying within certain observation areas. One has to plan shooting of observation
areas by spacecraft groups, which have certain memory productivity and capacity
level, with the subsequent transmission of the images to the network of DRPs.
Minimizing storage time of shots in the spacecraft on-board memory unit (1) is an
important criterion of efficiency of the developed schedule.

L ¼ 1
n

Xn
i

1� tishoot � tidrop
tmax

 !
! max; where : ð1Þ

tishoot—time when shooting was started for the observation area i by a chosen
spacecraft;
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tidrop—time when the shot transmission was started for the observation area i to a
chosen DRP;
tmax—critical storage time for a shot, after which it is considered outdated.

The developed schedule must satisfy the following constraints:

1. Visibility between a spacecraft and an observation area during shooting.
2. Visibility (accessibility) between a spacecraft and a DRP during data

transmission.
3. Free space in the on-board memory unit of a spacecraft (2).

Xn

i
qjuijðtÞ�Qj; for j ¼ 1;m; where : ð2Þ

qj—volume of information contained in one shot of a spacecraft j;

uij tð Þ ¼ 1; shooting of area i is done by a spacecraft j at the moment t;
0; in other cases;

�

Qj—storage capacity of an on-board memory unit of spacecraft j.

4. Concurrency of the times for shooting, data transmission and receiving (3–4).

tishoot þ sshoot\tidrop; for i ¼ 1; n; ð3Þ

tidrop ¼ tireceive; for i ¼ 1; n; where : ð4Þ

tireceive—time when receiving the shot was started for the observation area i by a
chosen DRP.

5. No overlapping between operations in schedules of different resources (satellites
and DRPs are forbidden to perform several operations simultaneously) (5–6).

Xn
i

uijðtÞ� 1; for j ¼ 1;m; ð5Þ

Xn
i

xikðtÞ� 1; for k ¼ 1; k where; ð6Þ

xik tð Þ ¼ 1; shot receiving of the observation area i by a DRP k at the moment t;
0; in other cases:

�

An important feature of the task is taking into account dynamically occurring
events, including introduction of a new task or change of task options, failure of
spacecraft resource or means of communication, inaccuracy or error of
achieving shooting results, etc.
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3 Methods

3.1 Description of the Approach

In comparison with the traditional technology that presupposes static planning of
shooting and data transmission sessions, the paper suggests using multi-agent
approach where the sought functioning plan of a spacecraft group is built by
self-organization of separate agents based on their competition and cooperation.
A concept of demand-resource networks is applied, where each schedule is
designed as a flexible (rebuilt by the events) network of connected demand
(problem) and resource agents. It is based on the principle of joint interest of all the
participants in the solutions profitable for each of them and for the system as a
whole. At the same time, worsening of one participant’s position can be compen-
sated at other participants’ expense in the interest of the group if this eventually
leads to the benefit of the group as a whole.

Interaction of agents and change of the corresponding orders and resources
results in an acceptable locally optimal decision, which is adaptively adjusted in
“a sliding mode” at the considered planning horizon. At that, a possibility of
adaptive change of the previously made plan is added (without its complete rear-
rangement). This means that the plan is not built every time when new events occur
(as in traditional methods of operation research) but is only corrected without
system restart [7, 8].

In the context of planning Earth remote sensing task, the sought schedule is built
as dynamic balancing interests of spacecraft, DRP and observation area resource
agents. Besides, a system agent is introduced which is capable of assessing per-
formance of other agents and assigning strategies most suitable for them in a
certain situation. An observation area agent has demands for operations of shooting,
as well as transmission, storage and receiving the information about the shot. These
demands can be satisfied with the help of resource agents—spacecraft and DRPs.

Efficiency criteria of the formed schedule are reflected in target functions of
agents [9]. The observation area agent strives for shooting of its area and trans-
mission of data to a DRP as quickly as possible, with minimal storage period in an
on-board memory unit of a spacecraft. The aim of resource agents of spacecraft and
DRPs is to increase productivity at the considered planning horizon. The target
function of the system is determined by the total sum of target functions of separate
agents.

All the constraints mentioned in problem statement are distributed among the
corresponding agents. For example, when planning mutual visibility cyclograms of
spacecraft, observation areas and DRPs are considered as well as their parameters.
Each image of observation area has certain capacity and fills up the on-board
memory unit. It results in the necessity of data transmission, otherwise a spacecraft
stops shooting other areas.
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Formation of the sought schedule of shooting and data transmission between
spacecraft and DRPs is divided into two stages: conflict-free and proactive.

3.2 Initial Conflict-Free Planning

At the first stage agents of observation areas send requests to suitable spacecraft
about the possibilities of shooting and transmitting to the Earth within the best
(according to the target function) free time interval. The decision obtained at this
stage is taken as the initial one, which will further be consistently improved starting
with the “worst” fragments of the plan. Spacecraft agents have access only to the
timetables of their own spacecraft’s resources. According to this data, they make
decisions about the possibility or impossibility of placing a new image of the
observation area. If at the time of receiving a request from the observation area all
resources of the spacecraft are already occupied, its agent declines the request for
shooting of the area.

Conflict-free route planning is possible if all of the following conditions are
fulfilled:

• Visibility between a spacecraft and an observation area and a DRP;
• The time period does not overlap with the previously planned data transmission

session or shooting of other observation areas;
• Spacecraft on-board memory unit contains sufficient amount of free space for

the time interval from the beginning of shooting of the observation area to the
end of image transmission to DRP.

The spacecraft agent sends inquiries to all the known DRP agents with a pro-
posal to hold a data transmission session. Among all the options proposed by DRP
agents, the spacecraft agent chooses the closest to the moment of shooting time
interval, but at the same time the one that is free from other shooting sessions or
DRP communication sessions. If any of the conditions is not fulfilled, the shooting
of the observation area remains unscheduled. Having planned a DRP communi-
cation session, the spacecraft agent informs the observation area agent about the
data transmission time and makes the necessary changes in its timetable. It is
important to note that the purpose of this stage is to quickly obtain a feasible initial
schedule, whatever its level of quality. The solution received at this stage shows the
main bottlenecks of the timetable and becomes the reference point for further
improvements.
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3.3 Proactive Schedule Improvement

At this stage, the observation area agents are trying to improve the value of their
target function, suggesting that conflicting with their areas needs finding other
intervals for placement by shifting the time or moving to another resource
(spacecraft or DRP). Building a sequence of changes is started by those agents that
are most unsatisfied with the value of their target function. A proactive observation
area agent asks available resources about the possibility of placing certain opera-
tions; then, some conflicts are inevitably exposed: time slots that are favourable
from the point of view of the target function are found to be occupied by other
operations. Those agents that are connected with these operations receive a request
for a shift to a specified time slot. Recursive shifting of the operations affected by
the shift continues until one of the operations can move to a new position without
any obstacles; the displacing operation proceeds as long as there are means to
compensate the induced expenses or until a counter which limits recursion depth
equals zero. Such a process of agent interaction when shifting the operations in the
schedule is shown in Fig. 1: operations are symbolized by rectangles of varying
width proportional to their duration; the displacing operation is shaded, solid arrows
represent messages generated by the shift request, and response messages of the
shifted operations are shown as dotted lines.

The following conflict situations are taken into consideration when building a
chain of changes:

1. Planning of shooting in the observation area by displacement of the previously
planned shooting sessions or data transmission sessions from the spacecraft
schedule.

2. Approximation of the time of image transfer to DRP by displacement of the
previously planned shooting sessions or data transmission sessions from the
spacecraft schedule.

3. Displacement of the previously planned data transmission sessions from the
DRP schedule.

4. Emptying the spacecraft memory unit of other images in case of lacking space in
the on-board memory unit.

t

Fig. 1 Recursive operation
shifting
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Efficiency of each permutation can be evaluated by changing the values of the
target functions of participating agents. The resulting version of the schedule
change can be either accepted or rejected depending on the effect exerted on the
target function of the system. Only those changes are approved which do not reduce
the target function of the system. The task that remains unscheduled is placed into
the list of tasks that wait for being scheduled. A new attempt of scheduling these
operations will be made in case of arising events such as adding new resources or
changes in schedules of the existing ones. Figure 2 shows the negotiation log of
agents at the proactivity stage.

Similarly, agents of spacecraft resources and DRPs are trying to increase the
target function value for the system through reallocation of shooting and data
transmission sessions. Iterative improvement of the schedule by all types of agents
continues until the state of “dynamic stop” is reached (agents are trying to improve
their condition but cannot achieve improvement of the target function value). This
will mean reaching a consensus in the negotiations and the possibility of issuing the
final solution. This state can be disturbed if certain events occur which are con-
nected to adding, deleting or changing the parameters of spacecraft, DRPs or
observation areas. In this case the schedule is reduced to an acceptable form and
then it is improved via the above-described mechanism.

System agent
Proactive area 

agent 
Spacecraft and

DRP agents
Area agents

Selecting 
unsatisfied area 
agents

Proactive start

n

Request for proposals
Choosing 
conflict 
operations

i m

j = m - i

Refusal

Proposal

Sorting proposals

Request of permutations
Recursive
proactive callResults of permutations

Cycle for all 
operations

Cycle for all 
conflicts

Set of  
permutations

Sorting 
permutation sets

n

m

Set of changes for the 
given agent

Result of applied changes

Fig. 2 Negotiation log of agents at the proactivity stage
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4 Results

The method described above has been implemented in a prototype multi-agent
system for planning the use of spacecraft for Earth remote sensing. The system has
a client-server architecture. The input data required for planning is calculated by
means of third-party software that takes into account the ballistic model of
spacecraft movement and the geographical location of observation areas and DRPs.
The planning subsystem is implemented by means of Java Akka Framework. Input
data and planning results are displayed via the user web-interface (Fig. 3). A list of
spacecraft, DRPs and observation areas involved in planning is shown in the left
part of the web- page. When one of the items in this list is selected, its related
parameters and schedule are shown in the right part of the page. When a certain
spacecraft is selected, a diagram of its on-board memory unit fullness is displayed at
the top of the page. Any change in the input data automatically leads to recon-
struction of the existing schedule.

5 Conclusion

Within the proposed approach, the problem of space system management is solved
by creating a self-organizing team of intelligent agents conducting negotiations and
not only capable of planning their behaviour individually in real time, but also
working in groups in order to ensure coordination of decisions.

Fig. 3 A screen of multi-agent prototype system for planning of a spacecraft group for ERS

316 P. Skobelev et al.



The developed software prototype for planning the use of spacecraft for Earth
remote sensing has proved the potential of this approach owing to the following
facts:

• Significant reduction of time spent on forming a schedule close to optimal
(compared to the exhaustive algorithm);

• Flexibility provided by a rapid response to emerging events;
• Scalability and openness—new components (spacecraft, DRPs, etc.) can be

connected to the system dynamically without the system’s shutdown and restart;
• Autonomy of software modules which will at long term make it possible to place

planning components inside the spacecraft’s on-board computing devices [10].
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Methodology and Framework
for Development of Smart Grid Control

Gheorghe Florea, Radu Dobrescu, Oana Chenaru, Mircea Eremia
and Lucian Toma

Abstract To better serve customers, operators need to identify ways to improve
the reliability of their electrical service. This paper provides a methodology and
framework for the development of new control architectures based on uncertainty
management and self-reconfigurability. We designed an architecture for Smart Grid
able to integrate the standard control strategy with safety and security aspects.
A case study presents details on how the current methods for the assessment of the
system security can be applied on the proposed architecture.

Keywords Smart grid � Control hub � Uncertainty management � Reconfigurable
control

1 Power Grid State of the Art

Reliable energy infrastructure is a critical objective of modern society, so that any
attempt to its operation has an enormous impact on people and economy.

The transmission grid uses backup lines and multiple routes for power flow to
handle contingencies. An alternate route can usually accommodate the loss of a

G. Florea (&) � O. Chenaru
Societatea de Inginerie Sisteme SIS S.A., Bucharest, Romania
e-mail: gelu.florea@sis.ro

O. Chenaru
e-mail: oana.chenaru@sis.ro

R. Dobrescu � M. Eremia � L. Toma
University Politehnica of Bucharest, Bucharest, Romania
e-mail: rd_dobrescu@yahoo.com

M. Eremia
e-mail: eremia1@yahoo.com

L. Toma
e-mail: lucian_toma_ro@yahoo.com

© Springer International Publishing Switzerland 2016
T. Borangiu et al. (eds.), Service Orientation in Holonic and Multi-Agent
Manufacturing, Studies in Computational Intelligence 640,
DOI 10.1007/978-3-319-30337-6_29

319



transmission line but many parts of the distribution system do not have this
capability.

The renewable energy sources are the biggest challenges for power system
operators. The intermittent generation may have negative impact on the power
flows, voltages as well as other network parameters. Consecutive outages may
occur in a power system and thus it is highly recommended that the power system is
designed so that to withstand double disconnections. Unfortunately, due to the large
investment requirements, most of the power systems may have problems to comply
with this criterion.

The operating conditions vary continuously and the power system moves from
one state to another, as suggestively indicated in Fig. 1. N and N-1 represent
standard analysis of power system operating regimes (N means all power lines are
up, N-1 means one power line is down, N-1-1 means two lines are down).
Transition to one state or another depends on the random events that may occur or
on the decision taken by the system operator. The figure shows also a classification
of possible states of the power system depending on the events that may occur.

When the power system enters the alert state, immediate corrective actions must
be taken in order to restore the normal operation. If during this transition a con-
tingency occurs, the system can enter in an emergency state, in which there are a
large number of bus voltage limits violations. In this state, ultimate (extreme)
actions can still be taken to restore the system to a normal operation state. If the
contingency is too severe, the power system may become instable and finally
collapses (as shown in Fig. 1).

Following the major incidents that have occurred in the European interconnected
power system [1, 2], UCTE has issued in 2009 a new policy for operation security
[3]. Maintaining the power system in secure operating state assumes that some

Fig. 1 Power system states [3]

320 G. Florea et al.



electrical quantities should be maintained within admissible limits. The most
important limits that could restrict the power transfer in a transmission grid are:
thermal limit, voltage limit and stability limit.

The transmission capacity of a power grid can change in time due to changes of
one of the above-defined limits (Fig. 2). The total transfer capacity is given by the
most restrictive limit, that is:

TTC ¼ Minimum thermal limit; voltage limit; stability limitf g ð1Þ

including also the case of the most severe contingency.
Exceeding one of the security limits denotes a network congestion that may

jeopardize the power system operation. However, the congestions related problems
are managed by technical or economical mechanisms.

In real-time, network congestions may emerge as a consequence of load forecast
errors and thus, of unscheduled power flows, as well as of technical reasons such as
unscheduled disconnection of a generator, an electrical line or a transformer [5].
These blackouts are the reason both for the industry and academia to consider new
techniques and system architecture designs that can help assure the security and
reliability of the power grid. High reliability can be designed into the distribution
system—and the Smart Grid can incorporate this attribute.

A smart distribution grid emerges from decentralized control when the switching
points between circuits, as well as several points along each circuit, carry the
intelligence to reconfigure the circuits automatically when an outage occurs and
quickly to reroute power to as many customers. More intelligent switching points
yield more options to reroute power to serve the load, and communication between
those points makes self-healing a practical reality.

1.1 Control Reconfiguration

The control strategy applied to processes still needs to be adequately addressed
because the target is oriented not only to parameter control but more on improving

Stability limit

Voltage limit

Thermal limit

TTC TTC

time [h]

TTC
[MW]

TTC

Fig. 2 Limits of total transfer
capacity [4]
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overall process operability by minimizing downtimes. One of the first proposals for
an architecture based on reconfigurability design is that of Choksi and McFarlane
[6] which uses the coordinating function to monitor and control local planning,
local optimization and local control.

Most available control theories assume that a control structure is given at the
outset. There are two main approaches to the problem, a mathematically oriented
approach (control structure design) and a process oriented approach [7, 8].
Plantwide control is a holistic approach concerned with the structural and functional
decisions involved in the control system design of a process.

1.2 Design Power Grid Control for Uncertainties
Management

Managing uncertainties in industrial systems is a daily challenge to ensure
improved design, robust operation, desirable performance and responsive risk
control. Uncertainty management is concerned with the quantification of uncer-
tainties in the presence of data, model(s) and knowledge about the system, and
offers a technical contribution to decision-making processes whilst acknowledging
industrial constraints.

Designing for uncertainty management leads engineers to create architectures
that do not meet fixed specifications. Dealing with systems attributes such as
flexibility or robustness lead designers to different solutions than those that focus on
optimization.

An innovative contribution is proposed in [7] as an architectural oriented
approach used to develop advanced control integrated architectures, open to
incorporate more flexibility, to implement reconfigurable control, to ensure the
reaction to uncertainties, as well as to define a solution for integration of safety
control and prevention in control strategies. RH Control is an efficient solution to
control uncertainties, not only for process control but also for transmission network.

1.3 Transmission Network Reconfiguration

Reconfiguration of transmission networks is necessary for maintaining power
supply during maintenance or restoration after an outage before the fault is repaired.
Fully automatic reconfiguration is one of the most important attributes of the Smart
Grid with a big contribution to self-healing, sustainability and flexibility [9].

Botea [10] addresses the reconfiguration problem for outage recovery, where the
cost of the switching actions dominates the overall cost. Finding optimal feeder
configurations under most optimality criteria is a difficult optimization problem.
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2 Development of Integrated Control, Safety and Security
System for Power Grid

2.1 Methodology

In order to solve the uncertainties management problem the designer will try to split
it into manageable parts. A generic methodology to perform requirements analysis
while addressing hazard and risk includes the following steps:

• Applicability specification (program, project, data, constraints, personnel).
• Hazards identification (expert opinion/lessons learned/test data/technical

analysis/hazard analysis).
• Consequences evaluation (impact/severity, probability, timeframe).
• Risk assessment (resources/leads/project; metrics information, risk management

structure).
• Monitor risk metrics and verify/validate mitigation actions.
• Checking real scenarios and progressive updating the input information.

Our approach to develop advanced control using an integrated architecture that
is open to incorporate more flexibility implements reconfigurable control to ensure
the reaction to uncertainties. Integration of Risk and Hazard (RH) Control able to
maintain the process in a safe state using control hierarchy layers is shown in Fig. 3
where (a), (b), (c) and (d) suggest a holonic organization at several levels.

The four main holons are, from the upper level: (d)—classical control based on
basic regulatory, sequential and logical, (c)—safety level based on safety instru-
mented systems (SIS) and the new paradigm Reconfigurable control, (b)—remote
level based on internet or cloud able to do automatic identification, modelling and
simulations, (a)—management level, which has two main functions: management
and supervisory control [7].

To be able to perform such tasks the system architecture, structure and data flows
must be able to support different methods of reconfiguration. Consequently,
reconfigurability design must focus on: (i) Components (sensors, actuators, IEDs,
synchrophasors, FACTS, controllers, equipment); (ii) Control (algorithms, struc-
ture, data flows, RH control strategies, integrated control); (iii) Transmission
process (equipment, flows, process, and states).

2.2 Reconfigurable Control Architecture—Design
and Applications

To develop a framework for control system design we propose the architecture
presented in Fig. 4. The framework is able not only to host the entire process
control system (hardware, software, application, operator and engineering inter-
faces) but also the model, even simplified, of the process, the simulation features, a
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library of algorithms and strategies, case studies. The focus in our work is on
developing a structure of fault detection and intelligent alert that in conjunction with
Reconfigurable Control can conduct to the recovery of functionality, even with
spoiled performances. Mode selection—part of this structure functions as follows:
at first, the fault recovery measures for individual loop failures are derived from a
fault impact analysis. Next, the fault recovery principle initiates a change in the
operating strategy of the plant by incorporating changes in the operating factors
associated with failures in the model based control calculations. These strategies
can be implemented with direct commands from Reconfigurable Control or/and
associated with reconfiguration scenarios.

3 Case Study

The Romanian power system has undergone significant changes concerning the
generation pattern. In December 2014 the total installed capacity in wind power
plants (WPP) was 2950 MW. At least 80 % of the capacity installed in WPPs is
located in the Dobrogea region. A 1400 MW rated power nuclear power plant is
also connected in this region and operates at full capacity. The average load in the
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Romanian power system is about 6700 MW, while an average power of 800 MW is
exported to other power systems.

The network section (Fig. 5) is defined across the electrical lines that inter-
connect the Dobrogea region with other parts of the Romanian power system or
with the Bulgarian power system. These lines are also the most subjected to
overloading.

Automatic 
Identification

Solver + 
Merger

Simulator Library

PH Center / Cloud

Solution 
+ Time

Mode 
Selection

Operating 
mode selector

Fault identification 
and intelligent alert 

RH Control

Scenarios / 
Strategies

Actuators 

Process

Sensors 

Reconfigurable 
Control

Controllers

Reconfiguration 
process

Enviroment

Uncertainties 
identification

Fig. 4 Reconfigurable control development framework

Fig. 5 A simplified
representation of the
Dobrogea region

Methodology and Framework for Development of Smart Grid Control 325



From the security point of view several limits are verified both in the planning
activity one day before, and also in exploitation which takes place in real-time.

The thermal limit is verified one day before for both N and N-1 configurations; if
overloading is identified, network reconfiguration or/and generation dispatching is
performed. In real-time if N-1-1 contingency occurs, either immediate action by the
dispatcher is taken or appropriate automation is activated by reducing the power
generation within the area. For this purpose, a study was performed to define a
regional automation scheme that deals with any unexpected contingency. Taking
into account the large number of scenarios, the influences (sensitivities) of all wind
power plants on the power flows on the transmission lines have been determined.
A ranking of these sensitivities have been roughly defined so that, in real-time,
when a certain contingency occurs, the minimum quantity of generated power is
disconnected.

The bus voltages are regulated in two stages to be maintained within predefined
voltage limits. The first stage consists in providing the voltage set-points to the
nuclear power plant and the nodes where large wind power plants are connected.
The second stage is the real-time operation and consists in voltage control contri-
bution to the pilot buses from the wind power plants. However, this stage is active if
there is generation availability from wind power plants. When active, voltage
set-points roughly about 105 % of the nominal value are set within area because
Dobrogea region becomes an important reactive power sources for other parts of the
Romanian power system.

The stability limit is calculated one day before by off-line simulations and in
real-time (on-line) by specialized software. The stability limit is defined as the
maximum power that can be transited through the predefined section. Since the
Dobrogea region exports power, the stability is the sum of power flows on all lines
from the section. This limit decreases when one or more lines are disconnected; in
this case the most severe contingency is identified, which gives the stability limit for
the N-1 configuration, a.o. The stability limit is calculated one day before and if the
scheduled exported power exceeds these limits some actions are taken. The same
study had the purpose of defining an automation logic that takes actions in real time
when the stability criterion is not met. The automation logic aims to reduce the
power produced by wind power plants when the stability limit is exceeded, mainly
in case of contingencies.

4 Conclusions

Our work promotes the concept of holonic control based on uncertainties man-
agement instead of using the standard control strategy approach. Real-time capa-
bility jointly integrated with Smart Grid attributes like isolation, reconfiguration,
modularity and standardization provide the necessary tools for uncertainties man-
agement and lead to a more reliable system. This approach was considered in
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simulating the behavior of the power system in Dobrogea region. Future work will
include identifying a particular solution for risk and hazard control with
self-reconfiguration of a pilot plant.
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Sink Node Embedded, Multi-agent
Systems Based Cluster Management
in Industrial Wireless Sensor Networks

Mohammed S. Taboun and Robert W. Brennan

Abstract With advances in cyber-physical systems and the introduction of
industry 4.0, there has been an extensive amount of research in distributed intel-
ligent control. Because in cyber-physical systems it is required that devices are
aware of their environment, industrial wireless sensor networks are considered for
such types of applications. In this paper, a sink node-embedded multi-agent system
is proposed in order to manage clusters of wireless sensors; this architecture is
analysed in an oil and gas refinery example.

Keywords Multi-agent systems � Wireless sensor networks � Distributed
embedded intelligence

1 Introduction

With advances in cyber-physical systems and the introduction of Industry 4.0, there
has been an extensive amount of research in distributed intelligent control. The
requirement of cyber-physical system is that devices be aware of their environment;
industrial wireless sensor networks (WSNs) have been considered for this appli-
cation. Research has shown that multi-agent systems have proven to be a successful
technique for managing WSNs. Typically this is done through a coupled or cloud
based deployment. With advances in technology it is becoming feasible to deploy
these intelligent agents directly on the automation hardware.

Key challenges in WSNs are fault recovery and scalability, especially in
industrial systems situated in harsh environments. WSNs’ scalability depends
tremendously on the ease of introducing new sensor nodes into the network.
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This ease-of-introduction characteristic is also one of the key challenges in Industry
4.0 systems.

In this paper, an embedded multi-agent system for managing sink nodes and
clusters of wireless sensor networks is proposed, and finally is demonstrated in an
oil refinery application. The network architecture can be used to develop protocols
for easily introducing new sensor nodes into the WSN, as required by WSN. The
agent platform developed can be used for future tests on fault recovery.

2 Background

In this section, background information is given on cyber-physical systems, wire-
less sensor networks and industrial agents.

2.1 Industry 4.0 and Cyber Physical Systems

With advances in technology, cyber-physical devices are beginning to emerge in
industrial applications. A cyber-physical system is a set of cyber-physical devices
that according to reference [1] include computing that controls mechanical activity
through embedded processing, networking and connectivity, awareness of the
environment and other objects through sensors, and finally a means of interacting
with the environment through actuators.

A new trend in research which employs these cyber-physical systems is known
as Industry 4.0. According to reference [2], the term Industry 4.0 describes different
changes in manufacturing systems with not only technological but organizational
implications. These changes are expected to shift from product to service orienta-
tion in industrial systems. This can be extended from manufacturing systems to
other types of industrial systems, such as oil and gas refineries. These shifts will
lead to new types of enterprises which adopt new specific roles within industry.

2.2 Industrial Wireless Sensor Networks

As previously mentioned, cyber-physical systems require awareness of the envi-
ronment and other objects through sensors. Industrial wireless sensor networks
(WSNs) have become a research trend due to the advances in processing power for
micro-computers and reduced battery consumption of embedded battery powered
devices. WSNs are composed of wireless sensor nodes, which are small with
limited processing and computing resources and are inexpensive compared to

330 M.S. Taboun and R.W. Brennan



traditional sensors [3]. Sensor nodes are used to sense, measure and gather infor-
mation from the environment and transmit the data to a user or data acquisition
system.

One of the primary concerns in wireless sensor network is data routing. When a
large scale industrial WSN passes a lot of data, this creates a large communication
overhead. The most widely accepted solution to reduce this overhead is to cluster
the wireless sensor network. This clustering process forms a hierarchy structure for
the network and allows for data aggregation. This hierarchy can then be composed
of two types of sensor nodes: sink nodes and anchor nodes.

Sink nodes are the cluster-heads of the network. They are responsible for
aggregating the data and transmitting information from the network to the acqui-
sition system or base station. Due to the fact that there are many transmissions and
data aggregation required of the sink node, it is often a higher processing, fixed unit.
The sensor nodes which make up the cluster and send sensory data to the sink nodes
are often referred to as anchor nodes.

In some WSNs, the sink node is a regular wireless sensor node. This is referred
to as a homogeneous WSN (as opposed to a heterogeneous WSN). In this case, the
extra processing power required of the sink node drains the battery at a faster rate
than the anchor nodes, and sink node rotation becomes a primary concern to pro-
long the network lifetime. In industrial applications that require a perpetual lifetime
of the wireless sensor network, it is often more practical to use a heterogeneous
wireless sensor network. This reduces the complexity of sensor node replacement
and maintenance programs.

2.3 Industrial Agents and Agent Based Control

While there are several definitions of agents, the most commonly accepted defi-
nition is provided by reference [4], which states that an agent is a computer system
that is situated in some environment, and that is capable of autonomous action in
this environment in order to meet its delegated objectives. Agents are also often
defined by their characteristics. According to reference [5], agents are autonomous,
responsive, proactive, goal-oriented, smart-behaving, social and able to learn.

A multi-agent system is a system of two or more agents that collaborate to some
sort of collective goal, while still working to their own individual goals. According
to reference [5], multi-agent systems have decentralized control and are flexible,
adaptable, reconfigurable, scalable, lean and robust. The properties of multi-agent
systems align with the design considerations for wireless sensor networks, and are
therefore well suited to manage these networks.

A major point of interest with the advances in technology is whether to embed
the intelligent agent or to use a coupled or cloud based design. Reference [5] defines
a coupled design as a situation where one or more agents collect and process data
from an existing structure, in a cloud-based fashion. Embedded agents are when the
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automation platform itself is agent-based. While the coupled design can be
immediately applicable and integrate with existing technology, advances in con-
trollers are allowing the embedded intelligent design to become feasible.

3 Related Work

3.1 Agent-Based Wireless Sensor Networks

As previously mentioned, the distributed nature of multi-agent systems aligns with
the distributed properties of wireless sensor networks. For this reason, many
researchers have proposed using adapting, intelligent agents to work on distributed
and complex sensor networks. In this section, we describe some of these works.

In Ref. [6], multi-agent solutions for WSNs are examined. A multi agent
architecture which interconnects a wide range of heterogeneous devices that may
possess various levels of resources is proposed in Ref. [7]. Similarly, Ref. [8]
proposed the development of intelligent sensor networks using multi-agent systems.
In this work, the multi-agent system was implemented in the Java Agent
Development framework (JADE). Ref. [9] compared alternative cluster manage-
ment approaches using multi-agent systems. This set of simulations also saw the
multi-agent system implemented in JADE.

A multi-agent based application oriented middleware is introduced by Ningxu
et al. [10], in which a multi-agent management system controls a distributed control
system via IEC 61499 function block controllers. The middleware of a WSN refers
to a set of tools that reduce the complexity on lower level hardware systems. In
traditional PLC based systems, this approach is often examined in order to build
intelligence into simple programmable controllers. This middleware is designed
specifically for wireless sensor networks that track mobile objects in factory
automation.

3.2 Wireless Sensor Networks for Oil Refineries

Research in multi-agent systems and wireless sensor networks is typically con-
cerned with manufacturing applications. There are however some research areas
that bring this technology to other industries, such as health care or safety. One of
these industries is oil and gas refineries.

In Ref. [11], the most promising wireless technologies were examined in order to
cope with the challenges in implementing a WSN in an oil and gas refinery. Gil
et al. [12] proposed an outlier detection and accommodation methodology for oil
refineries using wireless sensor networks. The model was tested on a real moni-
toring scenario implemented in a major refinery plant.

332 M.S. Taboun and R.W. Brennan



4 Agent Based, Sink-Node Embedded Intelligence Model

In this section, an embedded multi-agent system for managing clusters is proposed.
The first sub-section outlines the individual agents including their knowledge, skills
and communication and is followed by how the agents interact with each other.

4.1 Agent-Based Sink Node Management

Each sink node has three agents that provide the intelligence required to manage its
respective cluster. These agents are the sink node mediator, device manager and
task manager, and are shown in Fig. 1.

Fig. 1 Sink-node embedded multi-agent system
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The device manager agent has knowledge of the current cluster topology, the
hierarchic level of the sensor network, the state of the nodes in the cluster, the node
I/O’s, the node description and the node power levels. The device manager com-
municates with the nodes in the cluster via a RF gateway (such as xBee trans-
mitters). The device manager has skills conversation, negotiation and decision
making. These skills allow the device manager agent to dynamically reconfigure the
nodes in the sink nodes’ respective cluster.

The task manager agent has knowledge of the sensing and control task status for
the sink nodes’ cluster of sensors. It also has knowledge of the level of parameter
being sensed and the corresponding reaction required for the control units in the
cluster. Much like the device manager agent, the task manager agent communicates
with the sensor nodes via RF or wireless sensor network gateways. The task
management agent has a skillset of data aggregation, integration, filtering, con-
versation and decision-making. While the device manager and task manager agent
communicate with the nodes in their cluster of sensors, they do not communicate
with each other. Instead, communication between the agents is done through the
sink node mediator agent. The sink node mediator has knowledge of advertisements
and bidding. It communicates with the other agents on the same sink node via
software communication, and to the data acquisition and other sink nodes via other
networks such as LAN or Wi-Fi. The skillset of this agent is in conversation
collaboration and brokering.

4.2 Wireless Sensor Network Architecture

At the highest level of the network is the supervisory control and data acquisition
(SCADA) system. Due to the intelligent agents being embedded on the physical
network, only simple control is required for simple inputs into the wireless sensor
network. For this reason, a SCADA system is preferable over a more complex
distributed control system. The SCADA system transmits and receives data from
the sink nodes through a wired or wireless network.

The device manager agent is responsible for ensuring that the sensor cluster is
able to perform the tasks required of it. It accomplishes this task by dynamically
reconfiguring the topology of the cluster in an on-the-fly fashion. Dynamic
reconfiguration considers any changes to the topology including replacing sensor
nodes that have failed by either hardware/software errors or battery failure. Other
types of reconfiguration include the sleep and wake function of sensors, using
sensors from other cluster in the case of fault recovery and lending sensors to other
clusters.

The task manager is primarily used for obtaining the application specific data
from the sensor cluster. In the case of a hierarchical wireless sensor network in
which a cluster is composed of sub-clusters, the task manager is aware of which
level of the hierarchy it is obtaining data from. For complex sensing data, a large
amount of data may be transmitted through the WSN. Data aggregation helps lower
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the resulting overhead power consumption. The aggregated data routing can be seen
in Fig. 2.

In order to ensure that the proper data is being received, some collaboration is
required with the device manager. The sink node mediator is responsible for han-
dling this collaboration. The sink node mediator is also responsible for handling
inter-cluster communication, which may occur if the cluster needs to borrow
another node. In this case, the device manager agent would send a request to the
sink node mediator which would negotiate with the sink node mediator in another
cluster.

5 Application Specific Example in an Oil and Gas
Refinery

To illustrate an application of the architecture, consider the example of a simple oil
refinery adapted from Ref. [13]. The simple refinery process consists of 4 major
types of equipment: separators, compressors, water treatment and storage. There are

Fig. 2 Wireless sensor network architecture
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two types of separators: stage 1 and stage 2. There are also two types of gas
compressors: a low pressure compressor and a high pressure compressor.

In this example which is illustrated in Fig. 3, unprocessed oil (which consists of
oil, gas and water) enters the stage 1 separator. The gas that is separated from the
stage 1 separator goes to the low pressure gas compressor. The leftover oil flows to
the stage 2 separator, where the remaining gas is separated from the oil. This gas is
also sent to the low pressure gas compressor. The water that is separated during the
process is sent to the water treatment equipment. The refined oil is stored and/or
exported after leaving stage 2 separation. After leaving the low pressure gas
compressor, the gas is sent to the high pressure gas compressor, where it is then
exported.

As illustrated in Fig. 3, cluster 1 is responsible for monitoring the compressors,
cluster 2 is responsible for the separators, cluster 3 monitors the water treatment
equipment and cluster 4 monitors the oil storage tanks.

Alternatively, if there were some sort of hierarchical sub-clusters on a lower
level, cluster 1.1 can monitor the low pressure gas compressor and cluster 1.2 can
be responsible for the high pressure compressor. Some facilities will have more

Fig. 3 WSN clusters in an oil and gas refinery
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than 1 piece of given equipment. For example, if it is assumed that a regular sized
oil storage tank can be cluster 1.1, and that there are three oil storage tanks in a
refinery, it can then be said that cluster 1.1.1 monitors the first storage tank, 1.1.2
monitors the second, and 1.1.3 monitors the third. This demonstrates scalability of
the wireless sensor network. In this case, it would be simple to add one or more
storage tanks, or remove an obsolete or damaged storage tank.

6 Conclusions and Future Work

In this paper, a model was proposed to embed intelligent agents on sink nodes and
manage clusters. The agent architecture and deployment was examined and illus-
trated in an example for an oil and gas refinery. This type of embedded deployment
has illustrated several challenges. The most important one can lay in fault recovery;
for example, how the multi-agent system reacts when a sink node fails.

There are also challenges present when inter cluster communication is present,
due to the embedded agents. In a cloud-based system, a centralized deployment has
agents that have access to most of the network to negotiate with the other sink
nodes. In an embedded system, a sink node may not be in range of other clusters in
order to borrow sensor nodes, amongst many other challenges. A new protocol for
network discovery and integration needs to be developed for the plug and play style
of introduction of new sensor nodes. As previously mentioned this is a key chal-
lenge for industrial systems and can be linked to it being an under-researched field.

Currently, an embedded agent-managed cluster environment is being developed.
This environment has the agents implemented on higher-powered micro-computers
(such as the Raspberry Pi), and uses the ZigBee RF network protocols using xBee
transmitters. The anchor nodes consist of simple controllers, such as PLCs. This
hardware will provide simulated data back to a SCADA system and will allow
many situations to be examined.
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