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Abstract Detecting moving objects in sequences is an essential step for video
analysis. Among all the features which can be extracted from videos, we propose to
use Space-Time Interest Points (STIP). STIP are particularly interesting because
they are simple and robust low-level features providing an efficient characterization
of moving objects within videos. In general, Space-Time Interest Points are based
on luminance, and color has been largely ignored. However, the use of color
increases the distinctiveness of Space-Time Interest Points. This paper mainly
contributes to the Color Space-Time Interest Points (CSTIP) extraction and
detection. To increase the robustness of CSTIP features extraction, we suggest a
pre-processing step which is based on a Partial Differential Equation (PDE) and can
decompose the input images into a color structure and texture components.
Experimental results are obtained from very different types of videos, namely sport
videos and animation movies.

Keywords Color space-time interest points � Color structure-texture image
decomposition � Motion detection

1 Introduction

Detecting moving objects in dynamic scenes is an essential task in a number of
applications such as video surveillance, traffic monitoring, video indexing, recog-
nition of gestures, analysis of sport-events, sign language recognition, mobile
robotics and the study of the objects’ behavior (people, animals, vehicles, etc….).
In the literature, there are many methods to detect moving objects, which are based
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on: optical flow [1], difference of consecutive images [2, 3], Space-Time Interest
Points [4] and modeling of the background (local, semi-local and global) [5].

For grayscale sequences, the notion of Space-Time Interest Points (STIP) is
especially interesting because they focus information initially contained in thou-
sands of pixels on a few specific points which can be related to spatiotemporal
events in an image. Laptev and Lindeberg were the first who proposed STIP for
action recognition [4], by introducing a space-time extension of the popular Harris
detector [6]. They detect regions having high intensity variation in both space and
time as spatio-temporal corners. The STIP detector usually suffers from sparse STIP
detection [4]. Later, several other methods for detecting STIP have been reported.
Dollar et al. [7] improved the sparse STIP detector by applying temporal Gabor
filters and selecting regions of high responses. Dense and scale-invariant
Space-Time Interest Points were proposed by Willems et al. [8]. An evaluation
of these approaches has been proposed in [9].

For color sequences, we propose a color version of Space-Time Interest Points
extension of the Color Harris detector [10] to detect what they call “Color Space-
Time Interest Points detector” (CSTIP). To increase the robustness of CSTIP fea-
tures extraction, we propose a color version of Structure-Texture image decom-
position extension of the Structure-Texture image decomposition technique [11].

The Color Structure-Texture image decomposition technique is essential for
understanding and analyzing images depending on their content. This one
decomposes the color image f into a color structure component u and a color texture
component v, where f = u + v. The use of the color structure-texture image
decomposition method enhances the performance and the quality of the motion
detection.

Our contribution is twofold: First, after giving two consecutive images, we split
each one into two components (Structure, Texture). Second, we compute the Color
Space Time Interest Points (CSTIP) associated to the color structure (respectively
texture) components by using the proposed algorithm of the detection of Color
Space- Time Interest Points. The fusion procedure is implemented to compute the
final Color Space- Time Interest Points. One of the aims of the present paper is to
propose a new parallel algorithm so as to generate good results of moving objects.

This paper is organized as follows: Sect. 2 presents the materials and methods,
Sect. 3 presents our proposed approach, and finally, Sect. 4 shows our experimental
results.

2 Materials and Methods

2.1 Color Structure-Texture Image Decomposition

Let f be an observed image which contains texture and/or noise. Texture is char-
acterized as repeated and meaningful structure of small patterns. Noise is
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characterized as uncorrelated random patterns. The rest of an image, which is called
cartoon, contains object hues and sharp edges (boundaries). Thus an image f can be
decomposed as f = u + v, where u represents image cartoon and v is texture and/or
noise. In recent years, several models based on total variation, which are inspired by
the ROF model, were created [12]. In the literature there is also another model
called Mayer [13, 14] that is more efficient than the ROF model. Many algorithms
have been proposed to solve numerically this model. In the following, we represent
the most popular algorithm, Osher-Vese algorithm [11] for grayscale sequences:

This algorithm is based on the decomposition model as follows:

FOVk;l;pðu; gÞ ¼ JðuÞþ k f � ðuþ divðgÞÞk k2L2 þ l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g21 þ g22

q����
����
Lp

ð1Þ

The additional term f � uþ divðgÞð Þk k2L2 . ensures that we have the constraint
f = u + v where f is the original image that consists of two components: a com-
ponent u containing all the objects, a component v: is the sum of textures and noise.

In this paper, we propose an adapted decomposition Osher-Vese algorithm for
color images shown in Fig. 1. where RTC, RSC, GTC, GSC, BTC and BSC are
respectively the red texture component, red structure component, green texture
component, green structure component, blue texture component and blue structure
component .The color texture component of the color image will be calculated by
the combination between RTC, GTC and BTC. The color structure component of
the color image will be calculated by the combination between RSC, GSC and
BSC.

The Color Aujol Structure-Texture decomposition method has been applied on
the karate’s fight image of size 352 × 288. The results of the decomposition are
shown in Fig. 2.

2.2 Color Space-Time Interest Points

The idea of color interest points [10] in the spatial domain can be extended into the
color spatio-temporal domain by requiring the image values in space-time to have
large variations in both the spatial and the temporal dimensions. For grayscale

Fig. 1 The color
structure-texture image
decomposition algorithm
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sequences, Laptev et al. [4], proposed a spatio-temporal extension of the Harris
detector to detect what they call “Space-Time Interest Points”, denoted STIP in the
following. Detection of space-time interest points is performed by using the
Hessian-Laplace matrix H, which is defined by:

H x; y; tð Þ ¼ gðx; y; t; r2s ; r2t Þ �
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where I (x, y, t) is the intensity of the pixel s (x, y) at time t denotes the convolution.
gðx; y; t;r2

s ;r
2
t Þ is the Gaussian smoothing (see Eq. (4)) and the two parameters (σs

and σt) control the spatial and temporal scale.
For color sequences, we propose a color version of space-time interest points

extension of the Color Harris detector [10] to detect what they call “Color
Space-Time Interest Points”, denoted CSTIP in the following. The information
given by the three RGB color channels: Red, Green and Blue.

Color plays a very important role in the stages of feature detection. Color pro-
vides extra information which allows the distinctiveness between various reasons of
color variations, such as change due to shadows, light source reflections and object
reflectance variations.

The H matrix can be computed by a transformation in the RGB space [15]. The
first step is to determine the gradients of each component of the RGB color space.
The gradients are then transformed into desired color space. By multiplying and
summing of the transformed gradients, all components of the matrix are computed
as follows:

Fig. 2 The color structure-texture image decomposition algorithm: a original images (karate’s
fight image), b the color texture component of karate’s fight image, c the color structure
component of karate’s fight image
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where R(x,y,t), G(x,y,t) and B(x,y,t) are respectively the red, green and blue
components of the color pixel s (x, y) at time t.

As with the Color Harris detector, a Gaussian smoothing is applied both in
spatial domain (2D filter) and temporal domain (1D filter).

gðx; y; t; r2s ; r2t Þ ¼
expð� x2 þy2

2r2s
� t2

2r2t
Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2pÞ3r4sr2t

q ð4Þ

The two parameters (σs and σt) control the spatial and temporal scale. As in [4],
the color spatio-temporal extension of the Color Harris corner function, entitled
“salience function”, is defined by:

M x; y; tð Þ ¼ det H x; y; tð Þð Þ � k� trace H x; y; tð Þð Þ3 ð5Þ

where k is a parameter empirically adjusted at 0.04, det is the determinant of the
matrix H and trace is the trace of the same matrix.

3 Proposed Approach

The most famous algorithm to detect Space-Time Interest Points is that of Laptev
[4]; however we can reveal four major problems when a local method is used:

• Texture, Background, lighting changes and Objects that may influence the
results;

• Noisy datasets such as the KTH dataset [16], which is featured with low res-
olution, strong shadows, and camera movement that renders clean silhouette
extraction impossible;
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• Features extracted are unable to capture smooth and fast motions, also they are
sparse. This also explains why they generate poor results;

• RGB video must be converted into grayscale video.

However, to overcome the four problems, we propose a new technique based on
the Color Space-Time Interest Points and Color Structure-Texture Image
Decomposition algorithm (Fig. 1).

Let CSTIP denote the final extracted color space-time interest points;
CSTIPtexture and CSTIPstructure denote respectively the extracted Space-Time
Interest Points fields on texture components and structure components. The Color
Structure-Texture Image Decomposition decomposes each input image into two
components (u1, v1) for the first image I1 and (u2, v2) for the second image I2,
where u1 and u2 denote the color structure components, v1 and v2 are the color
texture components.

The proposed approach detects the color space-time interest points by given a
pair of consecutive images in several stages; it will help to have a good detection of
moving objects and even reduce the execution time by proposing a parallel algo-
rithm (see Fig. 3). Our new Space-Time Interest Points will be calculated as the
following:

CSTIP ¼ CSTIPstructure [CSTIPtexture ð6Þ

4 Results and Discussion

This section presents several experimental results on different kinds of sequences.
In Fig. 4, we represent some examples of clouds of Color Space-Time Interest

Points detected in the sequence (sport video: “karate’s fight” lasts for 2 min and

Fig. 3 The adapted Laptev
algorithm
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49 s with 200 images and the size of each image frame is 400 by 300 pixels.). The
results illustrated in Fig. 4, show that the objects moving (the two players) are
detected with our approach (Fig. 3). The red points represent the extracted Color
Space-Time Interest Points with our proposed approach (Fig. 3).

In order to correctly gauge performance of our algorithm (Fig. 3), we will
proceed with a comparative study to use the mask of the moving object and the
precision.

For each moving object, we have a number of the color space-time interest
points detected in the moving object (NTP) and a number of the color space-time
interest points extracted off the moving object (NFP).

The test is performed many examples of sequences [17] and gives in the fol-
lowing results:

The proposed approach is much less sensitive to noise, and the reconstruction of
the image, it also extracts the densest features (see Fig. 5).

Fig. 4 Examples of clouds of color space-time interest points, in each frame (Image (t = 44)/
Image (t = 45)), we use the parameters (σt = 1.5, k = 0.04 and σs = 1.5)

Fig. 5 Number of color space-time interest points extracted in each frame
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The results, illustrated in Table 1, show that our approach allows a good
detection of moving objects.

5 Conclusion

This paper mainly contributes to the Color Space-Temporal Interest Points
extraction and detection. To increase the robustness of CSTIP features extraction,
our approach suggests a pre-processing step which can decompose the input images
into a color structure component and a color texture component. The experiment
results show that the proposed method outperforms the original STIP feature
detector with promising results.
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