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Abstract This work presents the neural network combined with the sliding mode
control (NNSMC) to design a robust controller for the two-links robot system.
Sliding mode control (SMC) is well known for its robustness and efficiency to deal
with a wide range of control problems with nonlinear dynamics. However, for
complex nonlinear systems, the uncertainties are large and produce higher ampli-
tude of chattering due to the higher switching gain. In order to reduce this gain,
neural network (NN) is used to estimate the uncertain parts of the system plant with
on-line training using backpropagation (BP) algorithm. The learning rate is one of
the parameters of BP algorithm which have a significant influence on results.
Particle swarm optimization (PSO) algorithm with global search capabilities is used
in this study to optimize this parameter in order to improve the network perfor-
mance in term of the speed of convergence. The performance of the proposed
approach is investigated in simulations and the control action used did not exhibit
any chattering behavior.

Keywords Robot manipulators � Neural network � Sliding mode control � Particle
swarm optimization

1 Introduction

The motion control design for robot manipulators attracted considerable attention,
it’s a complex nonlinear system and its dynamic parameters are crucial to estimate
accurately. Moreover, it is almost impossible to reach exact dynamic models as the
system is described by a nominal model with large uncertainties to name a few:
payload parameter, internal friction, and external disturbance. To deal with the
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parameters uncertainties, several methods have been proposed; introducing the
neural network based controls [1–4] and the Sliding Mode Control (SMC) [5, 6].

SMC is one of the most important approaches to handle systems with uncer-
tainties, nonlinearities, and bounded external disturbance. However, there is
undesirable chattering in the control effort and bounds on the uncertainties are
required in the design of the SMC. It is well known that the main advantage of
using the boundary layer solution [5, 7] is eliminating this chattering problem. This
method can resolve the problem for only systems with small uncertainties. In case
of large uncertainties, a neural network structure is proposed to estimate the
unknown parts of the two-links robot model, so that the system uncertainties can be
kept small and hence enable a lower switching gain to be used. The neural network
weights are trained on-line using the backpropagation algorithm (BP) [8]. The
proposed control consists of the predicted equivalent control added to the robust
control term, where the neural network estimated function is incorporated in the
equivalent control component. The learning rate is one of the parameters of BP
algorithm which have a significant influence on results; practically, its value is
chosen usually between 0.1 and 1 [9]. Learning rate which is too small or too large
may not be favourable for convergence. In order to solve this problem, we proceed
to use particle swarm optimization (PSO) algorithm with global search capabilities
to optimize this parameter in order to improve the training speed.

This study is organized as follows. The next section presents the proposed
optimal neural network sliding mode control. In Sect. 3, simulation results are
provided to demonstrate the robust control performance of the proposed approach.
Finally, in Sect. 4 a concluding remark is given.

2 Optimal Neural Network Sliding Mode Control Design

2.1 Controller Design

Consider the dynamic model of the two links robot written in the state space as
follows:

_x1 ¼ x2
_x2 ¼ x3
_x3 ¼ h1nðx; uÞþ n1ðx; tÞ
_x4 ¼ x5
_x5 ¼ x6
_x6 ¼ h2nðx; uÞþ n2ðx; tÞ

8>>>>>><
>>>>>>:

ð1Þ

where h1nðx; uÞ and h2nðx; uÞ are the nominal representations of the system, and the
unknown parts n1ðx; tÞ and n2ðx; tÞ. u ¼ u1 u2½ �T and
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x ¼ ½ x1 x2 x3 x4 x5 x6 �T : are respectively the vector inputs and the
outputs of the system. More physical representation details and the lyapunov
function are given in [4].

The robot manipulator control law is given as [4]:

u ¼ g�1
n xð Þ � fnðxÞþ n̂ðx; tÞ

� �
þ _x3d

_x6d

� �
� c e

::�b _e� ksatðSÞ
� �

ð2Þ

2.2 Neural Network Representation

In this paper, we consider a NN with two layers of adjustable weights. x is the state
input variables and the output variables are:y1 ¼ n̂1ðx; tÞ and y2 ¼ n̂2ðx; tÞ yk ¼ WT

k

rðWT
j xÞ k ¼ 1; 2: Where rð:Þ represents the hidden-layer activation

function considered as a sigmoid function given by: rðsÞ ¼ 1
1þ e�s Wk ¼ ½Wk1Wk2. . .

WkN �T andWj ¼ ½Wj1Wj2. . .WjN �T are respectively interconnection weights between
the hidden and the output layers and between the input and the hidden layers. The
actual output ydk xð Þ (desired output which is the difference between the actual and
nominal functions) is:

ydkðxÞ ¼ ykðxÞþ eðxÞ ð3Þ

where e xð Þ is the NN approximation error.
The network weights are adjusted during the online implementation. The method

used is based on the gradient descent method (GD). The essence of the GD consists
of iteratively adjusting the weights in the direction opposite to the gradient of E, so
as to reduce the discrepancy according to:

@Wkj

@t
¼ �gk

@E
@Wkj

ð4Þ

where gk [ 0 is the usual learning rate. The gradient terms @E
@wkj

can be derived using

the backpropagation algorithm [8]. The cost function E is defined is the error index
and the least square error criterion is often chosen as follows: E ¼ 1

2

P2
k¼1 e

2
k

2.3 PSO-Based Training Algorithm

Particle swarm optimization (PSO) is a type of derivative free evolutionary search
algorithms resulted by an intelligent and well organized interaction between
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individual members in a group of birds or fish for example. This algorithm was
planned to simulate the positioning and dynamic movements in biological swarms
as they look for sources of food or keep away from adversaries [10].

In PSO, m particles fly through an n-dimensional search space. For each particle
i, there are two vectors: the velocity vector Vi ¼ vi1; vi2; . . .; vinð Þ and the position
vector Xi ¼ ðxi1; xi2; . . .; xinÞ. Similar to bird socking and fishes schooling, the
particles are updated according to their previous best position Pi ¼ ðpi1; pi2; . . .; pinÞ
and the whole swarm’s previous best position Pg ¼ ðpg1; pg2; . . .; pgnÞ. This means
that particle i adjust its velocity Vi and position Xi in each generation according to
the equations bellow [11]:

vidðtþ 1Þ ¼ vidðtÞþ c1 � randðÞ1�ðpid � xidÞþ c2 � randðÞ2�ðpgd � xidÞ ð5Þ

xidðtþ 1Þ ¼ xidðtÞþ vidðtþ 1Þ ð6Þ

where d ¼ 1; 2; . . .; n; c1; c2 are the acceleration coefficients with positive values;
randðÞ1, randðÞ2 are random numbers between 0 and 1. The new velocity and
position for each particle are calculated using the Eqs. (5) and (6) based on its
velocity vidðtÞ, best position Pid and the swarm’s best position Pgd .

In order to calculate the optimized parameter of learning rate gk given in Eq. (4),
the PSO is used off-line to minimize the neural network prediction error.

We define the quadratic errors erq as: erqðtiÞ ¼ 1
2

P2
k¼1 e

2
kðtiÞ

The objective function f to be minimized is chosen as the norm of the quadratic
error: f ¼ normðErqÞ with Erq the vector that contains all errors erqðtiÞ.

The PSO algorithm test the search space using m particles according to (5) and
(6). Each particle i moves in search space and stores its best position pid (gk), then,
it compares all positions to finally take out the chosen gk�optimum that give the
minimum value of the objective function f .

3 Simulation Results

In this section, we test the proposed control approach on a two links robot described
by the model (1). The control objective is to maintain the system to track the desired
angle trajectory:x1d ¼ ðp=3Þ cosðtÞ and x4d ¼ p=2þðp=3Þ sinðtÞ:

The masses are considered to be m1 ¼ 0:6 and m2 ¼ 0:4. The considered
uncertainties are a vector random noise with the magnitude equal to unity.

E ¼ 5 0
0 5

� �
; B ¼ 10 0

0 10

� �
and J ¼ 100 0

0 100

� �
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The switching functions coefficients are defined as: c11 ¼ c22 ¼ b11 ¼ b22 ¼ 4.
A swarm population of 20 particles is used in this paper (Table 1).

From Figs. 1 and 3, it can be seen that the tracking performance is obtained
without any oscillatory behaviour even in the presence of large uncertainties. The
corresponding control current signals are given in Figs. 2 and 4.

Table 1 The global optimum particle of learning rate gk

Iteration number Variation of gk Iteration number Variation of gk
1 0.4232 21 0.1124

2 0.6444 22 0.1210

3 0.8449 23 0.1191

4 0.5226 24 0.1075

5 0.6521 25 0.1024

6 0.6984 26 0.1008

7 0.5981 27 0.1015

8 0.6954 28 0.1085

9 0.3215 29 0.1112

10 0.1201 30 0.1102

11 0.0544 31 0.1094

12 0.1410 32 0.1084

13 0.1727 33 0.1081

14 0.1710 34 0.1082
15 0.1654 35 0.1082
16 0.1591 36 0.1082
17 0.1053 37 0.1082
18 0.1722 38 0.1082
19 0.1834 39 0.1082
20 0.1949 40 0.1082

Fig. 1 Angle response x1 and
desired trajectory x1d
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Fig. 3 Angle response x4 and
desired trajectory x4d

Fig. 2 Control u1 (input
current of join actuator 1)

Fig. 4 Control u2 (input
current of join actuator 2)
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4 Conclusion

This paper addressed the robust optimal reference tracking problem for two-links
robot manipulators. The designed method is a combination of traditional sliding
mode control approach and neural network. The later is employed to approximate
the unknown nonlinear model function with online adaptation of parameters via BP
learning algorithm. This provides a better description of the plant, and hence
enables a lower switching gain to be used despite the presence of large uncer-
tainties. The particle swarm optimization (PSO) algorithm is used to optimize the
learning rate of BP algorithm in order to get faster convergence. The simulation
results have shown a good performance of the proposed method to track the ref-
erence without any oscillatory behavior. Further studies would focus on more
effective optimization methods for the gain of the sliding additive control.
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