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12.1 Introduction

With the formation of the Euro in 1999, the literature on the common currency
effects on trade has been rapidly growing. By eliminating exchange rate volatility
and reducing the costs of trade, a currency union is expected to boost trade among
member countries. An important policy issue is identifying the right magnitude
and the nature of the Euro’s trade impact, which is not only important for member
countries but also for EU members that have not joined yet. Baldwin (2006) provides
an extensive survey, establishing that the infamous Rose effect is severely (upward)
biased. As an earlier evaluation of the Euro effect, Micco et al. (2003) find that
the common currency increases trade among Euro zone members by 4 % in the
short-run and 16 % in the long-run. See also de Nardis and Vicarelli (2003), Flam
and Nordström (2006), and Berger and Nitsch (2008), from which we find that the
estimated Euro effects are very wide from 2 % to over 70 %.
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However, most of existing studies make an implicit assumption, which does not
hold in practice, that bilateral trade flows are independent of the rest of the trading
world. Anderson and van Wincoop (2003) highlight an importance of controlling
for the regional interaction structure in estimating gravity equation systems. They
propose including multilateral resistance terms that capture the fact that bilateral
trade flows depend on bilateral barriers as well as trade barriers across all trading
partners. Acknowledging such an important issue, an investigation of unobserved
multilateral resistance terms together with omitted trade determinants has assumed
a prominent role in measuring the Euro’s trade effects (Baldwin 2006; Baldwin and
Taglioni 2006).

To address this important issue of how best to model (unobserved and time-
varying) multilateral resistance and bilateral heterogeneity, simultaneously, in
this paper, we implement two recently proposed methodologies: the factor-based
approach proposed by Serlenga and Shin (2013, hereafter SS) and the spatial-
based techniques developed by Behrens et al. (2012, hereafter BEK). The first
approach extends the cross-sectionally dependent panel gravity models advanced
by Serlenga and Shin (2007) and Baltagi (2010), which can control for time-
varying multilateral resistance and trade costs through using both observed and
unobserved factors with heterogenous loadings. The spatial model by BEK is
derived from a structural gravity equation, and it allows both trade flows and error
terms to be cross-sectionally correlated with the spatial weight matrix derived
directly from economic theory. Chudik et al. (2011) show that the factor-based
models account for strong cross section dependence while the spatial-based model
addresses weak dependence. Following SS, we combine these estimators with the
instrument variables estimators advanced by Hausman and Taylor (1981), Amemiya
and McCurdy (1986), and Breusch et al. (1989), and develop a methodology which
allows us to consistently estimate the impacts of (potentially endogenous) bilateral
resistance barriers such as border and language effects.

We apply these methodologies to the dataset over 1960–2008 for 190 country-
pairs. This is an extended dataset analysed by SS by enlarging the control group.
Though the Euro-area economies have become more integrated with a trade boost
within the region, this positive currency-union effect can be greatly mitigated
by multilateral trade costs associated with the larger control group of non-Euro
countries. This may help us to better disentangle the effect of the Euro on trade
within and outside currency union by introducing a substitutability between intra-
EU and extra-EU trade flows (Anderson and van Wincoop 2003, 2004).

Our main empirical findings are summarized as follows: First, when we control
for time-varying multilateral resistance and trade costs through cross-sectionally
correlated unobserved factors, we find that the Euro impact on trade amounts to 4–
5 %. This magnitude is generally consistent with comprehensive evidence compiled
by Baldwin (2006). We also find that the custom union effect is substantially reduced
to 11 %. Next, we find that the impacts of the Euro and the custom union on trades
are estimated at about 20 % and 30 %, respectively, under the spatial-based SARAR
models. These magnitudes are substantially larger than those obtained under the
factor-based models, but rather close to the values estimated under the basic model
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without controlling for cross-section dependence. Furthermore, when applying the
cross-section dependency (CD) test advanced by Pesaran (2004), we find that the
null of no cross-sectional dependence is strongly rejected for all of the spatial-based
gravity models. Therefore, we may conclude that trade flows are likely to be better
modelled by allowing for a strong form of cross section dependence rather than
weak dependence.

Finally, we investigate another important issue of the Euro effect on trade
integration by estimating time-varying coefficients of bilateral resistance terms, and
find that border and language effects declined more sharply after the introduction of
the Euro in 1999. The implication of these findings is that the Euro helps to reduce
trade effects of bilateral resistance and to promote the EU integration. On the other
hand, distance impacts have been rather stable, showing no pattern of downward
trending. This generally supports broad empirical evidence that the notion of the
death of distance is difficult to identify in current trade data (Disdier and Head 2008;
Jacks 2009).

The paper is organised as follows: Sect. 12.2 provides a brief literature review on
the Euro’s Trade Effects. Section 12.3 describes two alternative cross-sectionally
dependent panel gravity models. Section 12.4 presents main empirical findings.
Section 12.5 concludes.

12.2 Literature Review

Recently, there has been an intense policy debate on the effects of the Euro on trade
flows. Rose (2000) was the first to introduce common currency variables in the
gravity model, and documented evidence that countries in a currency union trade
three times as much, using the data for 186 countries over the period, 1970–1990. It
is widely acknowledged that Rose’s huge estimate of the currency union effect on
trade is severely (upward) biased. In particular, his estimates are heavily inflated
by the presence of very small countries (Frankel 2008). Thus, whether one can
uncover similar findings for the European monetary union with the substantially
large economies, is an important policy issue.

The main critiques against Rose’s (2000) original gravity approach are clas-
sified as follows: inverse causality or endogeneity, missing or omitted variables,
and incorrect model specification (nonlinearity or threshold effects). Once these
methodological issues have been appropriately addressed, the currency union effects
appear to be far less than those estimated earlier by Rose and others. Baldwin
(2006) presents an extensive survey, highlighting that recent studies report relatively
smaller trade effects of the Euro. See also Micco et al. (2003), de Nardis and
Vicarelli (2003), Flam and Nordström (2006) and Berger and Nitsch (2008).

Another important issue is the omitted variables bias. Omitted pro-bilateral
trade variables are likely to be correlated with the currency union dummy, as the
formation of currency unions is driven by factors which are omitted from the gravity
specification. If so, the Euro effect may capture general economic integration among
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the member states, not merely the currency impact. Anderson and van Wincoop
(2003) develop the micro foundation of the gravity equation by introducing the
multilateral resistance terms, which are bilateral trade barriers relative to average
trade barriers that both countries face with all of their trading partners. In this regard,
the gravity model produces seriously misleading results, if multilateral resistance
terms and trade costs are neglected. Baldwin (2006) also stresses an importance of
taking into account time-varying multilateral resistance terms such as trade costs
(Anderson and van Wincoop 2004), and criticises against the use of the fixed effect
estimation as it may still leave a times-series trace in the residuals, which is likely
to be correlated with the currency union dummy.1

In retrospect, a large number of existing studies have already highlighted
an importance of taking into account unobserved and time-varying multilateral
resistance and bilateral heterogeneity, simultaneously. This raises an immediate
important issue of controlling for cross section dependence or correlation among
trade flows in a coherent manner. Only recently, a small number of studies have
begun to explicitly address this issue, e.g., Serlenga and Shin (2007, 2013), Herwartz
and Weber (2010), Behrens et al. (2012), and Camaero et al. (2012).

SS follow recent developments in panel data studies (Pesaran 2006; Bai 2009),
and extend the cross-sectionally dependent panel gravity models advanced by
Serlenga and Shin (2007). The desirable feature of this approach is to control for
time-varying multilateral resistance, trade costs and globalisation trends explicitly
through the use of both observed and unobserved factors, which are modelled as
(strong) cross-sectionally correlated. Applying the proposed model to the dataset
over the period 1960–2008 for 91 country-pairs amongst 14 EU member countries,
SS find that the Euro’s trade effect amounts to 3–4 %, even after controlling for trade
diversion effects, and conclude that these small effects of currency union provide a
support for the hypothesis that the trade increase within the Euro area may reflect a
continuation of a long-run historical trend of economic integrations in the EU (e.g.
Berger and Nitsch 2008).

Alternatively, BEK propose the modified spatial techniques by adopting a
broader definition of the spatial weight matrix, which can be derived directly from
the theoretical structural gravity model. By capturing (cross-sectionally correlated)
multilateral resistance through the spatial effects, they find that the measured
Canada-US border effects are significantly lower than paradoxically large estimates
reported by McCallum (1995). Thus, in an analysis of the trade-creation effects of
a single currency, it is important to specify an estimation procedure that account
for distribution of data in space. The spatial dependence may arise due to the so-
called third country (neighbour) effects, which is increasingly playing a central role

1In particular, Bun and Klaassen (2007), and Berger and Nitsch (2008) simply introduce time
trends with heterogeneous coefficients, and find that the Euro effect on trade falls dramatically.
However, Baldwin et al. argue that including time trends in an ad hoc manner is not the satisfactory
empirical approach. SS also show that simply introducing heterogeneous time trends is not yet
sufficiently effective in capturing any upward trends in omitted trade determinants, which suggests
that such diverse measures might be better described by stochastic trending factors (e.g. Herwartz
and Weber 2010).
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in examining the spatial dependence structure in the closely linked literature on
foreign direct investment and multinational enterprises, e.g., Baltagi et al. (2007,
2008), Blonigen et al. (2007), and Hall and Petroulas (2008), and Camaero et al.
(2012).

12.3 Cross Sectionally Dependent Panel Gravity Models

All of the discussions in Sect. 12.2 suggest that a Euro effect on trade flows be
carefully examined under the appropriate econometric framework that is expected to
deal with time-varying and cross-sectionally correlated multilateral resistance terms
in a robust manner.2 In what follows, we will describe two alternative approaches to
the panel gravity model of the trade flows: the spatial-based techniques developed
by BEK and the factor-based approach proposed by SS.

We first consider a factor-based panel data model as follows:

yit D ˇ0xit C � 0zi C � 0
ist C "it; i D 1; : : : ; N; t D 1; : : : ; T; (12.1)

"it D ˛i C '0
i� t C uit; (12.2)

where xit D .x1;it; : : : ; xk;it/
0 is a k�1 vector of variables that vary across individuals

and over time periods, st D .s1;t; : : : ; ss;t/
0 is an s�1 vector of observed factors, zi D�

z1;i; : : : ; zg;i
�0

is a g � 1 vector of individual-specific variables, ˇ D .ˇ1; : : : ; ˇk/
0,

� D �
�1; : : : ; �g

�0
and � i D .�1;i; : : : ; �s;i/

0 are the associated column vectors of
parameters, ˛i is an individual effect that might be correlated with regressors, xit

and zi, � t is the c � 1 vector of unobserved common factors with the loading vector,
'i D .'1;i; : : : ; 'c;i/

0, and uit is a zero mean idiosyncratic disturbance with constant
variance. Notice that the cross-section dependence in (12.1) is explicitly allowed
through heterogeneous loadings, 'i. Chudik et al. (2011) show that these factor
models exhibit the strong form of cross section dependence (hereafter, CSD) since
the maximum eigenvalue of the covariance matrix for "it tends to infinity at rate
N.3 We thus expect that this factor-based panel gravity model will capture the time-
varying pattern of unobserved multilateral resistance effects in a robust manner.

To avoid the potential biases associated with the cross-sectionally dependent
factor structure, (12.2), SS propose using two leading approaches developed by

2The multilateral resistance function and trade costs, both of which affect bilateral trade flows, are
not only difficult to measure, but also are likely to vary over time. A number of ad hoc approaches
have been proposed in the literature. Simply, fixed time dummies or time trends are added as
a proxy for time-varying effects in the gravity equation, e.g. Baldwin and Taglioni (2006), Bun
and Klaassen (2007) and Berger and Nitsch (2008). Alternatively, some studies include regional
remoteness indices (e.g. Melitz and Ghironi 2007).
3Bailey et al. (2012) also discuss that the extent of cross-sectional dependence crucially depends
on the nature of factor loadings. The degree of cross-sectional dependence will be strong if 'i is
bounded away from 0 and the average value of ' is different from zero.
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Pesaran (2006) and Bai (2009). Hence, we consider the following cross-sectionally
augmented regression of (12.1):

yit D ˇ0xit C � 0zi C �0
ift C Q̨ i C Quit; i D 1; : : : ; N; t D 1; : : : ; T; (12.3)

where ft D �
s0

t; Nyt; Nx0
t

�0 ˚D . f1;t; : : : ; f`;t/
0� is the ` � 1 vector of augmented factors

with ` D s C 1 C k and �i D .�1;i; : : : ; �`;i/
0, Nyt D N�1

PN
iD1 yit, Nxt D

N�1
PN

iD1 xit, �0
i D �

� 0
i � .'i= N'/ N� 0; .'i= N'/ ; � .'i= N'/ ˇ0�0 with N' D N�1

PN
iD1 'i

and N� D N�1
PN

iD1 � i, Q̨ i D ˛i � .'i= N'/ N̨ � .'i= N'/ � 0 Nz with N̨ D N�1
PN

iD1 ˛i and
Nz D N�1

PN
iD1 zi, and Quit D uit � .'i= N'/ Nut with Nut D N�1

PN
iD1 uit. Using (12.3),

we can derive Pesaran’s Pooled Common Correlated Effects (PCCE) estimator of
ˇ by (12.4) below. Alternatively, we can estimate ˇ consistently by Bai’s (2009)
principal component (PC) estimator in which case the cross section averages are

replaced by the estimated factors
� O� t

�
such that ft D

�
s0

t;
O� 0

t

�0
.4 Thus, we obtain the

CSD-consistent estimator of ˇ by

Ǒ
CSD D

�
NP

iD1

x0
iMT xi

��1 � NP

iD1

x0
iMTyi

�
; Ǒ

CSD D Ǒ
PCCE or Ǒ

PC (12.4)

where yi D . yi1; : : : ; yiT/0, xi D .xi1; : : : ; xiT/0, MT D IT � HT
�
H0

THT
��1

H0
T ,

HT D .1T ; f/, 1T D .1; : : : ; 1/0 and f D �
f0
1; : : : ; f0

T

�0
.

Alternatively, we will investigate the issue of CSD among trade flows by
employing spatial techniques. This approach assumes that the structure of cross
section correlation is related to the location and the distance among units on
the basis of a pre-specified weight matrix.5 Hence, cross section correlation is
represented mainly by means of a spatial process, which explicitly relates each
unit to its neighbours. A number of approaches for modeling spatial dependence
have been suggested in the spatial literature. The most popular ones are the Spatial
Autoregressive (SAR), the Spatial Moving Average (SMA), and the Spatial Error
Component (SEC) specifications. The spatial panel data model is estimated using
the maximum likelihood (ML) or the generalized method of moments (GMM)
techniques (e.g., Elhorst 2011). We follow BEK and consider a spatial panel data
gravity (SARAR) model, which combines a spatial lagged variable and a spatial
autoregressive error term:

yit D �y�
it C ˇ0xit C � 0zi C Q̨ i C vit; i D 1; : : : ; N; t D 1; : : : ; T; (12.5)

vit D �v�
it C uit (12.6)

4We estimate � t consistently using the Bai and Ng (2002) procedure.
5Pesaran and Tosetti (2011) argue that proximity does not have to be measured in terms of physical
space. Rather, it can be defined in terms of other types of metric such as economic, policy or social
cost and distance (e.g., Conley and Topa 2002).
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where y�
it D PN

j6Di wijyjt is the spatial lagged variable, and v�
it D PN

j6Di wijvjt is
the spatial autoregressive error term, wij’s are the spatial weight with the row-sum
normalisation,

P
i wij D 1, and uit is a zero mean idiosyncratic disturbance with

constant variance. This approach is especially designed to deal with CSD across
both variables and error terms in which � is the spatial lag coefficient and � refers
to the spatial error component coefficient. These coefficients capture the spatial
spillover effects and measure the influence of the weighted average of neighboring
observations on cross section units. Chudik et al. (2011) show that a particular form
of a weak cross dependent process arises when pairwise correlations take non-
zero values only across finite units that do not spread widely as the sample size
rises. A similar case occurs in the spatial processes, where the local dependency
exists only among adjacent observations. In particular, Pesaran and Tosetti (2011)
show that spatial processes commonly used, such as the SAR or the SMA process,
can be represented by a process with an infinite number of weak factors and no
idiosyncratic error terms.

Both the factor- and the spatial-based models cannot estimate the coefficients,
� on time-invariant variables in the presence of fixed effects. In this regard, we
follow SS and combine these estimators with the instrumental variables estimation
proposed by Hausman and Taylor (1981, HT), Amemiya and McCurdy (1986, AM),
and Breusch et al. (1989, BMS). We denote such estimators by the PCCE-HT,
PCCE-AM, PCCE-BMS, PC-HT, PC-AM, PC-BMS, SARAR-HT, SARAR-AM,
and SARAR-BMS estimators, respectively.

We now decompose xit D �
x0

1it; x0
2it

�0
and zi D �

z0
1i; z0

2i

�0
, where x1it, x2it are k1�1

and k2 � 1 vectors, and z1i, z2i are g1 � 1 and g2 � 1 vectors. Then, we estimate �

consistently using instrumental variables in the following regression:

dit D � 0
1z1i C � 0

2z2i C Q̨ i C Quit D � C � 0zi C eit; i D 1; : : : ; N; t D 1; : : : ; T:

(12.7)
We construct dit as follows, for the factor models, we obtain

dit D yit � ˇ0xit � �0
ift;

where � D E . Q̨ i/, and eit D . Q̨ i � �/ C Quit is a zero mean process. Next, for the
spatial-based model, we have

dit D yit � �y�
it � ˇ0xit;

where � D E . Q̨ i/, and eit D . Q̨ i � �/ C vit is a zero mean process. In matrix
notation, we have:

d D �1NT C Z1�1 C Z2�2 C e; (12.8)

where d D �
d0

1; : : : ; d0
N

�0
, di D �

di1; : : : ; diT
�0

, Zj D ��
z0

j1 ˝ 1T
�0

; : : : ;
�
z0

jN ˝ 1T
�0�0

,

j D 1; 2, 1NT D �
10

T ; : : : ; 10
T

�0
, 1T D �

1; : : : ; 1
�0

, and e D �
e

0

1; : : : ; e
0

N

�0
with ei D
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�
ei1; : : : ; eiT

�0
. Replacing d by its consistent estimate, Od D ˚ Odit; i D 1; : : : ; N; t D

1; : : : ; T
�
:6

Od D �1NT C Z1�1 C Z2�2 C e� D Cı C e�; (12.9)

where e� D eC
� Od � d

�
, C D .1NT ; Z1; Z2/ and ı D �

�; � 0
1; � 0

2

�0
.

To deal with nonzero correlation between Z2 and ˛, we should find the NT �
.1 C g1 C h/ matrix of instrument variables:

W D Œ1NT ; Z1; W2� ;

where W2 is an NT � h matrix of instrument variables for Z2 with h � g2 for
identification. To this end, we follow SS and obtain the NT � .k1 C `/ HT, the NT �
.k1 C ` C Tk1 C T`/ AM and the NT�.k1 C ` C Tk1 C T` C Tk2/ BMS instrument

matrices as: WHT
2 D

h
PX1; P O�1; : : : ; P O�`

i
, WAM

2 D
	

WHT
2 ; .QX1/� ;

�
Q O�1

��

; : : : ;

�
Q O�`

��



, and WBMS
2 D

h
WAM

2 ; .QX2/�
i
, where P D D.D0D/�1D0 is the

NT � NT idempotent matrix, D D IN ˝ 1T , IN is an N � N identity matrix,
O�j D

� O�j;1f0
j; : : : ; O�j;Nf0

j

�0
, j D 1; : : : ; `, where fj D �

fj;1; : : : ; fj;T
�0

with O�j;i being

consistent estimate of heterogenous factor loading, �j;i, Q D INT � P, .QX1/
� D

.QX11; QX12; : : : ; QX1T/ is the NT �k1T matrix with QX1t D .QX11t; : : : ; QX1kt/
0,

and .QX2/ D .QX21; ; : : : ; QX2T/.
To derive the consistent estimator of ı, we premultiply W0 by (12.9)

W0 Od D W0Cı C W0"C
: (12.10)

Therefore, the GLS estimator of ı is obtained by

OıGLS D �
C0WV�1W0C

��1
C0WV�1W

0 Od; (12.11)

where V D Var
�
W0e�

�
. We obtain the feasible GLS estimator by replacing V

by its consistent estimator. In practice, estimates of ı and V can be obtained
iteratively until convergence. The HT-IV estimator employs only the mean of X1 to
be uncorrelated with the effects whereas the AM-IV estimator exploits such moment
conditions to be held at every time period. Hence, the AM instruments requires

6For the factor-based models, dit is consistently estimated by Odit D yit � Ǒ0

CSDxit � O�0

i ft , where
O�i are the OLS estimators of �i consistently estimated from the regression of

�
yit � Ǒ0

CSDxit

�
on�

1; ft

�
for i D 1; : : : ; N. Next, for the spatial-based models, dit is consistently estimated by Odit D

yit � O�SARARy�

it � Ǒ0

SARARxit, where O�SARAR and Ǒ
SARAR are the ML estimators of � and ˇ in (12.5)

and (12.6).
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the stronger exogeneity assumption for X1, under which the AM-IV estimator
is more efficient. Furthermore, the BMS instruments require uncorrelatedness of
X2 with fixed effects separately at every point in time. The validity of AM and
BMS instruments can be easily tested using the Hausman statistics testing for the
difference between HT-IV and AM-IV and between AM-IV and BMS-IV, both of
which follow the asymptotic 	2

g null-distribution with the degree of freedom g, being
the number of coefficients tested, see SS for details.

12.4 Empirical Results

We extend the dataset analysed by Serlenga and Shin (2007, 2013) to cover the
longer period 1960–2008 (49 years) for 190 country-pairs amongst 14 EU member
countries (Austria, Belgium-Luxemburg, Denmark, Finland, France, Germany,
Greece, Ireland, Italy, Netherlands, Portugal, Spain, Sweden, the United Kingdom)
plus six OECD member countries (Australia, Canada, Japan, Norway, Switzerland
and the US). By considering the larger control group of countries that do not belong
to the currency union, we can check for the robustness of the previous empirical
results reported in SS. These additional countries constitute the meaningful control
group such that we can better identify the trade effect of currency union within and
outside the Euro area by introducing substitutability between them (Anderson and
van Wincoop 2003, 2004). The US is still the leading trade partner of the EU, though
its role has recently been challenged by China and Russia. Norway and Switzerland
constitute a coherent control group since these non-member countries share with
similar historical ties to the Euro-area countries and experience similar legislation
and regulation. Australia, Japan and Canada also belong to the large global traders.

Our sample period consists of many important economic integrations such as the
Custom Union in 1958, the European Monetary System in 1979 and the Single
Market in 1993.7 Given that the Euro effect should be analysed as an ongoing
process (Berger and Nitsch 2008), we will examine the Euro’s trading effect more
carefully by applying the two alternative cross-sectionally correlated panel data
gravity models described in Sect. 12.3.

We first estimate the panel data model of gravity, (12.1) and (12.2). First,
we consider the basic model without unobserved time-varying factors in order
to facilitate the comparison with most of existing studies. Secondly, we consider
the factor-based model with both unobserved time-varying factors, 'i
t, and linear
time trends, st D ftg, as a single observed factor. Following Serlenga and Shin
(2007), we focus on the augmented gravity model specification in which trade flows
depend on (1) gravity determinants (countries’ economic mass and geographical
distance); (2) time-varying covariates such as bilateral real exchange rates, free trade
agreements and common currency union; and (3) time-invariant dummies that proxy
common language and common border. Finally, in line with the New Trade Theory

7See Table 12.1 in SS for the key summary figures of EU trade shares and growths.
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Table 12.1 Estimation results for the panel gravity model without cross-section dependence

OLS FE RE HT AM

gdp 1.6861�� 1.9207�� 1.9049�� 1.9208�� 1.9150��

[0.008] [0.010] [0.010] [0.010] [0.010]

sim 1.0006�� 0.8803�� 0.9833�� 0.8807�� 0.9301��

[0.011] [0.037] [0.031] [0.037] [0.034]

rfl �0:0030 0.0156�� 0.0207�� 0.0157�� 0.0175��

[0.005] [0.006] [0.006] [0.006] [0.006]

rer �0:0079* 0.0211�� 0.0177�� 0.0191�� 0.0192��

[0.003] [0.007] [0.006] [0.006] [0.006]

emu 0.2659�� 0.2109�� 0.2060�� 0.2105�� 0.2079��

[0.032] [0.018] [0.018] [0.018] [0.018]

cee 0.3811�� 0.3860�� 0.3867�� 0.3851�� 0.3860��

[0.019] [0.014] [0.014] [0.014] [0.014]

dis �0:7026�� �0:7864�� �0:7587�� �0:8090��

[0.008] [0.040] [0.090] [0.056]

bor 0.2711�� 0.1220 0.8341 �0:0298

[0.028] [0.164] [1.038] [0.251]

lan 0.5171�� 0.4849�� �0:8909 0.7316��

[0.023] [0.133] [1.880] [0.277]

CD 126.13

p-value 0.00

Notes: Using the annual data over 1960–2008 for 190 country-pairs, we estimate the model (12.1)
and (12.2) without including time specific factors, where the dependent variable is the logarithm
of real total trade flows and the regressors are x0

it D fRER; TGDP; RLF; SIM; CEE; EMUgit and
zi D fDIS; BOR; LANgi. POLS stands for the pooled OLS estimator, FE for fixed effects estimator
and RE for random effects estimator, respectively. For the HT and the AM estimates we consider
the following set of instruments: IV D fRERit; RLFitg. Figures in Œ�� indicate the standard error.
��, � and + denote 1, 5, and 10 % level of significance, respectively. CD denotes the diagnostic test
statistic for the null of no cross-section dependency advanced by Pesaran (2004)

(e.g., Krugman, 1979; Helpman, 1987), we add two more variables: relative factor
endowment and similarity in size. See the Data Appendix for more details with a
priori expectations about the signs of their impacts on trade flows

Table 12.1 presents the estimation results for the basic model with individual
effects only, using the alternative estimation methodologies. The random effects
model (REM) assumption that there is no correlation between regressors and
individual effects is convincingly rejected in all cases considered. Therefore, we
focus on the fixed effects model (FEM) results. The FEM estimation results
are all statistically significant and consistent with our a priori expectations. The
impact of GDP (the sum of home and foreign country GDPs) on trade is positive.
The impact of relative difference in factor endowments between trading partners
(RLF) is significant and positive whilst similarity in size (SIM) boosts trade flows
significantly. A depreciation of the home currency (increase in RER) increases
trade flows as the export component of the total trade is larger than the import.
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Importantly, we find that trade and currency union memberships (CEE and EMU)
significantly boost trade flows, but their magnitudes appear to be substantial at
0.39 and 0.21. This finding confirms our main concern that upward trends in
omitted trade determinants may cause them to be upward-biased.8 We now turn
to the estimated impacts of individual-specific bilateral trade barriers. Under the
maintained assumption that LAN is the only variable correlated with individual
effects (as a proxy for cultural and historical proximity), we select the final set of
instruments containing RER and RLF, after conducting a sequence of the Sargan
tests for the validity of over-identifying restrictions. As the Hausman test does not
reject the legitimacy of the AM-IV estimates, we focus on more efficient AM results,
and find that impacts of DIS and LAN are significant (�0:81 and 0.73) while the
border impact is insignificant and negligible.

Given that (unobserved) multilateral resistance terms and trade costs are likely
to exhibit history and time dependence in a complex manner (e.g. Herwartz and
Weber 2010), we turn to the factor-based panel gravity models proposed by SS. In
Table 12.2, we report two consistent estimators, the PCCE and PC.9 The stylised
findings are summarised as follows: First, the impact of RLF becomes significant
and negative,10 confirming our expectations that its impact on total trade flows (the
sum of inter- and intra-industry trades) may not necessarily be unambiguous (e.g.
Helpman and Krugman 1985). Secondly, similarity turns out to have a larger effect.
Combined together, the intra-industry trade appears to have been the main part of the
total EU trade.11 More importantly, the impacts of CEE and EMU are substantially
smaller albeit still significant. The CEE impact falls to 0.114 and 0.117 for PCCE
and PC estimators while the Euro impact drops sharply to 0.039 and 0.048 for PCCE
and PC. Turing to HT-IV and AM-IV estimates of the impacts of time-invariant
regressors,12 we find that the impacts of distance dummy and language dummy

8When comparing with the estimation results reported in SS for the smaller dataset with 91
country-pairs among 14 EU countries, we find the following notable difference that the impacts
of EMU and CEE increase from 0.21 and 0.14 to 0.39 and 0.31, respectively.
9For the PCCE estimation we consider ft D ˚

TRADEt; TGDPt; SIMt; RLFt; CEEt

�
0

and st D ftg in
(12.3), where the bar over variables indicates their cross-sectional average. For the PC estimation,
we first extract six common PC factors using the Bai and Ng (2002) procedure, and use them as ft

in (12.3) together with st D ftg. See SS for more details about a selection of the final specification
on the basis of statistical significance and empirical coherence.
10This result is crucially different from those reported in SS. This may be due to the fact that
we now employ a larger number of country-pairs. In particular, the OECD dataset includes large
countries such as the US, Japan and Canada, that have recently experienced a steady growth in
the intra-industry trade. The presence of those countries might help to better identify the effect of
relative factor endowments by fostering intra-industry trade, see OECD (2010).
11We observe form Table 12.1 in SS that the share of the intra-trade increase from 37.2 % in 1960
to around 60 % from 1990 onwards.
12Assuming that LAN is the only time invariant variable correlated with individual effects, we use
the same instrument variables, IV D fRERit; RLFitg. We also consider an additional instrument

set, denoted IV1 D
n
IV; O� it

o
, where O�it D O�i ft, and O�i are estimated loadings. See SS for more

details about a selection of the final set of HT and AM instrument variables.
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are significantly negative and positive whilst the border impact is still insignificant,
a finding consistent with SS. Furthermore, the Hausman test does not reject the
hypothesis that the AM-IV estimates are more efficient.

Similar to the results reported in SS for a smaller EU dataset, we also confirm
that both the PCCE and the PC estimation results are remarkably similar. First,
the coefficient of TGDP converges at around 2.13 Secondly, both the Euro and
the CEE impacts are significant but considerably smaller (around 0.04 and 0.11)
than those reported in Table 12.2 without considering time-varying unobserved
factors. This is generally consistent with the predictions of most recent studies
and survey evidence (Baldwin 2006) as reviewed in Sect. 2. Finally, focussing on
efficient AM-IV estimates, we find that distance and common language dummies
exert significantly negative and positive impacts on trade. But, the border impact
appears to be insignificant.

Tables 12.3 and 12.4 display the estimation results for SARAR models with
endogenous interaction effects among the dependent variables (spatial lag effects)
and the interaction effects among the disturbance terms (spatial error component
effects). To examine the robustness of the estimation results, we consider four
different spatial weight matrices so as to capture potentially complex spatial
interactions: namely, the population-, the trade-, the border- and the distance-based
ones. Following BEK, we first construct the population-based weight matrix, which
is designed to capture the concept of multilateral resistance with respect to country-
pair trade flows; namely, the weight for the pair of countries i and j is given by Lk

L
where Lk is the third country population/trade for k ¤ i and k ¤ j, and L D P

k Lk

is the total population. To examine the robustness of the estimation results, we
consider the trade-based weight matrix, following the global macroeconometric
modelling (e.g. Greenwood-Nimmo et al. 2013). Further, as commonly used in the
spatial econometric literature, we also consider the distance-based weight matrix
by employing the inverse squared distance using the geographical coordinates of
countries pair capitals, and the border-based one on the basis of contiguity. Hence,
for the pair of countries i and j, the distance and the border matrices capture the
geographical proximity between countries j and k. In all four weight matrices, our
prior is a negative spatial autoregressive coefficient, �.14 We find that the impacts of
GDP, SIM and RLF are significantly positive. A depreciation of the home currency
(increase in RER) leads to an increase in trade flows for the case of W D border and

13Serlenga (2005) estimates coefficients on GDPh and GDPf , using the triple index model, where
h and f indicate home and foreign countries, and finds that the sum of their coefficients are close
to the coefficient on TGDPhf obtained from the double index model.
14We expect � to be negative because it measures the multilateral trade resistance. For example,
if the trade barriers between country k and country j (k ¤ i and k ¤ j) are reduced, then the
trade flow between country j and country k increases while the trade flow between the country i
and j decreases. Indeed we find that the autocorrelation coefficient between y and Wy is �0:014 for
W D trade, �0:019 for W D population, �0:218 for W D distance, and �0:165 for W D border.
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Table 12.3 Estimation results for the panel gravity SARAR model with W = Pop and W = Trade

W=Pop W=Trade

gdp 2.3967�� 2.1667��

[0.059] [0.060]

sim 0.9871�� 1.231��

[0.054] [0.042]

rfl 0.0239�� 0.0026

[0.0051] [0.0051]

rer �0:0173�� �0:0235��

[0.0057] [0.0059]

emu 0.1879�� 0.1907��

[0.0216] [0.022]

cee 0.3955�� 0.3856��

[0.0149] [0.015]

Spatial �0:1692�� �0:0806��

rho [0.0256] [0.0265]

lambda 0.7531�� 0.7503��

[0.0137] [0.0156]

OLS HT AM OLS HT AM

con 5.062 �� 4.359 �� 5.118 �� 2.852 �� 3.743 �� 5.118 ��

[0.601] [1.176] [0.667] [0.450] [0.554] [0.667]

dis �1:067�� �0:949�� �1:076�� �0:874�� �0:856�� �1:076��

[0.075] [0.176] [0.087] [0.056] [0.082] [0.087]

bor �0:296 1.395 �0:451 0.057 0.319 �0:451

[0.308] [2.080] [0.332] [0.231] [1.024] [0.332]

lan 0.481 * �2:643 0.776 * 0.519 �� 0.035 0.776 *

[0.251] [3.686] [0.361] [0.188] [1.868] [0.361]

Sargan 	2
1 D 0:005 	2

50 D 58:31 	2
1 D 0:095 	2

50 D 59:75

p value 0.941 0.196 0.761 0.162

Hausman H1:	2
3 D 0:092 H1:	2

3 D 0:084

p value 0.901 0.999

CD 9.961 7.089

p value 0.000 0.000

Notes: Using the annual data over 1960–2008 for 190 country-pairs, we estimate the SARAR
model (12.11) and (12.12). Figures in [.] indicate the standard error. ��, � and + denote 1, 5, and
10 % level of significance, respectively. The weight matrices used in the estimations are: Population
and Trade. See also note to Table 12.1
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Table 12.4 Estimation results for the panel gravity SARAR model with W = Border and W =
Distance

W=Border W=Distance

gdp 2.0393�� 2.3647��

[0.0132] [0.0390]

sim 0.7594�� 0.8778��

[0.0351] [0.0417]

rfl 0.0059 0.0120��

[0.0052] [0.0049]

rer 0.0321�� 0.0960��

[0.0072] [0.0081]

emu 0.2267�� 0.2201��

[0.0207] [0.0198]

cee 0.3261�� 0.3683��

[0.0143] [0.0148]

Spatial �0:0786�� �0:2100��

rho [0.0092] [0.0198]

lambda 0.3842�� 0.6184��

[0.0125] [0.0121]

OLS HT AM OLS HT AM

con 5.262 �� 4.937 �� 5.353 �� 5.172 �� 5.198 �� 5.449 ��

[0.480] [0.732] [0.496] [0.622] [0.751] [0.675]

dis �0:910�� �0:855�� �0:923�� �0:971�� �0:975�� �1:011��

[0.060] [0.109] [0.064] [0.078] [0.110] [0.087]

bor 0.091 0.874 �0:043 �0:212 �0:274 �0:610

[0.246] [1.266] [0.259] [0.318] [1.324] [0.468]

lan 0.510� �0:937 0.721� 0.440� 0.555 1.057�

[0.200] [2.268] [0.309] [0.259] [2.465] [0.399]

Sargan 	2
1 D 1:816 	2

50 D 59:51 	2
1 D 9:303 	2

50 D 56:81

p value 0.177 0.167 0.002 0.236

Hausman H1:	2
3 D 0:866 H1:	2

3 D 0:671

p value 0.923 0.954

CD 7.497 3.571

p value 0.000 0.000

Notes: Using the annual data over 1960–2008 for 190 country-pairs, we estimate the SARAR
model (12.11) and (12.12). Figures in [.] indicate the standard error. ��, � and + denote 1, 5, and
10 % level of significance, respectively. The weight matrices used in the estimations are: Border
and Distance. See also note to Table 12.1
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W D distance, but a decrease in trade for W D trade and W D pop.15 We also find
that trade and currency union memberships (CEE and EMU) boost real trade flows
significantly.

We now follow LeSage and Fisher (2010), and discuss the estimation results
for the spatial gravity model in terms of direct and indirect effects. To this end we
rewrite (12.5) as follows:

yt D �Wyt C Xtˇ C Z� C "t; t D 1; : : : ; T (12.12)

where yt D . y1t; : : : ; yNt/
0, W D ˚

wij
�N

i;jD1
is the N � N spatial weight matrix, Xt D

�
x0

1t; : : : ; x0
Nt

�
is the N �k matrix of time-varying regressors, Z D �

z0
1; : : : ; z0

N

�
is the

N �g matrix of time-invariant regressors,and "t D ."1t; : : : ; "Nt/
0 with "it D Q̨ i Cvit.

We then rewrite (12.12) as

yt D .IN � �W/�1 .Xtˇ C Z� C "t/ : (12.13)

Then, the impacts of a change in the rth time-varying regressor corresponds to the
following N � N matrix of partial derivatives:

@yt

@Xrt
D .IN � �W/�1 ˇr; r D 1; : : : ; k (12.14)

Notice that diagonal elements of (12.14) (direct impacts), are different across cross-
section units; off-diagonal terms (indirect impacts) differ from zero, and the matrix
is not symmetric. We now have N direct effects and N.N � 1/ indirect effects.
To avoid such an interactive heterogeneity issue, LeSage and Pace (2009) suggest
to employ only three scalar measures to summarise information contained in the
matrix (12.14): the average of the N diagonal elements as a measure of direct effects,
the average of the N.N � 1/ off-diagonal elements as the average of the cumulative
indirect effects and the average total effect as the mean of total effects.

From Table 12.5 we find that the direct effects are always positive while the
indirect effects are mostly negative and significant.16 Thus, the estimated total
effects are smaller than the main estimates reported in Tables 12.3 and 12.4. As
discussed in footnote 16, we also notice that the signs of impacts of real exchange
rates on trades are different across different spatial weights. Furthermore, we find

15These contradictory findings can be explained as follows: When we use W D border and
distance, the spatial matrices capture the effect of proximity and distance on trade flow, and
therefore, a depreciation of the home currency leads to an increase in trade flow, especially as
the distance rises. On the other hand, when we employ W D trade and pop, the spatial matrices
control for multilateral resistance in which case it would prevent the trade flow (exports) to increase
as RER rises.
16For example, the indirect spillover effects of GDP, SIM, EMU and CEE are all negative and
significant. Where indirect effects are positive, they are insignificant or negligible.
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that indirect spillover effects of RFL are significantly negative only for W D Pop
and Distance.

Comparing the estimation results for the spatial-based panel gravity models in
Tables 12.3 and 12.4 with those for the factor-based models in Table 12.2, we
notice the following important differences: The impact of RLF is rather positive
and significant for W D pop and W D distance. Secondly, as explained above,
the effect of depreciation of home currency depends on the way we model spatial
spillover effects. Thirdly, the impacts of EMU and CEE are around 0.2 and 0.3
and substantially higher than those obtained by the factor-based models. These
values are rather close to the estimates obtained under the basic model specification
without controlling for cross-section dependence. To investigate this issue further,
we apply the cross-section dependency (CD) test advanced by Pesaran (2004)
to the residuals obtained from the spatial-based gravity models, we find that the
null of no cross-sectional dependence is strongly rejected for all of the models
as reported in Tables 12.3 and 12.4. On the other hand, we find from Table 12.2
that the null hypothesis is only marginally rejected for the factor-based models.
Overall evidence may suggest that the spatial model does not fully accommodate
the potential correlation between regressors and unobserved individual and time
effects.

Given that most of existing studies neglect an important issue of evaluating the
currency union effects on trade through bilateral resistance channels, SS propose
an alternative way to testing the Euro effect on trade integration by testing the
validity of the hypothesis that the Euro might have caused a fall in trade impacts
of bilateral trade barriers, if it had a positive effect on internal European trade
(by reducing overall trade costs). In particular, we will examine whether the
coefficients on bilateral resistance proxies (� ) tend to be more downward-sloping
after the introduction of the Euro in 1999 than before. If so, this implies a (indirect)
positive effect of the Euro on the European Integration. To this end, we re-estimate
the model, (12.9), by the cross-section regressions for each time period. After
consistently estimating Odit in (12.9) by the factor-based PCEE and PC estimators or
the spatial-based SARAR estimators, we apply the more efficient AM-IV estimation
and perform the following cross section regression for each t:

dit D ai C � 0
tzi C eit; i D 1; : : : ; N;

where zi includes Disi, Bori and Lani.
Figures 12.1 and 12.2 display the estimation results for the time-varying coeffi-

cients of O� . Overall, we find that the downward slopes of coefficients are steeper for
both border and language effects after 1999 than before 1999.17 Also, their decreases

17Close inspection of Figs. 12.1 and 12.2 reveals that here are the following (minor) differences
among six different estimation results: The decrease in border and language effects is slightly more
pronounced for the PCCE estimator than the PC estimator. Turning to the spatial models, we find
that the time-varying patterns for W = Population and W = Distance are similar whereas the spatial
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Fig. 12.1 Time-varying trade impacts of bilateral trade barriers for the factor-based gravity
models. Notes: We estimate the time-varying impacts of bilateral trade barriers (distance, border
and language) on trade flows by applying the two-step AM-IV estimators as follows: In the first-
step, we estimate the factor-based gravity model, (12.1)–(12.2), by PCCE or PC estimators as in
Table 12.2. Then, in the second-step, we estimate (12.9) by the cross-section regression at each
time period. See SS for details. To enhance visibility, we super-impose the fitted relative slopes

turn out to be sharp and monotonic. The declining language impacts may reflect the
progressive lessening of restrictions on labor mobility within EU (e.g. Rauch and
Trindade 2002). Importantly, the monotonically declining border impacts especially
after 2000 suggest that the Euro help to reduce border-linked trade costs. Finally,
we find that the distance effects on trade have been more or less stable or slightly
increasing over the full sample period. This evidence provides support for the studies
by Disdier and Head (2008) and Jacks (2009), who document that the notion of
the death of distance has been difficult to identify in the present-day trade data.18

Overall, these findings suggest that the introduction of the Euro helps to reduce
trade effects of bilateral trade barriers and promote more integration among the EU
countries.

models with W = Trade and W = Border produce similar results. Further, the fall in language effect
is sharper for W = Distance.
18On the basis of our most preferred specification with unobserved factors (strong CSD) and
endogeneity (AM-IV estimates), we are able to document a negative albeit the lower impact of
distance on trade.
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Fig. 12.2 Time-varying trade impacts of bilateral trade barriers for the spatial-based gravity
models. Notes: We estimate the time-varying impacts of bilateral trade barriers (distance, border
and language) on trade flows by applying the two-step AM-IV estimators as follows: In the first-
step, we estimate the spatial-based gravity model, (12.11)–(12.12), by SARAR estimators with
W = Pop, Trade, Border and Distance as in Tables 12.3 and 12.4. Then, in the second-step, we
estimate (12.9) by the cross-section regression at each time period. See SS for details. To enhance
visibility, we super-impose the fitted relative slopes
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12.5 Conclusion

The investigation of unobserved and time-varying multilateral resistance terms in
conjunction with omitted trade determinants has assumed a prominent role in the
literature on the Euro’s trade effects (e.g. Baldwin 2006). To address this important
issue we apply the panel gravity models to the dataset over the period 1960–2008 (49
years) for 190 country-pairs amongst 20 OECD member countries, employing two
recent methodologies: the factor-based approach proposed by SS and the spatial-
based techniques developed by Behrens et al. (2012).

The estimation results for the factor-based model provide the following stylised
findings: First, the sum of home and foreign country GDPs significantly boosts trade
while a depreciation of the home currency increases trades. Secondly, the impact of
difference in relative factor endowments is significantly negative whilst the effect
of similarity is positive. This suggests that similarity (in terms of countries’ GDP)
helps to ease the integration process by capturing trade ties across countries and the
diversity in relative factor endowments (decrease in RFL) boosts trades as suggested
by Heckscher Ohlin’s theory. Thirdly, the impacts of distance and common language
on trade are significantly negative and positive whereas the border impact is
insignificant. Further investigation of their time-varying coefficients reveals that
border and language effects started to fall more sharply after 1999. Finally and
importantly, we find that both the Euro and the custom union impacts on trade
amounts only to 4–5 % and 11 %. Combined together, these findings may support
the idea that the potential trade-creating effects of the Euro should be viewed in
terms of the proper historical and multilateral perspective rather than simply in terms
of the formation of a monetary union as an isolated event.

Next, from the estimation results for the spatial-based gravity model, we find
that the impacts of the Euro and the custom union on trade rises to 20 % and 30 %,
respectively, which are both significantly higher than those obtained by the PCCE
and the PC estimators. Furthermore, the CD test results confirm that the factor-based
model is able to better accommodate correlation between regressors, unobserved
individual and time effects. This evidence highlights an importance of appropriately
controlling for cross-section dependence in the panel gravity models of trade flows
through the use of both observed and unobserved factors in order to account for
time-varying multilateral resistance, trade costs and globalisation trends.

12.6 The Data Appendix

Here we revise and update the data appendix of Serlenga and Shin (2007) for the
sake of completeness.

All variables are converted into constant dollar prices with 2005 as the base
year. The dependent variable is the logarithm of real total trade given by Tradeit D
ln
�

XR
hft C MR

hft

�
, where XR

hft is the bilateral real export from country h to country
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f , and MR
hft are bilateral real imports from country h to country f , at time t with i

denoting the country-pair.
Regressors can be divided into two categories: time-varying and time-invariant

variables. First, the time-varying regressors are:

TGDP is the (log of) total GDP defined as TGDPit D ln
�

GDPR
ht C GDPR

ft

�
,

where GDPRs are defined as gross domestic products at constant (2005) dollar prices
for home and foreign countries, respectively. TGDP proxies overall economic mass
of the trading pair countries, and it is expected to exert a positive effect on bilateral
trade.

SIM is the measure of countries’ similarity in size constructed as

SIMit D ln

2

41 �
 

GDPR
ht

GDPR
ht C GDPR

ft

!2

�
 

GDPR
ft

GDPR
ft C GDPR

ht

!2
3

5 I

This index is bounded between zero (absolute divergence) and 0.5 (equal size). The
SIM effect on trade is expected to be positive.

RLF is a measure of countries’ difference in relative factor endowments,
constructed as

RLFit D ln
ˇ̌
PGDPR

ft � PGDPR
ht

ˇ̌
;

where PGDPR is per capita GDP. The higher is RLF, the larger is difference between
their factor endowments, resulting in the higher volume of inter-industry trade and
the lower share of intra-industry trade. Therefore, the total impact of RLF on trade
flows (sum of inter- and intra-industry trades) might not be unambiguous.

RER is the real exchange rate in constant (2005) dollars, defined as RERit D
NERit � XPIUS, where NERit is nominal exchange rate between currencies h and f
in terms of the U.S. dollars, XPIUS is the exports price index. RER is the price of
the foreign currency per the home currency unit and is meant to capture the relative
price effects. A depreciation of the home currency relative to the foreign currency
(an increase in RER) should lead to more export and less import for home country.
The effect of real exchange rates on trade flows will be positive if the export is
significantly larger than the import, and vice versa, e.g., Egger and Pfaffermayr
(2003).

CEE is the European Community dummy, which is equal to one when both
countries belong to the European Community, and it is expected to exert a positive
impact. See also De Sousa and Desdier (2005) and Cheng and Wall (2005) for an
analysis of the effects of regional trading blocks.

EMU is the European Monetary Union dummy which is equal to one when both
trading partners adopt the Euro. Given that an official motivation behind the EMU
is that the single currency will reduce the transaction costs of trade, the impact of
EMU on trade flows is expected to be positive.
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Next, we consider the following time-invariant variables:
LAN is the dummy for common language, which is equal to one when both

countries speak the same official language. As LAN is supposed to capture similarity
in cultural and historical backgrounds of trading countries, it is expected to display
a positive effect.

BOR is a dummy for common border which is equal to one when the trading
partners share a border. Its effect on bilateral trade flows is expected to be positive.

DIS is the (log of) distance between countries, where the distance is measured as
the (log) of great circle distance between national capitals in kilometers. The effect
of geographical distance on trade flows is expected to be negative.
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