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Abstract Wireless sensor networks have become one of the widely deployed
networking technologies in the recent times due to the capabilities and advantages of
them. The applications of wireless sensor networks include many civilian and
industrial applications to military applications. Due to the distributed nature of these
networks, deployment in remote and open areas and many constraints in individual
nodes, these networks are vulnerable to several security threats. Many security
mechanisms and algorithms proposed for the implementation in the traditional net-
works cannot be implemented in wireless sensor networks due to the unique nature of
these networks and nodes. Many active research programmes have been carried out
throughout the world for making wireless sensor networks more secure and user
friendly. This chapter takes an in-depth look at some of the prominent mechanisms,
schemes, algorithms and protocols published in the literature.

1 Introduction

Smart sensor networks have found a place in many popular application domains
especially for monitoring, tracking and control purposes [1]. A sensor network is an
array of sensors and other nodes interconnected by a network for the purpose of
transmitting the data captured and other information between these nodes. In these
networks, the sensors occupy the main position as they play the important role of
capturing the information that is considered to be of value when processed. With the
advancement of semiconductor and sensor technologies, smart sensors have been
developed that can carry out many more tasks than just capturing the data. Smart
sensors are required to have seven major elements in them. They are namely sensor,
signal conditioner, analog to digital converter, application algorithms, data storage
area, user interface and communication interface [2]. These additional elements
make these sensors to be more versatile, reliable and secure while requiring less
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maintenance compared to normal sensors. Smart sensors can be setup fast and have
the capability of reprogrammed to suit the changes in requirements. Also these
sensors can be monitored remotely, this eases the administration of these networks to
a very great extent [3].

With the increased deployments and applications of sensor networks, many issues
that demand immediate and special attention have also come to the fore. One such
major issue demand the critical attention of the implementers as well as researchers is
security [4]. Security in smart sensor networks not only need to be enhanced but also
made to be more rugged in the face of increased security threats and new methods of
attacks. The security in sensor networks must be addressed from multiple directions
requiring a multi-pronged approach. The areas that require special attention can be
summarized as: security of the sensor nodes, security of the information transferred
and security of the information path. Implementing security in sensor networks is a
challenging task due to inherent constraints in the wireless sensor networks such as
remoteness of implementation, limitations in processing power, instability of the
network and shortage of energy supplies [4–8].

This chapter presents an in-depth evaluation of security implementations in
smart sensor networks, specifically on three main areas. They are namely: security
of smart sensor nodes, security of data transferred and security of routing in smart
sensor networks. The evaluation primarily concentrates on the present security
implementations with special reference to their principles, strengths and weaknesses
along with the future directions of research in these specific aspects.

2 Smart Sensor Networks

A sensor network is an array of sensors possibly of different kinds and processors that
are interconnected by a communication network for the purpose of transferring data
and control information between them [9]. A sensor can be of single modal or multi
modal depending the requirement and the complexity of the sensor itself. A single
modal sensor can carry out only one sensing function andmade of a single technology.
On the other hand, multi-modal sensors are multifunctional and may be composed of
many sensing hardware created using optical, acoustic, chemical, infrared, magnetic,
seismic, tactile, temperature, gravity, pressure, electric, semiconductor etc. In recent
times, semiconductor sensors have become more popular due to their functionality
and versatility [10]. For example, modern semiconductor gas sensors can detect more
than 150 gases making them the most preferred choice in many industries like auto-
motive, consumer, commercial, industrial, indoor and outdoor air quality monitoring
and environmental monitoring [11]. Also, semiconductor sensors have special char-
acteristics such as better sensitivity, faster response time, long term stability and
longer life time compared to other sensors.

Smart sensor networks can be created installing intelligence into the sensors or
closer to them [9]. When the processing capability along with sensing and other
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required units such as signal conditioner, analog to digital converter, application
algorithms, memory for data and application storage, user interface and communi-
cation interfaces are built into a single module, it is known as a smart sensor [2].
When intelligence is integrated into an aggregator node that receives raw data from
neighbouring not so smart sensor nodes and processes them before sharing it with
other aggregator nodes in the network or a central processing unit, the intelligence or
smartness is located closer to the nodes. Thus the aggregator nodes are considered to
be more capable and powerful compared to the other simple nodes in the network.
Simple nodes just broadcast the data they collect while the smart nodes process them
for the purpose of extracting information through various operations such as vali-
dating, deriving, integrating etc., before transmitting. Since the data is validated and
processed closer the source itself, it saves the valuable network bandwidth and in
sometimes energy by not transmitting invalid or partial information.

Smart sensor networks can be deployed for various purposes such as monitoring
the environment, functions and operations of machinery or the human body itself or
movement of objects within certain premises or operations [12]. Depending on the
type of application and the type of nodes deployed, these networks will have various
capabilities and limitations. Depending on the type of connection between the nodes,
sensor networks can be divided to two categories known as wireless sensor networks
and wired sensor networks. Wireless sensor networks suffer from many limitations
compared to wired sensor networks due to their inherent nature. The main limitations
of wireless sensor networks include limited power, limited processing capabilities
within nodes and unstable communication between nodes. Generally wireless sensor
networks are also implemented far away from the final processing centres in remote
locations making the management of these sensor nodes a difficult task.

2.1 Sensor Node Placement

Sensor node placement is an important aspect that must be given proper consid-
eration for the successful implementation of sensor network [13]. Sensor nodes can
be either placed deterministically or randomly depending on the type of application,
size of deployment, number of nodes to be placed and the geographical area to be
covered. In industrial applications, sensors are placed deterministically at strategic
points for collecting the right information. Generally in industrial settings, it is the
operation and functions of machineries and related equipment are monitored. When
the health of a machine is monitored in an industrial setting, the sensors are placed
at various points within the machine or closer to the machine for monitoring the
temperature, flow of coolants, properties of coolants etc. When indoor environ-
ments or outdoor environments are monitored in a limited fashion like traffic
monitoring system or the monitoring of pollutants in a certain area, the sensors are
placed in a deterministic manner.

When sensors are placed for monitoring a large area for environmental changes,
aftermath of natural disasters or military operations, it is not possible to place them
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deterministically due to the large number of nodes to be placed or the accessibility
issues in these areas [14]. Generally during large scale sensor deployment in a
geographically distributed manner, sensors are placed randomly by dropping them
off from an airplane or some other method [15]. This kind of placements have many
shortcomings including coverage and communication problems. When sensors are
dropped randomly, certain areas may have been deployed with many nodes resulting
in coverage overlaps and wasting of resources. On the other hand the areas, where
there are insufficient nodes, would have coverage holes and connectivity problems
resulting in inefficient monitoring and isolation of sensor nodes. Hence nodes must
be placed in an efficient and effective manner to reduce the problems arising from
coverage overlaps, holes and communication. In many situations, redundant nodes
are deployed in order to overcome the problems of shortage of coverage and com-
munications in random node deployments [16].

2.2 Sensing and Data Acquisition

The set of nodes deployed in a particular application can be either homogeneous or
heterogeneous. When all the nodes deployed are of the same type and have similar
capabilities, it is known as a homogeneous deployment. In a heterogeneous
deployment, certain nodes may have different capabilities compared to other nodes
used. One of the main attribute that is used for categorising nodes in a deployment
is their sensing range. The sensing range is the area across which a node is capable
of detecting the presence or absence of an object or phenomenon. Certain types of
nodes may have different sensing ranges and can choose a specific range out of all
the available ranges as its working range depending in the requirements. A general
assumption is that when a large sensing range is used by a sensor node, it consumes
more energy. In heterogeneous deployment, the nodes with larger sensing ranges
are generally used as cluster heads due to their advanced capabilities [17]. In remote
deployments of wireless sensor networks, the total amount of energy available in
nodes will determine the life of the networks. Hence it is recommended to use the
minimum amount of energy for all sensor operations including sensing, processing
and communication in order to prolong the life of sensor networks. Ranjan and Kar
[18] have provided a method for determining the optimal number of cluster heads
for homogeneous sensor networks using reasonable energy consumption model.

2.3 Connectivity in Wireless Sensor Networks

The other important parameter that affects the performance of a sensor network is
communication range. In a multi-hop sensor network, communication nodes are
linked by a wireless medium such as radio, infrared, or optical media [19]. Once the
data has been collected, that data needs to be transmitted to the processing centre.
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Connectivity between nodes is important to ensure that every sensor node can
communicate with the processing centre [20]. In a multi-hop wireless sensor net-
work, the network is said to be fully connected if every pair of nodes is able to
communicate with each other, either directly or via intermediate relay nodes.

A sensors network is considered to be connected, only if there is at least one path
between each pair of nodes through which successful communication can take
place. Hence for the successful transfer of data from any given node to the pro-
cessing centre, there must be a communication path from that node to the pro-
cessing centre. Connectivity between nodes depends primarily on the existence of
paths and affected by changes in topology due to mobility, failure of nodes and
attacks that cause loss of links, isolation of nodes or partitioning of the network
[21]. Though the cost of individual sensor is relatively low, the total cost of
implementing a sensor network could be high due to the large number of sensor
nodes required to setup a network. Therefore, it is important to find the minimum
number of nodes required for a wireless sensor network to achieve full connectivity
while optimizing coverage at the same time.

Since nodes in wireless sensor network are connected to other nodes via radio,
infrared or optical media, the communication range of the nodes will determine
whether the nodes still are part of the network or have become isolated from other
nodes. When a sensor node needs to communicate with other nodes, it must be
within the communication ranges of both transmitting as well as receiving nodes.
The communication range of a sensor node is generally determined by the transmit
power, receiver sensitivity and the total attenuation introduced by the transmission
path. The relationship between the communication range and sensing range of
sensor nodes for maintaining communication and proper coverage is given by
Formula 1 [22].

Rc �R1
s þR2

s ð1Þ

where Rc is the communication range of the nodes and R1
s and R

2
s are sensing ranges

of node 1 and node 2 respectively.
The relationship given in Formula 1 can be better explained graphically as shown

in Fig. 1.

Fig. 1 Relationshipe between
communication range and
sensing ranges
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It must also be noted that maintaining larger communication range require more
energy. Hence when deciding an optimum distribution of sensor nodes in a large
network, many things including connectivity, coverage, energy consumption, cost
and flexibility need to be taken into account.

2.4 Communication Protocols

The successful operation of a wireless sensor network largely depends on the
communication protocol chosen for the implementation [7]. The communication
protocol chosen every aspect of the wireless sensor network including architecture,
data rate, network size, span, power management and security. One factor that is
common to all the available communication protocols is that they all are low power
communication protocols. Currently there are three communication protocols that
can be chosen for the implementation in wireless sensor networks. They are namely
Bluetooth, IEEE 802.15.4 and ZigBee [23–25]. The following subsections briefly
discuss these protocols with special reference to their suitability for the imple-
mentations in wireless sensor networks when security is the main concern.

2.4.1 Bluetooth

Bluetooth that has been standardized by IEEE 802.15.1 has been initially developed
and standardized for the low power wireless devices [23]. The design of Bluetooth
requires all nodes within its piconet to be synchronized within a few microseconds.
This requirement cannot be met by many wireless sensor networks as they have
large network latencies due to several constraints within them [26]. With typical
Bluetooth configuration, it would take around 2.4 microseconds to establish a
connection. Also typical Bluetooth radios consume hundreds of milliwatts power
just for monitoring the channel. All these shortcomings makes Bluetooth unsuitable
for implementation in wireless sensor networks.

2.4.2 IEEE 802.15.4

The IEEE 802.15.4 was developed for low rate wireless personal are networks [24].
Wireless personal area networks require little or no infrastructure at all for suc-
cessful implementation and operation. IEEE 802.15.4 allows the implementation of
small, power efficient and inexpensive solutions using a wide range of devices. The
features of IEEE 802.15.4 allows the realization of the objectives of personal area
networks, that are ease of installation, reliable data transfer, short range operation,
low cost of implementation and maintenance and reasonable battery life. These are
the main objectives of wireless sensor networks as well, hence IEEE 802.15.4 is
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very suitable for the implementation in wireless sensor networks. IEEE 802.15.4
standard defines both physical and media access control layers along with com-
ponent devices and supported network topologies. There are many security suits
defined in this standard.

At the basic level, it is possible to either enable or disable security. Security can
be disabled by enabling the unsecured mode, which selects the null security suit. An
application can select the appropriate security level by entering the required
parameters in the radio stack. If no parameter is entered then, no security is enabled
by default.

A link layer protocol provides four basic security services. These are access
control, message integrity, message confidentiality and replay protection. Access
control is enabled through an access control list. The access control list enables
message filtering for accepting messages only from selected nodes in the list.
Message integrity and authentication is achieved through a message authentication
code appended to every frame of data transmitted. Message authentication code is
computed using a secret cryptographic code shared by both sender and receiver.
When a data frame is received, the receiver recomputes the message authentication
code using the cryptographic key in its memory and checks it against the message
authentication code received with the frame. If the message authentication codes
match with each other, then the data is accepted as genuine, otherwise it is dis-
carded. Without compromising the secret key, it is impossible for an adversary to
change valid messages or introduce phoney message into the network. Sequential
freshness checks carried out on each received frame enables the detection of replay
attacks. The receiver maintains a received frame counter for every message
sequence received. When a frame with a counter value equal to or less than the
sequence counter value stored in the memory, it is discarded as a duplicate or replay
frame.

The access control and message integrity checks can effectively eliminate the
unauthorised parties from sending messages and participating in network activities.
The authorised nodes can easily detect the messages from rogue nodes initially by
filtering messages by the access control list. Even when a rogue node fakes the
identity of a genuine node, the message authentication code will help the authorized
node to detect the phoney or compromised message frame and discard it.

There are eight different security suites defined within the IEEE 802.15.4 stan-
dards. Based on the type of functionality provided, these suites can be broadly
categorised into four different groups as shown in Table 1. The broad categories are
namely, no security, encryption only, authentication only and encryption and
authentication.

Encryption is performed by Advanced Encryption Standard (AES) algorithm.
The united States government has accepted AES algorithm as its official standards
for its organizations to protect sensitive information [7]. Counter mode crypto-
graphic operation with AES (AES-CTR) uses AES as the block cipher providing
access control and encryption along with optional sequential freshness.
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Message authentication is carried out by cipher block chaining with message
authentication code (CBC-MAC). Message authentication code is created using
block cipher in CBC mode over the entire data packet including the length of the
authenticated data. The detailed description of this process is included with the
IEEE 802.15.4 standard itself. Depending on the level of security required, it is
possible to select 128, 64 or 32 bit message authentication codes within this mode.

AES-CCM mode provides both authentication and encryption for better security.
This mode of operation requires three inputs. They are namely; the data payload to
be encrypted and authenticated, the associated data along with the headers to be
authenticated only and nonce to be assigned to the payload and associated data.

2.4.3 ZigBee

ZigBee is an industrial consortium setup for the purpose of developing a standard
data link communication layer for ultra low power wireless communications [25].
Instead of building from scratch, ZigBee standard has been built on top of IEEE
802.15.4. ZigBee network layer has been designed to work above the physical and
media access control layers defined under IEEE 802.15.4 standard. The ZigBee
network layer functions include mechanisms for joining and leaving a network,
apply security to frames, routing the frames to the intended destination and extra
security services including key exchange mechanisms and authentication beyond
IEEE 802.15.4.

ZigBee specification introduces a new concept known as “trust centre” played by
the ZigBee coordinator. The trust centre controls and administers other devices that
are willing to join the network and distributes the appropriate key information
among them. The trust centre is entrusted to play three specific roles with respect to
managing security in the network. They are namely, trust manager, network
manager and configuration manager. The trust manager authenticates the devices
that apply to join the network. The network manager maintains and distributes the
keys among the members of the network. The configuration manager’s task is to
enable end-to-end security between devices.

Table 1 Security suites
defined in IEEE 802.15.4 [7]

Name Description

Null No security

AES-CTR Encryption only—CTR mode

AES-CBC-MAC-128 128 bit MAC

AES-CBC-MAC-64 64-bit MAC

AES-CBC-MAC-32 32-bit MAC

AES-CCM-128 Encryption and 128 bit MAC

AES-CCM-64 Encryption and 64 bit MAC

AES-CCM-32 Encryption and 32 bit MAC
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A ZigBee enabled network can work in distinguished modes known as residential
mode and commercial mode. In the residential mode, where low security application
are run, only device authentication is carried out prior to joining the network. No keys
are distributed in the residential mode operation persevering much of the memory for
data processing operations. On the other hand, the commercial mode is intended for
use in high security environments that require not only the authentication of devices
but also managing the integrity of information transferred. In commercial mode, the
trust centre first authenticates the devices, distributes the keys among them and
maintains freshness counter for every device in the network. This enables centralized
control and management of keys. Central management with a single trust centre may
not scale well with large networks with hundreds or thousands of devices as the
memory requirements for managing large number of keys and updating them regu-
larly will be prohibitively high. This shortcoming can be easily overcome by dividing
the network into small clusters and managing the keys locally.

ZigBee security services use three types of keys known as master keys, link keys
and network keys. The master key that is installed first in the factory or out of band
is responsible for long term security between devices. on the other hand link keys
and network keys are basis for security between devices and the entire network
respectively. The link and network keys employ symmetrical key-key exchange
handshake between devices.

3 Security Challenges in Smart Sensor Networks

The nodes deployed in large wireless sensor networks are characterized by their low
cost, small size and resource constraints [8]. These nodes have limited processing
capability, storage capacity, communication bandwidth and range, energy and
sensing range. Due to these constraints, it is not possible to employ conventional
security mechanisms and algorithms in a wireless sensor network. Hence when
conventional security algorithms and mechanisms are to be employed in a wireless
sensor network, they must be optimized to suit the demands, limitations and the
environment in which they are deployed [27]. The main limitations of sensor
networks with respect to security are explained in Sect. 3.1.

3.1 Constraints in Wireless Sensor Networks

One of the main constraints in a sensor node is the limited energy available for its
operations. Generally sensor nodes are powered by small cells (batteries) of limited
capacity that can be exhausted in a short time, if not used wisely [7, 10]. The
problem of energy consumption is exaggerated due to the fact these batteries cannot
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be recharged or replaced once they have been deployed [7]. The energy in a sensor
node is consumed in three main parts. They are namely the transducer, transmitter
and the microprocessor. It has been found that the amount of energy consumed for
transmitting one bit of information is equal to about executing 800–1000 lines of
codes in the microprocessor [28]. Hence it can be seen that transmission is much
more expensive than processing in a sensor node. When security mechanisms are
implemented in traditional manner, they result in the expansion of the messages due
to the redundant bit added by the security mechanism. This is very costly for
implementation in sensor networks in terms of energy consumption.

Limited storage and memory capacity of sensor nodes is another constraint in
wireless sensor networks. The storage area in a sensor node generally consists of
flash memory and volatile Random Access Memory (RAM) [29]. The flash memory
is used for storing permanent information such as operating system and programme
codes, while the RAM can hold the programme codes currently in use, data and
intermediate results. Hence the memory of a sensor node hardly has any space in its
memory for holding and executing complex security algorithms and applications.

Since the sensor nodes and communication paths are affected by various envi-
ronmental conditions, the communication in a wireless sensor network may not be as
reliable as in a wired network. Due to the less overhead associated with connec-
tionless communication protocols, they are commonly employed in wireless sensor
networks [30]. The connectionless communication protocols are inherently less
reliable. This reduced reliability in communication provides a haven of opportunity
for attacks like sink attack, denial of service attack etc. Packet errors and loss will
also play a big role in reduced reliability of these communication paths. Due to the
higher error rates and employment of connectionless protocols will further demand
error detection and correction mechanisms embedding additional bits further
reducing the amount of space available for security implementations.

The other major issue confronting the communication in wireless sensor net-
works in large latencies from source to destination [26]. Higher latencies in com-
munication path is the result of low bandwidth connections, network congestion,
multi-hop communication and processing in intermediate nodes. Higher latencies
result in loss of synchronization that is essential in many security implementations
such as distribution of cryptographic keys, critical event reports etc. Loss of syn-
chronization may also help attackers engaged in replay attacks where time stamping
and timely delivery play an important role in containing these attacks.

Sensor networks use broadcasting as the common mode of transmission instead
of directed communication [6]. Broadcasting helps nodes transmit the data to all the
neighbours enabling the nodes to find the available end to end path even in the case
of unavailability of some nodes on the way. Broadcasting can be easily exploited by
adversaries for eavesdropping sensitive information with relative ease. Broadcasting
can be used by adversaries to transmit commands and data to nodes by capturing a
single node in the network, even if the transmission is secured by a pre-deployed
global key.
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Many wireless sensor networks are deployed in remote areas where the nodes
are left unattended and managed remotely [31]. This increases the likelihood of
physical tampering by attackers. Such physical tampering is more difficult detect as
well almost impossible to stop due to the remoteness of the implementations. This
type of node capture attacks are very serious in nature as compromising the security
of a single node can pollute the entire sensor network [6].

Every node in a network must be installed with complete security as any node can
be the target of an attack [7]. This demands that the securitymust pervade every aspect
of the design ofwireless sensor network design as any component left without security
will be easily exploited by an adversary. This is high level of security implementation
compared to traditional security implementations in conventional networks [32]. High
level of security implementation requires more resources and time to implement
making the deployment of wireless sensor network more expensive.

Wireless sensor network protocols heavily depend on application scenarios [33].
Hence generic security mechanisms need to be customized to suit each and every
application domain. This puts a heavy burden on application developers and increases
the application development cost. If the customizing operation is not carried out taking
all the aspects into account or any aspect was overlooked, it may create security
threats. Also this kind ofmass customizationmakes it difficult to identify the bugs that
can be exploited by the adversary as every implementation is different from each other.

3.2 Types of Attacks

This section briefly describe the possible security threats to wireless sensor net-
works. With the increase of popularity and development of wireless sensor net-
works, the number and types of threats and attacks carried out on these networks
have also increased [7]. Many of the attacks have been identified and described in
[34]. These attacks can be broadly categorized into four main groups. They are
namely, attacks against the privacy of network, denial of service attacks, imper-
sonation or replication attacks and physical attacks [7].

Some of the most common attack types are described below:
Selective forwarding: Selecting forwarding involves a malicious node dropping

certain messages intentionally, while forwarding only a subset of messages it
receives. The malicious node that carries out this kind of attack becomes a preferred
intermediate node for unsuspecting source nodes as the forwarded messages undergo
low latencies faking a shorter route. The impact of this attack depends on two main
factors such as the location of the adversary and the number of packets dropped.
When the adversary is closer to the base station, it will attract many more frames that
it would normally do, if located far away. More the packets dropped higher the
energy saved, as the transmission of packets requires a lot of energy. Hence the
malicious node can stay alive longer than a normal node perpetuating its attack.
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Sinkhole attack: Also known as black hole attack is where a malicious node
attracts the traffic towards a compromised node. Generally this kind of attack is
carried out faking a base station by a malicious node. A network with a single base
station is more susceptible to this kind of attack.

Sybil attack: In this kind of attack, amalicious node presents multiple illegitimate
identities to unsuspecting nodes. The identities presented by a node could be either
fabricated ones or stolen from legitimate nodes or both. Once a node assumes many
identities, it can launchmany different types of attacks such as negative reinforcement,
stuffing ballot boxes of a voting scheme such as trust computing etc. Sybil attacks are
generally carried out against routing algorithms and topology maintenance.

Wormhole: In wormhole attacks, an adversary placed close to a base station
channels the traffic over a low latency link. This effectively creates a sink hole
completely disrupting the traffic.

HELLO flood attack: In this attack, the malicious node broadcasts a HELLO
message with strong transmission power pretending to be coming from the base
station. The nodes receiving this HELLO message would respond to them effec-
tively wasting their energy. The other effect of this kind of attack is that the
unsuspecting nodes would forward their messages to this malicious node falsely
assuming it to the base station.

DoS attack: Denial of service attacks on a wireless sensor networks can be
carried out using various techniques. At physical level, radio jamming by trans-
mitting a more powerful signal on the same frequency or exhausting the battery
power are common methods. At other level, the legitimate traffic can be diverted
from the intended node or illegitimate traffic diverted towards a genuine node
effectively making it unavailable for legitimate traffic.

Traffic analysis attack: It is possible to identify the location of the base station
by closely monitoring the network traffic patterns. If an adversary can compromise
the security of the base station, the entire network would be affected.

Node replication attack: This attack is carried out by copying the identity of a
legitimate network node by a malicious attacker node. The results of this attack
would be corrupted, misrouted or deleted packets.

Eavesdropping: Since wireless sensor networks generally employs broadcasting
as the mode of communication, it is possible for a malicious node to gather all the
information transmitted in the network, if they are not encrypted. Eavesdropping
could also be the first step in a more powerful and serious attack such as wormhole or
sink hole attack.

Tampering: Since the wireless sensor nodes are generally left unattended in
remote locations, it is possible for adversaries to physically tamper them compro-
mising all the security implementations.

Table 2 summarizes and classifies the attacks discussed above into different
layers of a communication stack based on where they can possibly be effected.
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4 Security of Smart Sensor Nodes

Generally wireless sensor networks are implemented in remote locations for mon-
itoring various things including the environment, enemy movements in military
applications etc. [35]. Compared to conventional network devices, wireless sensor
nodes are more susceptible to attack as they are physically accessible by adversaries
[7, 8, 34]. Once a sensor node is physically tampered with, the entire security
implementation in the node including the cryptographic keys can be compromised.
Hence physical security of sensor nodes is of utmost important. Since it is nearly
impossible to protect the nodes from physical tampering by adversaries, many
schemes have been developed for detecting malicious or tampered nodes and iso-
lating them. This section takes an in depth look at some of the prominent malicious
node detection schemes reported in the literature.

4.1 Threats to Wireless Sensor Nodes

Compared traditional network nodes, wireless sensor network nodes face several
additional threats due to the very nature of their implementations. Generally,
wireless sensor network nodes are located in open space that can be considered as
insecure and hostile [8]. When an environment is considered to be insecure or
hostile, generally the physical security in the area is beefed up with various special

Table 2 Senor network
attack classification

Layer Type of attack

Physical layer DoS—jamming, tampering

Sybil

Data link layer DoS—collision, exhaustion, unfairness

Interrogation

Sybil—data aggregation, ballot stuffing

Node replication

HELLO message flood

Network layer DoS—flooding, spoofing, sink holes

Sybil

Wormhole

Traffic analysis

Selective forwarding

Node replication

HELLO message flood

Transport layer DoS—flooding, desynchronization

Application layer DoS—flooding, diversion

Eavesdropping
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mechanisms such as perimeter security through the implementation of security
cameras, personnel and policies. But, due to the open nature of the wireless sensor
network implementation, the above mechanism cannot be implemented as it is.

The main threats faced by the wireless sensor nodes deployed in the open area
are tampering, theft and physical destruction [8]. These attacks can cause irre-
versible attacks to the nodes and sometimes to the entire network if not handled
properly and curtailed at the beginning itself.

Tampering involves the modification of the sensor from its normal operation. An
adversary can get hold of the cryptographic keys installed in the nodes, when he
gets physical access to the nodes easily compared to attacking the nodes remotely or
through data analysis. Also the attacker can now alter the physical hardware
including circuitry and wiring or modify the program code as he wants. In the worst
case, the entire sensor node can be replaced with malicious sensor node itself.

Theft and physical destruction of sensor node make them totally unavailable for
use by authorised users. Both these attacks fall under the denial of service attacks as
they deny the genuine user from using these nodes and getting the intended services
from them.

4.2 Security Schemes for Protecting Wireless Sensor Nodes

Since wireless sensor nodes have been installed outdoors open to both genuine and
malicious users on the whole, it is difficult or many a time impossible to protect
them from the physical damages caused by malicious attackers. Installing the sensor
nodes more densely than needed may reduce the impact of theft or physical
destruction to the nodes [6, 7]. On the other hand, when a node is tampered with, it
must be detected, identified and isolated from the network. Many schemes,
mechanisms and protocols have been proposed in the literature for identifying
misbehaving nodes. This section takes in detailed look at some of the important
mechanisms for identifying and isolating them reported in the literature.

Zia and Zomaya [34] have presented a malicious node detection mechanism
based on monitoring its own message retransmitted by a neighbouring node in
transit. In this mechanism, the source node first forwards the message to one of its
neighbours for the purpose of routing it towards the base station. Once the trans-
mission is completed, the source node converts itself to monitoring node actively
observing the retransmitted message by the neighbour. If the retransmitted message
resembles the original message, the monitor terminates its task and continues with
its normal operations. If the retransmitted message differs from the original mes-
sage, it updates the locally maintained node suspicious table. Once the number of
entries for a node in its suspicious table goes beyond a predefined threshold, it
informs its neighbours about the suspicious node. The neighbours then respond
back to this message with their own opinion based on their observations. When the
suspicious entry for a given node increases beyond a threshold, it is then informed
to the cluster head. Cluster head will then isolate the suspicious node as malicious
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barring all the members from communicating with it and dropping all the messages
from the identified malicious node in the future. This mechanism looks robust as
node monitors its own message being retransmitted for identifying a malicious
node. This mechanism has two main drawbacks. First all the nodes must use the
same “link key” for encrypting the message. If different node pairs use different link
keys for encrypting the message, it is not possible to identify the modification of the
message just by observing the retransmitted message. In such a situation, this
mechanism totally fails. Second, this mechanism is prone to collusion attacks, as the
opinion of neighbours about a suspected node are taken in without any further
inquiry or clarification, the neighbours may collude to promote or demote a
neighbouring node as a genuine one or malicious one. Hence robustness of this
mechanism is questionable.

In Baburajan and Prajapati [36] have proposed a watchdog mechanism to identify
malicious nodes in a wireless sensor networks. Similar to the node detection
mechanism proposed in [34], the watchdog mechanism also depends on the
broadcast nature of communication in wireless sensor networks. As opposed to the
mechanism proposed in [34] where the transmitter itself acts as the monitor listening
to the transmission from the intermediate node, in the watchdog mechanism all the
nodes who can hear both transmissions can act as the monitors. The identified
limitations of the watchdog mechanism include; ambiguous collision, receiver
collision, limited transmission power, false misbehaviour and partial dropping.
Some of the shortcomings of the watchdog algorithm has been solved by improved
algorithms. By creating a cluster head and making it the first level watch dogs can
help solve impartial removal, false malicious node, limited power and node con-
spiracy. Receiver collision problem can be solved by enabling a collision detection
mechanism. But this mechanism may not solve the ambiguous collision problem.

Nakul [37] has reviewed several intrusion detection mechanisms that can
effectively identify the misbehaving nodes in wireless sensor network. Node mis-
behaviour in a network may indicate the presence of compromised nodes or
malicious nodes introduced by the adversaries or corrupted nodes due to external
factors. Irrespective of the reason for misbehaviour, the misbehaving node must be
identified and removed from the network. The methods reviewed in [37] include
weighted trust evaluation approach, ant colony based approach, data mining based
approach, agent based approach, trust based approach, weak hidden Markov model
based approach neighbour based approach, game theory based approach and hybrid
approach. Details of some of the important approaches are discussed below.

In weighted trust evaluation the sender node assigns trust scores to other nodes in
the cluster based on its experience with those nodes. When an intermediate node
forwards the frame correctly, its trust score is enhanced. On the other hand, when the
forwarded frame does not match the original frame, its trust score is decremented.
This algorithm is simple to implement and based on two strong assumptions. They are
the base station is honest or not compromised and the majority of nodes in a network
are well behaved. This algorithm would fail, if any of these assumption is violated.
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In data mining approach applied to the detection of anomalous behaviour of
nodes checks all the data packets transmitted in the network. This method has very
good detection rate but suffers from the limitation that it requires a lot of processing
power and energy to run the data mining algorithms in real time. The main
advantages of this method are its ability to detect the anomalous packet before it
reaches the access point, to start the detection process immediately without needing
any prior training and higher detection rates.

The agent based anomaly detection mechanism employs a combination of both
rule based scheme and naive Bayesian technique. This mechanism shows good
performance in large distributed sensor networks using common anomaly detection
framework with agent learning and distributed data mining techniques.

The trust based approach combines social trust and QoS trust for computing the
trust worthiness of a node. Honesty has been used as the parameter for social trust
while energy and cooperativeness are the attributes used for computing QoS trust.
The final trust score is used for identifying the malicious nodes in the network. The
cluster head assigns the trust scores to all the members within the cluster and the
cluster heads are similarly evaluated by the base station.

In the weak hidden Markov model based anomaly detection mechanism, state
transition probabilities are reduced to rules of reachability. This is a two stage
mechanism where in the first stage, the training and learning takes place and in the
second stage real time detection of intrusion is carried out. The scoring scheme and
deviation detection mechanism introduced as enhancements improves the detection
accuracy.

The neighbour based approach exploits the similarity of behaviour in a given
community. It is assumed that all the neighbouring nodes in a sensor network
would behave similarly due to the fact that they all face similar conditions and
limitations. If any node deviates from the common behaviour of its nodes, then it is
identified as a malicious node. This approach has better detection rates when the
neighbours cooperate with each other with very low false positives and negatives.

The game theory based intrusion detection scheme makes use of a signalling
game to model the interaction between nodes in a wireless sensor network. In this
mechanism, the interaction between an attacker and a normal has been modelled as
a Bayesian game with incomplete information.

In Li et al. [38] have presented survey on methods for detecting node replication
attacks in wireless sensor networks. When a sensor node is physically captured by
an intruder, it is possible to capture all the information stored within the node. Then
he duplicates this node along with inserting his malicious code and then plants them
in many strategic locations within the network. The methods presented in [38]
include Node to node broadcasting (N2NB), Deterministic Multicast (DM),
Randomized Multicast, Randomized, Efficient, Distributed mechanism (RED),
Memory Efficient Multicast (MEM), Randomly Directed Exploration (RDE),
Distributed detection of node capture attacks, Zone and based Replica Detection,
Out of these schemes, some of the important mechanisms are described below.
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In node to node broadcasting, every node broadcasts an authenticated message
claiming its own location throughout the network. Each node stores the location
claim of its neighbours. When a conflict was detected in location claim, the mali-
cious node is revoked immediately. Since the messages from every node in the
entire network needs to be processed by every other node, the storage, message and
communication cost are high in this scheme. The directed multicast is an improved
version of N2NB. In directed multicast, claimer-reporter-witness framework is fully
exploited to detect the malicious node efficiently. The claimer shares its location
claim to its neighbours and the neighbours act as the reporters. The reporters select
a witness using claimer’s ID and a function. Then the reporter forwards the clai-
mer’s location claim to the witness. If a witness receives multiple claims for the
same location, it would then trigger the duplicate node revocation mechanism. This
mechanism suffers from one main shortcoming. When an adversary knows the
claimer’s ID, then it can compute the location of the witness. Hence the adversary
can compromise both the claimer and the witness before deploying the malicious
node in the network.

Distributed detection of node capture attacks exploits the fact that when a node
has been physically captured by an adversary, it will be dormant for a period of time.
This protocol measures absence time period of nodes and compares it with a pre-
defined threshold. If the period of absence is more than the threshold value, then it is
declared as a compromised node. The effectiveness of this protocol depends on the
threshold value.

In Virmani et al. [39] have proposed an exponential trust based mechanism to
detect black hole attack in wireless sensor networks. In this mechanism every node
maintains a tables and a streak counter in its memory. The table maintains the trust
factor of other nodes and the streak counter measures the number of consecutive
packets dropped by that node. The trust factor starts with 100 and the streak counter
with zero (0) incremented by 1 for every consecutive drop. The streak counter is
reset to zero (0) whenever it forwards a packet to the next node. The trust factor for
each consecutive drop is computed using the formula 100 � xi where x is a factor
less than 1 and i the number of consecutive packets dropped. Since black holes
(sinkholes) would be continuously dropping all the packets they receive, their trust
value would fall drastically with few packets dropped. This would help identify the
sinkholes very fast.

Lim and Choi have proposed malicious node detection mechanism using dual
threshold method [40]. In this mechanism two different threshold values are
maintained, one for event detection accuracy and the other one for false alarm rate
along with trust values for each neighbour in the network. This helps improve the
detection of malicious nodes without increasing the overhead.

In Atakli et al. [41] have proposed a weighted trust evaluation to identify
malicious nodes by monitoring the reported data. In this work, initially the network
is divided into three main groups creating a hierarchical architecture. At the top of
the network there are access points or base stations followed by the middle layer
occupied by the high powered forwarding nodes. At the lowest level are the low
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powered sensor nodes with limited functionality. The sensor nodes re organized
around high powered forwarding nodes as cluster heads and communicate only
with those cluster heads. Only the forwarding nodes have the multi-hop routing
capability and assumed to be trustworthy and cannot be compromised. The sensor
nodes within the control of a forwarding node are given a weight with 0 and 1 based
on its prior behaviour. The forwarding node computes an aggregation results from
weighted average of the information received from the sensor nodes within its
control. Whenever the reported information of a sensor node deviates from the
aggregation results, its trust value is decremented. When the trust value of a given
node falls below a pre-decided threshold, it is identified malicious and removed
from the network.

In Junior et al. [42] have proposed a malicious node detection scheme through
traffic monitoring. In this scheme, all the nodes are considered equal in every sense
and communication between the nodes is symmetrical. Every node in the network
transmits its node id and the location coordinates obtained from the GPS system.
Every node could compute the theoretical received signal power given the identical
nature of nodes and the inter-node distance obtained from the location coordinates
using the two-ray signal model. When the received signal power is different from
the computed theoretical value, the suspicious count maintained in the memory is
incremented, otherwise, unsuspicious count would be incremented. When a sus-
picious message is detected by a node, it transmits the message of suspicion with
the id of the suspicious node. Whoever has received this message of suspicion and
the original transmission may reply back their opinion based on their own calcu-
lations. Then all the nodes within the reach of these nodes updates their opinion
(suspicious and unsuspicious) tables based on the opinion received. When the ratio
between the suspicious to unsuspicious messages received increases beyond a
preset threshold value, it is named malicious and removed from the network.

5 Security of Data in Smart Sensor Networks

Similar to any other network, the data transmitted over a wireless sensor network
must also be protected [8]. For any data to be considered as secure, it must satisfy the
three security primitives known as confidentiality, integrity and availability. When
any of the above security primitive is breached then the security of the data is
considered as breached. The confidentiality ensures that only the intended recipient
has access to the data and no one else. When data is transmitted over a large network,
it may go through many intermediaries before it reaches the final recipient. All the
intermediaries must only forward the data towards the recipient but should not be able
to read or understand what is in it. Eavesdropping is an attack confidentiality of data.
Data integrity assures the recipient that the data received has not been modified or
tampered with en-route. In addition to data security, it is also important to ensure
source integrity. Source integrity means the data must really be originated by the node
where it is claimed to be originated. Impersonation is an attack on source integrity.
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Availability is the capability to access the data on a timely fashion, when required to
the authorised user. Denial of service is an attack on the availability of data as it
prevents the authorised user from accessing the data. This section takes an in depth
look at data security in wireless sensor networks. This section takes a detailed look at
the prominent work carried out for protecting data in wireless sensor networks.

5.1 Threats to Data in Wireless Sensor Networks

The threats to data collected and transferred in wireless sensor network are not
uniform and depends on the type of application [6]. For example, the data collected
in a agriculture farm with the aid of a wireless sensor network only requires
integrity checking against intentional or unintentional modification. On the other
hand, in a military application, the data must be protected for all the three types of
security requirements. Namely, confidentiality, integrity and availability [7].

The information transmitted over the wireless channels of a sensor network could
be monitored [7]. This is commonly known as eavesdropping. Eavesdropping is a
passive attack on the data and can be carried out very easily on a wireless sensor
network as the common mode of communication employed in a sensor network is
broadcasting. Eavesdropping may not be considered a big issue for many applica-
tions such as environmental monitoring or machine health check monitoring in
industrial applications. On the other hand, military and medical application require
higher security implementation against disclosure of information to unauthorised
persons [7]. In military surveillance applications, the information on enemy move-
ments and others of strategic importance are captured and transmitted via a wireless
sensor network. If this information falls into the enemy’s hand, the consequences
would be very serious. Hence it must be protected with the highest level of security
available. Similarly, in remote health monitoring applications, the patient informa-
tion is required to be protected by law. Thus, healthcare applications also require
high level security ensuring confidentiality of data. The data confidentiality can be
assured by implementing the proper encryption depending on the requirements.

Data injection is another type of attack that can be carried out in a wireless
sensor network [7]. Data injection is wrong information introduced into a network
by malicious or compromised nodes. Data injection is an active attack where the
malicious node actively participates in the network activities. Data injection is more
dangerous than eavesdropping as it can affect all types of sensor network appli-
cations. Solutions to the issue of data injection is the identification of the malicious
node and removing it from the network.

Data modification or corruption is an attack on the integrity of data [7]. Data
corruption can happen due to activities of malicious nodes or due to external inter-
ferences such as noise. Irrespective of the reason, data corruption must be detected
and corrected. Data corruption can be detected using simple hash functions appended
to the data or through complicated double encryption techniques [6]. The corrupted
packet is generally recovered through retransmission.
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Packet deletion in a wireless sensor network may happen due to unintentional
dropping of packets as a result of a shortage of resources such as buffer space in a
node or a malicious attack such as sinkhole attack and selective packet forwarding
[7]. The loss of packets are detected using sequence numbers added to the headers.
Unintentionally dropped packets can be recovered through retransmission and if
there is a malicious attack on the network, the rogue nodes responsible for the attack
must be removed.

Misrouting of packets happen when packet headers get corrupted or due to an
active attack on the routing process [7]. If an active attack takes place, the nodes
responsible for the attack must be detected and removed. Both packet deletion and
misrouting are attacks on the availability of network resources.

5.2 Mechanisms for Protecting Data in Wireless Sensor
Networks

Data security in a wireless sensor network is carried out through implementing the
right level of encryption of data based on the requirement [6]. For the encryption to
be successful, proper distribution and management of keys is a critical requirement
[34]. Due to the resource constraints in sensor networks, the conventional key
management schemes used in traditional networks cannot be used in wireless sensor
networks due to their high overhead and the involvement of external parties [8, 34].
Hence the cryptographic schemes employed in a wireless sensor network must be
evaluated to meet the constraints in terms of code size, data size, processing time
and power consumption [8].

As public key cryptography has been found to be too expensive to be implemented
in a wireless sensor network, many researchers have focussed their attention on secret
(symmetric) key cryptography for implementing security in such a constrained
environments [8].When symmetric key cryptography is used, the keymanagement in
an open environment becomes a critical issue. In symmetric key cryptographic
mechanisms use the same key for encryption as well as decryption. Hence it is
essential to transfer the key to the receiver confidentiallywithout the knowledge of the
adversary. Also the keymanagement schememust be capable of handling the addition
of new nodes and the removal of existing nodes from the network [8].

Key management schemes can be broadly divided into centralized and dis-
tributed key management schemes [8]. In centralized key management, a single
node probably the base station carries out all the tasks pertaining to key manage-
ment including generation, regeneration, distribution and revocation. This single
node is known as the key distribution centre. The main shortcomings of this scheme
are single point of failure and scalability. On the other hand, in distributed key
management schemes, the responsibility of the administration of key is distributed
among multiple nodes effectively eliminating the single point of failure and pro-
viding better scalability. The distributed key management schemes may use either
deterministic or probabilistic distribution algorithms [8].
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A key distribution issue can be decomposed into the following steps [34]:

– Key pre-distribution—installing the key in a node prior to deployment.
– Neighbour discovery—discovering the nodes that are just one hop away.
– End to end path key establishment—end to end communication with nodes that

are not directly connected.
– Isolating misbehaving nodes—identifying and isolating damaged or malicious

nodes.
– Key establishment latency—reducing the latency resulting from communication

and power consumption.

Perrig et al. proposed a suit of security protocols for wireless sensor networks in
2002 called SPINS [43]. Within this suite is a secure network encryption protocol
(SNEP) that provides confidentiality, integrity and freshness of data through the use
of encryption and authentication. The main features of this protocol include the low
overhead per message, managing state at every node eliminating the need for
transmitting counter values and semantic security. The SNEP also enhances the
security of encryption by preceding the data to be encrypted by a random sequence
effectively countering the known plain text attack that can be carried out by an
attacker. SNEP communicating nodes derive their keys from a shared master key
using pseudorandom function. A secure authenticated message using SNEP would
be as given in Eq. (2).

A ! B : fDgfKAB;CAg;MAC K 0
ABCA k fDg KAB;CAf g� � ð2Þ

where A and B are the communicating nodes, D is the data encrypted with derived
key KAB and counter value of A; A;CA:MAC K 0

ABCA k E
� �

is the message
authentication code computed using K 0

AB the derived key for MAC operation and
E the encrypted message.

TinySec is an improved version of SNEP where access control and message
integrity are provided through authentication, confidentiality through encryption
and semantic security through the use of a unique initialization vector for each
invocation of the encryption algorithm [44]. TinySec comes in two specific vari-
ants; TinySec-Auth and TinySec-AE. TinySec-Auth provides only authentication
using a message authentication code and the payload is left unencrypted.
TinySec-AE provides both authentication through the message authentication and
encryption of the payload. In TinySec replay protection is not included, hence it
must be carried out by a higher layer protocol, if necessary.

Security manager is a method of authenticated key agreement based on public key
infrastructure and elliptic cryptography for low rate wireless personal area networks
[45]. The security manager gives the static domain parameters such as the base point
and elliptic curve coefficients to prospective nodes which use them to establish
permanent and ephemeral public keys. Every node in the network computes its own
public key and sends it to the security manager which maintains them in its memory.
Elliptic curve algorithms provides reasonable computational loads and smaller key

Security Implementations in Smart Sensor Networks 207



sizes for equivalent security compared to RSA the traditional method for public key
cryptography. The authenticated key agreement is achieved via security manager
based on RC-MQV algorithm that is more advanced than Diffie-Hellman algorithm.
RC-MQV is resistant to man in the middle attack, hence security manager is a very
robust technique against all known attacks on data in wireless sensor networks as
long as the security manager is not attacked and compromised.

In [46], Soroush, Salajegheh and Dimitriou have proposed a strong post
deployment key management protocol that is flexible, scalable and robust against
node capture attacks. This is a triple key mechanism consisting of pair-wise key,
broadcast key and node-base key. Pair-wise key that is established between two
neighbours protects their direct one-to-one communication, broadcast key secures
the messages sent between neighbours and node-base key protects the communi-
cation between a node and the base station. The first step in the operation of this
mechanism is the node discovery. Node discovery is carried out through a
ping-pong handshake message exchange between neighbours. Once all the neigh-
bours have been discovered, a node will compute its own node-base key and its
pair-wise keys and broadcast keys as given in Eq. 3.

NBi ¼ F i k base station address k Kð Þ
PWi; j ¼ F min i; jð Þ k max i; jð Þ k Kð Þ
BCi ¼ F i k Kð Þ

9=
; ð3Þ

where i, ||, F and K are the node id, concatenation operator, secure pseudo random
function and pre-installed global master key respectively.

Secure pseudo random function is implemented using a hash function SHA-1 or
MD5. The global master key (K) can be deleted from the memory of nodes later
protecting them from falling into enemy hands in times of node capture attacks.
Once the calculations are over, node i would be having a complete set of keys for
node j. But, node j does not have any information about node i, as it must be sent
from i. Node i would then create a message M containing the pair-wise and
broadcast keys and encrypt that message with a node-base key derived as follows.

NBj ¼ F j k base station address k Kð Þ

After sending this message, node iwill delete the node-base key of node j from its
memory leaving only node j capable of decrypting this message. Then global master
keyKwill also be deleted from thememory of node i. The above steps can be followed
by a new node when getting added to the network if comes with the pre-installed
global master key K. This makes the network resilient to node capture attacks or
introduction of malicious nodes by an intruder as he will not have access to K.

The Distributed ANGEL Key Agreement (DAKE) is a direct distributed key
establishment based on keying material stored on the nodes [47]. This is an α-Secure
Key Establishment process, where α-secure refers to the system that resists the
collision up to α entities. Some α-secure keying material KMroot stored at a secure
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location is used to generate an α-secure keying material share KMi for each entity i in
the system. In a typical system, a single symmetric bivariate polynomial f(x, y) of
degree α over a finite field GF(q) where q is large enough to accommodate a cryp-
tographic key can be used as KMroot. Each entity in the network receives its poly-
nomial share f(i, y) generated by evaluating the original symmetric bivariate
polynomial in x = i. Two entities in the network (i, j) can agree on a pairwise key by
evaluating their respective polynomial shares in the identity of other party as shown
in Eq. 4.

Ki;j ¼ f i; yð Þjy¼j ¼ f j; yð Þjy¼i ð4Þ

In DAKE, key segmentation and Horner’s rule are used to break the large into
multiple sub-polynomials and reduce the number of multiplications by factoring out.

The Modular Architecture for the Security of Sensor Networks (MArSSeNs) is a
complete framework of security tools that can provide transparent security indi-
vidually to all the data streams and network layers of applications in a wireless
sensor network [48]. The advantages of MArSSeNs include the implicit and
transparent security at any layer of network stack and data stream without requiring
changes to application code, elimination code complexity and reduction of errors
compared to hard-coded security and facilitation of configuration at both compile as
well as run time. MArSSeNs provides in-depth key management and allows dis-
tinction between session keys (short term) and encryption keys (long term), using
different keys for every service in a data stream policy, controlling maximum key

Fig. 2 Key calculation for
sensor node S2 up to base
station BS [34]
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usage and facilities for key establishment, renewal, derivation and revocation. The
MArSSeNs key manager administers the key database, key life cycle and key
management protocols where needed. MArSSeNs supports third party protocols
through a set of interfaces. For non supported key types, it is possible to implement
a sub key manager to handle all the tasks.

The secure triple key management scheme proposed in [34] consists of three
keys. Two of these keys namely the network key and sensor key are pre-installed in
all nodes and the other key is the network generated cluster key addressing the
hierarchical nature of the network. The network key is used for encrypting data and
pass it to the next hop, the sensor key is used by the base station to decrypt and
process it while the cluster leader uses it for decrypting and passing the data to the
base station and the cluster key is used for decrypting data and passing it to the
cluster leader. Figure 2 shows the key calculation process at different levels.

6 Routing Security in Smart Sensor Networks

Wireless sensor network is a infrastructureless multi-hop network, where the transfer
of data takes place by forward from one node to another. In such a network, routing
plays an important role in carrying the information from the source to destination
[49]. The routing protocols employed determines the best route to transfer the data
from the source to destination possibly the base station.

The routing protocols in wireless sensor networks can be grouped into three main
categories according to the network structures [8]. There are namely (i) flat-based
routing, (ii) hierarchical-based routing and (iii) location-based routing. In flat-based
routing, all nodes are considered equal and assigned similar roles, in hierarchical
routing, nodes are assigned different role and in location based routing, the geo-
graphical location of the nodes are used for routing data in the network.

Many parameters of a wireless sensor network including the end-to-end delay,
packet delivery ratio, life time of the network etc., depends on the performance of
the routing protocol [49]. Due to the nature of wireless sensor networks, the routing
protocols may employ different criteria for selecting best path such as low energy
consumption path or least hostile path compared to traditional network where the
shortest path or the least congested path is generally selected as the best path [50].

The routing protocols in a wireless sensor network is also vulnerable to several
attacks [49]. The attacks carried out on routing protocols have severe consequences
due to the self contained and self configuring nature of the network itself. In order
to overcome these threats, several secure routing protocols have been proposed in
the literature [49]. This section takes an in depth look at the security threats for
routing and the mechanism proposed for overcoming them.
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6.1 Threats that Affect Routing in Wireless Sensor Networks

There are several attacks that directly target the routing protocols for disrupting the
traffic in a network [8]. The attacks on a routing protocol may create routing loops,
attracting or repelling traffic from a selected set of nodes, extend or shorten source
routes, generate fake error messages, partition the network or extend the end to end
delay. Some of the most common attacks on the routing process are described below.

Spoofed routing information: This is direct attack against a routing protocol
targeting the routing information. Routing protocols require exchanging routing
information between nodes for building a routing table with the most current status
of the network. The routing table must be up-to-date with the status of nodes as this
information is used by nodes to identify the best path to the destination. An attacker
may spoof, alter or replay routing information effectively disrupting the traffic flow
in a network. This attack may lead to many problems such as routing loops,
increased end to end latency and even network partitioning [50].

Sinkhole attack: In this attack, a malicious node has been shown as the most
attractive next hop node to forward the packet towards the destination. Once a
packet reaches the malicious node, it is dropped instead being forwarded.

Sybil attack: A single node presents itself with multiple identities which are
either stolen ones or fabricated ones. When a Sybil attack has been carried on
routing, it makes multiple routes to go through a single compromised node effec-
tively delaying or dropping packets en-route.

HELLO flood: Many routing protocols assume that the HELLO messages come
only from a neighbouring node. A malicious node with a high powered transmitter
may fool many nodes as it is within their neighbourhood effectively announcing a
false shorter route to the base station. All the nodes receiving this HELLO message
would try to forward the packets to this malicious node though it is outside their range.

Acknowledgement spoofing: Some routing algorithms require the transmission
of acknowledgement messages for proper operation. A malicious node eavesdrop-
ping on the conversation of other nodes may spoof their acknowledgement packets.
This disseminate wrong information about nodes.

6.2 Secure Routing Protocols

In order to overcome the threats and attacks on routing, many researchers have
proposed secure routing protocols that can withstand these attacks. Many of these
protocols make use of cryptographic primitives and authentication mechanisms to
minimize the effects of attacks, while others make use of trust between nodes
identify the malicious or compromised nodes.

In Duan et al. [49] have proposed a lightweight and secure routing scheme. This
scheme makes use of trust computed between nodes to identify the best path to the
destination. The routing algorithm and the operation of the scheme is as follows:
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Step 1: When the node v0 wants to send a packet to v11, which is not its neighbour,
it sends a trust request packet to its neighbours. A trust request is a 6-ary
tuple and is denoted by TR ¼ sid; tid ; tðpÞth; ts; s; hl, where sid ; tid ; tðpÞth;
ts; s and hl are source and destination node ids, threshold of path trust,
timestamp, sequence number and hop limit of trust request packet
respectively.

Step 2: A neighbouring node receiving this request will check, if the destination
node v11 is in its neighbour list. if yes, it replies to the request with the
trust value of the destination hop, else it broadcasts the requests to all its
neighbours. All the neighbours who initiated the process would process
this request.

Step3: This process continues until the request reaches a node in whose
neighbour list the destination is found. Then the reverse process initiated
through the selected path (through which the request came) with the trust
value of path until the original requester node v0.

Step 4: The originator evaluates the paths received, if more than one is received
and selects the path with the highest trust.

Step 5: v0 forwards the data packet through the selected path.

The routing algorithm and operation of the scheme are shown in Figs. 3 and 4
respectively.

The lightweight secure routing scheme may not be as secure as it has been
claimed to be and come under many attacks when there are malicious nodes in the
networks. The best path selected purely depends on the trust scores transmitted by
intermediate nodes. This can be exploited by the adversary to mislead the requester
to select non optimal paths, worse sometimes towards sinkholes. If the malicious
nodes collude, the effect would be worse.

Ambient Trust Sensor Routing (ATSR) proposed by Zahariadis et al. [51] follows
the geographical approach. The main criteria of the next hop selection in this
mechanism is the geographical coordinates along with the remaining energy and trust
value of the node. The combination of the multiple input parameters make the
protocol more rugged and help lengthen the life of the network by not exploiting the
best (having highest score) node as it might drain their battery very soon. The trust
computation process takes many criteria including packet forwarding efficiency,
network layer acknowledgements, message integrity, node authentication, confi-
dentiality, reputation response and reputation validation as inputs making it a very
comprehensive process and less vulnerable to attacks by an intruder that provides
false information. The energy computation mechanism is the weakest link in the
process. Since the remaining energy is expressed as a percentage of original energy, if
all the nodes are not of the same capacity, this information may mislead the nodes to
select a node with lower level of absolute energy when better nodes with large energy
levels are present in the network.

Secure routing mechanism proposed in [34] uses only the cluster heads to for-
ward the encrypted data towards the base station. The routing protocol is divided
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into two categories; one for sending data from a sensor node to the base station and
the one for sending information from the base station to the sensor nodes.

The algorithm for sending data from a sensor node to the base station is as follows:

Step 1: Request the cluster key Kc from cluster leader.
Step 2: Use Kc and its own key Kn to compute the encryption key Kcn.
Step 3: Encrypt the data with Kcn and append its node ID and current time stamp

TS and forward the packet to the cluster head.
Step 4: The cluster head upon receiving the encrypted data packet, appends its

ID and forwards it to the base station, if directly connected, otherwise
forwards it to another cluster head.

Fig. 3 Lightweight secure routing algorithm

Security Implementations in Smart Sensor Networks 213



Figure 5 shows the node algorithm in detail.
When the base station wants to broadcast any data to sensor nodes, it just

encrypts the data packet with sensor key Ks and forwards it to the directly con-
nected cluster heads.

In this scheme, the cluster heads are assumed to be non-compromisable, this may
not be 100 % correct. When a cluster head is compromised, the entire security of the
system may fail.

Intrusion-tolerant routing mechanism in wireless sensor networks (INSENS)
proposed in [52] builds routing tables in each node bypassing the malicious nodes
in the network. Control information pertaining to routing is authenticated by the
base station for the purpose of preventing injection of false routing data. The base
station computes and disseminates the routing tables to all the nodes helping the
nodes saving their energy. Redundant multi-path routing enables the nodes to
overcome the sinkhole and wormhole attacks carried out by malicious nodes.

Fig. 4 Operation of lightweight and secure routing scheme
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The route discovery mechanism of INSENS is as follows:

Step 1: Base station sends a request message to all nodes through multi-hop
forwarding.

Step 2: Nodes receiving the request message, records the identity of the sender
and forwards it to their neighbours for the first time (repeated flooding
not allowed).

Step 3: Nodes respond with their local topology by sending feedback messages.
Step 4: Base station calculates forwarding tables for all nodes with two inde-

pendent paths for each node and disseminates them.

Fig. 5 Node routing algorithm [34]
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In this communication, the integrity of all the messages including requests and
feedbacks are protected using encryption by a shared key mechanism. In this
protocol, when a malicious node does not forward the message, it can reach the
destination through another path. Hence the effect of the sinkhole attack is min-
imised, if not eliminated. The malicious nodes may also send spurious messages to
drain the battery power in the downstream nodes.

Trust routing for location aware sensor networks (TRANS) proposed in [53] is a
location aware routing protocol. TRANS makes use of a loose-time synchronization
asymmetric cryptographic scheme to ensure message confidentiality. The operation
of the protocol is as follows:

Step 1: The base station broadcasts an encrypted message to all its neighbours.
Step 2: Neighbours receiving this message, decrypt it add their locations encrypt

and forwards it to its neighbours closer to the destination.

The security of this protocol is ensured by encryption. Only the trusted nodes can
decrypt the messages as only they possess the shared key. The destination node
authenticate the received message using the message authentication code added by
the base station.

The acknowledgements and replies from the sensor nodes to the base station just
traverse the reverse path through which the message arrived.

The secure route discovery protocol proposed in [54] guarantees correct topol-
ogy discovery in an ad hoc sensor networks. This protocol ensures security of
messages through message authentication code and accumulation of node identities
along the route traversed by the message. Each node in the network discovers every
other node using the node identities appended to the messages finally discovering
the entire network topology. The verification of the message authentication protocol
at both source and destination ensures the integrity of the messages.

The ant colony-based routing protocol proposed in [55] consists of four distinct
stages in setting up a secure route to destination. In stage 1, clusters are formed based
on their geographical regions. Within each region a node N and a parameter L are
chosen randomly where L indicates the level of neighbours in the cluster. Using
limited HELLO floods, the neighbour list exchange process starts from node N to
L levels. In stage 2, cluster heads are chosen. Within each cluster formed, three nodes
H1,H2 andH3 are chosen randomly and their resource levels are computed. The node
with the highest resource level is selected as the cluster head. In stage 3, the routing
process starts. The node with data to be sent forwards its message to the cluster head.
Then the cluster head sends HELLO messages along with pheromone request to its
neighbouring cluster heads. The entire neighbour cluster heads reply to the request
with their current pheromone values. This process is repeated until a optimum path is
found to the destination. The elimination of malicious nodes in this protocol is
achieved through conformity checks carried out at the end of cluster formations.
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7 Future Directions in Smart Sensor Network Security

Though extensive work has been carried out in various aspects of wireless sensor
networks security, there are still many open problems that need to be addressed.
This section takes a brief look at the some of the open areas.

Currently security in wireless sensor network research is carried out in a frag-
mented manner each group concentrating on specific problems and aspects. It is
necessary to have a more unified approach towards various aspects of the security in
wireless sensor networks. Hence it is necessary to produce a uniform application
independent security framework for wireless sensor networks.

Generally the implementation and enhancement of security affects the other
aspects of sensor networks such as user friendliness and quality of service. This
would normally affect the usefulness and usability of these networks. It is necessary
to have security implementations that have minimal impacts on other aspects of
wireless sensor networks.

hough some research has already been carried out and obtained some promising
results on the use of public key cryptography in wireless sensor networks, it is still an
open area. The code size, processing time and power consumption are still high for
the deployment of them widely. Hence an active look into this area would be a
worthwhile effort. The specific areas that can be looked at include code optimization,
energy efficient computation, and optimization of private key operations.

Wireless sensor nodes are deployed in an open area that is not only harsh but
also hostile. Hence the sensor nodes face several threats from natural as well as
manmade sources. Hence the security of the sensor nodes must be increased. The
improvement of sensor node security requires a multi-pronged approach including
physical, logical and technological aspects.

In wireless sensor network secure routing arena, the following areas need further
investigations.

– Energy optimized routing protocols: In any network, though routing is an
essential requirement, the operation of routing protocols is an overhead. Hence
the overhead incurred in the operation of routing protocols must be reduced as
much as possible.

– Faster convergence: The scale of operation of wireless sensor networks is large
with thousands of nodes. Also the topology is also dynamic compared to con-
ventional networks. Under these circumstances, the routing table would also
constantly undergo rapid changes. Thus routing protocols with faster conver-
gence times is an immediate requirement.

– The routing protocols and information face attacks by various threats and these
would increase in the future with the popularity of wireless sensor networks.
Hence it is necessary to have more secure routing protocols that are robust and
resilient in the face of increased attacks in the future.
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8 Conclusions

Sensor nodes have become more intelligent in recent times due to the developments
in many fields including VLSI design, computing and communication. With the
increased intelligence incorporated into the sensor nodes, the application areas
where these nodes can be used has also increased. Along with the increased pop-
ularity and deployments of wireless sensor networks, the threats and attacks on
these networks have also become a major issue demanding immediate attention to
them. Several research groups are working on enhancing the security of these
networks and proposed many mechanisms, techniques and algorithms. This chapter
took an in depth look at the security implementations in wireless smart sensor
networks from three specific angles; namely sensor node security, data security and
routing security. Though tremendous work has already been done in the area of
wireless sensor network security, still there is a lot room for future work in this area.
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