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Preface

Intelligence has always been a fascinating dimension that is ‘simple to understand
but complex to achieve’. For understanding intelligence various pathways are
designed and defined along the progress of research. However, engineering intel-
ligence into machines for communication, cooperation and coordination is always
challenging. In this context, artificial intelligence can be defined as “a way through
which machine can be made to understand environment, logically reason the
information and learn for acting better”. Though the principle of intelligence is clear
and convincing, achieving total intelligence is yet a dream come true. Over the
years, many domains are developed for specialization and nourishment. Though
this area has spread its roots through various specializations in addressing intelli-
gence, it always suffers from limitations on selective applicability.

It is observed that technological advancements are much more effective when
they are addressing day-to-day environments. The dynamic nature of these envi-
ronments sets the challenges to technologies for their feasibility, stability and
adaptability. The motivation for this book is to demonstrate the success of ambient
intelligence in providing solutions for daily needs of humanity in ways possible.
This book addresses implications of ambient intelligence in areas of domestic
living, elderly care, robotics, communication, philosophy and so on.

Ambient intelligence, an amalgamation of need, convenience, behaviour, tech-
nology and intelligence is applied with greater significance over all sorts of living.
Ambient intelligence is also an attempt to incorporate so-called “Hi-Tech” infras-
tructure into day-to-day life with an aim to improve quality and standard of living.
The objective of this edited volume is to justify and enrich the philosophy that
ambient intelligence is a boon to humanity with conceptual, philosophical,
methodical and applicative understanding. The book also aims to schematically
demonstrate developments in the direction of augmented sensors, embedded sys-
tems and behavioural intelligence towards Ambient Intelligent Networks or Smart
Living Technology. The book contains chapters in the field of Ambient Intelligent
Networks, which received highly recommended feedback during the review
process. This book contains research work, with in-depth state of the art from
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augmented sensors, embedded technology and artificial intelligence along with
cutting-edge research and development of technologies and applications of
Ambient Intelligent Networks. For readers of relevant research communities and
individuals, this book is intended to introduce ideas, methods, technologies of the
future development of humanity, Science and Technology.

Kiran Kumar Ravulakollu
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A Neurocognitive Robot Assistant
for Robust Event Detection

German I. Parisi and Stefan Wermter

Abstract Falls represent a major problem in the public health care domain,
especially among the elderly population. Therefore, there is a motivation to provide
technological solutions for assisted living in home environments. We introduce a
neurocognitive robot assistant that monitors a person in a household environment.
In contrast to the use of a static-view sensor, a mobile humanoid robot will keep the
moving person in view and track his/her position and body motion characteristics.
A learning neural system is responsible for processing the visual information from a
depth sensor and denoising the live video stream to reliably detect fall events in real
time. Whenever a fall event occurs, the humanoid will approach the person and ask
whether assistance is required. The robot will then take an image of the fallen
person that can be sent to the person’s caregiver for further human evaluation and
agile intervention. In this paper, we present a number of experiments with a mobile
robot in a home-like environment along with an evaluation of our fall detection
framework. The experimental results show the promising contribution of our sys-
tem to assistive robotics for fall detection of the elderly at home.

1 Introduction

Falls represent a major concern in the public health care domain, especially among
the elderly population. According to the World Health Organization, fall-related
injuries are common among older persons and represent the leading cause of pain,
disability, loss of independence and premature death [1]. Although fall events do
not necessarily cause a fatal injury, fallen people may be unable to get up without
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assistance, thereby resulting in “long lie” complications such as hypothermia,
dehydration, bronchopneumonia, and pressure sores [2]. Moreover, fear of falling
has been associated with a decreased quality of life, avoidance of activities, and
mood disorders such as depression (among fallers and non-fallers) [3].

As a response to increasing life expectancy, plenty of research has been done to
provide technological solutions for supporting living at home and smart environ-
ments for assisted living. The motivation of assistive fall systems is the ability to
promptly report a fall event and by this enhancing the person’s safety perception
and avoiding the loss of confidence due to functional disabilities. Recent systems
for elderly care aim mostly to detect hazardous events such as falls and allow the
monitoring of physiological measurements (e.g. heart rate, breath rate) with the use
of wearable sensors to detect and report emergency situations in real time [4, 5].
Vision-based fall detection is currently the predominant approach due to the con-
stant development of computer vision techniques that yield increasingly promising
results in both experimental and real-world scenarios. Additionally, in the last half
decade the advent of low-cost depth-sensing devices such as the Microsoft Kinect
[6] and ASUS Xtion Live [7] has led to a great number of vision-based applications
using depth information instead of, or in combination with, color information. In
this setting, the use of machine learning and neural network approaches has been
shown to be an appropriate methodology to achieve knowledge generalization of a
set of training activities for the classification of unseen situations [8], and the
detection of abnormal behaviors such as fall events in domestic environments [9].

Contrary to fixed sensors, mobile assistive robots may be designed to process the
sensed information and undertake actions that benefit people with disabilities and
seniors in a residential context. There exists an increasing number of ongoing
research projects using assistive robotics in smart environments to provide tools for
self-care, independence at home, and telematic diagnosis. Moreover, advanced
robotic technologies may encompass socially-aware assistive solutions for inter-
active robot companions, able to support basic daily tasks of independent living and
enhance user experience through human-robot interaction (e.g. dialogues and vocal
commands). Recent studies support the idea that the use of socially assistive robots
leads to positive effects on the senior’s well-being in domestic environments [10].
On the other hand, the use of robotic technologies brings a vast set of challenges
and technical concerns.

In this work, we introduce a humanoid robot assistant that monitors a person in a
household environment and reports abnormal user behavior such as a fall event.
The underlying motivation is that the robot keeps the person in the scene while
he/she performs daily activities, thereby anonymously tracking the user’s position,
body posture, and motion characteristics. The processed visual information is fed
into the neural system which is responsible for triggering alarms in case a fall is
detected. Whenever a fall event occurs, the humanoid will approach the user and
ask whether assistance is required. The robot will then take a picture of the scene
that can be sent to the user’s caregiver or relatives for telematic evaluation.

This chapter is organized as follows. In Sect. 2, we provide an overview on the
state of the art in fall detection, in particular vision-based approaches using depth
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sensors and assistive robotics. In Sect. 3, we introduce our learning-based neural
framework for detecting abnormal events. We show experiments in a home-like
environment and an evaluation of the system for a person falling down or crawling.
In Sect. 4, we present an assistive humanoid robot for detecting fall events in a
domestic scenario. We first depict an overview of our system and then go into detail
about the software, hardware, and the communication interface. We conclude in
Sect. 5 with a discussion on open issues in fall detection, trends and challenges for
assistive robots, and future work directions for aging at home systems.

2 Trends in Fall Detection

Broadly speaking, a fall detection system can be defined as an assistive service with
the main goal to promptly report a fall event. From a technical perspective, this
service represents a pervasively challenging task in real-world scenarios in terms of
reliability and robustness, since it raises a vast set of issues and technological
concerns. As reported by an extensive number of works in the literature, fall
detection systems may be designed, implemented, and evaluated on the basis of a
manifold of approaches using different types of sensing devices and methodologies
to process the sensed information.

The purpose of this section is to provide a concise overview of the state of the art
in fall detection technologies with a particular focus on vision-based approaches,
the developing use of low-cost depth sensing devices for 3D tracking, and emerging
technologies in assistive robotics for aging at home and telematic caregiving.

2.1 Fall Detection Systems

There seems to exist an agreed taxonomy in the literature that classifies fall
detection systems into two main categories according to the type of sensor used to
monitor the user: wearable-based and ambient-based approaches [11, 12].

Wearable-based approaches relate to the use of small electronic devices that can
be worn by the user, for instance, on top of clothing or as accessories. The most
extensively used wearable devices consist of accelerometers and gyroscopes
attached to the body that measure the user’s location and motion. There is a vast
number of applications that use these measurements to evaluate the user’s gait and
balance, and assess the risk of a fall event [13–16]. In the last years, this trend has
seen a significant boost due to the availability of low-cost sensors embedded in
smartphones [17–20]. On the other hand, ambient-based approaches relate to the
use of sensing devices deployed in the environment, thereby not requiring the user
to wear any sensor. Fall detection systems of this kind, also referred to as
non-intrusive and context-aware, may encompass a wide spectrum of sensor types
such as cameras, microphones, pressure and floor sensors [21, 22].
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We focus on the use of cameras for vision-based fall detection with increasingly
promising results in both experimental and real-world scenarios. Lee and Mihailidis
[23] presented a vision-based method with a ceiling camera for monitoring falls at
home. The authors considered falls as lying down in a stretched or tucked position.
The system accuracy was evaluated with a pilot study using 21 subjects consisting
of 126 simulated falls. Personalized thresholds for fall detection were based on the
height of the subjects. The system detected fall events with 77 % accuracy and had
a false alarm rate of 5 %. Miaou et al. [24] presented a customized fall detection
system using an omni-camera for capturing 360° scene images. Falls were detected
based on the change of the ratio of people’s height and width. Two scenarios were
used for the detection: with and without considering user health history, for which
the system showed 81 and 70 % accuracy respectively. Rougier et al. [25] presented
a method for fall detection by analysing human shape deformation in video
sequences. Falls were detected from normal activities using a Gaussian mixture
model with 98 % accuracy. The overall system performance increased when taking
into account the lack of significant body motion after the detected fall event. Liu
et al. [26] detected falls considering privacy issues, thereby processing only human
silhouettes without featural properties such as the face. A k-nearest neighbor
(kNN) algorithm was used to classify the postures using the ratio and difference of a
body silhouette bounding box. Recognized postures were divided into three cate-
gories: standing, temporary transitional, and lying down. Experiments with 15
subjects showed a detection accuracy of 84.44 % on fall and lying down events.

In a multi-camera scenario, Cucchiara et al. [27] presented a vision system with
multiple cameras for tracking people in different rooms and detecting falls based on
a hidden Markov model (HMM). People tracking was based on geometrical and
color constraints and then sent to the HMM-based posture classifier. Four main
postures were considered: walking, sitting, crawling, and lying down. When a fall
was detected, the system triggered an alarm via SMS to a clinician’s PDA with a
link to live low-bandwidth video streaming. Experiments showed that occlusions
had a strong negative impact on the system’s performance. Hazelhoff et al. [28]
detected falls using two fixed perpendicular cameras. The foreground region was
extracted from both cameras and the principal components (PCA) for each object
were computed to determine the direction of the main axis of the body and the ratio
of the variances. Using these features, a Gaussian multi-frame classifier was used to
recognize falls. In order to increase robustness and mitigate false positives, the
position of the head was taken into account. The system was evaluated also for
partially occluded people. Experiments showed real-time performance with an 85 %
overall detection rate.

In contrast to the use of color cameras, Diraco et al. [29] addressed the detection
of falls and the recognition of several postures with 3D information. The system
used a fixed time-of-flight camera that provided robust measurements under dif-
ferent illumination settings. Moving regions with respect to the floor plane were
detected applying a Bayesian segmentation to the 3D point cloud. Posture recog-
nition was carried out using the 3D body centroid distance from the floor plane and
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the estimated body orientation. The system yielded promising results on synthetic
data with threshold-based clustering for different centroid’s height thresholds.

An enduring bottleneck for vision-based approaches is the segmentation of
human shape from acquired 2D image sequences, which is often constrained in
terms of computational effort and robustness to illumination changes. Recent
research work has indicated a trend towards fall detection systems using 3D sensing
devices for more accurate and efficient estimations of human motion and body
posture.

2.2 3D Human Tracking

In the last half decade, the emergence of low-cost depth sensing devices such as the
Microsoft Kinect [6] and ASUS Xtion Live [7] has led to a great number of
vision-based applications using depth information instead of, or in combination
with, color information. This prominent sensor technology provides depth mea-
surements used to obtain reliable estimations of 3D human motion in cluttered
environments, including a set of body joints in real-world coordinates and their
orientations. As shown by a broad number of recent applications for human action
recognition, this sensor trend represents a significant contribution to overcome a set
of limitations related to traditional 2D sensors (e.g. RGB cameras), thereby
increasing robustness under varying illumination conditions and reducing compu-
tational effort for motion segmentation and body pose estimation. Depth sensors
have the additional advantage of avoiding privacy issues regarding the identity of
the monitored person, since color information is not required at any stage. An
extensive review of the depth sensor Kinect and its application to diverse research
fields, e.g. action recognition and navigation, was presented by Han et al. [30].

A combination of computational efficiency, robustness to light changes in indoor
environments, and lower cost factors have made fall detection systems using depth
information increasingly popular in the research community. Rougier et al. [31]
used 3D information from a depth sensor to estimate a person’s centroid height and
velocity relative to the ground plane. Thresholds on ground distance and velocity
computed from training data were used to detect fall events also with occluded
persons (e.g. fallen down behind a sofa). The system was evaluated on simulated
falls and normal activities (e.g. walking, sitting down, crouching) with an overall
success rate of 98.7 %. Planinc and Kampel [32] used depth information to compute
a body axis that described the overall orientation of a person. Thresholds for
similarity to the ground and the height were used to distinguish falls from other
daily activities. The system was evaluated on a dataset of 72 video sequences
containing 40 falls with accuracy of 95 % after eliminating tracking errors. In this
approach, occlusions were not considered. Mastorakis and Makris [33] presented a
depth-based fall detection system taking into account body velocity and inactivity
periods. The velocity was measured on the basis of the contraction or expansion of
a 3D bounding box built around the person’s body. The detection algorithm was

A Neurocognitive Robot Assistant for Robust Event Detection 5



designed as a Boolean decision tree for distinguishing falls from other actions.
Good results were obtained from different sensor perspectives (frontal, side) on a
customized dataset.

Approaches using depth information in combination with machine learning and
neural networks have shown to provide promising results. Zhang et al. [34] pre-
sented a depth-based system to recognize different types of falls, i.e. fall from a
standing position and fall from a chair. Body features such as structure similarity
and height were extracted from a kinematic model and fed to a hierarchical Support
Vector Machine (SVM) classifier. Promising results for detecting falls from other
three daily actions (i.e. standing, sitting on a chair or on the floor) were obtained on
a dataset of 200 video sequences with different light conditions. Parisi and Wermter
[9] presented a neural network approach to detect abnormal behaviors such as
falling, fainting, and crawling while monitoring domestic daily actions.
A self-organizing neural architecture was trained on a set of domestic actions (e.g.
walking, sitting, picking up objects) from body features such as velocity and ori-
entation. The system detected abnormal behavioral patterns not shown during the
training phase in two different tracking scenarios with fixed and mobile depth
sensors. Best results were obtained by automatically detecting and removing
tracking errors.

In contrast to most of the approaches using the depth sensor positioned parallel to
the horizontal surface, Gasparrini et al. [35] detected falls using a ceiling sensor.
A segmentation algorithm was used to extract blobs in the scene and track human
silhouettes on the basis of several anthropometric relations. Falls were detected for a
tracked person under a threshold-based distance to the floor. Experiments showed
promising results also for scenarios with more persons present in the top-view scene.

While the number of advantages introduced by low-cost depth sensors is sig-
nificant in terms of body motion and posture estimation, these approaches lead to
issues that may prevent them from operating in real-world environments. For
instance, their operation range (distance covered by the sensor) is quite limited
(between 0.8 and 5 m), as well as their field of view (see Table 1 for details),
thereby requiring a mobile or multi-sensor scenario to monitor an extensive area of
interest.

Table 1 ASUS Xtion Live sensor specifications [7]

Depth image size VGA (640 × 480): 30 fps, QVGA (320 × 240): 60 fps

Field of view 58 H, 45 V, 70 D (horizontal, vertical, diagonal)

Distance of use 0.8–3.5 m

Dimensions 18 × 3.5 × 5 cm

Power consumption Below 2.5 W

Interface USB 2.0/3.0

Weight 227 g
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2.3 Assistive Robotics

Mobile robots have been characterized by a constant development for “aging at
home” scenarios. In contrast to fixed sensors, mobile assistive robots may be
designed to process the sensed information and undertake actions that benefit
people with disabilities and seniors in a residential context. In fact, the mobility of
robots represents a big benefit for non-invasive monitoring of users, thereby better
addressing fixed sensors’ limited field of view, blind spots, and occlusions.

There has been an increasing number of ongoing research projects using
assistive robotics in smart environments to provide tools for self-care, independence
at home, and telematic diagnosis. Advanced robotic technologies may encompass
socially-aware assistive solutions for interactive robot companions able to support
basic daily tasks of independent living and enhance user experience through flexible
human-robot interaction (e.g. dialogues, vocal commands). A number of experi-
mental studies support the idea that the use of socially assistive robots implies
positive effects on the seniors’ well-being in domestic environments [10]. Examples
of recent and current interdisciplinary research projects using interactive mobile
robots for aging in place include: Cogniron (Cognitive Robot Companion) [36],
LIREC: Living with robots and interactive companions [37], Hermes: Cognitive
Care and Guidance for Active Ageing [38], KSERA (Knowledgable SErvice
Robots for Aging) [39], GiraffPlus [40], ROBOT-ERA [41], and Accompany
(ACceptable robotics COMPanions for AgeiNg Years) [42]. Despite different
functional perspectives concerning elderly care and user needs (e.g. rehabilitation
[39], robot companions [42]), there is a strong affinity regarding the intrinsic
challenges and issues needed to operate these systems in real-world scenarios. In
fact, the use of mobile robots may be generally combined with ambient sensors
embedded in the environment (e.g. cameras, microphones) to enhance the agent’s
perception and increase robustness under real-world conditions. On the other hand,
complementary research efforts have been conducted on the deployment of
stand-alone mobile robot platforms able to sense and navigate the environment by
relying exclusively on onboard sensors.

Specifically for fall detection, promising experimental results have been obtained
by combining mobile robots and 3D information from depth sensors. This approach
overcomes limitations in the operation range of sensors while preserving reduced
computational power for real-time characteristics. Mundher and Zhong [43] pro-
posed a mobile robot with a Kinect sensor for fall detection based on floor-plane
estimation. The robot tracks and follows the user in an indoor environment, and can
trigger an alarm in case of a detected fall event. The system recognizes two gestures
to start and stop a distance-based user-following procedure, and three voice com-
mands to enable/disable fall detection, and call for help. The robot is provided with a
mobile phone to send notifications via SMS or emergency call if the user does not
recover from a fall within five seconds. Volkhardt et al. [44] presented a mobile
robot to detect fallen persons, i.e. a user already lying on the floor. The system
segments objects from the ground plane and layers them to address partial
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occlusions. A classifier trained on positive and negative examples is used to detect
object layers as a fallen human. Experiments reveal that the overall accuracy of the
system is strongly dependent on the type of extracted features and the classifier.

Additional challenges conveyed by the use of mobile robots for detecting fall
events regard the tolerance of noise in a moving sensor scenario [9], the robust
tracking of occluded persons [45], and effective navigation strategies for following
and finding people in domestic environments [46].

3 Learning-based Abnormal Event Detection

Despite extensive research efforts promoted by advanced computer vision tech-
niques and recent low-cost sensor trends, the question remains open on how to
better process extracted body features for effectively extrapolating the complex
dynamics of actions and fall events exhibiting noise tolerance and robustness in
real-world scenarios. Indeed, the vast majority of the presented algorithms rely on
domain-specific thresholds to distinguish falls from other activities, often being
unable to operate under real-world conditions. On the other hand, learning-based
paradigms such as machine learning and neural networks represent prominent tools
to achieve knowledge generalization in a set of training activities for the subsequent
classification of unseen situations [8, 9, 47]. In this setting, a possible approach for
fall detection consists in learning a set of normal actions from training data and
subsequently detecting events that do not conform to the expected behavior.

In this section, we present our work on abnormal event detection based on
unsupervised neural network learning. The system consists of a hierarchical neural
architecture that learns a set of normal actions, e.g. walking, sitting, and picking up
objects, captured by a depth sensor. After the training phase, the system will report
novel behavioral patterns, e.g., fall event, as abnormal actions and trigger an alarm.
To contrast tracking errors and sensor noise, the neural architecture is also
responsible for automatically removing noisy samples from the extracted body
features. We report a number of experiments in a home-like environment that show
our system can detect fall events with high accuracy in real time.

3.1 Feature Extraction

The first stage of our system consists of the extraction of body action features from
3D motion information captured by a depth sensor. We estimate the position of a
moving target based on a model of the human skeleton. In previous work [9], we
used this skeleton-based representation to compute body centroids that describe
actor-independent posture and motion features. Two centroids were estimated as the
centers of mass that follow the distribution of the main body masses on each
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posture. This technique extrapolates significant motion characteristics while
maintaining a low-dimensional feature space and increasing tracking robustness for
situations of partial occlusions. We then extended our model to describe more
accurately articulated actions by considering three body centroids [47]: C1 for upper
body with respect to the shoulders and the torso; C2 for middle body with respect to
the torso and the hips; and C3 for lower body with respect to the hips and the knees.
Each centroid is represented as a point sequence of real-world coordinates
C ¼ ðx; y; zÞ. We compute upper and lower orientations hu and hl given by the slope
angles of the segments C1C2 and C2C3 respectively. As shown in Fig. 1, hu and hl

describe the overall body posture as the overall orientation of the torso and the legs,
allowing to capture significant posture configurations of actions such as walking,
sitting, picking up and lying down on the floor.

To estimate body motion, we compute the pixel difference Di ¼ ðdx; dy; dzÞ
between two consecutive frames of the upper centroid C1 in the x; y; z direction. The
upper centroid was selected based on the consideration that the torso orientation is
the most characteristic reference during the execution of a full-body action [48]. We
then estimate body velocity with respect to the sensor as

Si ¼ dx

s
;
dy

s
;
dz

s

� �
; ð1Þ

where s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðdxÞ2 þðdyÞ2 þðdzÞ2

q
.

We encode Si as horizontal and vertical speed with respect to the image plane,

respectively expressed as hi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sxið Þ2 þ Szið Þ2

q
and vi ¼ Syi . The former refers to the

target moving on the width and depth axis, i.e. closer, further, right, and left. The
latter represents the speed with respect to height, e.g. negative if the target is
moving down.

Walking Jogging Sitting Pick up object  Lying on the floor

(a) (b) (c) (d) (e)

Fig. 1 Full-body representation for pose-motion extraction [47]. We estimate three centroids C1

(green), C2 (yellow) and C3 (blue) for upper, middle and lower body respectively. We compute the
segment slopes (hu and hl) to describe the posture with the overall orientation of the upper and
lower body
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For each processed frame i, we obtain the following pose-motion vector:

Fi ¼ hui ; h
l
i; hi; vi

� �
: ð2Þ

This representation describes spatio-temporal properties of actions in terms of
length-invariant, sequential vectors, particularly suitable for serving as input for
neural network architectures.

3.2 Learning Framework

Unsupervised neural network learning has shown to be a prominent approach for
the detection of abnormal events [49], also referred to as anomaly detection [50].
We propose a hybrid neural-statistical framework to approximate the normal
behavior with trained self-organizing map (SOM) networks and subsequently detect
behavioral patterns that do not conform to the expected learned behavior with an
abnormality test.

The SOM is a competitive neural network introduced by Kohonen [51] that has
shown to be a compelling approach for clustering motion expressed in terms of
multi-dimensional flow vectors [52–55]. The proposed learning framework consists
of three SOM networks. A first network U0 is trained to detect outlier values from
the extracted pose-motion vectors caused by tracking errors and sensor noise. After
this initial learning phase, the pose-motion vectors are processed again to perform a
threshold-based test and remove outliers from the training set. The denoised
training set is then fed to a hierarchical SOM-based architecture composed of two
networks, U1 and U2, for clustering the subspace of normal actions taking into
account spatio-temporal relationships of action sequences. A flow chart of this
learning stage is illustrated by Fig. 2.

At detection time, extracted vectors will be denoised and processed through the
hierarchy of trained SOM networks. New observations that deviate from the learned

t

Hierarchical learning

SOM network

Outlier detection

Φ Φ

Φ

0 1

2

Fig. 2 Flow chart of our SOM-based learning stage. A first network U0 is trained to detect and
remove outliers from extracted pose-motion vectors. Preprocessed vectors are fed to a hierarchy of
networks (U1 and U2) to cluster spatio-temporal relationships of action sequences
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behavior, i.e. below an abnormality threshold, will be reported as abnormal. The
detection of noise and abnormal behavior is based on the same abnormality test
using two different automatically computed thresholds.

3.2.1 Training Algorithm

The traditional SOM is unsupervised and allows to obtain a low-dimensional dis-
cretized representation from high-dimensional input spaces. It consists of a layer
with competitive neurons connected to adjacent units by a neighborhood relation.
The network learns by iteratively reading each training vector and organizes the
units so that they describe the domain space of input observations. Each unit j is
associated with a d-dimensional model vector mj ¼ ½mj;1;mj;2; . . .;mj;d�. For each
input vector xi ¼ ðx1; . . .; xnÞ presented to the network, the best matching unit
(BMU) b for xi is selected by the smallest Euclidean distance as

bðxiÞ ¼ argmin
j

kxi � mjk: ð3Þ

For an input vector xi, the quantization error qi is defined as the distance of xi
from the BMU bðxiÞ.

We consider two-dimensional networks with units arranged on a hexagonal
lattice in the Euclidean space. Each competitive network is trained with a batch
variant of the SOM algorithm. This iterative algorithm presents the whole data set
to the network before any adjustments are made. The updating is done by replacing
the model vector mj with a weighted average over the samples:

mjðtþ 1Þ ¼
Pn

i¼1 hj;bðiÞðtÞxiPn
i¼1 hj;bðiÞðtÞ

; ð4Þ

where b is the best matching unit (Eq. 3), n is the number of sample vectors, and
hj;bðiÞ is a Gaussian neighborhood function:

hb;iðxÞ ¼ exp
� rb � rik k2

2r2ðtÞ

 !
; ð5Þ

where rb is the location of b on the map grid and rðtÞ is the neighborhood radius at
time t.

At the second learning stage step, a hierarchical SOM-based approach is used to
learn spatio-temporal properties of action sequences from denoised training sam-
ples. We first train the network U1 with pose-motion vectors (Eq. 2) from the
denoised training set. After this training phase, chains of activated best matching
units (Eq. 3) for ordered training sequences produce time varying trajectories on the
network map. We empirically define a BMU trajectory for a training vector xi as
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si ¼ ðbðxi�2Þ; bðxi�1Þ; bðxiÞÞ: ð6Þ

We denote the set of all activation trajectories X as TðXÞ. This step produces a
time-selective mapping with action segments from 3 consecutive vectors.

3.2.2 Tracking Errors

An outlier can be seen as an observation that does not follow the pattern suggested
by the majority of the observations belonging to the same data cloud [53]. From a
geometrical perspective, outliers are to be found detached from the dominating
distribution of the subspace of normal actions.

In our approach, we differentiate between outliers introduced by tracking errors
and outliers caused by tracked abnormal events. For this purpose, we assume that
the behavior of a moving target must be consistent over time. Therefore, we con-
sider highly inconsistent changes in body posture and speed to be caused by
tracking errors rather than actual tracked motion. As shown by our experiments, the
presence of tracking errors in the training set may negatively affect the SOM-based
clustering of pose-motion features. Figure 3 illustrates these effects after the
learning phase. A first SOM was trained with the full set of extracted motion
vectors, for which outliers in the data decreased the unfolding of the projected
feature map (Fig. 3a). These noisy samples were detected by our algorithm and
removed from the training set. As seen from the second SOM trained with the
denoised training set (Fig. 3b), the absence of outliers allowed a more representative
clustering of the motion vectors for the subspace of normal actions.

While we use the same algorithm to detect outliers, two different abnormality
thresholds are automatically computed that take into account the different

0 2 4 6
−7

−6

−5

−4

−3

−2

−1

0

1

2

−1 −0.5 0 0.5 1
−1.5

−1

−0.5

0

0.5

1

(a) (b)

−1 −0.5 0 0.5 1 1.5 2

−3

−2

−1

0

1

2

3

Fig. 3 Effects of outliers in the clustering of training data [9]. a The first SOM was trained with
the full set of extracted motion vectors. The presence of highly noisy observations in the training
set decreased the unfolding of the projected feature map. b This second SOM was trained after
removing outliers from the training set, resulting in a more representative clustering of the
observations from tracked motion
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characteristics of tracking noise and abnormal pose-motion vectors. Using this first
trained SOM network as reference, also tracking errors in the test set are detected
and removed.

3.2.3 Abnormality Detection Algorithm

The goal of the detection algorithm is to test if the most recent observation is
abnormal or not. For this purpose, the degree of abnormality for every test
observation is expressed with the estimation of a P-value. If the P-value is smaller
than a given threshold, then the observation is considered to be abnormal and
reported as such.

For a given training set X and a new test observation xnþ 1 presented to the
network U, the algorithm is summarized as follows [56]:

0. Compute the set of quantization errors Q ¼ ðq1; q2; . . .; qnÞ.
1. Compute qðnþ 1Þ with respect to U.
2. Define B as the number of quantization errors ðq1; . . .; qnÞ greater than qðnþ 1Þ.
3. Define the abnormality P-value as Pðnþ 1Þ ¼ B=n.

As an extension of the algorithm proposed in [56], abnormality thresholds are
automatically computed for the trained networks U0 and U2. The choice of con-
venient threshold values that take into account the characteristics of the distribu-
tions can have a significant impact on the successful rates for abnormality detection.
From a neural network perspective, the threshold values will consider the distri-
bution of the quantization errors from each trained SOM. Based on related research
[9], we empirically define two different thresholds, TO for outlier detection and TA
for abnormality detection:

TO ¼ b
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Qo þ rðQoÞþmaxðQoÞþminðQoÞ

q
; ð7Þ

TA ¼ c
Qþ rðQÞ

maxðQÞþminðQÞ
� �

; ð8Þ

where Q0 and Q denote the quantization error sets for U0 and U2 respectively, Q
denotes the mean value operator, rðQÞ denotes the standard deviation, and b ¼ 0:5,
c ¼ 0:1. In the case of U0, observations with P-values under the abnormality
threshold TO are considered as outlier values and therefore removed from the
training set. For U2, if Pðnþ 1Þ is smaller than TA, the test observation xnþ 1 is
considered abnormal.
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3.3 Experimental Results

For the acquisition of training data, we monitored a home-like environment with an
ASUS Xtion Live sensor installed on a platform 1.30 m above the ground and
positioned parallel to the horizontal surface. Depth maps were acquired with a VGA
resolution of 640 × 480 and the depth operation range was set from 0.8 to 4 m. The
main technical characteristics of the Xtion live sensor are listed in Table 1 [7].
Video sequences were sampled at a constant frame rate of 30 Hz. To reduce sensor
noise, we sampled the median value of the last 3 estimated points. Body centroids
were estimated from depth map sequences based on the tracking skeleton model
provided by the publicly available OpenNI/NITE framework.1

For the training phase and the system evaluation, we used video sequences from
our data set with full-body actions performed by 13 different participants of the
study with a normal physical condition [47]. To avoid biased execution, the par-
ticipants had not been explained how to perform the actions. Training video
sequences consisted of domestic actions such as walking, sitting down, standing up,
and bending to pick up objects; abnormal actions consisted in falling down and
crawling. We did not take into account those cases in which the user has already
fallen on the ground since the tracking framework built on top of OpenNI would
fail to provide a reliable recognition of the user and therefore, the extraction of body
features would be highly compromised.

At detection time, new extracted vectors were processed to remove outliers. For
the last three denoised vectors, a new test trajectory siþ 1 was obtained from U1 and
then fed to U2 to compute the abnormality test kðsiþ 1Þ. We took the last 3
abnormality test results and returned as abnormality output the result of the sta-
tistical mode:

Moðkðsiþ 1Þ; kðsiþ 2Þ; kðsiþ 3ÞÞ: ð9Þ

A new output was therefore returned every 9 samples, which corresponds to
approximately less than 1 s of captured motion. As shown by our experiments, this
approach led to increased detection accuracy.

We evaluated the detection algorithm on abnormal actions using standard
measurements defined by Van Rijsbergen [57]:

Recall ¼ TP
TPþ FN

; ð10Þ

Precision ¼ TP
TPþ FP

; ð11Þ

1OpenNI/NITE: http://www.openni.org/software.

14 G.I. Parisi and S. Wermter

http://www.openni.org/software


F-score ¼ 2 � Recall � Precision
Recallþ Precision

; ð12Þ

True negative rate ¼ TN
TNþ FP

; ð13Þ

Accuracy ¼ TPþTN
TPþTNþ FPþ FN

: ð14Þ

A true positive (TP) was obtained when an abnormal event was detected
between the first and the last frame where the abnormal action took place. True
negatives (TN) refer to normal actions not detected as abnormal. False positives
(FP) and false negatives (FN) refer respectively to normal actions reported as
abnormal and abnormal behaviors not reported by the system.

The system evaluation is shown in Table 2. Our system detected abnormal fall
and crawling events with 96 % accuracy. The removal of noise from the training
and test set was of significant importance for reducing detection errors in presence
of partial occlusions and tracking errors introduced by the mobile sensor, with an
improvement in accuracy of 6.96 %. On the other hand, the accuracy of our system
would be negatively influenced by: (1) highly-occluded users, leading to tracking
errors and compromised feature extraction; and (2) the presence of actions sharing
similar body features subject to classification ambiguity, i.e. detecting lying down
as a fall, leading to a greater number of false positives.

4 Neurocognitive Robot Assistant

We now present a robot assistant that monitors a person in a household environ-
ment and reports abnormal user behavior such as a fall event. The underlying idea is
that the robot will track a person in the scene while they perform daily activities,
thereby tracking the user’s position, body posture and speed. The information
processed by the tracking framework is fed into the neural system which is
responsible for triggering alarms of abnormal events. Whenever an abnormal
action, e.g., a fall, is detected, the humanoid will approach the user and ask whether
assistance is required. The robot will then take a picture of the scene that can be sent
to the user’s caregiver for telematic evaluation and agile intervention.

Table 2 Evaluation of our
abnormality detection
algorithm on a data set of 13
participants

Raw (%) Denoised (%) Improvement (%)

Recall 88 95 7.02

Precision 90 97 7.02

F-score 89 96 7.02

TN rate 90 97 6.90

Accuracy 89 96 6.96

Best results in bold
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In this section, we first depict an overview of our system and its components. We
then go into detail about the software, hardware, and the communication interface,
and finally present the experimental set-up for fall detection in a home-like
environment.

4.1 System Overview

Our fall detection system consists of a humanoid robot Nao extended with a depth
sensor, a tracking framework to keep the user in the scene, and a learning-based
system to process the visual information and detect abnormal user
behaviors (Fig. 4). All these components communicate over a middleware layer
based on Robot Operating System (ROS) that supports different hardware elements
and programming languages.

Fig. 4 Abnormal event detection from video sequences. The system can successfully detect
abnormal actions and report them (red body). a Fall event, b fall event with partially occluded
person, and c crawling sequence
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Robot Nao (shown in Fig. 5) is a middle-size mobile humanoid robot developed
by Aldebaran Robotics.2 Since the beginning of the Nao project in 2004, the
humanoid underwent a significant number of enhancements, thereby becoming the
standard robot platform for a number of research institutions and robot competitions
(e.g. RoboCup3). Nao includes an embedded multimedia system with microphones,
speakers and two cameras. The main technical characteristics of Nao Next Gen are
listed in Table 3. We extended the robot Nao with an ASUS Xtion depth sensor
installed on top of the head (Fig. 5). The Xtion sensor was chosen over the Kinect
because of its reduced power consumption and weight. A set of experiments with
the extended Nao showed that wearing the sensor does not affect the overall sta-
bility of the humanoid while standing or walking. In contrast to the use of a fixed
sensor, Nao will pan its head to seamlessly keep the moving person in the scene. In
case of a fall event detection, a color picture of the scene will be taken using Nao’s
camera.

Fig. 5 Humanoid Nao
extended with ASUS Xtion
Live sensor on the head [9].
This approach allows to use
Nao’s actuators and sensed
depth information to actively
track a moving person in the
environment

Table 3 Nao next gen
specifications

Height 58 cm

Weight 4.3 kg

Autonomy 60–90 min (active/normal use)

Degrees of freedom 21–25

CPU Intel Atom @ 1.6 GHz

Compatible OS Linux, Windows, Mac OS

Vision 2 × HD cameras (1280 × 960)

Connectivity Ethernet, Wi-Fi

2Aldebaran Robotics: http://www.aldebaran-robotics.com/.
3RoboCup Project: http://www.robocup.org/.
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4.2 Tracking with a Mobile Sensor

Depth sensors such as Microsoft Kinect and ASUS Xtion Live Pro are characterized
by a reduced field of view (58 horizontal, 45 vertical, 70 diagonal), and therefore
limiting their use in expansive environments. The idea of active tracking consists of
seamlessly keeping the person in the scene, thereby moving the sensor when the
person is approaching an area outside the field of view (FOV).

We use Nao’s head to move the sensor and increase the horizontal FOV from
58° to 138° (Fig. 6). As a strategy for active tracking, we define a bounding box in
which the target can act without the sensor being moved (Fig. 7a). We consider the
upper-body centroid as the reference of the person’s position. When the centroid
lies outside the threshold, the tracking application will compute the needed oper-
ations to keep the person within the bounding box (Fig. 7b). Nao will then smoothly
pan its head by 10° in the required direction, for a maximum pan angle of 40° in
each direction (Fig. 6).

The body tracking application is built on top of simple-openni [58], which wraps
the OpenNI–NITE framework for user identification, calibration and estimation of
skeletal joints. We use this library with Processing IDE4 with the purpose to enable
a simplified access to some functionalities provided by the OpenNI such as skeleton
tracking and scene analysis.

All system modules for active tracking communicate over Robot Operating
System (ROS), a software framework for robot software development with

4 m

58°

138°

40°40°

Fig. 6 Nao with Xtion sensor: extended horizontal field of view from 58° to 138° with a
maximum head pan angle of 40° in each direction

4Processing IDE: http://processing.org/.
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operating system-like functionality on a heterogeneous computer cluster [59]. It
provides hardware abstraction, device drivers, libraries, visualizers,
message-passing between processes and package management. A diagram of the
overall architecture for active tracking is illustrated in Fig. 8. To interface our
system modules, we use a ROS-based communication network implemented with
publisher-subscriber nodes. We implement publisher nodes to continually broad-
cast a message over the network using a message-adapted class. The subscriber
node will receive the messages on a given topic via a master node, which keeps a
registry of publishers and subscribers. This specific architecture represents a robust
interface to connect different applications, e.g. written in different programming
languages, over a common network of communication. The tracking framework

Fig. 7 Threshold-based active tracking strategy. When the upper-body centroid lies outside the
threshold, the tracking application will compute the needed operations to keep the person within
the bounding box (red lines)

OpenNI Interface

NITE Computer 
Vision Engine

Sensor data 
acquisition

Simple-OpenNI

Processing IDE

Person tracking framework

JSON API

ROSbridge 
Server

ROS Publisher

ROS Subscriber

NAO actuators

ROS
Processing

NAOqi

Fig. 8 A diagram of the communication network for interfacing the tracking framework with
Nao’s actuators over ROS

A Neurocognitive Robot Assistant for Robust Event Detection 19



communicates to ROS over Rosbridge5 and a modified version of ROSProcessing,6

extended to publish ROS topics. Rosbridge provides a JSON API7 to ROS func-
tionality for non-ROS programs. The rosbridge_suite package is a collection of
packages that implement the rosbridge protocol and provides a WebSocket trans-
port layer. We program Nao to move its head according to the tracking application
via NAOqi framework,8 which allows homogeneous communication between dif-
ferent Nao modules (motion, audio, video), and ROS integration.

4.3 Fall Detection Scenario

To test our system, we run the experiments in a home-like environment with a
person performing daily activities, such as walking around the room, bending to
collect objects, and sitting down to read (Fig. 9). The Nao was initially positioned
on one side of the room to monitor the scene and connected to the system using
wireless communication. The depth sensor was connected to a laptop (i5-3320 M

Fig. 9 Person monitoring in a home-like environment. The Nao will seamlessly track the person
while performing daily activities

5ROSbridge_suite: http://wiki.ros.org/rosbridge_suite.
6ROSProcessing: https://github.com/pronobis/ROSProcessing.
7JSON API: http://jsonapi.org/.
8NAOqi framework: https://community.aldebaran-robotics.com/doc/1-14/dev/naoqi/index.html.
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2.6 GHz Processor and 4 GB of RAM) running all system modules under Ubuntu
desktop 12.049 and ROS Groovy.10 Whenever the person approaches the edge of
the field of view of the sensor, Nao will pan its head to keep him/her in the scene.
When a fall event is detected by the neural framework, the system will trigger an
alarm. As shown in Fig. 10, the humanoid will approach the person by using the last
tracked position before the fall and ask whether assistance is required. The color
camera will be used to take a picture of the fallen person that can be sent to a
relative or to the person’s caregiver for further human assessment.

5 Discussion

The robust detection of falls in home environments represents a paramount com-
ponent for assistive systems aiming to enhance the person’s safety perception and
avoid the loss of confidence due to, for instance, functional disabilities. In this
context, vision-based fall detection has been shown to be a predominant approach
due to the substantial advances in computer vision techniques and reduced cost
factors with respect to wearable sensors. In this setting, the visual recognition of
human actions is a key issue introducing a vast set of challenges for traditional 2D
cameras. The use of low-cost depth sensors capable of performing 3D human
motion segmentation and body posture estimation has led to promising results in
experimental scenarios. However, despite the latest sensor trends, the question
remains open on how to better process extracted body features for effectively
extrapolating the complex dynamics of actions and fall events, exhibiting noise

Fig. 10 Fall detection scenario: In case a fall event is detected by the system, the Nao will
approach the fallen person (a) and take a picture of the scene (b)

9Ubuntu Desktop: http://www.ubuntu.com/desktop.
10ROS Groovy Galapagos: http://wiki.ros.org/groovy.
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tolerance and robustness in real-world scenarios. Learning-based paradigms such as
machine learning and neural networks have been shown to be a promising
methodology for achieving knowledge generalization of a set of training activities
and the subsequent classification of unseen situations [8, 9, 47].

In Sect. 3, we presented research on abnormal event detection based on unsu-
pervised neural network learning. Our system consists of a hierarchical neural
architecture that can learn a set of normal actions, e.g. walking, sitting, and lying
down, captured by a depth sensor. After the training phase, the system will report
novel behavioral patterns, e.g. fall events, as abnormal actions and trigger an alarm.
The combination of a depth sensor with our neural network approach allows to
tailor the robust detection of fall events independently from the background sur-
roundings and changing light conditions. In addition, to contrast sensor noise and
tracking errors, the neural architecture is also responsible for automatically
removing noisy samples from the extracted body features during the training and
test stage. Experiments run in a home-like environment showed that our system can
detect fall events with high accuracy in real time (as shown in Table 2).

Contrary to the use of fixed ambient sensors, mobile assistive robots can
undertake actions that benefit people with disabilities and seniors in a residential
context. As supported by recent studies, socially-aware assistive solutions can
provide positive effects on the senior’s well-being in domestic environments [10],
for instance, by supporting basic daily tasks of independent living and enhancing
the user’s experience through flexible human-robot interaction. On the other hand,
this technology introduces new technical challenges and issues.

In Sect. 4, we introduced a humanoid robot to assist a person in a household
environment and report abnormal user behavior such as fall events. The underlying
motivation is to use a mobile robot to track the user’s position, body posture, and
motion characteristics when the user is performing daily activities. The processed
visual information from the mobile depth sensor is fed into our neural system for
abnormality detection. The removal of noise is of significant importance for
reducing detection errors in presence of partial occlusions and tracking errors
introduced by the mobile sensor, with an improvement in detection accuracy of
6.96 %. In case a fall event is detected, the humanoid will approach the user and
then take a picture of the scene that can be sent to the user’s caregiver for telematic
evaluation and agile intervention. For our experiments, we did not consider those
cases in which the user has already fallen on the ground when the robot starts to
monitor the scene. This is due to the fact that a fallen person would not be detected
by the tracking framework built on top of OpenNI that works better with moving
users for user calibration and pose estimation. Therefore, the reliable detection and
segmentation of a fallen user are open issues to be addressed, e.g. by using com-
plementary RGB information to recognize a body on the ground [60].

The obtained results motivate future work in several directions. For instance, the
ability of the robot to navigate in the environment for following the person through
different rooms and finding a better angle of view to avoid body occlusions. At the
current state of the system, the depth sensor must be wired to an external, fixed
processing unit to perform the tracking, thereby limiting the mobility of the
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humanoid. To achieve better mobility, the sensor could be wired to an onboard
processing unit and then transmit the depth information via WiFi for further pro-
cessing to be carried out in the cloud. Moreover, video files could be adopted
instead of a single picture to better support telematic human evaluation, e.g. sending
a video with the last five seconds of the user’s activity before the fall event. In fact,
the role of human assessment is of crucial importance to determine the seriousness
of the detected event and to undertake effective intervention.

To cope with the dynamic nature of real-world scenarios, a learning artificial
system may not only be robust to unseen situations, but also adaptive. In fact, in
addition to detecting short-term behavior such as fall events and domestic daily
actions (e.g. walking, drinking, lying down), it may be of particular interest to
monitor and learn the user’s behavior over longer periods of time [5]. In this setting,
it would be desirable to collect sensory data to, e.g., perform medium- and
long-term gait assessment of the person, which can be an important indicator for a
variety of health problems, e.g. physical diseases and neurological disorders such as
Parkinson’s disease [61]. To enhance the user’s experience, assistive robots may be
given the capability to adapt over time to better interact with the monitored user.
This would include, for instance, a more natural human-robot communication
including the recognition of hand gestures and full-body actions, speech recogni-
tion, and a set of reactive behaviors based on the user’s habits. In this context,
interdisciplinary research that takes into account the vast set of technical, social, and
ethical issues regarding robots for assisted living is fundamental to provide feasible
and reliable solutions in the near future.

Acknowledgements The authors would like to thank Erik Strahl for his invaluable technical
contribution and help. The authors gratefully acknowledge funding by the DAAD German
Academic Exchange Service (Kz:A/13/94748)—Cognitive Assistive Systems Project, by the DFG
German Research Foundation (grant #1247)—International Research Training Group CINACS
(Cross-modal Interaction in Natural and Artificial Cognitive Systems), and the DFG under project
CML (TRR169).

References

1. World Health Organization: Global Report on Falls Prevention in Older Age. http://www.who.
int/ageing/publications/Falls_prevention7March.pdf

2. Tinetti, M.E., Liu, W.L., Claus, E.B.: Predictors and prognosis of inability to get up after falls
among elderly persons. J. Am. Med. Assoc. 269(1), 65–70 (1993)

3. Scheffer, A.C., Schuurmans, M.J., van Dijk, N., van der Hooft, T., de Rooij, S.E.: Fear of
falling: measurement strategy, prevalence, risk factors and consequences among older persons.
Age Ageing 37(1), 19–24 (2008)

4. Kaluza, B., Cvetkovic, B., Dovgan, E., Gjoreski, H., Gams, M., Lustrek, M.: A multi-agent
care system to support independent living. Int. J. Artif. Intell. Tools 23(1), 1–20 (2013)

5. Vettier, B., Garbay, C.: Abductive agents for human activity monitoring. Int. J. Artif. Intell.
Tools 23 (2014)

6. Microsoft Kinect for Windows: http://www.microsoft.com/en-us/kinectforwindows/. Cited 10
Sept 2014

A Neurocognitive Robot Assistant for Robust Event Detection 23

http://www.who.int/ageing/publications/Falls_prevention7March.pdf
http://www.who.int/ageing/publications/Falls_prevention7March.pdf
http://www.microsoft.com/en-us/kinectforwindows/


7. ASUS Xtion PRO LIVE sensor: http://www.asus.com/Commercial_3D_Sensor/Xtion_PRO_
LIVE. Cited 10 Sept 2014

8. Jiang, Z., Lin, Z., Davis, L.S.: Recognizing human actions by learning and matching
shape-motion prototype trees. IEEE Trans. Pattern Anal. Mach. Intell. 31(3), 533–547 (2012)

9. Parisi, G. I., Wermter, S.: Hierarchical som-based detection of novel behavior for 3D human
tracking. In: Proceedings of the IEEE International Joint Conference on Neural Networks
(IJCNN), pp. 1380–1387, Dallas, Texas, USA (2013)

10. Kachouie, R., Sedighadeli, S., Khosla, R., Chu, M.-T.: Socially assistive robots in elderly care:
a mixed-method systematic literature review. Int. J. Hum. Comput. Interact. 30(5), 369–393
(2014)

11. Igual, R., Medrano, C., Plaza, I.: Challenges, issues and trends in fall detection systems.
BioMed. Eng. OnLine 12–66 (2013)

12. Mubashir, M., Shao, L., Seed, L.: A survey on fall detection: principles and approaches.
Neurocomputing 100, 144–152 (2013)

13. Bourke, A.K., de Ven, V., Gamble, M., O’Connor, R., Murphy, K., Bogan, E., McQuade, E.,
Finucane, P., OLaighin, G., Nelson, J.: Assessment of waist-worn tri-axial accelerometer
based fall-detection algorithms using continuous unsupervised activities. In: Proceedings of
the Annual International Conference of the IEEE Engineering in Medicine and Biology
Society, pp. 2782–2785. Institute of Electrical and Electronics Engineers, Buenos Aires (2010)

14. Lai, C.F., Chang, S.Y., Chao, H.C., Huang, Y.M.: Detection of cognitive injured body region
using multiple triaxial accelerometers for elderly falling. IEEE Sens. J. 11, 763–770 (2011)

15. Kerdegari, H., Samsudin, K., Ramli, A.R., Mokaram, S.: Evaluation of fall detection
classification approaches. In: Proceedings of the 4th International Conference on Intelligent
and Advanced Systems, pp. 131–136. Institute of Electrical and Electronics Engineers, Kuala
Lumpur (2012)

16. Cheng, J., Chen, X., Shen, M.: A framework for daily activity monitoring and fall detection
based on surface electromyography and accelerometer signals. IEEE J. Biomed. Health Inf. 17
(1), 38–45 (2013)

17. Albert, M.V., Kording, K., Herrmann, M., Jayaraman, A.: Fall classification by machine
learning using mobile phones. PLoS ONE 7, e36556 (2012)

18. Lee, R.Y.W., Carlisle, A.J.: Detection of falls using accelerometers and mobile phone
technology. Age Ageing 0, 1–7 (2011)

19. Fang, S.H., Liang, Y.C., Chiu, K.M.: Developing a mobile phone-based fall detection system
on android platform. In: Proceedings of the Conference on Computing, Communications and
Applications, pp. 143–146, Hong Kong (2012)

20. Abbate, S., Avvenuti, M., Bonatesta, F., Cola, G., Corsini, P., Vecchio, A.: A
smartphone-based fall detection system. Pervasive Mob. Comput. 8, 883–899 (2012)

21. Patsadu, O., Nukoolkit, C., Watanapa, B.: Survey of smart technologies for fall motion
detection: techniques, algorithms and tools. In: Papasratorn, B., et al. (eds.) IAIT 2012, CCIS
344, pp. 137–147. Springer, Heidelberg (2012)

22. Botia, J.A., Villa, A., Palma, J.: Ambient assisted living system for in-home monitoring of
healthy independent elders. Expert Syst. Appl. 39, 8136–8148 (2012)

23. Lee, T., Mihailidis, A.: An intelligent emergency response system: preliminary development
and testing of automated fall detection. J. Telemed. Telecare 11, 194–198 (2005)

24. Miaou, S.G., Sung, P.H., Huang, C.Y.: A customized human fall detection system using
omni-camera images and personal information. In: Proceedings of the 1st Distributed
Diagnosis and Home Healthcare Conference, pp. 39–42. Institute of Electrical and Electronics
Engineers, Arlington (2006)

25. Rougier, C., Meunier, J., St-Arnaud, A., Rousseau, J.: Robust video surveillance for fall
detection based on human shape deformation. IEEE Trans. Circuits Syst. Video Technol. 21,
611–622 (2011)

26. Liu, C.L., Lee, C.H., Lin, P.M.: A fall detection system using k-nearest neighbor classifier.
Expert Syst. Appl. 37, 7174–7181 (2010)

24 G.I. Parisi and S. Wermter

http://www.asus.com/Commercial_3D_Sensor/Xtion_PRO_LIVE
http://www.asus.com/Commercial_3D_Sensor/Xtion_PRO_LIVE


27. Cucchiara, R., Prati, A., Vezzani, R.: A multi-camera vision system for fall detection and
alarm generation. Expert Syst. 24, 334–345 (2007)

28. Hazelhoff, L., Han, J., de With, P.H.N.: Video-based fall detection in the home using principal
component analysis. In: Bland-Talon, J., Bourennane, S., Philips, W., Popescu, D.,
Scheunders, P. (eds.) Proceedings of the 10th International Conference on Advanced
Concepts for Intelligent Vision Systems, pp. 298–309. Springer, Juan-les-Pins (2008)

29. Diraco, G., Leone, A., Siciliano, P.: An active vision system for fall detection and posture
recognition in elderly healthcare. In: Conference and Exhibition: Design, Automation and Test
in Europe, pp. 1536–1541. European Design and Automation Association, Dresden (2010)

30. Han, J., Shao, L., Xu, D., Shotton, J.: Enhanced computer vision with microsoft kinect sensor:
a review. IEEE Trans. cybern. 43(5), 1318–1334 (2013)

31. Rougier, C., Auvinet, E., Rousseau, J., Mignotte, M., Meunier, J.: Fall detection from depth
map video sequences. In: Abdulrazak, B., et al. (eds.) ICOST 2011. LNCS 6719, pp. 121–128
(2011)

32. Planinc, R., Kampel, M.: Introducing the use of depth data for fall detection. In: Personal
Ubiquitous Computing, vol. 17, pp. 1063–1072. Springer, Heidelberg (2012)

33. Mastorakis, G., Makris, D.: Fall detection system using Kinects infrared sensor. J. Real-Time
Image Process (2012) (Springer)

34. Zhang, C., Tian, Y., Capezuti, E.: Privacy preserving automatic fall detection for elderly using
RGBD cameras. In: Miesenberger, K., Karshmer, A., Penaz, P., Zagler, W. (eds.) Proceedings
of the 13th International Conference on Computers Helping People with Special Needs,
pp. 625–633. Springer, Linz (2012)

35. Gasparrini, S., Cippitelli, E., Spinsante, S., Gambi, E.: A depth-based fall detection system
using a kinect sensor. Sensors 14, 2756–2775 (2014)

36. Cogniron: Cognitive Robot Companion. http://www.cogniron.org. Cited 15 Jan 2015
37. LIREC: Living with Robots and Interactive Companions. http://lirec.eu/. Cited 15 Jan 2015
38. Hermes: Cognitive Care and Guidance for Active Ageing. http://www.fp7-hermes.eu. Cited 15

Jan 2015
39. KSERA: Knowledgable SErvice Robots for Aging. http://ksera.ieis.tue.nl. Cited 15 Jan 2015
40. GiraffPlus: http://www.giraffplus.eu. Cited 15 Jan 2015
41. ROBOT-ERA: Implementation and integration of advanced robotic systems and intelligent

Environments in real scenarios for the ageing population. http://www.robot-era.eu. Cited 15
Jan 2015

42. Amirabdollahian, F., Bedaf, S., Bormann, R., Draper, H., Evers, V., Gallego Perez, J.,
Gelderblom, G.J., et al.: Assistive technology design and development for acceptable robotics
companions for ageing years. Paladyn J. Behav. Robot. 4(2), 1–9 (2013)

43. Mundher, Z.A., Zhong, J.: A real-time fall detection system in elderly care using mobile robot
and kinect sensor. Int. J. Mater. Mech. Manuf. 2(2), 133–138 (2014)

44. Volkhardt, M., Schneemann, F., Gross, H.-M.: Fallen person detection for mobile robots using
3D depth data. In: Proceedings of IEEE International Conference on Systems, Man, and
Cybernetics (IEEE-SMC), pp. 3573–3578, Manchester, GB (2013)

45. Martinson, E.: Detecting occluded people for robotic guidance. In: IEEE International
Symposium on Robot and Human Interactive Communication (RO-MAN), pp. 744–749,
Edinburgh, Scotland, UK (2014)

46. Volkhardt, M., Gross, H.-M.: Finding people in home environments with a mobile robot. In:
European Conference on Mobile Robots (ECMR), pp. 282–287, Barcelona, Spain (2013)

47. Parisi, G.I., Weber, C., Wermter, S.: Human action recognition with hierarchical growing
neural gas. In: Wermter, S., et al. (eds.) Proceedings of the International Conference on
Artificial Neural Networks (ICANN), pp. 89–96, Hamburg, Germany (2014)

48. Papadopoulos, G.Th., Axenopoulos, A., Daras, P.: Real-time skeleton-tracking-based human
action recognition using kinect data. In: Gurrin, C., et al. (eds.) MultiMedia Modeling. LNCS,
vol. 8325, pp. 473–483, Springer International Publishing (2014)

49. Hu, W., Tan, T., Wang, L., Maybank, S.: A survey on visual surveillance of object motion and
behaviors. IEEE Trans. Syst. Man Cybern. 34(3), 334–352 (2004)

A Neurocognitive Robot Assistant for Robust Event Detection 25

http://www.cogniron.org
http://lirec.eu/
http://www.fp7-hermes.eu
http://ksera.ieis.tue.nl
http://www.giraffplus.eu
http://www.robot-era.eu


50. Chandola, V., Banerjee, A., Kumar, V.: Anomaly detection: a survey. ACM Comput. Surveill.
15 (2009)

51. Kohonen, T.: Self-organizing map, 2nd edn. Springer, Heidelberg (1995)
52. Hu, W., Xie, D., Tan, T.: A hierarchical self-organizing approach for learning the patterns of

motion trajectories. IEEE Trans. Neural Netw. 15(1), 135–144 (2004)
53. Nag, A.K., Mitra, A., Mitra, S.: Multiple outlier detection in multivariate data using

self-organizing maps title. Comput. Stat. 2(2), 245–264 (2005)
54. Parisi, G.I., Barros, P., Wermter, S.: FINGeR: framework for interactive neural-based gesture

recognition. In: Proceedings of the European Symposium on Artificial Neural Networks,
Computational Intelligence and Machine Learning (ESANN), pp. 443–447, Bruges, Belgium
(2014)

55. Parisi, G.I., Jirak, D., Wermter, S.: HandSOM: neural clustering of hand motion for gesture
recognition in real time. In: Proceedings of the IEEE International Symposium on Robot and
Human Interactive Communication (RO-MAN), pp. 981–986, Edinburgh, Scotland, UK
(2014)

56. Hoglund, A.J., Hatonen, K., Sorvari, A.S.: A computer host-based user anomaly detection
system using self-organizing maps. In: IEEE-INNS-ENNS International Joint Conference on
Neural Networks, vol. 5, pp. 411–416 (2000)

57. Van Rijsbergen, C.J.: Information retrieval, 2nd edn. Information Retrieval,
Butterworth-Heinemann, London (1979)

58. simple-openni—OpenNI library for Processing: https://code.google.com/p/simple-openni/.
Cited 15 Jan 2015

59. The Robot Operating System (ROS): http://www.ros.org/. Cited 15 Jan 2015
60. Wang, S., Zabir, S., Leibe, B.: Lying pose recognition for elderly fall detection. In: Conference

on Robotics: Science and Systems VII, pp. 44–50, Los Angeles, CA, USA (2011)
61. Aerts, M.B., Esselink, R.A.J., Post, B., van de Warrenburg, B.P.C., Bloem, B.R.: Improving

the diagnostic accuracy in parkinsonism: a three-pronged approach. Pract. Neurol. 12(2), 77–
87 (2012)

26 G.I. Parisi and S. Wermter

https://code.google.com/p/simple-openni/
http://www.ros.org/


Authors Biography

German I. Parisi received his Bachelor’s and Master’s degree in
Computer Science from the University of Milano-Bicocca, Italy.
Since 2013, he is a research associate in the Knowledge
Technology Group at the University of Hamburg, Germany,
where he is part of the research project CASY (Cognitive
Assistive Systems) and the international Ph.D. research training
group CINACS (Cross-Modal Interaction in Natural and
Artificial Cognitive Systems).
His main research interests include neurocognitive systems for

human-robot assistance, computational models of the visual
cortex, and bio-inspired action and gesture recognition.

Stefan Wermter received the Diploma from the University of
Dortmund, the M.Sc. from the University of Massachusetts, and
the Ph.D. and Habilitation from the University of Hamburg, all in
Computer Science. He has been a visiting research scientist at the
International Computer Science Institute in Berkeley before
leading the Chair in Intelligent Systems at the University of
Sunderland, UK. Currently Stefan Wermter is Full Professor in
Computer Science at the University of Hamburg and Director of
the Knowledge Technology institute.
His main research interests are in the fields of neural networks,

hybrid systems, cognitive neuroscience, bio-inspired computing,
cognitive robotics and natural language processing. In 2014 he
was general chair for the International Conference on Artificial
Neural Networks (ICANN). He is also on the current board of the
European Neural Network Society, associate editor of the jour-

nals “Transactions on Neural Networks and Learning Systems”, “Connection Science”,
“International Journal for Hybrid Intelligent Systems” and “Knowledge and Information Systems”
and he is on the editorial board of the journals “Cognitive Systems Research” and “Journal of
Computational Intelligence”.

A Neurocognitive Robot Assistant for Robust Event Detection 27



Smart Robot Control via Novel
Computational Intelligence Methods
for Ambient Assisted Living

Bo Xing

Abstract In recent years, we have witnessed a rapid surge in ambient assisted
living (AAL) technologies due to a rapidly aging society. The aging population, the
increasing cost of formal health care, the caregiver burden, and the importance that
the individuals place on living independently, all motivate development of
innovative-assisted living technologies for safe and independent aging. Among all
areas, the development of assistive robots with potential application to health and
elderly care is drawing a lot attention from both industry and academia. Several
such prototypes (e.g., wearable assisted-walking device designed by Honda, and
personal transport assistance robot designed by Toyota) have been made. These
robots are inevitably supported by various algorithms and computational tech-
niques. In this work, we provide an overview of applying emerging CI (i.e.,
non-conventional CI) approaches to various smart robot control scenarios which,
from the author’s viewpoint, have a great influence on various ambient assisted
living (AAL) robot related activities, such as location identification, manipulation,
communication, vision, learning, and docking capabilities. The innovative CI
methods covered in this chapter include bacteria foraging optimization (BFO), bees
algorithm (BA), glowworm swarm optimization (GSO), grey wolf optimizer
(GWO), electromagnetism-like mechanism (EM), intelligent water drops (IWD),
and gravitational search algorithm (GSA). The findings of this work can provide a
good source for someone who is interested in the research filed of AAL robot.
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1 Introduction

Technology and automation have made a great number of labour-saving robots
become possible. For example, numerous monotonous and dangerous tasks such as
sheet metal painting and oil pipelines cleaning used to be completed by humans
have been substituted by robots. More recently, the implementation of ambient
assisted living (AAL) robots that are capable of assisting human beings, in par-
ticular in the scenario of offering assistance to the disabled and the elderly, has
become more and more popular (e.g., MOVAID system [1, 2]). However, there are
times that these automated devices poorly perform, especially in the situation of
when they really needs to interact with another human being [3]. At present, dif-
ferent computational intelligence (CI) approaches such as neural networks [4],
reinforcement learning [5–7], and fuzzy logic [8] are helping us to enable a higher
level of robot intelligence. Nevertheless, in spite of these algorithms’ tremendous
success, none of them performs predominant over the rest. To overcome this issue,
researchers come up two solutions: one is to use the hybridized version of these
algorithms in which the strengths of each algorithm is enhanced while the weak-
nesses are largely compensated or eliminated (e.g., [9–14]); the other one is to
develop new intelligent algorithms which can perform more powerful than their
predecessors. Although the first trend is currently well-documented, the second
trend is being less mentioned in the literature. The focus of this study is thus placed
on the latter trend that is, exploring the novel CI methods and pinpointing their
applications in the field of robot control with a particular emphasis, if possible, on
AAL robot relevant studies.

With this in mind, the remainder of this chapter is organized as follows: First,
Sect. 2 briefly introduces the relevant terms used in this study; Second, the inno-
vative CI algorithms (i.e., biology- and physics-based CI) and their selected
applications in smart robot control are detailed in Sects. 3 and 4, respectively; an
experimental study that implementing an innovative CI algorithm (i.e., grey wolf
optimizer) for the heterogeneous robot swarm control has been described in Sect. 5,
which is followed by future work highlighted in Sect. 6; Finally, Sect. 7 draws the
conclusion of this study.

2 Background

2.1 What Is Ambient Assisted Living (AAL) Robot?

The main purpose of introducing AAL robots is to assist the disabled and elderly
people at home [15–17]. In general, they can be categorized into three categories:
robots assisting with daily living activities (such as feeding and dressing), robots
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assisting with instrumental activities of daily living (such as housekeeping and
preparing food), and robots assisting with enhanced activities of daily living (such
as communication and engaging in hobbies) [16]. Nowadays, a number of assistive
robots are being deployed. For example, “Care-O-bot” [18–20], a robot developed
by Fraunhofer IPA, is able to fetch and carry objects, communicate with older
people, and supply emergency support; “RIBA” [21, 22], a robot developed by
RIKEN-TRI Collaboration Center, can help patient transfer; “uBot5” [23], another
robot from the University of Massachusetts Amherst, is capable of achieving
multiple postures for the purpose assisting elderly in compensating for impaired
upper extremity function; “PerMMA” [24–26], a research outcome from the
Carnegie Mellon University and the University of Pittsburgh, can assist persons
with disabilities; “PaPeRo” [27–29], another case developed by NEC, is used to
communicate; and “Emiew” [30–32] developed by Hitachi, can interact with human
beings; and “Hospi-R” [33, 34], an autonomous delivery robot developed by
Matsushita, can even perform complex service tasks.

2.2 What Is Robot Control?

As we know, designing assistive living robots is a multi-dimensional, interdisci-
plinary challenge, which including design challenges, pervasive computing chal-
lenges, social challenges, safety challenges, etc. Among these challenges, the
control of an autonomous mobile robot is a complex, usually non-linear and partly
unpredictable process. The most distinguished difference, between robots and other
technologies, lies in that robots’ capability to combine automation with action, and
in the meantime a considerable amount of mobility. Static tasks only form part of
their job can-do list, robots can also do lots of dynamic jobs such as exploration,
walking, and lifting. Robots are playing an increasingly important role in both
scientific and our daily life. The ultimate goal of the robot control is thus to let
robots seamless integrated into a human environment, or in other words, to become
more and more humanoid.

2.3 What Is Novel Computational Intelligence?

Computational intelligence (CI) is a fairly new research field, which is still in a
process of evolution. At a more general level, CI comprises a set of computing
systems with the ability to learn and deal with new events/situations, such that the
systems are perceived to have one or more attributes of reason and intelligence [35].
According to their popularity, the CI methods can be roughly classified into two
categories, namely, traditional CI and novel CI. Typically, traditional CI approaches

Smart Robot Control via Novel Computational … 31



include such as simulated annealing, genetic algorithm, particle swarm optimiza-
tion, ant colony optimization, Tabu search, and artificial neural network. In terms of
novel CI approaches [36], this overview covers the following candidates: bacterial
foraging optimization (BFO), bees algorithm (BA), glowworm swarm optimization
(GSO), electromagnetism-like mechanism (EM), and intelligent water drops (IWD).

3 Biology-Based CI

In this section, we detail a group of biology-based algorithms which get their
inspiration from different animals. The representative applications of these algo-
rithms in dealing with various robot control problems are also highlighted.

3.1 Bacteria Foraging Optimization (BFO) Algorithm

Bacterial foraging optimization (BFO) algorithm was originally proposed in
Passino [37] where the foraging strategy of E. Coli bacteria has been simulated.
Typically, the BFO consists of four main mechanisms: chemotaxis, swarming,
reproduction, and elimination-dispersal event. The main steps of BFA are outlined
as below [37]:

• Chemotaxis: The movement of E. coli bacteria can be performed through two
different ways: swimming which means the movement in the same direction,
and tumbling refers the movement in a random direction. The movement of the
ith bacterium after one step is given by Eqs. (1) and (2), respectively [37]:

hi jþ 1; k; lð Þ ¼ hi j; k; lð ÞþCðiÞ/ðjÞ: ð1Þ

hi jþ 1; k; lð Þ[ hi j; k; lð Þ; swimming in which /ðjÞ ¼ /ðj� 1Þ
hi jþ 1; k; lð Þ\hi j; k; lð Þ; tumbling in which /ðjÞ 2 0; 2p½ �

:

(
ð2Þ

where hiðj; k; lÞ denotes the location of ith bacterium at jth chemotactic, kth
reproductive and lth elimination and dispersal step, CðiÞ is the length of unit
walk, and /ðjÞ is the direction angle of the jth step.

• Swarming: Under the stresses circumstances, the bacteria release attractants to
signal bacteria to swarm together, while they also release a repellant to signal
others to be at a minimum distance from it. The cell to cell signalling can be
represented by Eq. (3) [37]:
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� �2 !" #

: ð3Þ

where Jcc h;Pðj; k; lÞð Þ is the objective function value to be added to the actual
objective function, S is the total number of bacteria, P is the number of variables
to be optimized which are present in each bacterium, h ¼ h1; h2; . . .; hP½ �T
denotes a point in the P-dimensional search domain, dattract is the depth of the
attractant released by the cell, xattract is a measure of the width of the attractant
signal, hrepellant is the height of the repellant effect (i.e., hrepellant ¼ dattract), and
xrepellant is the measure of the width of the repellant.

• Reproduction: After Nc chemotaxis steps, the reproduction step should be
performed. The fitness value of the bacteria is stored in an ascending order. The
working principle is the least health bacteria eventually die and the remaining
bacteria (i.e., healthiest bacteria) will be divided into two identical ones and
placed at the same location.

• Dispersion and elimination: For the purpose to avoid local optima, dispersion
and elimination process is performed after a certain number of reproduction
steps. According to a present probability ðpedÞ; a bacterium is chosen to be
dispersed and moved to another position within the environment.

Taking into account the key phases described above, the steps of implementing
BFO can be summarized as follows [37–40]:

• Step 1: Defining the optimization problem, and initializing the optimization
parameters.

• Step 2: Iterative algorithm for optimization. In this step the bacterial population,
chemotaxis loop ðj ¼ jþ 1Þ; reproduction loop ðk ¼ kþ 1Þ; and elimination and
dispersal operations loop ðl ¼ lþ 1Þ are performed.

• Step 3: If j\Nc; go to the chemotaxis process.
• Step 4: Reproduction.
• Step 5: If k\Nre; go to reproduction process.
• Step 6: Elimination-dispersal.
• Step 7: If l\Ned ; then go to elimination-dispersal process; otherwise end.

Smart Robot Control using BFO. Based on the basic BFO, an improved
version was proposed in [41] to deal with robot navigation problem. Two simu-
lation scenarios, namely, (i) fixed obstacle and target; and (ii) randomly moving
obstacles and fixed target, were considered by the authors of [41]. 10 standard
deviation values of path lengths were assigned to each testing scenarios where the
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obtained results are classified into three groups, i.e., best, worst, and average. By
comparison the experiment results, both BFO algorithms (improved and basic
version) outperform the traditional particle swarm optimization algorithm. At the
end of their study, the authors claimed that BFO is very powerful in fulfilling the
robot path navigation task.

3.2 Bees Algorithm (BA)

Inspired by natural foraging behavior of honey bees, the bees algorithm (BA) was
proposed by the authors of [42]. The basic working principles of BA are listed as
follows:

• Step 1: Initializing population with random solutions. At this stage, the BA
requires several parameters to be set such as number of scout bees ðnÞ; number
of sites selected out of n visited sites ðmÞ; number of the best sites out of m
selected sites ðeÞ; number of bees recruited for the best e sites ðnepÞ; number of
bees recruited for the other ðm� eÞ selected sites ðnspÞ; and initial size of
patches ðnghÞ which includes the site, its neighborhood, and the stopping
criterion.

• Step 2: Assessing the fitness of the population.
• Step 3: Forming new population while stopping criterion is not met.
• Step 4: Selecting sites for neighborhood search. The bees with the highest fitness

values are chosen as “selected bees” at Step 4, and accordingly, the sites visited
by them are chosen for neighborhood search.

• Step 5: Recruiting bees for selected sites (more bees for best s sites), and
evaluating the fitness value. In Step 5, the BA conducts search in the neigh-
borhood of the selected sites. More bees will be assigned to search around the
best e sites. The bees can either be selected directed based on the value of fitness
associated with the sites they are visiting, or the fitness values will be used to
determine the probability of the bees being selected. Exploration of the sur-
roundings of the best e sites represents more suitable solutions can be made
available through recruiting more bees to follow them than the other selected
bees. This differential recruitment mechanism, along with scouting strategy, is
the core operation of the BA.

• Step 6: Choosing the fittest bee from each patch. The authors of [42] introduced
a constraint at this stage that is for each patch, only the bees with the highest
fitness value can be selected to from the next bee population. The purpose of
introducing such restriction is to reduce the number of points that are going to be
explored.

• Step 7: Assigning the remaining bees to do random search, and evaluating their
fitness. In the bee population, the remaining bees are assigned randomly around
the search space looking for new possible solution candidates.
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• Step 8: Terminating the loop when stopping criterion is met. All aforementioned
steps will be executed repeatedly until a stooping criterion is met. At the end of
each iteration, the population of bee colony consists of two parts: representatives
from each selected patch, and other scout bees performing random searches.

Smart Robot Control using BA. Mobile robots for public service have always
been a great research interest both for academic and industry. During the past few
years, the study of robot swarm and its related topic has become a hot area. In [43],
the authors utilized BA to study a group of reconfigurable mobile robots which are
designed to provide daily service in hospital environments for different kinds of
tasks such as guidance, cleaning, delivery, and monitoring. The fulfilment of each
job requires an associated functional module that can be installed onto various robot
platforms via a standard connection interface. Since the classic BA focuses mainly
on single-objective functional optimization problems, a variant called binary BA
(BBA for short) was proposed by the authors of [43] to deal with the
multi-objective multi-constraint combinatorial optimization task. In BBA, a bee is
describe as two binary matrixes MR and RH; standing for how to assign the M
tasks to the R robots and the R robots to the H homes, respectively. The size of MR
is M � R in which its R columns represent the R robots, while the M missions is
represented by the M rows.

The authors evaluated the BBA with an example problem (20 missions, 8 robots,
and 4 homes) with a size of 820 � 48 ¼ 276 combinations. At first, 12 stochastic
solutions are obtained by scout bees through global search in which six elite bees
survive after the non-dominated selection. The final experiments demonstrated that
BBA is a suitable candidate tool in treating workload balancing issue among a team
of swarm robots.

3.3 Glowworm Swarm Optimization (GSO) Algorithm

The glowworm swarm optimization (GSO) algorithm was proposed by the authors
of [44]. This algorithm gets its inspiration from the behavior from glowworms and
it shares some common points with other population-based algorithms such as ant
colony optimization and particle swarm optimization. The agents in GSO are a
group of glowworms that carry a luminescent quantity call luciferin. Normally,
GSO starts by randomly placing n glowworms in the search space so that they are
well distributed. Initially, all glowworms carry an equal quantity of luciferin l0.
Typically, each iteration of GSO algorithm consists of three rules, namely,
luciferin-update rule, movement rule, and transition rule. The details are listed as
below.

• Luciferin-update phase: It is the process by which the luciferin quantities are
modified. The quantities value can either increase, as glowworms deposit
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luciferin on the current position, or decrease, due to luciferin decay. The luci-
ferin update rule is given as follows [44]:

liðtþ 1Þ ¼ ð1� qÞ � liðtÞþ c � J � xi � ðtþ 1Þ½ �: ð4Þ

where liðtÞ denotes the luciferin level associated with the glowworm i at time t; q
is the luciferin decay constant ð0\q\1Þ; c is the luciferin enhancement
constant, and JðxiðtÞÞ stands for the value of the objective function at glowworm
i’s location at time t.

• Movement phase: During this phase, glowworm i chooses the next position j to
move to using a bias (i.e., probabilistic decision rule) toward good-quality
individual which has higher luciferin value than its own. In addition, based on
their relative luciferin levels and availability of local information, the swarm of
glowworms can be partitioned into subgroups that converge on multiple optima
of a given multimodal function. The probability of moving toward a neighbour
is given as follows [44]:

pijðtÞ ¼ ljðtÞ � liðtÞP
k2Ni tð Þ lkðtÞ � liðtÞ½ � : ð5Þ

where j 2 Ni tð Þ; NiðtÞ ¼ j : dij tð Þ\ridðtÞ; liðtÞ\ljsðtÞ
� �

is the set of neighbours
of glowworm i at time t; dijðtÞ denotes the Euclidean distance between
glowworms i and j at time t; and ridðtÞ stands for the variable neighbourhood
range associated with glowworm i at time t.
Based on the above equation, the discrete-time model of the glowworm
movements can be stated as follows [44]:

xiðtþ 1Þ ¼ xiðtÞþ s
xjðtÞ � xiðtÞ
xjðtÞ � xiðtÞ
�� ��
" #

: ð6Þ

where xi tð Þ 2 Rm is the location of glowworm i at time t in the m-dimensional
real space, �k k denotes the Euclidean norm operator, and s (>0) is the step size.

• Neighbourhood range update rule: In addition to the luciferin value update rule
that is illustrated in the movement phase, in GSO the glowworms use a radial
range (i.e., ð0\rid � rsÞ) update rule to explore an adaptive neighbourhood (i.e.,
to detect the presence of multiple peaks in a multimodal function landscape). Let
r0 be the initial neighbourhood range of each glowworm (i.e., ridð0Þ ¼ r0 8i),
then the updating rule is given as follows [44]:

ridðtþ 1Þ ¼ min rs; max 0; ridðtÞþ b nt � NiðtÞj jð Þ� �� �
: ð7Þ

where b is a constant parameter, and nt 2 N is a parameter used to control the
number of neighbours.
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Smart Robot Control using GSO. In [45], the authors built a team of four
wheeled-mobile robot named Kinbots, and employ GSO algorithm to fulfill the
collective robot control. In the work, they equipped their Kinbots with infrared
sensor-based interaction modules which can offer a hardware capability to perform
luciferin emission or detection and a behavior of leader-following. In a subsequent
study [46], the same authors conducted a preliminary experiment to demonstrate the
performance of GSO in robot swarm control. A set of three glowworms (i.e.,
Kinbots) A, B and C are initially located at the corners of an equilateral triangle
(side is 50 cm). Kinbots A and B remained stationary during the study, and emitted
a luciferin value of 128 and 60, respectively, while a luciferin value of 40 was
glowed by the Kinbot C. At each iteration, the sweep platform performs three tasks:
First, homes by turning clock-wise until it make a proper angle with the heading
direction of the Kinbots; Second, does a 180° scanning to acquire intensity samples
and localize the neighbors; and Third, aligns along the line-of-sight of each
neighbor to receive the luciferin value emitted by itself. The sensing phase of the
first cycle is completed at 10 s. For simplicity, the authors of [46] introduced a
maximum-neighbor selection rule that is a Kinbot chooses to move toward a
neighbor which emits maximum luciferin. The simulation results demonstrated the
suitability of applying GSO in dealing with the problem of multiple source local-
ization encountered in the domain of robot control.

4 Physics-Based CI

This section introduces a physics-based algorithm, named electromagnetism-like
mechanism (EM), which gets its inspiration from electromagnetism theory. The
representative application of EM in addressing the issue of smart robot control is
also highlighted.

4.1 Electromagnetism-Like Mechanism (EM) Algorithm

Similar to that in the elementary electromagnetism, the authors of [47] regarded
teach sample point as a charged particle that is released to a space. In the proposed
electromagnetism-like mechanism (EM) approach, the objective function value is
associated with the charge of each point which determines the magnitude of
attraction/repulsion of the point over the sample population. In other words, the
higher the magnitude of attraction, the better the objective function value. Once we
get the value of these charges, we can use them to look for a direction, usually
obtained through the evaluation of a combination force that exerts on the point via
other points, where each point can move toward in the subsequent iterations. Like
the electromagnetic forces, by adding vectorially the forces from each of the other
points, we can obtain the required force. Typically, the EM algorithm consists of
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four phases, namely, initialization, local search, total force calculation, and the
movement. For the rest of this section, we will explain them in detail.

• Initialization: This procedure is used to sample m points randomly from the
feasible domain, which is an n-dimensional hyper-cube. Each coordinate of a
point is assumed to be uniformly distributed between the corresponding upper
and lower bound. After a point is selected from the space, the objective function
value for that point is calculated using the function pointer f ðxÞ. The initial-
ization phase ends after identifying m points, and the point that carries the best
function value is stored in xbest.

• Local search: This phase is used to collect the local information for a point xi.
First, the maximum feasible step length is computed according to the parameter
d. Second, for a given i; the improvement in xi is searched coordinate by
coordinate. For a given coordinate, the point xi is assigned to a tentative point y
for storing the initial information. Third, a random number is chosen as the step
length and the point y moves along that direction. If the point y finds a better
point within local search iterations, the point xi is replaced by y and the
neighborhood search for points i terminates. Finally, updating the current best
point.

• Total force calculation: In EM, according to the superposition principle of
electromagnetism theory, point i’s power of attraction/repulsion is determined
by the charge of each point iðqiÞ via Eq. (8) [47].

qi ¼ exp �n
f xið Þ � f xbest

� �Pm
k¼1 f xkð Þ � f xbestð Þ½ �

� �
; 8i: ð8Þ

Unlike the electrical charges, no signs are attached to the charge of an individual
point in Eq. (8). Instead, the authors of [47] decided the direction of a particular
force between two points based on the comparison of their objective function
values. Accordingly, the total force Fi exerted on the point i can be calculated
via Eq. (9) [47].

Fi ¼
Xm
j 6¼i

x j � xið Þ qi � q j

x j�xik k2 if f x jð Þ\f xið Þ

xi � x jð Þ qi � q j

x j�xik k2 if f x jð Þ� f xið Þ

8><
>:

9>=
>;; 8i: ð9Þ

• Movement: After assessing the total force vector Fi, the point i can move in the
direction of the force by a random step length as shown in Eq. (10).

xi ¼ xi þ k
Fi

Fik k ðRNGÞ; for i ¼ 1; 2; . . .;m: ð10Þ

where k denotes the random step length and is assumed to be uniformly
distributed within ½0; 1�; and RNG is a vector whose components represent the
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allowed feasible movement toward the upper bound ðukÞ or the lower bound
ðlkÞ; respectively, for the corresponding dimension.

Smart Robot Control using EM. Autonomous mobile robots have many
possible and promising applications in routine or dangerous tasks such as inter-
planetary and underwater exploration, dust suction, and mail delivery. In the area of
assistive living robots research, one of the essential problems is the path tracking
problem which consists of designing control techniques for the purpose of assuring
that the robot can follow a predetermined path. Due to the multivariable and
nonlinear nature of this problem, the control strategies design for mobile is a very
complex task. In order to deal with this issue, in [48], the authors employed EM to
minimize the mobile robot controller’s cost function in real time manner. In mobile
robot control, the kinematic model is widely used. Normally, in the 2-dimentional
Cartesian space, the pose of the robot can be represented through Eq. (11) [48].

q ¼ ðx; y; hÞT : ð11Þ

where ðx; yÞT is the coordinate of Or in the reference coordinate system, and h is the
heading direction.

In an ideal condition, the wheels of a mobile robot are assumed non-slidable, and
thus, the kinematics model can be expressed through Eqs. (12), (13), and (14) [48].

q0ðtÞ ¼ SðqÞVðtÞ: ð12Þ

SðqÞ ¼
cos hðtÞ �d sin hðtÞ
sin hðtÞ d cos hðtÞ

0 1

2
4

3
5: ð13Þ

VðqÞ ¼ vðtÞ
wðtÞ
	 


: ð14Þ

where vðtÞ and wðtÞ denotes the agential and angular velocities of mobile robot,
respectively.

The goal of their study is to guarantee that the vehicle follows a pre-determined
referent path without the displacement error. Nevertheless, since the destination
coordinates vary with time, the authors thus placed a reference virtual robot with the
same mathematical shown in Eq. (15) [48] mode on the track.

x0ref ðtÞ ¼ vref ðtÞ cos href ðtÞ
� �

y0ref ðtÞ ¼ vref ðtÞ sin href ðtÞ
� �

w0
ref ðtÞ ¼ ahref ðtÞ=dt

:

8><
>: ð15Þ
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After linearizing Eq. (15) around an operating point and subtracting Eq. (13)
from the obtained values, the proposed kinematic model of the error is stated as in
Eq. (16) [48].

~x0ðtÞ ¼ AðtÞ � ~x0ðtÞþBðtÞ � eUðtÞ: ð16Þ

where ~x ¼ x̂� x̂ref stands for the error to the reference robot, eUðtÞ ¼ UðtÞ �
Uref ðtÞ represents the control input error, matrices AðtÞ and BðtÞ are the Jabocian of
(13) in relation to ~xðtÞ and UðtÞ; respectively. By utilizing the Euler’s method and
considering the distribution, a time-variant discrete linear model can be expressed
in Eq. (17) [48].

~x0ðkþ 1Þ ¼ AðkÞ � ~x0ðkÞþ eBðkÞ � eUðkÞ: ð17Þ

where eBðkÞ is BðkÞ when adding disturbance �sed from dynamic system to this
system.

Built on aforementioned analysis, the path tracking problem considered in [48] is
interpreted in Eq. (18) [48].

�MðqÞV 0ðtÞþ �Vm q; q0ð ÞVðtÞþ �F VðtÞð Þþ�sd ¼ �Bs: ð18Þ

The authors made the comparisons between two algorithm, namely, EM and ref-
erence algorithm. From the simulation results, it is observed that the linear and
angular velocities of the target mobile robot optimized by EM method have a faster
convergence speed. The study of [48] successfully demonstrated that the EM
approach present a good performance in minimizing the cost function. The major
advantage of employing EM algorithm was, concluded at the end of [48], the ability
to provide an effective and simple predictive control strategy.

4.2 Intelligent Water Drops (IWD) Algorithm

The inspiration of intelligent water drops (IWD) algorithm comes from the water
drops that flow into rivers, lakes, and seas. The core concept is that gravitational
form of the earth drags the water drops in a river to flow towards their final
destination. The author of [49] invented this algorithm in 2007. The basic working
principles of the IWD algorithm are explained as follows [50].

• In IWD algorithm, each intelligent water drop is assumed to carry a certain
amount of the soil, soilðIWDÞ, and to flow at a current velocity, velocityðIWDÞ.
Suppose that an IWD wants to move to the node j from its current node i. The
velocity of an IWD is updated through Eq. (19) [50] which is based on the
amount of the soil on the arc between these two nodes, represented by soilði; jÞ.
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velIWDðtþ 1Þ ¼ velIWDðtÞþ
av

bv þ cv � soilb i;jð Þ if soilb i; jð Þ 6¼ bv
cv

0 otherwise
:

(
ð19Þ

where velIWDðtþ 1Þ stands for the updated velocity of an IWD at the node j,
while av; bv; and cv are constant velocity parameters which are adjustable
according to focal problems.

• Meanwhile, the time required for an IWD flowing with the velocity of to move
from its current node i to the next j; denoted by time i; j; velIWD tþ 1ð Þð Þ; can be
calculated via Eq. (20) [50].

time i; j; velIWD
� � ¼ f ði; jÞ

velIWD
: ð20Þ

• In IWD algorithm, a fast water drop removes more soil from the path it flows on
than a slower water drop which is similar to what happens in nature: fast rivers
always make their beds deeper than the slower ones. Therefore after an IWD
travels from node velIWD to node velIWD; the soil, velIWD; on the path between
these two nodes is computed through Eq. (21) [50].

soilði; jÞ ¼ q0 � soilði; jÞ � qn � Dsoilði; jÞ: ð21Þ

where q0 and qn are positive numbers fall within the interval of ½0; 1�. Another
important strategy that every IWD must have is how to select its next node. It is
assumed in the algorithm, an IWD prefers to take a path which has less amount
of soil than the other paths. Let node i be the current position of an IWD, then
the probability pIWD

j ðjÞ of choosing the path from node i to node j is calculated
using Eq. (22) [50].

pIWD
j ðjÞ ¼ f soilði; jÞð ÞP

k 62vc IWDð Þ f soilði; kÞð Þ : ð22Þ

where the inverse of the soil between nodes i and j is computed by through
Eq. (23) [50].

f soilði; jÞð Þ ¼ 1
es þ g soilði; jÞð Þ : ð23Þ

where the parameter of es is a small positive constant number (usually
es ¼ 0:01) from preventing a potential division by zero, and g soilði; jÞð Þ is
normally used to shift the soilði; jÞ on the path connecting nodes i and j towards
positive values. The mathematical expression of g soilði; jÞð Þ can be found in
Eq. (24) [50].
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gðsoilði; jÞÞ ¼
soilði; jÞ if min

l 62vc IWDð Þ
soilði; lÞð Þ� 0

soilði; jÞ � min
l 62vc IWDð Þ

soilði; lÞð Þ otherwise :

8<
:

ð24Þ

• In the proposed algorithm, every created IWD is designed to move from its
initial node to the next ones until it finds a solution. At the end of each iteration,
the best solution TIB found by the IWDs within such iteration is obtained
through Eq. (25) [50].

TIB ¼ arg max
8TIWD

q TIWD
� �

: ð25Þ

• It means that the iteration-best solution TIB is the dominant solution over all
other solutions TIWD. At the end of each iteration of the IWD algorithm, the
current iteration-best solution TIB is used to update the total best solution TIB as
shown in Eq. (26) [50]:

TTB ¼
TTB if q TTBð Þ� q TIBð Þ
TIB otherwise

:

(
ð26Þ

Smart Robot Control using IWD. With the recent technological advancement,
the development of unmanned vehicular systems, in particular the unmanned
combat aerial vehicle (UCAV), have been proved to be beneficial in both military
and civilian applications. Nevertheless, the complete benefits of such unmanned
systems can only be fulfilled and utilized when their operations could achieve an
autonomous level. One of the key requirements for realizing such autonomy is the
ability of detecting internal and external changes, and reacting to them in a safe and
efficient manner, especially without the intervention from their human operators.
Under such circumstance, the trajectory planning becomes a nontrivial task.
Typically, the goal of trajectory planning is to generate a space path between an
initial location and the desired destination that has an optimal or near-optimal
performance under different constraint conditions. In [51], the authors made an
attempt to solve this imperative task by utilizing IWD algorithm. According to [51],
the focal problem can be briefly described as follows:

Suppose the flight task for an UCAV is from node TIB to node TIB. The
mathematical expression of the path connecting these two nodes is shown in
Eq. (27) [51].

Path ¼ o; L1 x1; yk1ð Þ; L2 x2; yk2ð Þ; . . .; Lm�1 xm�1; yk m�1ð Þ
� �

;A
� �

: ð27Þ

where ki ¼ 1; 2; . . .; 2nþ 1:
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The objective function used in single UCAV trajectory planning can thus be
defined according to Eq. (28) [51].

J ¼
Ztf
0

x1 � C2 þx2 � h2 þx3 � frw
� �

dt: ð28Þ

where C denotes the large cross-track deviations from the line joining the starting
and target points, frw penalizes the penetration trajectories that come dangerously
close to the known threat sites, and h minimizes the UCAV’s altitude above level h.
Since only the horizontal path optimization is taken into account in the study of
[51], the objective function is thus simplified to the form shown in Eq. (29) [51].

J ¼ Lk þ d
Xm�1

i¼1

1
dimin

: ð29Þ

where Lk is the flight distance, dimin stands for the distance from the node to the
closest threat, d is an threat avoided coefficient (in general, it is an environmental
dependent factor).

The flight distance, from node a xi; yg
� �

in vertical line Li to node b xiþ 1; yj
� �

in
vertical line Liþ 1 can be found in Eq. (30) [51].

dab ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ABj j
m

� �2

þ yj � yg
� �2s

; for j; g ¼ 1; 2; . . .; 2nþ 1: ð30Þ

Accordingly, the possible UCAV flight distance can be calculated via Eq. (31) [51]:

Lk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ABj j
m

� �2

þ yki � 0ð Þ2
s

þ
Xm�2

ki¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ABj j
m

� �2

þ yk iþ 1ð Þ � yki
� �2s

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ABj j
m

� �2

þ yk m�1ð Þ � 0
� �2

:

s
ð31Þ

Suppose that the number of threats is q; and each one of them is described by a
circle with the center point denoted by xi; yj

� �
and the radius of rj, the distance

between the node xi; ykið Þ and the threat j can be computed through Eq. (32) [51].

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xj
� �2 þ yki � yj

� �2q
� rj: ð32Þ

The distance between the node xi; ykið Þ and the nearest threat can thus be computed
via Eq. (33) [51].
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dimin ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xj
� �2 þ yki � y1ð Þ2

q
� r1

� �
; . . .;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xq
� �2 þ yki � yq

� �2q
� rq

� �	 

:

ð33Þ

Since the generated UCAV optimal trajectory using the proposed IWD algorithm is
normally difficult to be implemented in real flying environment due to the potential
turning points on the optimized trajectory, the authors of [51] further adopted a
class of dynamically feasible trajectory smooth strategy named k-trajectory. Finally,
a series of case studies were conducted in their study under complicated combating
environments. From the experimental results, it can be observed that the proposed
IWD algorithm can find a feasible and optimal trajectory for the single UCAV.
Meanwhile, the adopted k-trajectory approach is also every effective in smoothing
the UCAV trajectory with a small computational load and real-time simulation
possibility.

4.3 Gravitational Search Algorithm (GSA)

Gravitational search algorithm (GSA) was originally proposed by Rashedi,
Nezamabadi-pour [52]. In GSA, all the individuals can be mimicked as objects with
masses. Based on the Newton’s law of universal gravitation, the objects attract each
other by the gravity force, and the force makes all of them move towards the ones
with heavier masses. In addition, each mass of GSA has four characteristics:
position, inertial mass, active gravitational mass, and passive gravitational mass.
The first one corresponds to a solution of the problem, while the other three are
determined by fitness function. The details of GSA can be summarized as follows.

• First, considering a system with N masses (agents) where the ith mass’s position
is defined by Eq. (34) [52]:

Xi ¼ x1i ; . . .; x
d
i ; . . .; x

n
i

� �
; i ¼ 1; 2; . . .;N: ð34Þ

where xdi is the position of the ith agent in the dth dimension, and n is the search
space’s dimension.

• Second, the gravitational force ðFd
ijðtÞÞ that acting on mass i from mass j at time t

can be defined by Eq. (35) [52]:

Fd
ij tð Þ ¼ G tð ÞMpi tð Þ �Maj tð Þ

Rij tð Þþ e
xdj tð Þ � xdi tð Þ
� �

: ð35Þ

where Maj is the active gravitational mass related to agent j;Mpi is the passive
gravitational mass related to agent i;GðtÞ is gravitational constant at time t; e is a
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small constant, and RijðtÞ is the Euclidian distance between two agents i and j
defined by Eq. (36) [52]:

RijðtÞ ¼ XiðtÞ;XjðtÞ
�� ��

2: ð36Þ

• Third, for the purpose of computing acceleration of an agent i, total forces (from
a group of heavier masses) can be defined by Eq. (37) [52]:

Fd
i ðtÞ ¼

XN
j¼1;j6¼i

randjFd
ijðtÞ: ð37Þ

where randj is random number in the interval 0; 1½ �.
• Fourth, based on the total forces, the acceleration of the agent i at time t, and in

direction dth, is given by Eq. (38) [52]:

adi ðtÞ ¼
Fd
i ðtÞ

MiiðtÞ : ð38Þ

where Mii is the inertial mass of ith agent.
• Fifth, an agent’s next velocity can be computed as a fraction of its present

velocity added to its acceleration. Both agent i’s new velocity and position are
given by Eqs. (39) and (40), respectively [52]:

vdi ðtþ 1Þ ¼ randi � vdi ðtÞþ adi ðtÞ: ð39Þ

xdi ðtþ 1Þ ¼ xdi ðtÞþ vdi ðtþ 1Þ: ð40Þ

where vdi ðtÞ and xdi ðtÞ are the velocity and the position in dth dimension of agent
i at time t, respectively, and randi is an uniform random variable in the interval
0; 1½ � which adds a randomized characteristic to the search.

• Finally, after computing current population’s fitness, the gravitational and
inertial masses can be updated via Eqs. (41) and (42), respectively [52]:

miðtÞ ¼ fitiðtÞ � worstðtÞ
bestðtÞ � worstðtÞ : ð41Þ

MiðtÞ ¼ miðtÞPN
j¼1 mjðtÞ

: ð42Þ

where fitiðtÞ denotes the fitness value of the agent i at time t; bestðtÞ and worstðtÞ
are defined by Eqs. (43) and (44), respectively [52]:
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For a minimization problem:

bestðtÞ ¼ min
j2 1;...;Nf g

fitjðtÞ

worstðtÞ ¼ max
j2 1;...;Nf g

fitjðtÞ

8><
>: : ð43Þ

For a maximization problem:

bestðtÞ ¼ max
j2 1;...;Nf g

fitjðtÞ

worstðtÞ ¼ min
j2 1;...;Nf g

fitjðtÞ

8><
>: : ð44Þ

• Furthermore, to balance the exploration and exploitation of GSA, an agent
called kbest is employed. It is a function of time which with the initial value k0 at
the beginning and decreasing with time. In GSA, k0 is normally set to N (i.e., the
total number of agents), and kbest is decreased linearly. Finally, there will be just
one agent applying force to the others. Therefore, the Eq. (37) can be modified
as Eq. (45) [52]:

Fd
i ðtÞ ¼

XN
j2kbest ;j 6¼i

randjF
d
ijðtÞ: ð45Þ

where kbest is the set of first k agents with the best fitness value and biggest mass.
• Meanwhile, an initial value of G0 is always allocated to the gravitational con-

stant, G, which will be reduced with time as defined by Eq. (46) [52]:

GðtÞ ¼ G G0; tð Þ: ð46Þ

The steps of implementing GSA can be summarized as follows [52]:

• Step 1: Determining the system environment.
• Step 2: Randomized initialization.
• Step 3: Fitness evaluation of agents.
• Step 4: Updating the parameters, i.e., GðtÞ; bestðtÞ;worstðtÞ; and MiðtÞ for

i ¼ 1; 2; . . .;N:
• Step 5: Calculation of the total force in different directions.
• Step 6: Calculation of acceleration and velocity.
• Step 7: Updating the position of agents.
• Step 8: Repeat Steps 3–7 until the stop criteria is reached. If a specified ter-

mination criteria is satisfied stop and return the best solution.

Smart Robot Control using GSA. Although legged robots are slower and more
complicated, they have many advantages under certain conditions, such as better
adaptability to irregular terrain conditions, and better climbing and obstacle over-
crossing capability, which enable them to be more flexible than other types of
locomotive mechanisms and can thus be deployed in multitude of dynamically
changing situations. While building walking robot, stability is a key factor that
needs to be considered since it is fundamental to the overall performance of
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terrestrial locomotion. In [53], the author made an attempt to use the characteristics
of genetic and GSA to generate gait for a hexapod walking robot. The experimental
results demonstrated that, in general, the increase of fitness of transformed gaits can
be achieved in comparison with the fitness of the initial gait population. At the end
of the study, the author of [53] suggested that supplementary mechanisms can be
added for compensating the deviation of the robot path from preset trajectory.

5 Experimental Study

5.1 Scenario Settings

Since the main focus of this study falls within AAL robot, we also establish our
case study in the context of such theme. It is well known that one of the AAL
robots’ main applications is in the older person’s home, such as healthcare robots
[54–58] that are capable of monitoring health (both psychological and medical),
detection of falls, medication dispensing, communicating with older people, and
assisting physical tasks. Over the decades, the main stream of the existing studies
are focused on homogeneous robots (i.e., all individual behaviours are the same),
since it becomes easier for one robot to model other robots in the group, which in
turn can enhance the whole group’s robustness against the failure of individual
robot [59]. Nevertheless, there is much to concern the heterogeneous robot groups
[60–65] in order to provide more complicated services, such as task assignment,
distribution, and rescue. Other examples like robot soccer [66, 67] which involves a
variety of agent types, would more easily be solved with a suitable heterogeneous
oriented control approach. As a result, this study focuses on a heterogeneous robot
group in the AAL environment (i.e., smart home) with each responsible for separate
tasks, e.g. cooking, cleaning, maintenance, entertainment, etc. Under this circum-
stance, when an elderly person suddenly falls down, different functionality equip-
ped robots will form a swarm and try to help by pulling him/her to a comfortable
location.

5.2 Core Challenges Faced by the Experimental Study

In general, a heterogeneous robot group consists of robots with different designs or
functionalities that usually complement each other in order to complete tasks effi-
ciently [68]. Unfortunately, turning such concept (i.e., a heterogeneous swarm of
robots) into reality is not very easy. The core challenge for that is how the
underlying control schemes will operate, which must deal with the level of beha-
vioural control and the hardware design [68].
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Normally, the main inspiration for such swarm robots’ behavioural control
comes from the observation of social animals (e.g., ants, birds, herd, and fish), since
they are capable of self-organizing, decentralization, and emergence of collective
behaviour [69]. For example, the behaviour of ants [70] has inspired a number of
researchers in collective robotics, such as [71–75]. An interesting initiative is
“Swarmanoid” project [68, 76], which provides a modular framework for hetero-
geneous robot groups’ control. Also, a number of researchers (e.g., [65]) have
explored heterogeneity at the hardware level (e.g., different sets of sensors or
effectors). As such, in this work, we make an attempt to study the effects of a newly
developed social animal inspired algorithm (i.e., grey wolf optimizer) in controlling
a heterogeneous swarm of AAL robots.

5.3 Employed Novel CI Algorithm

In this case study, we will employ a newly developed algorithm called grey wolf
optimizer (GWO) [77] which is inspired by the grey wolves hunting and searching
behaviours. In [77], the authors classified the wolves into 4 groups, i.e., alphas,
betas, deltas, and omegas. In addition, they assumed that among the groups, alpha
(the fittest solution), beta, and delta have better knowledge about the potential
location of prey [77]. Overall, the GWO can be seen as a two-stage method, i.e.,
encircling the prey during the hunting process using hyper-cubes framework and
then employing an intensive local search mechanism for optimization. Like many
other novel CI algorithms, GWO also includes a balance between
exploitation/exploration. This offers the advantage of enhanced search ability while
maintaining adequate exploitation capability.

In the following, we describe the steps to be taken for obtaining an efficient
implementation of GWO.

• Step 1: Generate the initial the grey wolf population, Xiði ¼ 1; 2; . . .; nÞ:
• Step 2: Initialize the algorithm parameters ða;A; and CÞ via Eq. (47) [77]:

A
!¼ 2 a!� r!1 � a!

C
!¼ 2 � r!2:

ð47Þ

where A
!

and C
!

are coefficient vectors, the components of a! are linearly
decreased from 2 to 0 over the course of iterations, and r!1 and r!2 are random
vectors in ½0; 1�.

• Step 3: Evaluating the fitness value, i.e., Xa;Xb; and Xd:

• Step 4: Position correction-cooperation between current search agents by
Eqs. 48, and 49, respectively [77]:
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D
!

a ¼ C
!

1 � X!a � X
!��� ���

D
!

b ¼ C
!

2 � X!b � X
!��� ���

D
!

d ¼ C
!

3 � X!d � X
!��� ���

:

8>>>><
>>>>:

ð48Þ

X
!

1 ¼ X
!

a � A
!

1 � D
!

a

� �
X
!

2 ¼ X
!

b � A
!

2 � D
!

b

� �
X
!

3 ¼ X
!

d � A
!

3 � D
!

d

� � :
8>>>><
>>>>:

ð49Þ

where D
!

is the distance of each candidate solution from the prey,

X
!

a; X
!

b; and X
!

d are the positions vector of the prey, t represents the current

iteration, and X
!

indicates the position vector of a grey wolf.
• Step 5: Updating the best location of the hunting wolves through Eq. (50) [77]:

X
!ðtþ 1Þ ¼ X

!
1 þ X

!
2 þ X

!
3

3
: ð50Þ

• Step 6: Evaluating the stopping criteria. If yes, generate output; otherwise, go
back to Step 2.

Although the GWO is designed in a very simple manner, i.e., only three main
parameters need to be adjusted, each parameter has its own functionalities. For
example, the objective for parameters a and A is to find a reasonable balance
between a too narrow focus of the search process, which in the worst case may lead
to stagnation, and a too weak guidance of the search, which can cause excessive
exploration, i.e., when Aj j\1, the wolves will attack towards the prey; otherwise,
the wolves keep searching for prey. In addition, parameter C has two features: First,
it provides random weights for prey in order to stochastically emphasize ðC[ 1Þ or
deemphasize ðC\1Þ the effect of prey in defining the distance; Second, it repre-
sents the effect of obstacles to approaching prey in nature [77].

5.4 Testing Results

To solve the focal heterogeneous robot swarm control problem, GWO is utilized to
optimize the group performance. We have four kinds of robots, namely,
inchworm-type, wheel type, crocodile-type, and caterpillar-type (see Fig. 1 for
illustration).

Initially only two types robots were employed and the time of completing the
pulling task is recorded. Later on, another type of robot was added and the duration
of task finishing is again recorded. Finally, we add one more type of robot into the
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recue group and write down the cost of time in this situation. The experimental
results are show in Fig. 2. As we can see, different time consumption and task
accuracy can be achieved in distinct robot deployment. In general, according to our
experiment, the more robots involved, the less time required and the higher task
accuracy obtained. Nevertheless, we believe this is scenario dependent and interest
readers need to tailor their own arrangement to reach the best overall system
performance.

Fig. 1 The schema of wheel-type and crocodile-type robots

Fig. 2 Preliminary experimental results
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6 Future Work

The limitations of the present work are twofold: On one hand, a widespread survey
of the applications of innovative CI presents a difficult task, because of the
extensive background knowledge that is required during the process of collection,
study, and classification of these publications. Although acknowledging a limited
background knowledge, this research makes a brief overview of literature con-
cerned with using biology- and physics-based innovative CI algorithms to deal with
robot control. On the other hand, there are also some algorithms that falls under the
other categories such as chemistry-, mathematics-based innovative CI. However,
the present study does not take them into account. This would be an immediately
research direction that need to be considered in future study. Additionally, the
presented experimental study is limited to one specific AAL scenario. The future
work of this study can be expanded to more general situations with the assistance
more comparable novel CI algorithms.

7 Conclusion

Assistive living robot development has for sure not reached its limits and there is
still a lot of work need to be done to bridge the gap between academic research and
real-world deployment. In this work, we make an attempt to take a quick investi-
gation of several innovative CI techniques and their applications in the area of robot
control which is, from the author’s perspective, the key to a successfully AAL robot
implementation. As the main contribution of this work, we aim at providing a
picture about what emerging CI algorithms are being developed and applied to
smart robot control area. It is believed that this overview can, through the scattered
literature, offer a useful research guide to other scholars who share the similar
research interests. The presented demo case also illustrates how these novel CI
algorithms can be applied to real world AAL cases.
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Valorization of Assistive Technologies
for Cognition: Lessons and Practices

Stéphanie Pinard, Kevin Bouchard, Yannick Adelise,
Véronique Fortin, Hélène Pigot, Nathalie Bier and Sylvain Giroux

1 Introduction

Cognitive rehabilitation is an important part of the services delivered by the
healthcare system and requires increasing human and financial resources from the
organizations concerned [1]. It can be defined as systematic therapeutic activities
aimed at helping persons with cognitive impairment to regain their functional
autonomy. The consequences of cognitive impairment are numerous and include
difficulty remembering and learning new things, concentrating, and making deci-
sions that affect one’s everyday life. A cognitive impairment is generally classified
by order of magnitude ranging from mild or moderate to severe. It can be caused by
various types of disease or trauma such as stroke, brain injury, dementia (e.g.
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Alzheimer’s disease), multiple sclerosis, tumor, mental illness, etc. Cognitive
rehabilitation can take many forms including compensating for the cognitive def-
icits with external aids (e.g. using a calendar or smart phone to manage a schedule
[2]), modifying environmental factors (e.g. turning the television off when doing a
complex task such as cooking) and even training the cognitive deficits specifically
(e.g. training attentional capacities). One of the limitations of traditional cognitive
rehabilitation is its cost. Many authors have noted that the global cost of care for
those with cognitive impairment is becoming unsustainable [3, 4]. Furthermore,
many of the diseases or traumas that cause cognitive impairment are projected to
increase through the next few decades. For example, it is estimated that Canadians
living with Alzheimer’s disease will grow from 747,000 in 2011 to 1.4 million by
2031 [5]. Similarly, it is estimated that 10 million people will be affected annually
by Traumatic Brain Injury (TBI) and, by the year 2020, it will surpass many
diseases as the major cause of death and disability [6]. The consequences of these
projections are not only monetary. To improve the lives of persons with cognitive
impairments, rehabilitation and support services require a lot of qualified human
resources. However, in the current healthcare context, such human resources are
difficult to provide [7].

Many researchers are now trying to develop Assistive Technologies for
Cognition (ATC) with the goal of improving the quality of life of natural caregivers
and addressing the resource issues [8]. This objective is backed by the American
Congress of Rehabilitation Medicine [9], which encourages the use of external
compensatory aids and maintains that it should be standard practice in cognitive
rehabilitation. Interventions with ATC offer entirely new treatment methods that
can reinforce a person’s residual intrinsic abilities. These interventions provide
alternative means by which activities can be completed and extrinsically supported.
Without this support, those functional activities might not be performed [10]. In
addition, ATCs provide continuous support over time that cannot be supplied by
healthcare providers, families and close friends. ATCs also support repetitive and
continuous interventions without any additional human resource costs, thus
increasing the intensity of the rehabilitation. This intensity, which might be
obtained in different settings (home, grocery store, etc.), is important to ensure the
success of the intervention with persons suffering from cognitive impairments [11].

Work has been done on many projects to enable such assistive services, par-
ticularly with regard to the exploitation of smart homes [12–15]. A smart home is a
standard house in which different kinds of sensors and effectors are introduced,
generally in a non-invasive fashion [16], in order to provide continuous assistance
throughout all Activities of Daily Living (ADLs) performed by the residents. Smart
homes are generally designed to be a generic assistive service that could ensure
safety, autonomy and well-being at all times. However, there are still many chal-
lenges to meet for smart homes to become a realistic solution in rehabilitation [17].
Moreover, cognitive rehabilitation generally differs greatly from one person to the
next and thus requires adaptable solutions. That is why, recently, many researchers
have turned their attention to simpler, yet more specific, assistive technologies [2].
For example, some rely on a single device such as a pager [18] or personal digital
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assistant [19]. Another example, developed at our laboratory, DOMUS (Laboratoire
de DOMotique de l’Université de Sherbrooke: www.domus.usherbrooke.ca), is
called AP@LZ [20]. AP@LZ is a personalized electronic organizer which was
conceived to reduce the impact of memory losses in persons with Alzheimer’s
disease and improve their autonomy. A growing body of literature suggests that
ATCs are efficient and effective for improving independence and life participation
for people with cognitive impairments [2, 10, 21, 22]. However, ATCs imple-
mentation in the field of cognitive rehabilitation remains a real challenge [23].
These intervention tools are still not common in clinics and only a few assistive
technologies developed in research reach the commercialization phase [24].

This chapter discusses difficulties with regard to the valorization of ATCs and
their widespread adoption. It is divided into three parts. First, it looks at why the
implementation of cognitive assistants in cognitive rehabilitation remains difficult.
This first part describes the issues at the level of project management, planning,
experiments and multidisciplinarity. Second, it presents a specific case of ATC
developed at the DOMUS laboratory and analyzes its successes and failures. This
second section outlines the various lessons learned through more than 10 years of
developing ATCs. Finally, the last section provides a reflective tool to optimize the
implementation of cognitive assistants based on the literature. This last section is
intended as a general discussion with a view to improving the valorization of ATCs.

2 Challenges Regarding the Valorization of ATCs

Before addressing the challenges related to the valorization of ATCs, it is important
to present a definition of what they are. The term ATCs is only broadly defined in
the literature. According to Scherer et al. [25], ATCs can refer to very familiar,
simple, low-cost devices used by people with and without disabilities to support
memory, organization or other cognitive functions, such as paper planners, calen-
dars, alarm clocks, wristwatches and shopping lists. However, in this chapter, we
use this term to refer to highly technical devices that compensate for cognitive
impairments across environments and task domains. The valorization of ATCs has
proven very difficult for researchers around the world and very few concrete
products exist despite the amount of literature about ATCs. Valorization can be
defined as the transformation of knowledge into concrete new products, services, or
processes. The valorization of ATCs thus implies the exploitation of computer
science knowledge and models in the development of products in concordance with
the knowledge of rehabilitation and professionals. In our case, by valorization we
also mean the transition from prototype to adopted product. This step seems to be
the most difficult to achieve.

Experts in the field of cognitive rehabilitation have strongly suggested the use of
ATCs [2, 10, 21–23, 26]. However, even if the majority of potential users show an
interest in assistive devices [23], many challenges preclude their widespread val-
orization [23]. For the purpose of this chapter, we have divided those challenges
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into three main categories that will be described in detail in the present section, i.e.
issues related to (1) the nature of innovation, (2) the stakeholders, and (3) the
commercialization and marketing of ATCs.

2.1 Issues Related to the Nature of Innovation

The first challenge regarding the implementation of ATCs is related to the nature of
innovation itself. According to Mulgan et al. [27], innovation is defined as “New
Ideas that Work”. An invention that gets adopted and used by a community is what
defines an innovation. Thus the concept of innovation goes beyond the ideas and
products of research in order to get to the step of their implementation [28, 29].
Moreover, innovation involves the introduction of new practices [30, 31] since
practical use is necessary for an invention to become an innovation [32]. The term
implementation is therefore defined as a description of “how” the transition from
invention to innovation will occur. The very nature of the innovations in the quest
to develop ATCs is hybrid, that is, the innovation is simultaneously technological
[33] and social [34]. Technological innovations are defined as the introduction of
new products or existing products with significantly improved technological
characteristics [33]. They are often also regarded as something which was not
obvious, as per the rule-of-thumb in the patenting system.

Social innovations can, in turn, be defined as new treatment settings that aim to
improve the living conditions of patients [31, 34]. To implement ATCs in clinical
settings, clinicians must adjust or even transform their practice. Once developed,
ATCs need to go through a thorough process before being provided to users. They
can hardly be sold or prescribed to clients with cognitive deficits without a complete
assessment of clients’ needs by a qualified professional and without several
teaching sessions delivered by the same professional. This is in part due to the
characteristics of these clients. More specifically, the complexity of matching a
person with a technology does not stem only from the individual’s unique com-
bination of physical, sensory, and cognitive abilities. In addition, people’s expec-
tations of and reactions to technologies are complex and highly individualized.
Predispositions to technology usage also depend on one’s temperament/personality,
subjective quality of life/well-being, views of physical capabilities, expectations for
future functioning, and financial/social/environmental support for technology use
[25]. Thus, to encourage the use of ATCs, rehabilitation services and technological
services (maintenance, updates, etc.) are required and many clinical settings do not
possess the necessary resources to adopt new practices related to technology.
Today, there are various frameworks supporting the changes in clinical practice
(such as the NICE Model [35]) and others supporting the commercialization of
ATCs, but none of the frameworks in the literature takes into account the ‘hybrid’
nature of this type of innovation.
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2.2 Issues Related to the Stakeholders

The second very important consideration regarding the valorization of ATCs is the
consequence of the multidisciplinary nature of these projects. A variety of groups
are concerned by the arrival of assistive technologies in cognitive rehabilitation,
including healthcare professionals, healthcare administrators, patients and their
caregivers. Moreover, computer scientists and engineers generally have a very
different vision of how such ATCs should be conceived compared to the vision of
healthcare personnel. This is often due to a lack of understanding of the parties
involved. Thus, to promote the valorization of ATCs, it is essential to take into
account the specific challenges related to the different stakeholders.

2.2.1 Healthcare Professionals, Administrators
and the Organizational System Aspect

Many professionals are involved in the day-to-day care of persons with cognitive
deficits, including occupational therapists, physical therapists, nurses, neuropsy-
chologists and physicians. This population is currently growing [10], which means
a demand for more time and work from the healthcare professionals. de Joode et al.
[23] conducted a study which aimed to provide recommendations for the successful
implementation of Assistive Technology (AT) in cognitive rehabilitation by
investigating the attitudes towards AT of professionals, individuals with acquired
brain injury (ABI) and their caregivers. According to that exploratory study, the
majority of the professionals working in cognitive rehabilitation showed an interest
in AT and were willing to use those tools in the future, especially those who were
already integrating technology in their treatment setting. Despite this apparent
motivation to increase technology, the reality encountered in the clinical setting is
that a minority of therapists currently include it in their practice [23]. Many factors
may contribute to this reluctance. First of all, current practice routines are often hard
to break [35]. Moreover, these devices are often not covered by health insurance,
which limits their adoption in cognitive rehabilitation. The lack of technological
and financial supports in the workplace and the time investment needed for pro-
fessionals to learn how to use AT may hinder their initiative to include them in their
treatment methods. This is especially true in the current financial context of the
Canadian healthcare system, where professionals are asked to be more efficient with
less resources [31]. Finally, a lack of experience, comfort and knowledge about
ATCs has a negative influence on the attitude of professionals towards ATCs, and
consequently their use. This last factor is especially important to consider as clin-
ician knowledge is one of the key factors that determine whether consumers are
appropriately matched to assistive technologies.

Also, these professionals work in a complex system involving administrators and
an organizational context [36]. For example, in this context if a professional needs
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training to use an ATC, administrators must offer support through monetary
compensation and time off. Like all other changes in practice, to succeed organi-
zational barriers must be considered [35].

2.2.2 Patients and Caregivers

As mentioned at the beginning of this chapter, cognitive disabilities such as diffi-
culty conceptualizing, planning, sequencing thoughts/actions and remembering can
lead to barriers in performing daily activities at home, at work or in the community.
Assistive technology can reduce the effect of these disabilities and improve quality
of life [10]. However, before using technology with people with cognitive disor-
ders, it is necessary to understand what their needs are and what barriers limit their
use of technologies. According to a study by Kaye [37], persons with disabilities
are much less often in contact with computers compared to persons without dis-
abilities, thus contributing to their unfamiliarity with technology. Moreover, a large
percentage of those who own devices either do not use them at all or do not use
them effectively [10]. The underutilization of ATCs by patients can be explained
either by a mismatch between owners’ needs and the technology, including inap-
propriate needs assessments and poor device selection. It has to be considered that
users suffering from cognitive disorders often have problems identifying their own
needs, which makes it difficult for health professionals to conduct a complete and
reliable assessment. Also, psychological factors, which include unrealistic expec-
tations regarding the technology, lack of awareness of one’s limitations, lack of
support from caregivers, lack of training and lack of information about the benefits
of ATCs, often play a role in the poor utilization of ATCs [10, 23]. Indeed, ongoing
training and support from professionals is considered vital to the success of com-
pensatory devices [38]. The cost of the technology also has to be taken into account
in the list of obstacles that hinder the use of technology by patients [23]. However,
although cost is often cited as a barrier to procuring and using technology, users’
cognitive and physical impairments add to the challenge [39]. Persons suffering
from cognitive impairments are very sensitive to changes in their routines and
environment. Finally, the results of a study by de Joode et al. [23] suggest that
caregivers sometimes consider the devices as being unsuitable for patients. Also,
they often feel they are not properly equipped to support patients with using
assistive devices at home.

These challenges were identified by studies conducted many years ago. Since
research on assistive devices is currently expanding and technological develop-
ments increase their ease of use, portability and intelligence, we can expect that the
number of interventions based on ATCs will grow in the coming years. This is
especially true at a time when the social trend is to use more and more technology
on a daily basis. However, it is important to remember that ATC devices are not
necessarily appropriate for all individuals with cognitive deficits. This determina-
tion must result from a careful assessment of the person’s needs.
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2.3 Issues Related to the Commercialization and Marketing
of Assistive Technologies for Cognition

The last category of issues that need to be discussed is related to the commer-
cialization of ATCs. These issues are also numerous and they represent another
barrier to the widespread adoption of assistive technologies (ATs).

First of all, before purchasing an ATC, users or, in some instances, their care-
givers have to be convinced that a specific device will meet their needs. Investors
also have to believe in a specific product before investing large sums of money to
promote its development and deployment. The effectiveness of new ATCs or ATs
must thus be demonstrated to those parties. To do so, rigorous studies with good
methodological quality must be conducted to evaluate the utility and impact of new
ATCs or ATs in the user’s real life and over an extended period of time.
Unfortunately, most of the studies that evaluated the efficacy of ATCs are of poor
methodological quality; for example, they were conducted without a control group
or with very few participants [8, 25, 40]. The lack of valid and strong research
evidence about ATCs in a real-life context makes it harder for healthcare profes-
sionals to promote their use. It can also reduce potential investors’ attraction to
those devices. Private parties are often skeptical about the functionalities offered by
prototypes and only the few that show solid results get through the next phase.
Furthermore, there is a lack of studies showing how to successfully implement an
ATC in a clinical setting.

Second, it is a real challenge to measure the cost-effectiveness for the healthcare
system of using ATCs, and thus the monetary gains related to their use. The effects,
direct and indirect, can go beyond a calculation of costs related to their use. For
example, improvement in the person’s quality of life has been reported [23, 25], as
well as improvement in self-esteem, overall satisfaction and emotional stability
[41]. Also, the impact of ATCs on reducing caregiver’s burden has been reported
[25, 41]. For the same reason, it is hard to calculate a good Return On Investment
(ROI) or to predict it for the industry. Such a ROI forecast is usually what attracts
an investor to provide venture capital. It also means that the business model for
ATCs does not necessarily follow a classic product selling paradigm.

Another important consideration is the value of clinical studies in the eyes of
private partners or anyone interested in marketing new products. Such studies may
hold great interest for scientists but businesspeople generally prefer market research
[10]. Additionally, researchers might face more headwinds when trying to partner
with relatively large companies. The main reason is that it is often difficult and risky
for companies to modify the way they assemble their products. The addition of one
simple element can significantly raise production costs or introduce instability
leading to lesser quality. To convince them to make the changes required for
research or clinical purposes, researchers have to be more concerned about the
reality and interest of the industry. Oddly enough, other difficulties may also arise
when a company deals directly with the healthcare system, especially if it is public.
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Indeed, a public system is a huge machine and changes usually occur over very
long periods of time, which can dramatically delay the commercialization of a
product.

2.3.1 Marketing in Conjunction with Clients

Currently, many technologies on the market are not designed for people who have
cognitive disabilities. While these technologies may sometimes have great potential
to assist in daily living, procedures for operating those devices can be complex for a
person with cognitive deficits [42, 43]. Any ATC for people with cognitive dis-
abilities must accommodate the individual’s skills and deficits. This is complicated
by the fact that each person has a unique combination of strengths and weaknesses
[10], as well as different expectations, preferences and past experiences with
technology. Indeed, aside from their cognitive disorders, these people often have
physical and sensory limitations as well. Possible accommodations for people with
cognitive disabilities include visual displays with reduced clutter, provision of
information in non-text formats (e.g. graphics, video, audio), minimization of the
number and complexity of decision-making points, presentation of information
sequentially, and reduced reliance on memory [42]. In addition to this complexity,
the technology design and prescription also require consideration of all those who
will be in contact with the technology, including clinicians and caregivers as well as
people with disabilities [44]. Thus, a high degree of customization is often needed
for a cognitive device to be effective. Although there are hundreds of millions of
people worldwide with cognitive disabilities, the diversity of conditions and situ-
ations means that sales volumes for any given product are low and prices are
correspondingly high [10]. High prices mean not only that consumers must pay
more but also that the growth of the industry is restricted since many potential
consumers cannot afford the prices [10].

2.3.2 Insurance

Another major obstacle to the marketing of ATCs is that in most cases medical
insurance does not cover their purchase. Consequently, many patients living on
fixed incomes are unable to purchase ATCs and/or service contracts and data plans
[10, 23]. The current view is that because ATCs (e.g. smart phones, tablets) are not
manufactured for the express purpose of compensating for a disability, private
insurance companies and Medicare will not fund their purchase [45]. The “who will
pay” question is very important but also very complex. One way to overcome these
challenges would be to have the product approved by Official organizations like the
Food and Drug Administration in the United States. Such a venture would, how-
ever, be very difficult and require significant efforts by a research team.
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3 AP@LZ: Lessons Learned

The DOMUS laboratory was founded in 2002 with the goal of promoting and
developing technological tools to assist persons with limited autonomy and their
caregivers. Over the years, many projects have been developed and most of them
have been tested with real users suffering from cognitive impairments. The eval-
uation process includes a usability test, satisfaction poll, evaluation in situ and other
means to determine whether the prototype meets the requirements for being
released onto the market. However, despite our best efforts and the efforts of many
other researchers, the traction of ATCs remains limited.

In this section, we discuss one of the projects we designed with a User-Centered
Approach. The evaluation process began in 2010 and is still ongoing. This project,
called AP@LZ, originates from clinicians’ needs coupled with MOBUS, a proto-
type previously designed at the laboratory for people with schizophrenia [46]. It
falls within the array of various electronic memory aids designed for persons with
cognitive impairments [47, 48].

This section is organized in three parts. In the first part, we present an overview
of the project and AP@LZ functionalities. In particular, we describe what methods
we used to design AP@LZ. In the second part, we outline the various sets of
experiments we conducted over the years. The third and last part highlights the
lessons we have learned from this project in relation to valorization.

3.1 What Is AP@LZ?

AP@LZ is an acronym that stands for “Agenda Personnalisé pour des personnes
avec la maladie d’ALZheimer” (in English: a personalized agenda for persons with
Alzheimer’s Disease). The first version of AP@LZ ran on a smart phone under a
Microsoft system. It evolved to embrace smart phone trends and was then devel-
oped on Android to enable more powerful hardware capabilities, such as increased
memory, and functionalities. Table 1 presents the development process interspersed
with experimental tests.

The development of AP@LZ was driven by the desire to replace a paper agenda
that was being used in the healthcare system in Quebec, Canada. The paper agenda
compensates for memory losses and deficits in planning but obliges elders with
Alzheimer’s Disease (AD) to consult it regularly to remember upcoming activities.
Furthermore, information entered by elders with AD may not be precise or clear.
Thus it is sometimes difficult for them to understand what they have written pre-
viously. Clinicians identified these issues and asked for an electronic agenda to be
designed that meets elders’ with AD needs and is adapted to their abilities. The
agenda was designed according to a user-centered approach. A neuropsychologist
who had raised the paper agenda drawbacks represented the user. During three
preliminary working sessions, the neuropsychologist and computer scientists
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discussed the elders’ needs and how the new technology could meet them. Based on
observations from her practice, the neuropsychologist explained which function-
alities and information are essential for elders with dementia to cope with their
everyday organization. For their part, the computer scientists presented MOBUS, a
mobile agenda that had been designed at the DOMUS laboratory for people with
schizophrenia [46, 49]. Some DOMUS functionalities are interesting for people
with AD while others are useless or need changes. For instance, MOBUS helps
users remember their appointments and activities but does not allow them to enter
them by themselves. The activities entered in MOBUS are chosen jointly by the
persons with schizophrenia and their caregivers, and entered by the caregivers. As a
baseline, a discussion determined what to reproduce from MOBUS and what kind
of functionalities were missing in that agenda. It was agreed that the new appli-
cation needed to be simpler.

To develop the prototype, the programmers followed an agile programming
approach [50]. The goal was to develop and get feedback as often as possible in
order to improve the prototype at every step. Over the five months of development,
the clinicians and programmers met 18 times. At each meeting, the computer
scientists presented some prototype interfaces and a discussion followed about what
to improve and what to keep. Some challenges arose. On a small screen, for people
with AD who have difficulty focusing on the appropriate information, the first
challenge was to select the essential functionalities without overwhelming the
screen. Another challenge was to design the agenda application: how to record the
many types of information necessary to add activities, how and when to alert the
user of an upcoming activity, whether to include complex functions such as
managing occurrences over weeks or modifying an appointment already entered? A
third major challenge was the depth of information processing. The depth, i.e. the

Table 1 AP@LZ development and experiments

Development phase Method Participants

Version 1

Participatory design
Agile programming

18 meetings Neuropsychologist

Test in situ Usage at home for 1 week 2 elders without cognitive
impairments

Test in situ Usage at home for
6–12 months

2 elders with AD

Version 2

Transfer to new operating
system

4 meetings Neuropsychologist designer

Usability test 2 h in the laboratory 14 elders without cognitive
impairments

8 elders with AD

Test in situ Usage at home for
2 months

5 elders with AD
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steps to go through in various screens to execute a specific task, had to be mini-
mized so that people with AD would not lose track of the purpose of the task they
planned to do when using AP@LZ. Eighteen meetings were needed to ensure that
the iterative process resulted in a version that both parties found satisfactory.
Figure 1 shows the homepage (in French) of AP@LZ, version 1.

The user-centered design resulted in a highly functional version of the AP@LZ
application that could be tested by the end users, people with Alzheimer’s. With
this version we conducted some experiments, which are described in the next
subsection, but many researchers on our team still wanted to improve AP@LZ after
these initial experiments. The first reason was changes in mobile technology and
AP@LZ needed to be transferred to Android to exploit the full power of the
features available in new smart phones (we chose Android for its openness and
wide adoption). Smart phones not only evolved to include more sensing tech-
nologies, they also acquired more processing power and much bigger screens
(higher resolution). This provided the opportunity to make the interfaces more
attractive by asking the designers to improve it. It was also an opportunity to test
some remaining issues concerning how to present information for complex func-
tionalities. For example, we wanted to test the trade-off between showing all the
information on a screen needed to enter an activity or displaying the information
step-by-step. Another issue was the location and size of the navigation buttons. As
the designer team could not solve these questions, we decided to conduct a usability
test. The goal was to ensure elders are able to use AP@LZ easily and to determine
between different versions of AP@LZ’s interface the one they liked best and found
easy to use. Twenty-two elders, including eight with AD, tested the AP@LZ
interfaces for two hours in our laboratory or at their home. This study led to a final
version of AP@LZ that was much more satisfactory and user-friendly (Fig. 2). On

Fig. 1 Homepage of
AP@LZ, version 1
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its home page AP@LZ displays time, date, day of the week and planned
appointments for that day. Six other functions are accessible from the home page.
First, the “Schedule a new appointment” section enables persons with AD to
schedule their appointments independently (from a prerecorded system). Second,
the “Personal information” section displays, as the name indicates, personal
information such as name, photograph, address, phone number, etc. Third,
“Medical information” is a section containing the person’s medical history and list
of medications. Fourth, the “Contacts” page lists the phone numbers of the person’s
family and friends. Fifth, the “Photos” section allows the user to display a slide
show containing some photographs and explanatory text to jog the person’s
memory. Finally, the “Notepad” section is used to enter any information the user
wants to remember.

3.2 Experiments Done with AP@LZ

The AP@LZ application has been the target of many experiments over the years of
development and valorization (Table 1). The first experiment was done with
AP@LZ version 1. We expected that:

• People with AD would find AP@LZ easy to learn how to use.
• People with AD would use AP@LZ on a daily basis.
• People with AD would improve their daily life organization.

In 2011 [51], the application was pretested with two elders without dementia (or
any other abnormal cognitive impairment) for a period of 12–18 days. The goal was

Fig. 2 Screenshots of AP@LZ, version 2
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to verify ease of use. It was expected that these elders would encounter no diffi-
culties in using it during this period. At the end of this pretest, participants were
asked to comment on their experience. Due to the simplicity of the application, we
obtained a lot of comments, which is very rare in usability tests with elders. These
comments led to several modifications of the application. This experiment also
taught us more about the time required to learn the application. The success rate of
the participants varied between 73 and 100 % depending on the task. However, as
expected, they reported that they would not want to use AP@LZ regularly as it was
too simple.

After getting good feedback from the preliminary experiments, a study in situ
was conducted with a population with AD. The protocol was two single-case
studies, where we compared the capability for each participant to use AP@LZ and
improve their autonomy [52]. The project was approved by the Research Ethics
Committee of the CSSS Institut Universitaire de Gériatrie de Sherbrooke, and all
participants gave their informed consent. The two participants lived at home with a
spouse who gave useful feedback on the elder’s capabilities. During a learning
period that lasted for about ten weeks with two sessions per week, the two par-
ticipants with AD learn how to use AP@LZ. This learning period was divided into
three phases according to the Sohlberg and Mateer learning method [53]: acqui-
sition, application and adaptation. A good success rate is needed to progress to the
next phase. When the learning was completed, the two participants used AP@LZ at
home for one year. We periodically evaluated if AP@LZ helped them remember
appointments better. As the disease evolved during the experiment, we compared
these results with other activities that had not been addressed by AP@LZ.
Performances on the tasks assisted by AP@LZ (e.g. remembering to take medi-
cation) improved or at least stayed stable over time, compared to performances on
tasks not assisted by AP@LZ (e.g. remembering the location of keys). The results
of the experiment suggested that (1) persons with AD can learn to use new tech-
nologies to compensate for their everyday memory problems, and (2) they can use
them efficiently in their day-to-day living if the design remains simple. These
results also opened up new rehabilitation possibilities for the population with AD.
One of the participants liked AP@LZ so much that he was still using it two years
later. With these observations, we tried to promote the application over the con-
sumers market. Our conclusions and lessons learned are discussed in the next
subsection.

3.3 Lessons Learned with AP@LZ

AP@LZ has been an enlightening project that has occupied an important place at
the DOMUS laboratory over the last few years. We have learned many things that
will help in the future development of ATCs. While these lessons are based on
experience, our field of research requires such experiments to evolve. We first
discuss the two lessons derived from our experience in the conception phase:

Valorization of Assistive Technologies for Cognition: Lessons and Practices 69



• ATCs must be designed using a multidisciplinary approach.
• People with special needs must be involved early in the design process.

The next four lessons concern valorization:

• Software-based inventions are difficult to patent.
• The business model must include support and training for using the ATC.
• Partners do not see the commercial advantages of ATCs.
• Commercialization requires expertise.

3.3.1 Conception

First, we must stress how important it is to involve healthcare professionals in the
conception process. Clinicians can share their knowledge and experience when
trying to pinpoint the needs and abilities of persons with cognitive impairments.
They represent the target population when conceiving a new application. This is
valued as experiments take time and people with cognitive impairments have dif-
ficulty expressing their feelings. Clinicians can also be the link between computer
scientists and people with specific needs. The particular users we target are not easy
to approach and need to be handled with care. Clinicians can also act as translators
and help computer scientists communicate the information in the adequate language
for the persons. However, the question remains whether or not direct contact should
be established between computer scientists and clients. Also, clinicians can explain
the impact of the cognitive impairments on daily situations. For instance, it would
be very difficult for computer scientists to imagine the impact of losses in attention.
Therefore, without direct observations of persons with cognitive impairments
experiencing difficulties, computer scientists do not have a concrete picture of the
situations they are supposed to compensate for.

Secondly, we learned the importance of holding focus groups from the start of a
project. They help to link the users’ needs and perceptions with the application
design. However, recruiting persons with AD for this purpose is not necessarily a
good idea. They tire very quickly and have difficulty expressing themselves. We
prefer to experiment with people with AD when the application becomes stable.
Given the cohort effect and the knowledge of formal and informal caregivers, at the
beginning it is better to involve elders without impairments and caregivers in the
design and evaluation process, as they are close enough to the target population.
Their feelings or abilities when using an application are expected to give a good
indication of how persons with AD would behave with the application.

3.3.2 Valorization, Commercialization and Marketing

We tried to valorize this project in many ways after the success of our experiments.
The first idea we had was to obtain a patent to protect the intellectual property
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developed and also create value for a future private partner. Many difficulties
prevented this enterprise from being successful. First, the patent system is not
adapted to the scientific process that is based on disclosure to get grants. Second,
AP@LZ is software and software is not supposed to be patentable.

We thus decided to find a private partner without a patent. At first we thought
that the standard product selling model would be the perfect fit due to the simplicity
of AP@LZ, but in fact the experiments made us realize that a learning period and
the involvement of healthcare professionals in the process are crucial to its success.
Therefore, the business plan must include technological and rehabilitation support.

Another aspect that may limit the interest of private partners is the target pop-
ulation. ATCs are usually designed for a niche market so it is hard to convince
partners that the model will be profitable. The second thing that we aimed to do was
to put AP@LZ in an online store for health-related products. The advantage was
that the framework already existed and it seemed a much simpler way to offer it to
the population. However, the store was not ready to make the move toward tech-
nology. This shows one of the big problems we faced: we are radically changing
ways of thinking and therefore encounter strong resistance. We then decided to
contact pharmacies directly. We approached a local franchise, pharmaceutical
group and even a pharmaceutical provider. Again we received negative comments
about potential profitability. In addition, potential partners expressed a lot of fear
regarding our business model; they would have much preferred a model that did not
include services.

Last but not least, it is noteworthy that some of our difficulties have to do with
the expertise of the laboratory itself. We are a multidisciplinary research team but
we do not have particular competencies in doing business. Moreover, valorization
requires the investment of a lot of time that must be taken away from time devoted
to research and teaching. Finally, from the valorization efforts made for this project,
we learned that technological improvement is upsetting the way things work in
business and in healthcare. We need to work toward convincing people that it is
worth trying.

4 Framework for Valorization

As mentioned earlier, ATCs have the specificities of being both technological and
social innovations. Therefore, transitioning successfully from research laboratory to
marketplace needs implementation strategies that consider these two aspects and
their complexity. For example, it is necessary to have a better understanding of
technology promotion and complex challenges related to the implementation of a
new rehabilitation practice in the healthcare system [35]. In this section, we present
a theoretical model for technology transfer, a framework to help understand the
process of implementing new practices in the rehabilitation domain, and finally a
reflective tool to facilitate the valorization of ATCs.
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4.1 Closer Look at Valorization

The term valorization can vary depending upon the context. In general, technology
transfer is an expression widely used in many domains rather than valorization.
According Lane [54], the valorization process of a technological product like an AT
involved three main stakeholders groups in our societies, government, academic
researchers, and manufacturers. Moreover, the collaboration between these groups
to pass with success from research laboratories to marketplace is a complex process
partially due to the different barriers like working method, domain’s cultures and
values [55]. To optimize the chance of success of this process, Flagg et al. [56] have
proposed a conceptual model (The Need to Knowledge model, NtK) composed of
three “phases”, nine “stages” and nine “gates” (see Table 2).

In this model, Lane puts the knowledge like the core of the valorization process
of technology product. He states that the latter consist to “transform knowledge
about user’s problems from conceptual ideas into knowledge embodied as
technology-based solutions” [56]. According to the NtK model, this transformation
is composed of three consecutive phases:

• First, there is a “discovery phase”, which is the step a research activity (ex:
literature review, brain storming, etc.) conducted to find a solution to the user’
problematic. The researcher or team of research for example try to identify a
new concept or technology that already exists and match it to the user needs. For
example, DOMUS team worked in this type of phase to identify the concept to
create an electronic organizer to help people with AD to manage their daily
activities using a mobile phone.

• Secondly, there is an “invention phase”, which represents the period of time
when engineering methods have to use to develop a functional prototype of the
results of discovery phase to allow the demonstration of the feasibility of the
concept.

Table 2 The Need to Knowledge model [56]

Phases Stages and gates

Discovery Stage 1: Define problem and solution

Stage 2: Scoping

Stage 3: Conduct research and generate discoveries = discovery output

Communicate discovery state knowledge

Invention Stage 4: Build business case and plan for development

Stage 5: Implement development plan

Stage 6: Testing and validation = Invention output

Communicate invention state knowledge

Production Stage 7: Plan and for production

Stage 8: Launch device or service = Innovation output

Communicate innovation state knowledge

Production Stage 9: Life-circle review/terminate?
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• Third, there is a “production phase”, which occurs when the functional proto-
type is ready to be transformed into a marketable product for a mass quantity by
performing a battery of tests (e.g.: quality control) and refining the design of the
prototype (e.g.: marketing service) in order to have a final product matching
with the objectives of the industrial actor.

For Lane, it’s necessary to guide the valorization process with efficacy and
efficiently due to the different stakeholders involved. Three “stages” and three
“decisions gates” composed the phases (discovery, invention and production) to
support the progression in the transformation process of an idea into a marketable
product. The stages are like special elements that allow the stakeholders to deter-
mine the project needs to realize. The decisions gates are similar to checkpoint that
permit to verify according the state of the project if it possible to go to the next
stage.

4.1.1 Implementing Changes in Rehabilitation

The valorization process is complex. Various actors are involved including aca-
demic researchers, students, engineers and healthcare professionals. To implement
ATCs in the healthcare system also means changing the practice of professionals.
Changing established behavior is very difficult because of the complex relationships
between the healthcare system, professionals, patients and carers [35]. However, to
foster the process of valorization or maximize the success of ATC use by users
(people with disabilities, carers, healthcare professionals), we need to understand
how to change practices in the rehabilitation field.

Chaplin [35] developed a model (see Table 3) to improve patient care through
changing healthcare professionals’ and managers’ practices. He suggested that the
development of a successful strategy for change is based on an understanding of the
types of barriers occurring in healthcare, and different ways to overcome them.

Table 3 Change practice
model in the rehabilitation
domain [35]

Barriers faced in healthcare Strategies to change

• Motivation • Educational materials

• Awareness and knowledge • Meetings

• Acceptance and beliefs • Clinical audit and feedback

• Skills • Outreach visits

• Practicalities • Patient-mediated strategies

• Reminder systems

• Opinion leader
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According to NICE [35] there are six types of barriers in the process of adoption
of the innovation by healthcare professionals. These barriers are:

1. Awareness and knowledge—Identify what needs to change and why
2. Motivation—External and internal factors involved in changes
3. Acceptance and beliefs—Attitudes and beliefs which have an influence on the

behavior
4. Skills—Feeling about abilities to use
5. Practicalities—Availability of structures, processes, facilities, equipment and

human resources
6. Out-of-control barriers—Societal or social variables such as public policy or

organization structure.

The NICE [35] model contains six ways to overcome these barriers:
(1) Educational materials (e.g. booklets, journals, CDs, videos and DVDs, online
tools, computer programs) and meetings (e.g. conferences, workshops, training
courses and lectures) used in combination are effective in changing behaviors;
(2) Educational outreach visits or academic detailing according to needs;
(3) Exploiting opinion leaders to motivate and inspire healthcare professionals to
achieve the best possible care for patients and to foster the dissemination of
information; (4) Employing clinical audit and feedback to collect data about indi-
vidual or organizational practice to improve quality; (5) Use of reminder systems to
provide healthcare professionals with specific information when they need it (e.g.
during a patient’s consultation); (6) Use of patient-mediated strategies to focus on
giving information to patients and the wider public. The valorization process must
consider all of these barriers to adoption of the ATCs and should also consider
using these ways to overcome barriers [35].

4.1.2 Aspects to Take into Consideration for Valorization

In order to valorize assistive technologies for cognition, many important aspects
must be considered. Some of the most important are:

• Research team’s goals: Does the team wish to create a technology (academic
point of view)? A product (business point of view)?

• Technology targets: What kind of people are addressed by the technology? Are
there multiple users for the ATC?

• Business opportunity: What kind of market is targeted? Are there possibilities
to broaden the targeted end users? Is packaging possible?

• Partnerships: What types of collaboration are involved in the project (all pri-
vate, public-private collaboration)? Who are the end users to convince?

• Involvement of healthcare system: What are the impacts associated with the
use of ATCs on healthcare professionals’ practices? How can practices be
changed to foster the use of ATCs in clinical settings?
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To answer these questions, we propose a guide to help research teams optimize
the valorization process of their ATCs. We assume that research teams want to
introduce their technology into the marketplace to address unmet needs of people
with disabilities.

4.2 Proposed Tool: Stop and Think Prior to Creating ATCs

In this section, we propose a simple guide called “Stop and think prior to creating
ATCs” that aims to help researchers move toward the valorization of the ATCs they
develop. We chose the ‘Stop and Think’ expression because it is a cognitive
strategy from Etscheidt [57] for changing ways of thinking: stop and think before
any action. We decided to work on such a tool after finding that the difficulty with
diffusion and marketing of ATCs was generalized [23]. Many problems occur at the
implementation stage, one of the most important steps to prove the value created by
the ATCs. It is often the consequence of not very rigorous procedures from a
scientific perspective: inconsistency in the terminology used, lack of details
regarding the strategies, missing theoretical frame of reference, etc. [58]. The
current consensus in the literature is that it is a good idea to base the valorization of
technologies on knowledge transfer models to increase the chances of success [56].
Other authors suggest that to ensure the success of the enterprise, the implemen-
tation must begin with good planning right from the start of the project [23, 58].

This tool, shown on Fig. 3, is designed to be used even before having a first
working prototype. It lays the groundwork for seven key questions related to the
valorization planning process, based on the literature and the experience of the
DOMUS laboratory team. It also aims to provide potential solutions to these key
questions. Each of the following subsections addresses one of these questions.

4.2.1 Who Will the End Users of This ATC Be?

To foster the implementation of technological innovations, researchers need to plan
the procedure carefully. The end users and clients who will use the ATCs in the
future need to be considered and personalized strategies designed accordingly [23,
33]. The particularity of ATCs is that the target users are generally varied and
involved in the project to different degrees. They are the patients, the healthcare
organization, the caregivers and the managers (directors, etc.). It is important to
understand who are the clients and make them the priority. With ATCs, it is also
important to understand that the project may involve the managers, political leaders
and often private companies.

Another important consideration concerns the objective of developing an ATC.
If the goal of the research project is to introduce the technology into the market-
place, the manufacturers may be considered the real customers of the product.
Bauer and Lane [59] explains that manufacturers have the capacity to produce,
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distribute, and support products in the marketplace, including those designed for
use by people with disabilities. In this case, what roles are played by other actors
such as research collaborators and healthcare professionals? According to Bauer,
they are stakeholders who may influence the research activities and commercial-
ization outcomes. Finally, the research team must address manufacturers’ needs
while keeping in mind the end users’ perspective.

4.2.2 What Are the Users’ Needs?

The second question that must be answered is what the users’ needs are. One of the
intuitive ways to answer it, at least from a researcher’s perspective, is to do a
literature review. It is even more important when the client is a person with a
cognitive deficit. The consequences of cognitive deficits are diverse and ATCs must
often be adapted to the specific profiles of the target population. Despite this, we
also suggest conducting interviews with the users. Such interviews often give the
team a lot of crucial information and also enable a good match between the person
and technology.

Stop and think prior to creating ATCs

Questions to ask prior to creating ATC to facilitate valorization:

1. Who will the final users of this ATC be?

2. What are the users’ needs?

3. How will the research process be conducted?

4. Where will the ATC be in a few years?

5. What will the business model be?

6. How can you make your ATC more attractive?

7. Which valorisation model best fit the context?

The guide and this tools are available on the Domus web site: 
http://www.domus.usherbrooke.ca/

Fig. 3 The “Stop and think prior to creating ATC” guide
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The families of the end users also play an important role in the project. Since
they often act as natural helpers, they might participate in the learning and uti-
lization of the ATC. Their needs must, therefore, be considered. One of the ways to
better understand both the needs of the families and the end users is to rely on
information from the professionals in clinical settings. These professionals are often
a very good intermediary to translate the needs into a language the researchers
understand. One of the objectives that all the potential users of an ATC share is
support at home for persons with disabilities [60].

Finally, it is also very important to know the needs of industry, which often
focuses on mass production and low costs. Thus it is important to keep the tech-
nologies simple and not too personalized, to allow, for example, another population
to use the same technology.

4.2.3 How Will the Research Process Be Conducted?

To develop ATCs, one of the best approaches is to use participatory action research
[61]. This approach involves the users (patients, families, managers, professionals,
etc.) in the research process. One of the assumptions of this approach is that future
users can provide the project with unique expertise. More specifically, they shed a
different light on the needs that the technology is trying to meet. Involving them in
the process should guarantee that the technology will be useful and efficient in the
future. In a study published in 2007, Landry et al. [33] concluded that the more
researchers and practitioners (i.e. end users) invest in continuous collaboration
through exchange and discussions, the more the data collected from such research
will be used.

A very important point underlined by the work of Frank Lopresti et al. [10] is the
impact of undertesting an ATC. ATCs should be tested with real patients with
cognitive impairments despite the difficulty of conducting such research (ethics
committee, recruitment, etc.). The experiments should also take place in a realistic
environment. The environment has a lot of influence and results obtained in a
laboratory context could be biased as a result of environmental stress. Moreover, it
is a good idea to involve healthcare professionals in teaching and integrating the
ATCs in the person’s real-life context.

Finally, it is important to be careful about the inclusion and exclusion criteria
when recruiting participants. A sample should be representative of the target
population. In other words, a person should not be chosen only to facilitate the
progress and success of the experiments.

4.2.4 Where Will the ATC Be in a Few Years?

Valorizing an ATC is not a simple task. It is important to establish a clear vision
and specific objectives before starting a project. The researchers should take the
time to understand and pinpoint their own motivations in the project. They should
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know where they want to go and set a number of long-term objectives associated
with their research [59]. For example, suppose one is working in ambient intelli-
gence. If the subject being worked on cannot yet be implemented in a house, the
ultimate goal of the project remains a research issue regarding the conception and
development of the idea [62].

4.2.5 What Will the Business Model Be?

When it is established that one of the objectives of the project is to introduce a
product to the market, the research team must define a clear idea of the business
model. It is important to convince future private partners (e.g. manufacturers,
industry). A business model or plan is a written statement that describes and ana-
lyzes the business to be launched. Most private collaborators or investors require a
business plan before even considering a proposal. Two points need to be taken into
consideration by the research team when establishing the business model:

Target market of the ATC:

The cognitive impairment market is generally small and highly fragmented. Frank
Lopresti et al. [10] reported that the diversity of conditions and situations means
that sales volumes of assistive technology are too low and prices are correspond-
ingly high. With the goal of fostering commercialization of an ATC and convincing
private partners, the research team must determine if they wish to target a specific
market for people with cognitive impairments, with the limitations associated with
it, or find another type of market. According to Frank Lopresti et al. [10], there are
three different opportunities to facilitate commercialization of products. First, they
think that using mainstream products to develop ATCs can achieve the low prices
that come from high volumes. Second, they suggest that ATCs can be developed
using mainstream components as a base. Third, new mainstream markets can be
created by the industry actors, taking into consideration which particular charac-
teristics are common to people with cognitive impairments.

Method to sell the ATC:

Transforming a research project on technology into a commercial product is a
complex process. An ATC is an assistive product to help people with disabilities in
their daily lives. Consequently, its availability in the marketplace needs to be
supervised by healthcare professionals. Research teams have to think about this
process. Who prescribes the ATC? Physicians? Clinicians? Hospital? Next, the
marketplace needs to be defined. Would the ATC be sold in a drugstore like
medication or in a hospital?

The costs of the ATC also need to be taken into consideration. Mason et al. [63]
reported that ATs are costly to purchase or maintain. With the goal of fostering their
usage, it is necessary to determine who will pay for the ATC: Government agen-
cies? Private insurance? End users? Other actors? Solving this question may have
an influence on the success or failure of the valorization process. ATCs, like other
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products that include services, need to have a customer service to help end users if
necessary; for example, if the ATC breaks down or needs to be updated. Who will
take on this role: Manufacturers? Research team? The same questions can be asked
about the training period necessary for the end user to master the ATC. Healthcare
professionals need to spend time to learn the functionalities of the ATC and then
how to help the end user learn those functionalities. The research team with col-
laborators also needs to think about who will pay for this time spent by healthcare
professionals: Manufacturers? Government agencies? Hospital? End users?

4.2.6 How Can You Make Your ATC More Attractive?

If the participatory action research approach is selected for the project, questions
must be answered regarding the specific expectations users will have about your
ATC. Which technological platform should be exploited (tablet, pc, smart phone,
etc.)? It is important to keep in mind the simplicity and ease of human-computer
interaction. Marketing has something to say about the design of attractive software.

Landry et al. [33] identified the determinants of the implementation relative to
the innovation itself (not considering the context).

1. Relative advantage: the innovation should create a significant improvement
2. Compatibility: there should be a coherence between the characteristics of the

innovation and the context
3. Complexity: it should be easy to understand and use
4. Experiments: it might be interesting to provide the opportunity for professionals

to use the innovation during a trial period
5. Observability: ease of perceiving the effects of the innovation
6. Adaptability: possibility of adapting to the context
7. Radicality: level of changes brought about by the innovation
8. Multifunctionality: possibility of using the innovation in a different context for a

different clientele
9. Legitimacy: relates to the adoption by neighbor organizations.

4.2.7 Which Valorization Model Best Fits the Context?

As mentioned previously, the lack of rigor in the valorization process, the lack of
common terminology and lack of a frame of reference guiding the process are often
reasons for implementation failures.

Answering the previous questions should help in the choice of a good model
specific to the ATC. As there are several models, the context must be well known to
achieve a good match. Here are some examples of models found in the literature. As
shown in Table 4, they are matched against different contexts of development and
ATC implementation.

Valorization of Assistive Technologies for Cognition: Lessons and Practices 79



5 Conclusion

This chapter discussed challenges with regard to the valorization of ATCs. We
began by describing the main reasons leading to the failures of valorization. We
discussed the issues related to the nature of innovation, the stakeholders and the
marketing/commercialization of the ATC. We thus set the scene for how complex
the valorization of ATCs is.

The second section described AP@LZ, an intuitive and interactive agenda aimed
at replacing a paper agenda. AP@LZ was one of the most important projects at the
DOMUS laboratory and the one that was nearest completion and ready for com-
mercialization for many years. The lessons learned with AP@LZ showed us that a
research team needs to have a broader vision of the assistive technology project
which goes beyond “academic research” to include “business culture”.

Finally, we proposed a simple guide for the valorization of ATCs. We discussed
the importance of taking the time to think about all the implications of the assistive
technology project at the very beginning of the project. The guide reviewed seven
important questions that, if answered, should foster the success of valorization.
However, due to the complexity of the process, it is highly likely that no guide can
ever guarantee the success of such an enterprise.

Table 4 Example of models matching the context

Context of development and implementation Example of models found in the literature

Development and implementation toward the
industry

Transferring R&D knowledge: the key
factors affecting knowledge transfer success:
Cummings et al. [64]

A model for technology transfer in practice.
Gorschek et al. [65]

Development and implementation in public
healthcare and practice changes for the
professionals

Ottawa Model of Research Use. Graham and
Logan [66]: innovations in knowledge
transfer and continuity of care

PARiHS Framework: Promoting Action on
Research Implementation in Health Services
Kitson (1997) [67]

Conceptual Model for Considering the
Determinants of Diffusion, Dissemination,
and Implementation of Innovations in Health
Service Delivery and Organization.
Greenhalgh et al. [68]

Innovation dans les services publics et
parapublics à vocation sociale. Landry et al.
[33]

Organizational Transformation Model.
Lukas et al. (2007) [69]

Development of ATC toward mainstream
products

Need to Knowledge (NtK) Model. Flagg et al.
[56]
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The DOMUS laboratory is currently leading a large-scale project that exploits
the ideas expressed in the guide in this chapter. The use and results will be doc-
umented in the future. This should enable us to assess the efficacy of the proposed
solutions.
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Safe and Automatic Addition of Fault
Tolerance for Smart Homes Dedicated
to People with Disabilities

Sébastien Guillet, Bruno Bouchard and Abdenour Bouzouane

Abstract In this chapter, we discuss a project of the LIARA laboratory that
introduces a methodology to design and control smart homes dedicated to people
with disabilities. In this context, this project aims at improving the security of the
environment through a design methodology involving formal synthesis techniques.

Keywords Smart home � Security � Fault tolerance � Discrete controller synthesis

1 Introduction

Ubiquitous computing, making us more connected to our environment and other
people, is challenging the way we live through many different means, ranging from
anticipating our needs to securing our environment and automating routine physical
tasks. Contributions to ubiquitous computing has lead the scientific community to the
smart home era [1], which involves a wide range of these means to liberate us from
usually hard and repetitive work at home and to help us live more independently.

Enhancing independence is actually the core concept of smart homes dedicated
to disabled people. For example, such a house can be designed to help a human
resident suffering from a cognitive deficit to complete his activities of daily living
(ADL) [2] without the need of additional human assistance. De-signing this kind of
smart homes involves many challenges, including blending unobtrusively into the
home environment [3], recognizing the ongoing inhabitant activity [4], localizing
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objects [5], adapting assistance to the person’s cognitive deficit [6], and securing
the environment [7].

Given the high degree of vulnerability of people with cognitive deficiencies,
securing the house is a primary concern. Indeed, an adequately designed smart
home for disabled people should be able to provide both assistance and protection.
However, even if a smart home system is usually build to last, it might not be the
case for its very own components [8]: lights, screens, sound system, and many other
important equipment can fail during the lifetime of the system. In this context,
providing a viable security strategy over time requires to take failures into account
due to their high probability and potential harmful consequences if not taken
seriously [9].

To operate properly over time, the main concern of a fault tolerant smart home
system is, upon detection of a failure, knowing how to “react appropriately”. Let’s
suppose that a detected random failure affects an arbitrary component, is the system
still able to provide both protection and adequate assistance with respect to the
person’s disabilities?

Answering such a question usually requires to solve a non-trivial combinatorial
problem: a smart home is supposed to be composed of many dynamical compo-
nents (electrical shutters, lights, ventilation systems, etc.), each one having several
exclusive execution modes (opening, opened, on, off, disabled, failed, etc.) which
can be observed using sensors; These components are concurrently executed and
their execution modes can be influenced upon reception of events which can be
external to the system (e.g. the user pushes a button) and/or internal (e.g. a security
system prevents a hair dryer from powering on because it is too hot). Here lies the
complexity: ensuring that the system will respect a security property (e.g. being
able to provide assistance even if a component fails) requires to verify that this
property holds for each accessible combination of execution modes.

Now let’s introduce the notion of controllability, which happens when a com-
ponent offers an interface so that a control system—a program named controller—
can send events to constrain its behaviour. Controllability is very common in the
context of ubiquitous computing—smart home is no exception—where almost
every component provides such an interface so that it can be adapted to a situation.
A system is said to be controllable with respect to a temporal property whether
given its dynamicity and controllability, it exists a controller able to constrain the
system such that the temporal property holds for all possible executions.

Applied to smart homes for disabled people, a smart home has the capacity to
undertake a security constraint1 over time if and only if a control system can be
proven to keep the system in execution modes complying with the constraint. But
even if a system under control can be proven correct using verification techniques,
its controller is not guaranteed to be interesting. For example, let’s take a con-
trollable component which can be prevented to start, and a security constraint such
that this component must not be started when temperature is above 50 °C; now let’s

1Or, to be more general, a “quality of service constraint”.
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build a controller which always disables this component; then the system under
control can be verified to be correct, however we understand that the implemented
controller should be more permissive when temperature is lower than 50 °C.

Basically, in presence of controllability, the designer of a fault tolerant smart
home system has to face two non-trivial problems: building a permissive controller
and verifying the system under control. It happens that these two problems are the
specialty of a formal technique named Discrete Controller Synthesis (DCS) [10]:
given a system’s dynamicity, controllability, and temporal constraints, if a control
solution exists then DCS is able to provide automatically a controller which is both
correct by construction and maximally permissive, meaning that it valuates control
events tied to control interfaces of dynamic components only when the system has
to be constrained.

In [11], we made a contribution giving concepts on representing the behavior of
a smart home system dedicated to disabled people. DCS was shown to be applicable
using this representation to create a controller designed to keep the smart home in a
correct state. The contribution of the present study relies on the definition of a
design methodology around these concepts, and shows examples on how a smart
home system can be specified, so that DCS can be applied to solve concrete fault
tolerance related problems in smart homes for people with impairments.

The paper is organized as follows. Section 2 presents the related work about
security in the smart home domain and justifies the choice of DCS over other formal
techniques to provide a solution for the controllability problem. Section 3 describes
the synchronous framework which serves as a foundation for modeling and
applying DCS. Section 4 explains how to de ne a smart home model using this
synchronous framework. Section 5 shows the application of DCS on such a model.
Section 6 details the experiments we conducted using a partial model of our own
smart home equipment. The model is kept partial so that both DCS application and
controller execution remain easy to follow step by step. Finally, Sect. 7 concludes
the paper and outlines future developments of this work.

2 Related Work

The literature on which this study is based can be divided into three major domains.
The first one is smart home modeling [7, 12, 13]: this work aims to give a
framework to represent key aspects of a smart home (dynamicity, controllability,
and temporal constraints) so that formal techniques such as DCS can be applied;
these aspects are generic and need concrete definitions for the smart home context.
The second domain is smart home security [2, 6, 9, 14–18]: what makes a smart
home secure, especially a smart home for disabled people? What are the techniques
employed to provide some form of security in this context? Finally, the third
domain is formal techniques [11, 19–22]: failing to provide a correct smart home
behavior for all its possible executions could easily have harmful consequence for a
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vulnerable inhabitant, so how do we prove a smart home to be secure? And what is
the best technique to apply given the smart home properties?

2.1 Smart Home Modeling

Research projects related to modeling of smart homes for disabled people usually
share many concepts based on representing: the smart home elements (devices,
doors, lights, etc.) with their positions and execution modes, the person itself (its
state of mind, behavior, position, cognitive profile, etc.), and the global execution
model (how the smart home is supposed to run and process events in order to
provide both assistance and security using artificial intelligence).

In [7, 12], Pigot et al. present respectively (1) a meta-model containing generic
knowledge of a smart home system for elders suffering from dementia and (2) a
corresponding model showing cognitive assistance and telemonitoring concepts.
These works detail a pervasive infrastructure and applications to provide assistance
to elders with cognitive deficiencies using two kinds of interventions: one operating
inside the home to help the person to complete its ADL in case of difficulties, and
another one establishing communication outside the home to send message to
caregivers, medical teams or families.

In [13], Lat et al. give an overview of an ontology-based model of a smart home
dedicated to elderly in loss of cognitive autonomy. The ontological architecture is
partitioned into seven sub-domains: (1) Habitat, describing the home structure
(rooms, doors, windows, etc.); (2) Person, which can describe the patient itself
(medical history, behavior, etc.) and the various persons supposed to interact with
the patient and/or the habitat (medical actor, habitat-staff, friend, etc.);
(3) Equipment, which defines the various home appliances; (4) Software,
de-scribing reusable software modules of the smart home system; (5) Task,
detailing the observable tasks that the patient, the personal, and house itself, can
per-form; (6) Behavior, regrouping life habits and critical physiological parameters;
(7) Decision, related to the smart home adaptation behavior.

These works constitute the foundation of Sect. 4, which will synthesize and
show how to represent their ideas into a formal synchronous model, so that security
properties can be set and verified.

2.2 Smart Home Security

Due to its importance, security in the context of smart homes—especially those
dedicated to disabled people—has been widely covered in the literature. Methods
employed to secure a smart home target three main layers: (1) Fault tolerance, as a
smart home system is supposed to experience failures through its lifetime; (2) Smart
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sensing technology, so that ADL can be monitored accurately; (3) Appropriate
smart home behavior depending on the patient deficiencies.

Fault tolerance Failures in a smart home system may occur on several levels [9,
23]: a smart home is typically a set of hardware and software components com-
municating together, so failures can happen either happen at hardware, software or
communication level.

Sensors, actuators, displays, speakers, lights, etc. are traditional failure-prone
smart home hardware components. They wear over time, can be damaged, can go
down if they are battery powered, can cease to communicate because of limited
signal strength, can operate incorrectly because of a manufacturing defect, etc.
A single failure at this level can compromise the smart home security.

A smart home system also typically contains multiple software components
running together (operating systems, artificial intelligences, controllers, etc.),
including commercial applications (i.e. trusted black boxes). Unless formally
checked against security requirements, few assumption should be made about
applications. Even software verified by competent and credible experts can contain
bugs. The malfunction in the control software in Ariane 5 Flight 501 is an example
of such a bug, which remained undetected through several human-driven verifi-
cation processes [24].

Communication between hardware and software components happens through
wired and wireless channels. Communication failures are mainly caused by low
signal strength (e.g. two mobile wireless devices communicating together get
separated by a too long distance) or heavy traffic. They are not really hardware or
software related, but can be (wrongly) perceived as such because affected com-
ponents cease to communicate and become unavailable, making these failures
important to detect.

When a hardware, software or communication component failure is detected,
two common responses are (1) using an equivalent component (redundancy) [17]
and (2) executing the system in a degraded mode, allowing it to work correctly
through failures using a safe subset of its functionalities [25].

These methods will be used in Sects. 4 and 5 as a base to build a fault tolerant
smart home.

Smart sensing Increasing a smart home robustness also involves an effective
sensing system. Identifying ADL [4, 15], locating a person or mobile components
[5], recognizing the mood [26], etc. are examples of smart sensing features that can
be integrated into a smart home.

Section 4 takes the presence of these kinds of high level sensors (artificial
intelligences) into account, so that security rules can be based on their information.

In [17], Bouchard et al. give guidelines to integrate and execute artificial
intelligence modules into a generic smart home system. We will take advantage of
these guidelines to model a system that will comply with the same execution
principles.
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Impairment adaptation Knowing how to adapt a smart home for disabled people
to their impairments is a sensitive and complex problem largely discussed in the
literature. Smart homes usually contain technological devices aiming to provide
adapted cognitive assistance—or prompts—when needed. Typical prompts can be
based on sounds, music, spoken messages, photos, videos, lights, etc. Implementing
an adequate prompting system is actually the core concept or impairment adaptation
[6, 7, 15, 16].

In [6, 17], the authors provide experimental results on prompt efficiency
according to cognitive pro les. Section 4 shows how to represent these relations, so
that security properties can be defied for the prompting system.

Combined together, all these security layers bring a new question. If the house is
equipped with redundant critical equipment, if the prompting system can be adapted
in accordance with the severity and characteristics of the patient’s impairments, and
if the context (ADL, mood, position, etc.) can be accurately monitored: how do we
prove that, in case of a failure, the smart home system can still provide adequate
assistance if the failure impacts the prompting system or the way ADL can be
monitored?

Proving it for every allowed failure, every possible execution, every context, etc.
is essentially a combinatorial explosion problem that is very di cult to solve without
appropriate tools. This is where verification techniques come in.

2.3 Formal Methods

Many research work contribute to formal modeling and verification of user’s
in-teractions, hardware/software components and control algorithms in the smart
home domain [27–29]. However, formal verification suppose that a complete
system can be modeled before being applied. In the modeling methodology pro-
posed in [29], a modeling step named “control algorithm modeling” is explicitly
required. This step is about the definition of a module which, given (1) the system
current configuration, (2) incoming message from the system or its environment,
and (3) control rules, makes a reconfiguration decision and sends triggering mes-
sages to the associated devices for performing the required operations.

This step is precisely the part that is di cult to design because of the combina-
torial problem we are facing in this context. This is the reason why we are more
interested into an alternative method, DCS, which is able to both build the control
part automatically and perform formal verification of the system.

Regarding smart homes, a smart home system can be considered as a special-
ization of autonomic computing systems [30], which adapt and reconfigure them-
selves through the presence of a feedback loop. This loop takes inputs from the
environment (e.g. sensors), updates a representation (e.g. Petri nets, automata) of
the system under control, and decides to reconfigure the system if necessary. This
consideration is detailed in Sect. 3. Describing such a feed-back loop can be done in
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terms of a DCS problem. It consists in considering on the one hand, the set of
possible behavior of a discrete event system [31], where variables are partitioned
into uncontrollable and controllable ones. The uncontrollable variables typically
come from the system’s environment (i.e. “inputs”), while the values of the con-
trollable variables are given by the synthesized controller itself. On the other hand,
it requires a specification of a control objective: a property typically concerning
reachability or invariance of a state space subset. Such a programming makes use of
reconfiguration policy by logical contract. Namely, specifications with contracts
amount to specify declaratively the control objective, and to have an automaton
describing possible behavior, rather than writing down the complete correct control
solution. The basic case is that of contracts on logical properties i.e., involving only
Boolean conditions on states and events. Within the synchronous approach [19],
DCS has been defined and implemented as a tool integrated with synchronous
languages: SIGALI [20]. It handles transition systems with the multi-event labels
typical of the synchronous approach, and features weight functions mechanisms to
introduce some quantitative information and perform optimal DCS.

One of the synchronous languages it has been integrated with is BZR [22],
which is used in this work; BZR actually includes a DCS usage from Sigali within
its compilation. The compilation yields (if it exists) the code of a
correct-by-construction controller (here in C language), which can itself be com-
piled to be executed into the smart home system.

Based on the synchronous characteristics of a smart home system, Sect. 3 sets
the synchronous context and notations so that they can be applied to smart home
modeling in order to perform DCS.

DCS has already been successfully applied in various domains, e.g. adaptive
resource management [32], reconfigurable component-based systems [33], recon-
figurable embedded systems [11], etc. However, DCS in the context of smart homes
has not been seen until very recently, where it was introduced in [34] and [35]. Both
studies show preliminary results on how DCS could be applied to secure a smart
home, [34] having a general point of view, and [35] a specific one regarding fault
tolerance. They have a common perspective to show results with more types of
objectives and adaptive control in order to go beyond a demonstration of DCS
applicability and really show its relevance and efficiency in this context. This study
takes this perspective into account to give a contribution on actual usage of DCS to
solve concrete smart home problems—related to fault tolerance—through a mod-
eling methodology using BZR.

3 Synchronous Framework: Basic Notions

Synchronous languages are optimized for programming reactive systems, i.e. sys-
tems that react to external events. This section aims at presenting the similarities
between a reactive system under control and a controlled smart home, so that a
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synchronous framework—essentially adopted from [36, 37]—gets justified as
appropriate to specify smart home systems.

3.1 Execution Model

In [11], the execution model of a reactive system under control is depicted, cf.
Fig. 1. Such a system contains a global execution loop, which starts by taking
events from the environment. Then these events get processed by a task
(Reconfiguration controller), which chooses the system’s configuration. Finally,
this configuration order gets dispatched through the system’s tasks following its
model of computation, and another iteration of the loop can start again. If a system
can be represented within this execution model, then the proposition of this work
can help to design and formally obtain its Reconfiguration controller task.

In [17], guidelines to build the software architecture of a smart home system are
presented, cf. Fig. 2. Such a software follows a loop-based execution, in which a
database containing an updated system state and event values is read and processed
by eventual artificial intelligence (AI) modules to transform raw data into high level
information. This information can then be used by third party applications.

Immediately, we can see similarities arising from such an architecture com-pared
to the reactive system execution model. If we add a reconfiguration controller as a
third party application in this software architecture, then we obtain the same exe-
cution principle presented in Fig. 1: in each iteration of the execution loop a
controller can be designed to (1) take events and/or high level information provided
by the system and its environment, (2) perform a reconfiguration decision, and

Start

End

End of Loop

Receiving 
events

No

Yes

Yes

No

System

Tasks execution

Fig. 1 Configuration
processing flowchart
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(3) give this decision back to the system using some of its actuators (i.e. its con-
trollability) before the next iteration.

Designing the aforementioned controller by constraint so that it can be obtained
automatically through DCS becomes possible, but it requires the use of formal a
model to specify the behavior of the underlying system under control. Behavioural
modeling can be performed using various formal representations, e.g. State charts,
Petri-nets, Communicating Sequential Processes or other ways. The toolset we use
in this work—BZR and SIGALI—brings us to de ne our system in terms of syn-
chronous equations and Labelled Transition Systems.

3.2 Synchronous Equation

In a declarative synchronous language, semantic is expressed in terms of data flows:
values carried in discrete time are considered as infinite sequence of values, or flows.
At each discrete instant, the relation between input and output values is defined by an
equational representation between flows, it is basically a system of equations:
equations are evaluated concurrently in the same instant and not in sequence, the real
evaluation order being determined at compile-time from their interdependencies. For
example, let x and y be two data flows such that x = x0, x1, … and y = y0, y1, …
Evolution of y over time is given by the following system of equations:

y0 ¼ x0
yt ¼ yt�1 þ xt if t� 1

(

In this example, y is defined, amongst others, by a reference to its value at a
previous discrete instant. Each declarative synchronous language has a syntax to de
ne such a system. The corresponding BZR program is: y = x → pre(y) + x;
meaning that in the first step, y takes the current value of x, and for all next steps

Fig. 2 Smart home software
architecture
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y will take its previous value incremented by x. (Other syntactic features of BZR
can be found online2). To represent the system execution modes, BZR also allows
to de ne automata, or Labelled Transition Systems, each state encapsulating a set of
synchronous equations evaluated only when the state is activated.

3.3 Labelled Transition System (LTS)

A LTS is a structure S ¼ hQ; q0; I ;O; T i where Q is a finite set of states, q0 is the
initial state of S, I is a finite set of input events (produced by the environment), O is
a finite set of output events (emitted towards the environment), and T is the
transition relation, that is a subset of Q� Bool(IÞ � O� � Q, where Bool(IÞ is the
set of boolean expressions of I . If we denote by B the set {true, false}, then a guard
g belong to g 2 Bool(IÞ can be equivalently seen as a function from 2I into B.

Each transition has a label of the form g/a, where g 2 Bool(IÞ must be true for
the transition to be taken (g is the guard of the transition), and where a 2 O� is a
conjunction of outputs that are emitted when the transition is taken (a is the action
of the transition). State q is the source of the transition (q, g, a, q′), and state q′ is the

destination. A transition (q, g, a, q′) will be graphically represented by ðq�!g;a q0Þ.
The composition operator of two LTS put in parallel is the synchronous

product, noted ||, and a characteristic feature of the synchronous languages.
The synchronous product is commutative and associative. Formally Q1; q0;1;

�
I1;O1; T 1i k Q2; q0;2;

� I 2;O2; T 2i = Q1 �Q2; q0;1; q0;2
� �

; I1 [ I2;
� O1 [

O2; T i with T ¼ q1; q2ð Þ�!ðg1
^

g2Þ=ða1 ^ a2Þ q01; q
0
2

� �� �
jðq1�!g1

=
a1q

0
1Þ 2 T 1;

�
ðq2�!g2

=

a2q02Þ 2 T 2g: Note that this synchronous composition is the simplified one pre-
sented in [37], and supposes that g and a do not share any variable, which would be
permitted in synchronous languages like Esterel.

Here (q1, q2) is called a macro-state, where q1 and q2 are its two component
states. A macro-state containing one component state for every LTS synchronously
composed in a system S is called a configuration of S.

3.4 Discrete Controller Synthesis (DCS) on LTS

A system S is specified as a LTS, more precisely as the result of the synchronous
composition of several LTS. F is the objective that the controlled system must
fulfill, andH is the behavior hypothesis on the inputs of S. The controller C obtained
with DCS achieves this objective by restraining the transitions of S, that is, by
disabling those that would jeopardize the objective F , considering hypothesis H.

2http://bzr.inria.fr/pub/bzr-manual.pdf.
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Both F and H are expressed as boolean equations. The set I of inputs of
S is partitioned into two subsets: the set IC of controllable variables and the set IU

of uncontrollable inputs. Formally, I ¼ IC [IU and IC \ IU ¼ ;: As a conse-
quence, a transition guard g 2 Bool(IC [ IUÞ can be seen as a function from 2IC �
2IU into B. A transition is controllable if and only if (iff) there exists at least one
valuation of the controllable variables such that the boolean expression of its guard is
false; otherwise it is uncontrollable. Formally, a transition ðq; g; a; q0Þ 2 T is
controllable iff 9X 2 2IC such that 8Y 2 2IU , we have g(X, Y) = false. In the
proposed framework, the following function Sc = make_invariant(S, E) from SIGALI
is used to synthesize (i.e. compute by inference) the controlled system Sc = S||C
where E is any subset of states of S, possibly specified itself as a predicate on states
(or control objective) F and predicate on inputs (or hypothesis) H. The function
make_invariant synthesizes and returns a controllable system Sc, if it exists, such
that the controllable transitions leading to states qi 62 E are inhibited, as well as those
leading to states from where a sequence of uncontrollable transitions can lead to such
states qi 62 E. If DCS fails, it means that a controller of S does not exist for objective
F and hypothesisH. In this context, the present proposition relies on the use of DCS
to synthesize a controller C, which makes invariant a safe set of states E in a
LTS-based system where E is inferred by boolean equations defining a control
objective and an hypothesis on the inputs. The controller C given by DCS is said to
be maximally permissive, meaning that it doesn’t set values of controllable variables
that can be either true or false while still compliant with the control objective.
Actually, the BZR compiler defaults these variables to true. Optimization can be
done at this level if this type of decision is too arbitrary [11], but it goes beyond the
scope of this work, which focuses on security, so the standard decision behavior
given by BZR is kept. A smart home system, following the aforementioned exe-
cution principle, can now be designed using this framework.

4 Smart Home Model

From the various smart home presentations found in the related work, a smart home
system for people with disabilities can be abstracted as a hierarchy of hardware and
software components (dynamic or not), sensors, and effectors distributed among several
interconnected rooms, helping a person with impairments to perform ADL. Showing
how to specify all these features within a synchronous model is the aim of this section.

4.1 Dynamic Components

The top component of the hierarchy is the system itself. In accordance to the
synchronous execution model, let S be the LTS of the system, taking inputs I from
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its effectors (buttons, touchscreens, controllable interfaces, etc.) and producing
outputs O from its sensors (low level sensors, AI, any device producing notifica-
tions, etc.) each time it is triggered.

The smart home system is usually built upon several components, which can in
turn be defined as LTS or LTS compositions if they are dynamic (i.e. they have
multiple exclusive running modes) or as a set of synchronous equations if they have
only one execution mode. Some components may be redundant and should not be
specified more than once. For this case, BZR provides a node construct, in which
LTS and synchronous equations can be defined to be instantiated. Figure 3 shows
the graphical representation of such a node for a light bulb behavior definition.

Representing or not a component must be decided upon the following principle:
if a component is concerned by a security rule, or if it can directly or indirectly
influence a component concerned by a security rule, its behavior must be defined in
the synchronous model. Moreover, if a behavior is modeled, it must also be
observable. Regarding the example of the light bulb from Fig. 3, if its corre-
sponding switch is set to ON or OFF,3 then the bulb is supposed to respectively
light up or shut down. This abstraction can work for a system with a relatively short
life and built with new light bulbs. However, in the context of smart homes, a light
bulb may fail at some point. In this model, the light bulb failure is not observable,
so it does not correspond to reality. Being able to observe such a failure requires
another component, like an appropriate sensor represented in Fig. 4 by the boolean
variable lightIsOn. To keep track of the failure, it can be represented as an exe-
cution mode, cf. Fig. 5.

node LightBulb

switch

switch  lightIsOn

Off On

lightIsOn:bool

switch:bool

Fig. 4 Observable light bulb

node LightBulb

switch

switch

Off On

switch:bool

Fig. 3 Simple light bulb
model

3The state of the switch is itself supposed to be known by the system.
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4.2 Person

Any person interaction with the system can be observed through its various types of
sensors. However, in the very specific context of smart homes for disabled people,
some characteristics of the person’s behaviors and impairments can also influence
security rules, and thus, have to be both observable and represented in the syn-
chronous model.

As shown in the related literature, usual observable properties about a person are
its position, mood, ADL and impairments. Position can be trivially defined as a LTS
depending on how rooms are interconnected in the house. Let’s suppose there are
three rooms: a kitchen, connected to a bathroom and a bedroom. If sensors can
determine the current position of a person, then the position evolution over time can
be modeled by the LTS shown in Fig. 6. Observable behaviors in a smart home

node LightBulb

lightIsOn

lightIsOnswitch

switch  lightIsOn

switch lightIsOn

Off

failed=false

Fail

failed=true

On

failed=false

switch

lightIsOn:bool

failed:boolswitch:bool

Fig. 5 Light bulb failure model

node Position
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Fig. 6 Position model
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system are usually defined as a set of scenarios containing multiple steps and
conditions to go from a step to another, so as to be processed by AI—in combi-
nation of events coming from the system—which can infer which step of which
scenario the person is currently doing. Such a representation for scenarios makes
them easy to be defined as LTS. And because a scenario can be aborted at any time
by the person, modeling a scenario can follow the same principles presented for the
observable failure of the light bulb. Figure 7 shows a LTS example representing the
act of making coffee, evolving from step to step using AI notifications. Finally,
mood and impairments are usually represented by boolean or numerical attributes,
so they can be represented using synchronous equations. Evaluation of impairments
for example, can come from various assessments such as the Global Deterioration
Scale for Assessment of Primary Degenerative Dementia (GDSAPD) [38] which
allocates a number between 1 and 7 depending on the cognitive decline (7 being
very severe). We could also add additional disabilities such as “blind” or “deaf”
which can be associated to booleans, cf. Fig. 8. It should be noted that this
impairment model cannot evolve as it does not take inputs to influence the person’s

node MakeCoffee

AI_FillWater

Step 0

Step 1

AI_FillCoffee

Step 2

Step 3

AI_HeatWater

Step 4

Step 5

Step 6

AI_WaterOK

AI_CoffeeOK

AI_Warm

A
I_

A
bo

rt
A

I_
A

bo
rt

A
I_

A
bo

rt

A
I_

A
bo

rt

AI
_A

bo
rt

AI
_A

bo
rt

AI_WaterOK

AI_FillWater

AI_CoffeeOK

AI_FillCoffee

AI_Warm

AI_HeatWater

AI_Abort

Fig. 7 ADL “Make Coffee”

node Disabilities

deaf = true;
blind = false;

GDSAPD = 7;

Fig. 8 Impairment model
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profile, so in the case this person is diagnosed with additional problems, this model
should be changed accordingly, and recompiled. But this evolution could be rep-
resented with LTS and inputs as usual.

Using all these specifications, a smart home model can be completed by specific
properties required by DSC, namely: designation of controllability within the
model, and security constraints definition.

5 Applying DCS

When the various components and properties of a system are defined as behavior
models (LTS, etc.) and synchronous equations, setting both the controllability and
execution constraints enables the use of DCS.

5.1 Controllability

Controllability occurs naturally in the smart home domain. In the synchronous
model, inputs are received each time the system is triggered, and these can come
from both the environment—uncontrollable inputs IU (e.g. a button is pressed by a
human)—and the system itself—controllable inputs IC (e.g. a device is forced to
shut down by control system which is part of the execution loop).

For example, let’s take a system allowing a third party application to control two
failure-prone light bulbs so that they can be forced to light up or remaining lit even
if their switch is turned off by a human. Figure 9 represents the designed by
constraint controller of this small system, instantiating two times the LightBulb
node (modified compared to Fig. 5 with a boolean variable c representing the
aforementioned controllability), which takes amongst others the switches values as
uncontrollable inputs switch1; switch2 2 IU and the values given by the third party
application as controllable boolean inputs c1; c2 2 IC. The statement with,
declaring controllable variables, is actually implemented in BZR, which also allows
to declare security constraints so that these variables can be valuated accordingly at
each instant of the synchronous execution.

node Controller

Contract
   assume( (fail1  fail2))

   enforce( (problem)  light1  light2)

   with(c1,c2)

fail1 = LightBulb(switch1,c1,lightIsOn1);
fail2 = LightBulb(switch2,c2,lightIsOn2);

problem:bool

lightIsOn1:bool

lightIsOn2:bool

switch1:bool

switch2:bool c1:bool

c1:bool

node LightBulb

lightIsOn

lightIsOnswitch  c

switch  lightIsOn  c

switch  lightIsOn

Off

failed=false

Fail

failed=true

On

failed=false

switch

lightIsOn:bool

failed:bool

c:bool

switch:bool

Fig. 9 Controllable light bulb model
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5.2 Constraints

We consider two types of security constraints expressed as boolean synchronous
expressions: (1) Hypothesis, which are supposed to remain true for all executions,
and (2) Guarantee, which are enforced to remain true using controllable variables if
and only if the Hypothesis stays true form the beginning of the execution.

For example, let’s say we want to be sure that, for all possible executions, at least
one light bulb is lit up if a problem (uncontrollable information coming from
observation) arises: this can be specified using the guarantee :problem _ light1 _
light2 (cf. enforce statement). However, the system is not controllable with this rule
alone: light bulbs can be in fail mode at the same time while the system receives a
problem, and thus the guarantee cannot be fulfilled for this specific execution. This
situation would be found automatically when applying DCS, which would fail to
build a controller.

Now, let’s say that the light bulbs can still fail but are supposed to be repaired
quickly enough so that they don’t fail at the same time. This is an example of fault
tolerance: ultimately everything can fail but if there is enough redundancy we can
safely state that not everything will fail at the same time. The hypothesis :ðfail1 ^
fail2Þ (cf. assume statement) represents this assumption in a synchronous boolean
expression. Applying DCS using the BZR toolset on such a model gives back the C
code of a controller taking IU as inputs and providing the computation of IC as
outputs so that the system can now be executed, receiving both IU and IC. DCS is
able in this example to find automatically the correct controller code so that c1 and
c2 can be valuated to true or false exactly when they should (e.g. when a problem
arises, and lights are off, and light1 has failed, then c2 will be forced to false, etc.).
From such a minimal example, we understand how DCS becomes interesting when
the system’s complexity in-creases while having to maintain its safety. If we add
other failure-prone devices, impairment models, security constraints, etc. both
designing and verifying the maximally permissive controller quickly start to be hard
without appropriate tools.

6 Experiment

This section shows the application of DCS on the model of a smart home system to
address various errors coming from the user’s behavior or the system itself (failure
of its components). The examples are built incrementally, i.e. they can be merged
together into a model of a system on which DCS can be applied to synthesize a
controller guaranteeing all user/component safety properties. They show four types
of control behavior: (1) adaptation and (2) usage limitation to anticipate a user
problem (known disabilities and potential behavior errors), and (3) adaptation and
(4) usage limitation to anticipate components related problems (hardware failure).
These types of control behavior are an answer to the smart home fault tolerance
problems identified in [9].
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6.1 Base Model

Before describing the aforementioned scenarios, let’s represent the base model of a
smart home system (cf Fig. 10). This model contains the elements concerned (di-
rectly or indirectly) by security constraints. Their behavioral definitions are given as
a set of automata and synchronous equations following the BZR concepts. The
model also specifies inputs and outputs, and follows the synchronous execution
definition: each execution step consumes all inputs and computes all outputs
through the specified equations and automata, the actual organization of compu-
tations inside a step being solved by the synchronous compiler. This specific view
of the smart home system (i.e. its control related information) con-stitutes the
designed-by-constraint definition of the controller that we will try to synthesize.

Point ① of this model represents the main node—the controller node—cen-
tralizing all incoming events and all necessary outputs. The first four inputs (fail and
repair) are related to the failure and repair events of specific elements named
islands, coming from a previous implementation of fault tolerance [17]. Islands are
independent system monitoring several sensors and effectors. Here we consider two
of them, instantiating (cf. Point③) the generic node island definition given in point
⑦. They manage respectively (1) an iPad, a speaker, and (2) a light bulb (cf. point
③).

Beyond island events, the controller node also receives a notification when
smoke is detected (smoke), when the kitchen room is in the dark (dark), when the
radio is activated (pushBtnRadio), when the range hood fan in the kitchen is acti-
vated (pushBtnRHF), when the person receives a telephone call (telephoneCall),
and when the stove burners 1 and 2 of the kitchen stove are set to then ON position
(activateSB1, activateSB2).

Fig. 10 Graphical representation of the defined by constraint controller
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Point ⑥ shows a simplified behavior for the kitchen stove, allowing the acti-
vation of the two aforementioned stove burners, and being able to go in a safety
mode if some problem is detected. When this mode is activated, the stove burners
are set to OFF and the controller is notified (through the variable named safety) for
actions to be derived.

Point ⑧ represents an abstract and simplified impairment model, which will be
filled with a person actual data; here we will see what happens with seven persons
given their information about their sight and hearing (integers from 0 to 2, meaning
respectively “completely impaired” to “normal”), and also on their GDSAPD
evaluation (integer from 1 to 7, meaning respectively “normal” to “severely men-
tally disabled”). These information will influence how the system should commu-
nicate—choosing between the iPad, the speaker, or the light—and when to
communicate or not—playMsg being true or false—cf. point ④.

This communication with the user will also take care of the cognitive load:
communicating with the person using the iPad, etc. increments the load by one unit,
cf. point ⑤; if the kitchen stove is in use, this will also increase the load by one or
two depending on the number of activated stove burners (cf. kitchenLoad from
point ⑥); and finally, receiving a telephone call and listening to the radio are also
considered as a cognitive loads. Thus, telephoneLoad and radioLoad (cf. point ⑤)
increments the load by one depending on their activation (respectively influenced
by the telephone input and the playRadio equation from point ④).

Finally, automata from ⑨ and ⑩ represent the activation behavior of the range
hood fan and the kitchen light.

Now the model just needs a contract (which will be detailed in the next parts), so
that DCS can be applied to eventually obtain an executable controller. This contract
is given in point ② where, first, we make assumptions about the uncontrollability
(assumptionScenario3), i.e. we define synchronous equations representing some
key parts of the environment’s behavior—this helps DCS to eliminate the verifi-
cation of events combinations and sequences that are not supposed to happen—.
And second, we specify rules that must remain true for all possible executions
(ruleScenario1,2,4), with the help of seven controllable variables representing here
the actual controllability of the system (i.e. they represent the real interface pro-
posed by the smart home so that it can be influenced through the use of a computing
system). These controllable variables are valuated internally by the synthesized
controller (obtained through DCS) and provided as outputs, so that the system can
react at each control step. When these variables are forced to false, cMsg(IPad/
Light/Speaker) indicate which prompting system has to be used (respectively the
iPad, the light, and the speaker), cRadio can force the radio to turn off, cK can set
the kitchen stove in a safety mode, cSB2 can prevent the use of the second stove
burner and cRHF can activate the range hood fan.

We will now incrementally set four types of safety rules to tolerate errors or to
adapt upon dangers, and detail their effects when the smart home system under
control is used by people with different disabilities and different levels of
impairments.
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6.2 Scenario 1: User Assistance (Adapted Prompting)

Description and objective This first scenario aims at showing the added value of
DCS when designing a controller to adapt the way the smart home communicates
with the user. Guaranteeing the safety of the controller (with respect to rules) is made
through the verification aspect of DCS, just like in classical formal verification
algorithms (e.g. Model Checking); but knowing if such a controller actually exists is
addressed by the very specific aspect of DCS: synthesis from constraints. Let’s
specify a first constraint, for example we want to be sure that when smoke is detected
in the kitchen (smoke variable is true), then the range hood fan activates and a
prompt information is provided through an adapted media (iPad, speaker or light-
bulb). To reflect this in the model, we set the following equation for ruleScenario1:

ruleScenario1 ¼ :ðsmokeÞ _ ðrhfon ^ playMsgÞ ð1Þ

We now take the cases of persons 1 and 2: will the smart home be controllable,
i.e. will it be able to cope with this constraint for all possible execution? Let’s apply
DCS with each user profile on this specification—containing the base model, the
user profile, and this first rule (the other ones being set to true for the moment)—
and let’s simulate a scenario where the user activates the two stove burners to start
cooking some food, but smoke gets detected when the food is starting to burn.

Comments on scenario execution DCS fails when applied with the profile of
person 2. This person is actually both blind and deaf, so there is no appropriate
communication media in case of a problem (e.g. when smoke is detected).
Technically: variables msg(IPad/Speaker/Light) can never be set to true what-ever
the values given to the controllable variables cMsg(IPad/Speaker/Light) because
blind and deaf are true; thus playMsg can never be true. This leads to the fact that
ruleScenario1 can be false if smoke—an uncontrollable variable given as input—is
true, which is of course not permitted (ruleScenario1 has to be enforced to true for
all executions). Because of this, the smart home system is not controllable for this
first rule and this is the reason why DCS fails, meaning that the system has to be
reworked (e.g. by adding adapted medias), before person 2 can actually use it safely.

However, DCS succeeds when applied with the profile of person 1, meaning that
a controller has been found so that ruleScenario1 will always remain true for all
possible execution. Figure 11 shows the simulation results, highlighting important
events. It has to be noted that only the relevant events and steps are represented:

Persson 1

Step 1 Step 2 Step 3 Step 4 Step 5 Step 6

smoke
activateSB1
activateSB2
pushBtnRHF

cMsgSpeaker
cRHF

0 0 1 1 0 0
1 1 1 1 1 1
0 1 1 1 1 1
0 0 0 1 0 1

1 1 0 0 1 1
1 1 0 0 1 1

In
pu

ts
O

ut
.

Fig. 11 Execution of
scenario 1 for person 1
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missing inputs are false, missing outputs are true, and a new step is represented
only when something changes from the previous one (new inputs/outputs or
internal state modification).

– Steps 1 and 2: Person 1 activates respectively the stove burners 1 and 2 to start
cooking.

– Step 3: Some smoke gets detected by a sensor that valuate the smoke input to
true; the controller reacts by setting the controllable variables cMsgSpeaker, cK
and cRHF to false, which has the following effects:

• the range hood fan activates
• a message about the smoke is played using the speaker; physically, the

system is able to select the appropriate message and media, knowing that
smoke is true and cMsgSpeaker is forced to false.

This way, ruleScenario1 remains true.

– Step 4: The person tries to deactivate the range hood fan, however, because
smoke is still detected, the fan has to stay activate; deactivation is actually
prevented by forcing cRHF to remain false in this step, avoiding to take the
transition from step RHFon to RHFoff.

– Step 5: No smoke is detected anymore, and no controllable variable has to be
forced to false; this has the following effect: the message about smoke is stopped
being played.

– Step 6: the person tries to deactivate the range hood fan, which is this time
permitted because cRHF is not forced to false.

This scenario has shown the interest of using DCS in this context to both verify
that the smart home is able to adapt to a person’s disabilities and generate a
controller to manage the smart home adaptation behavior.

6.3 Scenario 2: User Error Prevention (Simultaneous
Devices Usage Limitation)

Description and objective This second scenario shows the advantage of using
DCS to put limitations on how the various devices in a smart home can be used,
depending on the user’s profile. As an example of such a case, we will focus here
on the compound cognitive load, due to simultaneous device usage by a person, and
show how the smart home system gets configured to prevent a cognitive overload.
Let’s specify a second constraint, such that the cognitive load cannot exceed 2 and 3
units when the person’s GDSAPD is respectively evaluated to 5 and 3. Regarding
the adaptation possibilities, the radio can be turned o automatically and the kitchen
stove cannot be used on Elaborated mode (only the stove burner 1 can be activated
at most) to reduce the cognitive load when it is necessary. We set this as the
following equation for ruleScenario2:
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ruleScenario2 ¼ ð:ðgsdapd� 5Þ _ ðcognitiveLoad� 2ÞÞ^
:ðgdsapd� 3Þ _ ðcognitiveLoad� 3Þð Þ ð2Þ

Like in the example given in the first scenario, if the smart home cannot be
adapted to a person (due to disabilities) for all possible executions, DCS will fail to
find a controller. So we will take the cases of persons 3, 4 and 5—for which DCS
succeeds—and simulate a scenario where the person is listening to the radio, then
activates the stove burners 1 and 2 to start cooking, but then receives a telephone
call (Fig. 12).

Comments on scenario execution Fig. 12 shows the simulation results, where we
can see how the smart home gets adapted to cope with the differences in abilities to
deal with cognitive load between the three persons. Person 5, having a GDSAPD
lower than 3, should be able to deal with a high cognitive load, but it is not the case
for persons 4 and 3, and this is why they experience some limitation when using
some devices simultaneously in this controlled smart home.

– Step 1: Persons 3, 4 and 5 start listening to the radio; cognitive load is then set to
1 unit, which is correct for everyone.

– Step 2: Persons 3, 4 and 5 activate the first stove burner; this increments the
cognitive load by 1 unit, which is now the acceptable limit for person 3, having
a GDSAPD equal to 5 units.

– Step 3: Person 4 and 5 activate the second stove burner, now the cognitive load
is set to 3 units, the acceptable limit for person 4 (having a GDSAPD equal to 3
units); but when person 2 tries to activate the second stove burner by setting the
activateSB1 switch to “on” (true), the radio goes o because the controller forces
cRadio to be false, thus keeping the cognitive load below the acceptable limit, as
required by ruleScenario2. It is interesting to note here that preventing the
second stove burner to start by forcing cSB2 to be false would also have been a
correct response from the controller. The order in which the controllable vari-
ables are set actually depends on the order they are declared in the BZR pro-
gram. Here cSB2 is declared before cRadio, so when a value is asked for cSB2 in
a step, the value of cRadio is not decided yet, and in this example cSB2 has no
reason to be forced to false, because there is still a solution to comply with the
rules (i.e. by setting cRadio to false). Inverting the declarations of cSB2 and
cRadio would have let the radio “on” and prevented the use of the second
kitchen stove for person 3 in this step.

Persson 3

Step 1 Step 2 Step 3 Step 4

pushBtnRadio
telephoneCall
activateSB1
activateSB2

cRadio
cSB2

1 0 0 0
0 0 0 1
0 1 1 1
0 0 1 1

1 1 0 0
1 1 1 0

In
pu

ts
O

ut
.

Persson 4

Step 1 Step 2 Step 3 Step 4

1 0 0 0
0 0 0 1
0 1 1 1
0 0 1 1

1 1 1 0
1 1 1 1

Persson 5

Step 1 Step 2 Step 3 Step 4

1 0 0 0
0 0 0 1
0 1 1 1
0 0 1 1

1 1 1 1
1 1 1 1

Fig. 12 Execution of scenario 2 for persons 3, 4 and 5
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– Step 4: a telephone call is received in this step, which increments the cognitive
load by one, and this cannot be prevented (there is no controllability on
receiving telephone calls for this smart home, at least in the model we have
defined). Person 5 can receive the call whilst continuing to cook and to listen to
the radio. However letting the cognitive load going to 4 units is not permitted for
person 4, so the smart home has to react to not let this happen: this is why the
radio gets deactivated (and not the stove burner 2 for the same reason explained
in step 3 for person 3). Finally, this telephone call impacts the smart home
usability for person 3 to keep the cognitive load to an acceptable level: the
controller forces cSB2 to be false here, thus deactivating the second stove burner
and keeping the cognitive load to 2 units.

This scenario has shown an example on how the person’s static profile can be used
to prevent user errors (here by keeping the cognitive load below an adapted level)
by configuring the smart home with the help of DCS which provided a corre-
sponding smart home controller.

6.4 Scenario 3: Component Failure (Redundancy)

Description and objective This third scenario shows the application of DCS to
solve a problem that could arise from a previous implementation of fault tolerance
in our smart home system: in our architecture presented in [17], we “did install
industrial grade material […] to avoid hazardous situations [for example where] the
resident cannot turn on the light due to a system failure.”; thus we connected our
various sensors and effectors to four independent fault-tolerant islands so that “if a
block falls, only the [connected equipments] will be affected”. Sensors and effectors
are critical safety elements, so if their connected island can fail, do we have enough
redundancy? To generalize, having enough redundancy in a given system means
that, for all possible execution of this system and in case of a failure, there is always
a solution to keep it running correctly; it means here that the smart home system
remains adapted to the person’s impairments. In order to keep the base model small
and visually clear, we consider a simplification of our own redundancy imple-
mentation where only islands can fail but not the other devices (lights, sensors,
etc.). Island failure is a kind of uncontrollable event (the system can do nothing to
prevent this), so it cannot be represented as a control rule. However we will assume
here that the case where two islands are disabled in the same step should never
happen, but we still want to tolerate one and only one failure at most. This
hypothesis can be represented in the assume part of the contract, by giving the
following equation to assumptionRule3:

assumptionRule3 ¼ islandfailures� 1 ð3Þ
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In this scenario, we will see that having an island failure may have different
impacts on the smart home behavior regarding who is actually living in. It starts
when the island number 1 fails. Then the user activates the two stove burners to
start cooking, but smoke gets detected which triggers a message (using an appro-
priate media) and the user deactivate the stove burners. At some point, no more
smoke is detected and the island number 1 gets repaired. Then the user re-starts
cooking, but smoke gets detected again and an new message has to be communi-
cated. We take persons 1 and 6 for this scenario and apply DCS (Fig. 13).

Comments on scenario execution As shown in Fig. 13 for person 1, DCS does
not find an appropriate controller. Indeed, if island number 1 fails, then the speakers
cannot be activated (cf. Point ③, island1IsOn being false means okSpeaker is false
too, and then msgSpeaker cannot be true); however this is the only acceptable
communication media when a person is blind (but not deaf) which is the case of
person 1 (cf. Point ④, if blind is true, then msgLight and msgIPad cannot be true);
so if msg(IPad/Speaker/Light) are all false, then playMsg becomes false and this
can be problematic: if a message has to be communicated to the user because of a
problem, such as a smoke problem as specified in ruleScenario1, there is no media
available and because this situation cannot be prevented by any available con-
trollability then DCS fails, meaning that the redundancy implementation has to be
reworked.

For person 6 however, DCS succeeds and the steps results of the aforementioned
scenario can be seen in Fig. 13. It has to be noted that if both islands fail at the same
time, then no media can be selected anymore, and in case of a smoke problem this
would violate ruleScenario1. But DCS ignores this case, as we have defined that a
double island failure should not happen at the same time in the assume part of the
contract.

– Step 1: The scenario starts when island number 1 fails; this disables the use of
the iPad and the speaker as communication devices.

– Steps 2 and 3: Person 6 activates the two stove burners to start cooking.
– Step 4: Smoke gets detected from the environment (this enables the range hood

fan but it is not relevant in this scenario), and a message has to be communicated
in order to keep ruleScenario1 to true. Person 6 being deaf, the iPad cannot be
used as it requires to have correct sight and hearing (cf. Point ④); so only the

Persson 6

Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7 Step 8

fail1
repair1
smoke
activateSB1
activateSB2

cMsgLight
cMsgIPad
cMsgSpeaker

1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 1 1 0 0 1
0 1 1 1 0 0 1 1
0 0 1 1 0 0 1 1

1 1 1 0 0 1 1 1
1 1 1 1 1 1 1 0
1 1 1 1 1 1 1 1
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ts

Fig. 13 Execution of scenario 3 for person 6
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light remains, and this is why cMsgLight is forced to false by the controller, this
way a message about the smoke problem can be communicated through the
light.

– Step 5: Person 6 sets the two stove burners’ switches to “off”.
– Step 6: No smoke is detected, so the controller does not continue to keep

cMsgLight to false (having smoke to false keeps ruleScenario1 to true) thus the
message about smoke can be stopped.

– Step 7: Island 1 has been repaired and the two stove burners are switched “on”
again.

– Step 8: Smoke is detected anew: This time, the message about smoke gets
communicated through the iPad, because (1) island number 1 is operational and
(2) the controllable variable cMsgIpad is declared after cMsgLight, explaining
why cMsgLight remains true (not forced by the controller), because cMsgIpad
can always be forced to false after (which is the case in this step), thus keeping
ruleScenario1 to true.

Usage of DSC in this scenario is especially powerful: instead of trying to define
redundancy generically for all types of users, we can reduce costs by defining more
or less redundant component combinations for different users and applying DCS to
guarantee that a specific redundant installation is safe for a specific user profile.
Moreover, adjusting hypothesis on the components’ quality is simply a question of
setting a boolean equation in the assume part. For example, if we have five islands
monitoring our components, and want to tolerate a maximum of three failures at the
same time and see if our system is still stable, we just have to set (islandfail-
ures ≤ 3) in the assume part and apply DCS to know if the smart home is actually
stable (controllable) in this context and get the associated controller.

6.5 Scenario 4: Component Adaptation (Degraded Mode)

Description and objective An alternative solution to cope with hardware failures,
besides using redundancy, is to modify the way the remaining operational com-
ponents can be used. If we take the islands failures example, and want to cope with
a double failure—which creates a communication problem when smoke is detected
-, then we can program a controller to degrade what can create smoke (i.e. the
kitchen stove by setting cK to false), and either remove ruleScenario1 or assume
that smoke remains false when Safety mode is active. But it would mean that the
kitchen stove would be forced to remain in Safety mode for all possible executions
just because smoke could happen, which is not acceptable. Instead, we want to find
an example showing how DCS can be useful to build a controller helping to
anticipate a hardware failure by modifying the remaining active components in the
case where no redundancy is available. Let’s say we only have one lightbulb in the
kitchen. At night, if the lightbulb fails—and whatever its controllability (i.e. the
lightbulb can be switched “on” or “off” automatically)—then the kitchen goes
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completely dark. Now let’s build an new safety rule such that, if the user has limited
sight, the kitchen stove cannot be used during the night when the lightbulb is not
activated. Of course, because the light bulb has no redundancy, we cannot create a
rule such that when the kitchen is used during the night, then the light should go
“on” if sight is limited: this model would not comply with the reality if we consider
that the lightbulb can fail (and thus cannot go “on” at some undetermined moment).
So instead, we use a light sensor providing the value of a variable named dark—
indicating if there is enough light in the room (false) or not (true)—and this value
explicitly impacts the way the kitchen can be used through the following syn-
chronous equation attributed to ruleScenario4:

ruleScenario4 ¼ :ðsight ¼¼ 1Þ _ ð:darkÞ _ ðkitchenLoad ¼¼ 0Þ ð4Þ

This means that if the user’s sight is evaluated to 1 (visually impaired but not
blind), and if the kitchen is in the dark, then the smart home has to adapt itself so
that the kitchen stove cannot be used (it is either in Off or Safety mode, the only
modes where kitchenLoad equals 0).

We now define a scenario where we start at night, the kitchen is in the dark, and
the user activates the stove burner 1; then the user presses the light button (this
event is not given to the controller because no information about the actual light-
bulb activation can be safely derived from it), but the lightbulb fails in the following
instant.

Depending on the user’s profile, different control results happen when this
scenario is played, as shown is Fig. 5 for persons 7 and 5 (for which DCS suc-
ceeded). This example relates to Scenario 1 regarding the explicit constraint defi-
nition on environment events (smoke value directly impacts the activation of the
range hood fan), to Scenario 2 regarding the dynamic adaptation to multiple users
profiles, and to Scenario 3 regarding the hardware failure example (islands can fail,
their failures impact the system’s behavior) (Fig. 14).

Comments on scenario execution Following Fig. 14, person 7 being visually
impaired, the smart home system adapts itself consequently. However, person 5
having a good sight, the smart home does not interfere with the kitchen stove usage,
whatever the light condition.

Persson 6

Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7 Step 8

fail1
repair1
smoke
activateSB1
activateSB2

cMsgLight
cMsgIPad
cMsgSpeaker

1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 1 1 0 0 1
0 1 1 1 0 0 1 1
0 0 1 1 0 0 1 1

1 1 1 0 0 1 1 1
1 1 1 1 1 1 1 0
1 1 1 1 1 1 1 1
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Fig. 14 Execution of scenario 4 for persons 7 and 5
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– Step 1: Both users are in the kitchen, in the dark.
– Step 2: Both of them press a button to activate the stove burner 1, but the actual

activation is prevented for person 7: the controller forces cK to false, which
prevents the kitchen stove to go in Simple execution mode where kitchenLoad
would be equal to 1 instead of 0, thus violating ruleScenario4.

– Step 3: They both activate the lightbulb, and the light sensor reacts by setting
dark to false. This allows the actual activation of the stove burner 1 for person 7.

– Step 4: The kitchen returns in the dark, as indicated by the dark value (true),
even if neither person 7 nor 5 actually touched the light switch to turn it off: the
lightbulb has failed and the controller reacts on the dark value—instead of the
actual light switch position—for person 7 by setting the cK controllable variable
to false, thus placing the kitchen stove to its safety execution mode.

In the context of usage limitation to anticipate components related problems, this
example shows again the advantage of being able to define the system’s control-
lability by constraint, instead of giving its actual implementation: here the kitchen
stove is actually controllable in the sense that an internal system (the controller) can
act on it to prevent the activation of its stove burners, but the kitchen model does
not have to define explicitly under which conditions it has to react; the actual
control implementation (valuation of the controllable variables) is obtained by
synthesis given the global constraints defined by the programmer in the model of
the system’s components. States or behaviors of one or several components (e.g. the
light and impairment profile) can have an impact on the controllability of other
components (e.g. the kitchen stove) without requiring to define explicitly this
controllability.

6.6 Evaluation

Our approach is compared in Fig. 15 to the most relevant ones already discussed in
the “related work” section of this document. Beforehand, we had implemented
some redundancy mechanisms in our own smart home test lab [17], so that not all
sensors/effectors would be controlled by a single machine (an Island) because it
would have consisted in a single point of failure. However, we could not be exactly
sure that for every susceptible failure, the use of redundant elements (islands) would

Smart home 
context

Smart home 
modeling

Fault 
tolerance

Disability 
context

Adaptation to 
a person

Methodology, 
concrete 

scenarios and 
examples

Verification Synthesis

Dumitrescu et al. 2010
Bouchard et al. 2012
Chetan et al. 2005
Corno et al. 2013
Lapointe et al. 2012
Zaho et al. 2012
Guillet et al. 2013
This study

x x x
x x x x x
x x x
x x x

x x
x x x x
x x x x x x x
x x x x x x x x

Fig. 15 Comparison to other approaches
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be sufficient to keep the smart home safe for a particular person (as several sensors
and/or effectors not managed by the new island would have been disabled). The
way we connect our sensors and effectors to multiple islands could actually be safe
for a person in case of a failure but not for another one with different disabilities,
and this could be hard to find and verify without appropriate tools able to solve this
combinatorial problem. Redundancy without verification was indeed not sufficient.

As we were trying to solve this failure problem, we compared our approach to
closely related ones regarding smart homes for disabled people, and learned—
especially from [9]—that failures could be of multiple types in this context and
redundancy itself was not the only solution to address them. This is why we became
interested in the more general problem of fault tolerance for this kind of smart
homes, and we would base our use cases on their studies to show how the different
types of failures could be addressed. But unlike these approaches, we would
complete ours by verifying it.

Designing smart home models models such that they can be verified has been
done several times. One of the most related approaches regarding modeling and
verification is [29], where a smart home is modeled using a formal representation
(State Charts), and safety properties defined so that formal verification tools can be
employed to guarantee that these properties are ensured for all possible execution.
However, we already discussed the problem of modeling the entire system to apply
verification. This why we kept the formal modeling approach, but took an approach
based on synthesis to address this combinatorial problem by solving it automati-
cally from constraints, instead of trying to find (and verify) a complete solution
manually. Our expertise with synthesis techniques comes from previous work in the
domain of reconfigurable hardware architectures, where DCS was proven useful to
build formal reconfiguration controllers. Still in the hardware context, DCS was
also employed to carry out computations on failure-prone processors, giving us
inspiration on how to actually use DCS to manage fault tolerant smart homes.

Usage of synthesis techniques in the smart home context is very recent. First
results can be seen in [34, 35] which present the use of DCS respectively from a
generic point of view (in the context of the Internet of Things) and from a specific
one regarding fault tolerance. However, being preliminary, they both lack of con-
crete use cases, implementation and results. This proposal makes a contribution
over them by giving these elements: it presents a detailed methodology to create
smart home controllers by synthesis, using BZR for smart home elements modeling,
and shows use cases with realistic scenarios that we tested in our lab to demonstrate
the relevance and advantages of using DCS for addressing the various fault toler-
ance problems (identified in [9]) that may occur in a smart home dedicated to
disabled people.
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7 Conclusion and Perspectives

Safety and security services are essential requirements for many pervasive com-
puting systems. This is especially true for smart homes dedicated to people with
disabilities, where security constraints prevail. They represent a pervasive systems
category where safety is actually a very critical property: the person living in such a
house is usually frail and is not supposed to be able to cope with errors; implication
of failures can range from user annoyance to hazardous situations.

Correct adaptation behavior—so that the smart home remains safe whatever the
conditions of execution—is both difficult to design and verify. While verification
has been addressed multiple times, uses of synthesis techniques in this context to
guarantee a safe behavior (employing formal verification) while simplifying the
design (which is derived from constraints) are still rarely encountered and lack of
examples showing how they can be used to solve practical problems. In this con-
text, this proposal makes a contribution by providing a design methodology, relying
on DCS, and backed by scenarios examples, to build smart home controller systems
guaranteeing safety properties.

The results validating the proposal present both modeling and executions parts
for different scenarios. They especially focus on fault tolerance as a safety property,
and show how to deal with four types of typical control needs in this context:
adaptation and usage limitation for users problems and components failures. With
these results, obtained by rigorous experiments (real scenarios, executed in our
smart home test lab), we demonstrated that the synchronous paradigm (on which
BZR is based) and DCS tools (such as Sigali) are a relevant to design and compute
the controller of a smart home system, in the context of fault tolerance.

In the end, the proposed methodology allows us to solve a simple but crucial
question: can this smart home be adapted to this person, for every failure situation
that can be derived from its model? A negative answer implies that a safety con-
straint (defined in the model) can be violated, and this cannot be prevented: the
smart home itself has to be modified (by adding more redundancy, removing
dangerous elements or executions modes, etc.) because no correct adaptation
controller exist. However, a positive answer to this question automatically gives
back the code of a correct control system, to be connected (inputs and outputs) and
executed within the corresponding smart home so that it can actually be adapted
dynamically.

As a perspective, the current methodology could be improved by defining an
adequate abstraction level so that smart home designers would not even have to
learn about BZR. For example, such an abstraction has been implemented in the
reconfigurable embedded systems domain (cf. [11]) to allow designers to specify
reliable reconfiguration controllers using only a UML profile (high level abstrac-
tion); models built with this profile could be transformed into a synchronous rep-
resentation based on BZR to make DCS applicable transparently, thus giving back
the executable code of their specified-by-constraints controllers.
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Smart Homes in the Era of Big Data

Kevin Bouchard, Sebastien Gaboury, Bruno Bouchard,
Abdenour Bouzouane and Sylvain Giroux

1 Introduction

The rapid evolution of sensing technology and the increasing power of computation
have resulted in the emergence of smart homes [1]. Those environments, which
implement the old dream of ubiquitous computing first described by Weiser [2] on a
small scale, are improved living spaces equipped with distributed sensors and
effectors hidden from the view of the residents. Smart home has been a very active
area of research through the last two decades, which resulted into various appli-
cations and philosophies of implementation and design. In particular, it has been
seen as a way to enhance the quality of life of residents by automating daily tasks
[3] and optimizing power consumption [4]. Another very important trend is the
assistance of residents in their daily life activities with the help of smart home
technology [5, 6]. Researchers envision a future were persons afflicted by a cog-
nitive disease, such as mild dementia or head trauma, could pursue a
semi-autonomous life at their residence for an extended period. To achieve that goal
however, many challenges need to be addressed by the community. On the hard-
ware side, researchers must be able to select the sensing technologies best adapted
to this context [7]. A part of the community relies on video cameras [8, 9] which are
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power full sensors but raise concerns with the residents regarding their privacy [10].
The other part of the community reposes on ubiquitous sensors of various kinds
(motion, ultrasound, electromagnetic contacts, etc.) [5, 11, 12]. The advantage is
that these sensors can be hidden very well, but they also provide the system with
fewer information from hybrid data. Another challenge of assistive smart home is
the recognition of the activities of daily living (ADLs) performed by one or many
residents. To that end, researchers first tried to develop algorithms based on
mathematical logics such as the first order logic [13] or the possibility theory [14].
Other have relied on statistical models such as the Bayesian network [15] or Hidden
Markov Model (HMM) [16]. More recently, due to the difficulty of constructing
plans’ library for those algorithms, researchers have worked toward the develop-
ment of data mining techniques for activity recognition and learning [17, 18].
Finally, important challenges also present themselves to the researchers regarding
the development of assistance algorithm. Many researchers have worked on the
selection of the best prompting technology according to the profile of the person
[19], but research on context awareness for the adaptation of the software have also
been blossoming [20].

In the state of the art of smart home research, these challenges are well-known
and have been documented for years [1, 21, 22]. However, computer science is now
entering in the era of data due to the continuous trends of interconnection and
ubiquity of systems. The so-called context of Big Data is creating new challenges
such as the arising of new questions on the topic of smart homes. Indeed, a single
smart home can generate hundreds of thousands transactions every day and it is not
always simple to store them adequately over the long term. While it is not currently
the case, we can imagine that in the future companies or government will have to
manage incoming data from dozen of smart homes creating tremendous challenges
and opportunities. Until now, smart homes have been conceived as standalone
projects developed individually by each team of research and making them often
unique in their kind. The consequence is incompatible smart homes, which prevents
the development of systems using network of collaborating smart homes. Over the
long term, it could refrain the widespread adoption of such technology. That is why
researchers need to analyze and think about the future in which smart homes will be
numerous and systems will require to interact with them all.

In this book chapter, we explore two important themes. The first one is the
emerging ideas and applications related to smart homes in the context of Big Data
[23]. In that part of the chapter, we review how many smart homes can be exploited
as one big data warehouse. Specifically, we review the applications related to
assistive smart homes, our main field of interest. We discuss how it could be used to
learn more about human normal profiles and how the knowledge could be used to
enhance the services. For example, the monitoring of normal human could help in
the prediction of the apparition of a cognitive disease or physical disabilities
through time [24]. By selecting key features such as the amount of activity, the
speed of execution of tasks and the efficiency, this could be more than a vision.
Over time, this could help learn more about the diseases themselves and the effi-
ciency of the different prompting techniques. Moreover, it could help in building
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business intelligence tools for healthcare professionals [25]. The second theme of
the chapter will cover the most important challenges smart homes researchers will
be facing in the advent of Big Data. The first one is related to the data format that
could or should be used [26]. In particular, should we store raw data? Low level
events (e.g.: door open, motion sensor activated, etc.)? High-level knowledge (e.g.:
gestures, topology, resident position, etc.) [27]? Actions that are step of plans (e.g.:
Milk has been poured, oven is preheating, etc.)? We will explore advantages and
disadvantages of each. The next challenge presented is about the development of
data mining algorithms in the new and evolving context of Big Data. Amongst
other things, the questions that arise are how to exploit algorithms when the data
cannot enter into the memory? How to improve learned models without repeating
the whole learning process? As the reader will see, it is a difficult topic that will be
discussed for years to come. Finally, it seems also very important to encourage the
inclusion of professionals from other fields of research in that discussion since it
might decide of the fate of smart home in the vision of Big Data.

2 Smart Home

The smart home concept is a loosely defined idea that first emerged into science
fiction novels where human beings in a distant time would cohabit with artificial
intelligence with whom they communicate through simple human conversation.
However, in science, the concept behind the words smart home do not necessarily
refers to an artificial intelligence interacting with its residents. Indeed, the research
on this topic is much broader. A smart home can be any standard house with few
simple automation systems. At the most basic level, these systems could be no more
than reflex agents: agents which observe the environment and react accordingly to
the acquired information. For example, a thermostat agent could be a small piece of
software implementing a reflex based agent’s function. That agent would have a
simple goal (desired_temperature) and its function would simply be heat() when-
ever the current_temperature, as observed by its sensor, is inferior to the desired
temperature. A smart home constituted of such simple reflex agents can be
exploited to simplify the life of its residents or to improve the comfort at home.
Thus, smart homes can be exploited to reach a higher quality of life. By working
together, even simple agents could be used to produce interesting results. For
example, imagine if the same thermostat agent could communicate with a weather
monitoring/forecasting agent and a windows/blinds manager agent. Together, if
those three share information, they could work to stabilize the temperature of the
house and to save energy. Let us suppose the day is predicted to be hot and sunny,
then the thermostat agent could lower the heating and ask the blinds manager agent
to open the blinds so the sun comes in as a natural heating.

It goes without saying that smart homes can be considerably more evolved than
that. However, the challenges that limit the possibility of services and home
improvement are relatively unchanged. They mostly regard the data that can be
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obtained to represent the environment and the information that we can expect to
extract (reliably). The more information one can obtain on the state of the envi-
ronment, the better the services provided can be. Nowadays, a wide range of
sensing technology can be used to gather different type of data and generally at a
reasonable cost. Despite the availability of data, obtaining useful information is not
necessarily easy. Many researchers believe that with a better understanding and
usage of the data, smart homes could be exploited to assist individuals with a
reduced autonomy by recognizing the activities of daily living (ADLs), the context
and the occurring problems in their actual realization (or operation) [28, 29]. In the
remaining of this section, we introduce the reader to the fundamental concepts of
smart homes that could lead to such an advance (cognitive and punctual assistance).
The next subsection briefly describes the technology behind smart homes. Then, the
section after describe the main challenges that remain to overcome on a computer
science perspective. Finally, the section concludes by explaining the convergence
of Big Data research with smart home and automation.

2.1 Technology

Before entering a long discussion of the major trend and challenges of smart home
research, an overview of the technology is essential. First, technological design of a
smart home can be divided in three main aspects: networking, sensors and effectors.
There is no consensus on the exploitation of communication technologies into smart
home [7]. For many years, the most extended technology was the Power Line Carrier
(PLC) used with a standard protocol such as X10. This technology is useful since it
enables one to exploit directly the electrical system of a house without performing
any modification to it. The performance of PLC is generally very good but may be
suffering from interference from few home appliances [30]. The use of PLC is still
limited by the types of compatible technology and the number of devices that can use
it. In smart homes, those for assistance at least, it is often necessary to have over a
hundred sensors and effectors, which is not possible by relying solely on PLC. Other
smart home prototypes use customized Ethernet networks [6, 22] for the commu-
nication. The sensors are then usually wired to communication hubs that can read the
electrical signal and send it over Ethernet cable. The method is probably the most
robust, but it may not always be possible to implement it due to the cost of modifying
existing building and willingness of the residents/owners. Nowadays, the new smart
homes projects mostly rely on the various wireless technologies existing. The most
popular are probably WiFi, Z-Wave and ZigBee [31]. These technologies are
increasingly reliable and offer more flexibility for the installation. However, sensor
networks based on wireless usually require batteries, which may be viewed as an
important downside. Finally, general population often view radio waves as some-
thing dangerous for health and it may refrain the adoption of smart home technology.
Notes that the World Health Organization believes that it is very unlikely that radio
waves affect human health [32].
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On the sensors level, smart home design is divided into two opposite philoso-
phies. A part of the literature relies on computer vision and different kinds of
camera [33, 34]. The advantages of vision based system are the high quantity of
information that can be extracted from only a small number of sensors. While we
lacked the required processing power and the good algorithms a decade ago, it is
now possible to recognize faces in real time and extract different objects from a
picture with high accuracy. The main drawback is that the computer vision systems
are less scalable, meaning they require a lot of configuration and a simple envi-
ronmental change (wall paint, sunlight, etc.) can disrupt the system. The second
philosophy in smart home is to integrate and hide a multitude of simpler and
cheaper sensing technologies in the environment. Just to name a few, there are
electromagnetic contacts (useful for cabinets and other doors), tactile/pressure mats
(for localization), infrared motion detectors (for localization), temperature/humidity
sensors (for comfort, etc.), accelerometers, flowmeters and smart energy switches
(to detect plugged appliances). Other technologies are also increasingly used into
smart homes to obtain more information. For example, passive RFID can be used to
track objects in real-time [35], smart power analyzer to detect load signature of
appliances [36] and microphones to recognize targeted activity [37].

Both approaches to the smart home field still face several challenges, and despite
heated discussions, it is still unclear which will prevail over time. Finally, there is
also a discussion about the effectors and actuators that can be integrated in the smart
home, but it mainly depends on the application of the said smart home (comfort,
energy saving, cognitive assistance, etc.) [19]. Figure 1 shows the DOMUS’ smart
home prototype which comprise around two hundreds sensors.

2.2 Classic Challenges

Smart home research is a broad topic requiring expertise from many disciplines
such as engineering, mathematics, occupational therapy, architecture, etc. However,
in computer science, few challenges have occupied a much more important part of
the research effort through the years. The first one that we wanted to discuss is the
difficult problem of activity recognition [38]. Activity recognition is an instance of
an old and well-known problem of computer science named the plan recognition. It
has been a very active topic during the past few decades [39] following the large
success of expert systems, which were exploited for planning. In the context of
smart home, the task is often characterized as a keyhole context [40] as opposed to
intended activity recognition. In the intended case, it is assumed that the user know
that he is interacting with a computer system and will adjust accordingly to help the
recognition process. In the keyhole context, the recognition is performed unbe-
knownst to the user. Therefore, in may be assumed that the challenge can be
significantly harder, especially if the user is impaired (physically or cognitively)
since he might perform action that are not part of his plan (i.e.: errors).
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We can distinguish two big families of activity recognition approaches. The first
one is said to be knowledge driven and regroups probabilistic and logic based
algorithms [13, 41]. The first hypothesis that is made for this task is the existence of
a plan structure made up by an actor agent toward the realization of one or many
high-level goals. It is by acting in his environment that the observing agent will
perceive information. That information on the form of raw data must be trans-
formed into high-level actions. Then using those perceived actions, the observing
agent will construct a set of plans’ hypotheses from its own knowledge base. That
knowledge base is assumed to contain all possible plans that can be realized by the
actor. Figure 2 summarizes the relation that exists between the actor and the
observer. These approaches cover usually four steps: data collection, sensors fusion,
high-level action inference and activity recognition. Each of these steps are con-
cerned with their own difficulties. The main limitation lies in the knowledge base of
the observing agent which require significant expertise from a human participant
mainly because it is assumed to be exhaustive and correct. Additionally, it is
encoded in a complex formalism (first order logic, HMM, etc.) that only highly
qualified computer science experts master.

Fig. 1 The DOMUS’ smart home prototype
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The second branch of approaches is said to be data driven. It has mainly emerged
due to the limitations related to the knowledge library required by the knowledge
driven approaches. These approaches are the most interesting for this chapter as
they are the source of the emerging Big Data vision of smart homes. They are
usually hybrid, but can rely purely on data mining techniques or on other machine
learning methods. The challenges related to data mining are described in Sect. 4.2
of this chapter. The main problems with this part of the literature is that the
approaches are mostly supervised and thus require unrealistic human efforts to
construct a good dataset. While there are many successful attempts at solving the
activity recognition problem on data driven approach, the advances are still
embryonic with only limited experiments on small datasets (often composed of only
few thousands records).

2.2.1 Context Awareness

Finally, while it may be less interesting for the purpose of this chapter, another big
trend the research on smart home is what we call context awareness. It is often view
as complementary to activity recognition since it regards mostly the understanding
of the activity and the location. Context aware applications are applications that can
sense the context (gather information such as the activity and the location),
understand it and act accordingly. Thus, it is a desired property of the smart home to
be characterized as a context aware application. The main challenge outside the
information acquisition (activity recognition and localization) is the representation
of the context and related knowledge in a way it can be useful for an intelligent
agent. To learn more about context awareness see [42].

Fig. 2 Relation between an actor agent and an observing agent trying to recognize ADLs in a
smart home
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2.3 Emergence of Big Data

The first part of the Sect. 2 reviewed the classical visions and problems expressed in
the literature on smart home research. However, the tendency in the field is to focus
more and more on data driven approach leading the field to enter in the era of data.
The researchers now need to start thinking about the future context were Big Data
will become the standard and think about the problems and opportunities arising
from it.

In the early years of smart home research, the technology was much more
limited than it is nowadays. The sensors had lower sampling rates and the limited
processing power restrained the smart home prototype to only keep minimal
equipment. Moreover, for price and availability reasons, the sensor selection was
more limited. New smart homes prototypes generate much more data than their
predecessor due to those new facts. This new data could lead us to obtain more
information on the context and then consequently provide much better services to
the resident.

To illustrate that new context, let’s take the new smart home prototype of the
DOMUS laboratory. The basic sensors are collected every 200 ms and there are 221
of them with at least 150 used in most software (some are actually unused). The basic
sensors include the sensors that usually do not require further processing to obtain
useful data such as electromagnetic contacts, flowmeters, IR motion, temperature
sensors, etc. This set of sensors alone produce 3,978,000 entries per day (221 sensors
* 5 * 3600 s). The DOMUS’s prototype is also equipped with 20 RFID antennas
distributed in the environment. By default, the data is collected every 200 ms but the
system can be speeded up tenfold for precise localization of objects. Also, each
object of the smart home is tagged (with passive tags) and for precise localization it
is better to put 2 or 4 tags per object (the main problem of passive RFID localization
is the bad angles of arrival). Therefore, in the best case the RFID system generates
14,400,000 entries per day (40 tags * 20 antennas * 5 * 3600 s) and in the worst case
576 million (160 tags * 20 antennas * 50 * 3600 s). Finally, the DOMUS is equipped
with a smart power analyzer that is plugged directly on the electrical box and read the
the load signature at a sampling rate of 60 Hz resulting into 216,000 data entries per
day (60 * 3600 s). These numbers are obviously a bit exaggerated as they were
calculated naively, but it illustrates how a modern smart home can generate large
datasets. We discuss in Sect. 4.1 the different methods that can be used to represent
the data and reduce the size of the data warehouse.

Now let us put aside the DOMUS’s smart home prototype and think on a larger
and more realistic scale. First, the DOMUS is a standard apartment, not a full-size
house. It is easy to imagine that in the future smart homes will be implemented in
bigger building and thus generates more data. For example, the DOMUS laboratory
has recently built ten smart homes in a center for longer care. Due to the difficulty
of the project, the data is only processed in real-time and never stored on the
servers. However, this data could embed important information and could be used
for a whole lot of new purposes and it may be a waste to discard it like that.
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Moreover, the main problem of data centric approaches to activity recognition in
the literature is the lack of data. Thus collecting the data not only open the gates to
new services and applications, but it also enable us to finally test data centric
algorithms to activity recognition on a larger scale. Secondly, in the future, smart
homes could (if we succeed) be numerous in a city and integrated in the whole
concept of smart city. While it is questionable to ask whether it is a good idea or not
to store it, a large set of smart homes could generates billions of data entries every
day. This future could be closer than one think. Thus, we argue that researchers
should start thinking about smart home in the era of Big Data.

3 Applications of Big Data

The previous section introduced the reader to the fundamental concepts related to
the smart home research. It also aimed to convince the reader of the emergence of
Big Data within the context of research on smart homes. Yet, the reader might be
wondering if Big Data can really change research on smart home and if it is justified
to think about persistence of collected data. While there is no definitive answer to
that question, there are potential applications, to assistive smart home at least, that
may never be realized if smart home research ignore the Big Data era. This section
introduces some of these potential applications. Keep in mind that minimally, Big
Data would help improve data centric methods to activity recognition. As we
discussed in Sect. 2, these methods suffer from unrealistically small dataset and a
very limited set of activities to be recognized. With the current advance of the
literature, researchers cannot be sure that these models would scale to twenty or
thirty ADLs and to a much bigger dataset (granted it is often supposed that with
more data the models improve).

3.1 Learning the Efficiency of Prompts

Recently researchers have started to take a step back on assistive technologies to
look at the strategies to assist the user [43]. Indeed, supposing that we can actually
identify errors, assistance opportunities and dangerous situations, it is not clear what
the best way to actually intervene is. Few studies has been conducted [19, 43] and
they are limited to a small context. Big Data could greatly contribute to help iden-
tifying and confirming what are the good prompt methods to use. Supposing that we
cumulate data from multiple smart homes over time that use different prompting
modality, we could learn the efficiency of prompt by comparing similar assistance
and the evolution of the ability of the resident over time. This information have
significant value for the future of smart home as assistive tools and for better services
delivery. Additionally, learning how the residents react to different prompts could
have an impact on healthcare sciences. Indeed, the knowledge could be exploited to
improve occupational therapy practices for example.
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3.2 Learning About the Profile of the Resident

In addition to the learning of efficiency of prompting strategies, a Big Data ware-
house built from multiple smart homes could be used to learn several things on
residents and their profile. For instance, some researchers are working toward
emotion recognition [44]. Emotion recognition is usually performed with video
camera or other vision based sensors. It is possible that a person changes her habit
and performance correspondingly to her emotion. For example, supposes that the
resident is angry while preparing the diner. The motion of the objects in the
environment might be faster reflecting on the current emotional turmoil. Currently,
it is difficult to understand the sensors patterns corresponding to emotion, but with
an important dataset, this might be possible to do. In addition to the recognition of
emotion from the learning of patterns in the data warehouse, we could make the
hypothesis that information about the diseases and the change of state of the res-
ident is embedded in the data. Many diseases must be monitored closely in order to
evaluate the person. For example, if the resident suffers from the Alzheimer’s
disease, his state will slowly worsen during a period of about a decade. Supposing
that the smart home is equipped with the technology and a system to recognize the
gesture (or more generally the movement) in the smart home [45], this information
over time could be exploited to understand the progression of the disease and more
accurately recognize the state in which the person is (it is something difficult to do
for physicians due to limited information). We could even push the research further
by trying to learn about normal and abnormal behaviors. By learning the patterns, it
is possible that we become able to predict the cognitive disease before they appear.
Obviously, these are only hypotheses for now, but with the collection of a Big Data
warehouse, many might become reality in the future.

4 Challenges

In the previous sections, we discussed the emergence of Big Data in the smart home
context and few of the potential applications. However, for this vision to become
reality, many challenges are awaiting to be solved. In this section, we review some
of the most important. Particularly, we discuss the data format, and the difficulties
of the data mining process in the era of Big Data.

4.1 Data Format

There are many challenges awaiting researchers for the implementation and
implantation of smart home networks. We obviously cannot pretend to cover them
all so we decided to focus on few aspects that seemed more important to discuss.
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The first one is the central piece of this vision of smart home in the Big Data era.
Which format to use to save the data from the sensors of habitat? While this
question may seems superficial, we hope to convince the reader in this section that
the implications are very important and have consequence for the use of a data
warehouse. Four methods that researchers have implemented are discussed along
with their impacts.

4.1.1 Raw Data

Data mining and Big Data researchers might tell you that there is only one true way
to build a data warehouse: storing the raw data. In the case of our future network of
smart homes, that means collecting directly the data that come from the various
types of sensing technologies. The idea is thus to read the value for each sensors
and store it directly. There is two important advantages to this method. First, it is
very simple to implement (at least on some level). There is no preprocessing of the
data before the storage so it gives a degree of freedom on the side of the data mining
and exploitation of the data. Moreover, reusing the data without knowing the
context and the infrastructure is possible. Only the reading speed is required to be
able to do so. The speed may however pose some challenges. Indeed, not all the
sensing technologies can be synchronized at the same reading speed nor it is useful
for all of them. For instance, an infrared motion sensor does not need to be read
faster than once or twice per second, but passive RFID technology require a much
higher rate to become useful (at least for localization). The second advantage of
storing the raw data is the informativeness which remains intact. Since no trans-
formation is done, the warehouse retains all the information embedded in the data.
Therefore, with that format of data, there is more chances that interesting infor-
mation can be found. Despite these advantages, we haven’t found any case of smart
homes prototype in the literature that claimed storing raw data. In reality, the
problem is that this method generates a lot of data as demonstrated by the calcu-
lation in Sect. 2.3. Moreover, a large part of the data is composed of useless
information and duplicates. Table 1 shows a simplified example of raw data storage.

Table 1 Example of raw data storage

Read/100 ms Motion 1 Temperature 1 RFID 1 RFID 2 … RFID N

#1 0 25 52 33 … 12

#2 0 25 51 29 … 14

#3 0 25 56 28 89

… … … … … … …

#N 1 24 49 32 … 86
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4.1.2 Events Based

The second storage method is what we call events based storage. In the smart home
literature, most of the data mining experiments have been conducted on events
based datasets. In that paradigm, instead of storing raw data from the sensors, only
the changes of state are stored. For example, if an IR motion sensor is returning a 0
(no motion is detected) and then a 1 is read, an event will be recorded in the dataset
(motion detected). Events based storage is closely tied to time. Indeed, since the
data is not recorded in real time, the time lapse between two entries if different.
Events based storage require less space than raw data since it removes the duplicate.
However, the data structures exploited is not homogeneous since not all events can
be stored with the same information. The main advantages of the method is that the
dataset is easy to understand and process and the risk of losing information is
limited for simple sensors. However, the story is different for more complex sensing
technologies such as ultrasound and laser range scanner. Definition of events is
harder since the value of these sensors varies every reading. In that case, threshold
must be set and it increases the risk of losing information. Moreover, even if it
reduces the dataset a lot in comparison to raw data storage, the dataset will still
grow very big over time. Thus, the advantage is mostly short term. Table 2 shows
an example of events based storage.

4.1.3 High Level Information

A third type of storage method is the transformation of the data in high-level
information. The idea is to try interpreting the raw data and extract more valuable
information. For instance, instead of storing that a motion sensor has been activated
(event), one could instead store the position of the resident by trying to perform
localization. Obviously, the disadvantage is that it depends on the technology
exploited. Moreover, there is a high risk of losing information while doing the

Table 2 Example of events based storage

Time Sensor State Description

2014/10/31
12:32:23

Motion 1 Off Resident left zone 1

2014/10/31
12:33:24

Motion 3 On Resident in zone 3

2014/10/31
12:33:25

RFID 1 (23, 45) Object moved in (23, 45)

2014/10/31
12:33:27

RFID 1 (27, 49) Object moved in (27, 49)

… … … …

2014/10/31
13:12:18

Temperature #1 28 Temperature increased to 28
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transformation. On the other side, if performed correctly, the gain in information
might outpace the risk. For example, knowledge of spatial nature such as topology,
gesture and orientation could be extracted. The main advantage of this method is
that it reduces the size of the dataset significantly due to the transformation.
However, it is not clear which information should be retained and which would be
abandoned. This could have as a consequence of creating incompatibility between
smart homes if the types of information is are too different. Figure 3 illustrates three
possible types of qualitative information.

4.1.4 High Level Actions

The final type of information storage that we wanted to discuss is the dataset based
on high-level actions. The idea of this method is to try to perform the recognition of
actions that could be part of a plan or an activity of daily living. Therefore, instead
of focusing on the data directly, the storage include only the significant actions of
the resident. For example, if the motion detector of the living room and the smart
power analyzer detect a load signature corresponding to the television, the infor-
mation stored could be open the tv as part of the ADL watch tv. If other information
are collected such as the temperature has risen or anything else, it is only stored if it
corresponds to the step of a plan. The method has many advantages. First of all, the
dataset will grow very slowly and it is possible that in fact that the warehouse
remains under a reasonable size. Secondly, most of the classical activity recognition
algorithms make the assumption that the basic actions are recognized. Therefore,
with this storage method activity recognition should be facilitated. However, the

Fig. 3 a Extraction of qualitative directions from a dataset of positions, b topological relations
(RCC 5 [46]) and c temporal relations between events
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recognition of basic actions of ADLs is a very difficult challenge. It is in fact one of
the reason that prevented classical algorithms such as the one of Kautz [13] to be
concretely used into smart home prototypes. Moreover, the storage of high level
actions might provoke the loss of precious information. Indeed, as we justified in
Sect. 3, the accumulation of a data warehouse could enable data mining researchers
to find interesting information. Data mining of high-level actions is not impossible,
but there is a significant chance that the discoveries would be limited.

In conclusion, as we have seen, each method possesses some advantages and
some limitations. It is also possible that the best method to employ could be a
hybrid between two or more of the preceding.

4.2 Data Mining Challenges

The second part of this section focuses on the challenges related to data mining in
the context of Big Data. To understand these challenges, what is meant by data
mining must first be defined appropriately. Data mining is the set of methods and
algorithms allowing the exploration and analysis of database [47]. It exploits tools
from statistics, artificial intelligence and SGBD. Data mining is used to find pat-
terns, associations, rules or trends in datasets and usually to infer knowledge on the
essential part of the information [48]. It is often seen as a subtopic of machine
learning. However, machine learning is typically supervised, since the goal is to
simulate the learning of known properties from experience (training set) in an
intelligent system. Therefore, a human expert usually guides the machine in the
learning phase [49]. Within realistic situations, it is often not possible to do. While
the two are similar in many ways, generally, in data mining the goal is to discover
previously unknown knowledge [25] that can then be exploited in business intel-
ligence to make better decisions or with artificial intelligence to perform some
computation (deliberation).

The complete process of data mining is illustrated on Fig. 4. Before beginning
the cycle, it is important to understand the context and the data related to our
situation. For example, what is the goal of the data mining? What are the conse-
quences of errors? Are they insignificant (marketing) or critical (healthcare)? Data
consideration is also important but usually for the strategy design. First of all, what
types of attributes are interesting? Is there any strong association between two
attributes? Those are examples of questions one should try to answer before even
beginning the data mining cycle. The first step is to collect and clean the data from
potentially more than one source, which can be devices, sensors, software or even
websites. The goal of this step is to create the data warehouse that will be exploited
for the data mining. The second step consists in the preparation of the data in the
format required by the data mining algorithm. Sometime in this step, the numerical
values are bounded; other time, two or more attributes can be merged together. It is
also at this step that high level knowledge (temporal or spatial relationships, etc.)
can be inferred for suitable algorithms. The next step is the data mining itself. It is
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important to choose or design an algorithm for the context and the data. There are
many algorithms to be used. Finally, the data mining step should results in a set of
models (decision trees, rules, etc.) that need to be evaluated. In a supervised con-
text, it is usually easily done with statistical methods such as the F-Measure,
K-Statistic or the ROC curve [47]. However, in an unsupervised context it is often
required to design more complex validation processes. If the evaluation is not
conclusive enough, the cycle can be repeated many times. Indeed, data mining is a
method that often does not give expected results the first time. Note that the
collection and cleaning step is generally done only once regardless of the results.

4.2.1 Supervised or Unsupervised Learning

As we discussed before, whether we talk about data mining method or machine
learning in general, the process is usually classified under different categories [50].
The first one is supervised learning. The method is said supervised since it is based
on training dataset with labeled examples or classes. The signification is that the
algorithm can create a model that describes each class by using the known answers
in the training set. In that situation, the idea is to generalize a function that maps the
input to the output, and that can be used to generate output for previously unseen
situations. The main implication is that somehow a human expert on the subject
must label the dataset. On the opposite, unsupervised learning [49] works by using
unlabeled examples. The idea is then to find hidden structure or association within
the dataset and generalize a model from it. The results are sometime disappointing
whether or not hidden knowledge exists in the dataset, but also sometime very
surprising as the users do not know necessarily what they look for. The main
implication is that there is no reward signal to evaluate the potential solutions.

Fig. 4 The overall data mining process
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Unsupervised learning is often much harder to implement. Some researchers also
use the name semi-supervised learning to describe their models. In that case, it
usually means that the training set is partially labeled. However, it is also used to
mean that unsupervised learning was applied on a training set divided into several
classes by a human or an algorithm [51].

4.2.2 Data Mining in the Context of Big Data

With the emergence of Big Data, data mining needs to evolve in order to become
adapted to the new challenges that have arisen. In particular, one of the most
interesting and the most difficult issue is due to the incapacity to load all the data
into the Random-Access Memory (RAM) of the computer. Because of this, clas-
sical data mining algorithms do not work; they must be adapted. There are several
branches of the research that try to address this problem in their own way. For
example, some are working on the parallelization of the algorithms [52] in order to
load all the data in the RAM of a cluster of computers. Others are trying to exploit
advanced sampling method to extract representative data set from the big ware-
houses. However, Big Data is usually a context with low information density,
which poses impossible challenges to the sampling. It is particularly the case for
smart home applications. If the data is collected directly from the sensors without
any transformation, there is a lot of repetition and only a small portion might be
very interesting. Another possibility is to try to aggregate the low-level data into a
smaller set of high level knowledge. As we discussed in Sect. 4.1, it is possible to
transform the collected data into high-level knowledge, but there are few disad-
vantages. Moreover, it is not clear that it will prevent the dataset to grow to a large
data warehouse.

In addition to the difficulties related to the memory of computer to process the
data, another important question arise in the context of Big Data. Since the data
warehouse is big, it might take some time to process it entirely. The classical data
mining algorithms do not propose any method to revise learned models with new
data. Currently, data mining process must be repeated every time that one needs to
integrate new data. With Big Data warehouse, this process is long and complex, and
thus it would be interesting to develop algorithms that dynamically improve learned
models from new incoming data [24]. These challenges are very important and will
need to be addressed in the future if smart home is to enter the era of Big Data.

5 Conclusion

In this chapter, we have tried to introduce the smart home research into the era of
Big Data. In our knowledge, we are among the first to envision the future of the
discipline into that particular context. As we have discussed, there are many reasons
for smart home to empower the Big Data context. We have discussed some of the
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potential applications that could results from the collection of a Big Data ware-
house. For instance, it is possible that the data warehouse contains information on
the resident such as the patterns related to the progression of a disease. Then, we
have discussed some of the challenges that are emerging from this new context. In
particular, we have seen that the collection of data might be done under different
formats. Each of these possess their advantages and disadvantages. We also dis-
cussed the data mining process and the challenges related to the Big Data context.
In conclusion, we believe that many difficulties lies ahead for the smart home
research, but that the potential applications are worth entering into the era of data.
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An Investigation of the Use of Innovative
Biology-Based Computational Intelligence
in Ubiquitous Robotics Systems: Data
Mining Perspective

Bo Xing

Abstract Sensor technologies are crucial in ambient assisted living system because
they can observe, measure, and detect users’ daily activities, in the meanwhile issue
warnings when parameters exceed particular thresholds. Despite their enormous
supporting potential, the quantities of data generated from multiple sensor is huge
(i.e., big data), because they involved everywhere, such as smart home, health-based
wearable devices, and assistive robots. Generally speaking, big data can be defined
as large pools of data which comes from digital pictures, videos, intelligent sensors,
posts to social media sites, purchase transaction records, cell phone global posi-
tioning system signals, to name a few. During the past few years, there is a great
interest both in the commercial and in the research communities around big data.
Under these circumstances, data mining, whose main purpose is to extract value
from mountains of datasets, is drawing a lot of people’s attention. To follow this
trend, in this article, we intend to take an algorithmic point of view, i.e., applying
intelligent algorithms to data, with an emphasis on the biology-based innovative
computational intelligence (CI) methods. This work makes several contributions.
First, it investigates a set of biology-based innovative CI algorithms which can
enable a high throughput under extract from the insights of data. Second, it sum-
marizes the core working principles of these algorithms systematically and high-
lights their preliminary applications in different areas of data mining. This will allow
us to clearly pinpoint the intrinsic strengths of these novel algorithms, and also to
define the potential further research directions. The findings of this chapter should
provide useful insights into the current big data literature and be a good source for
anyone who is interested in the application of CI approaches to big data and its
corresponding fields.
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Keywords Innovative computational intelligence � Ubiquitous robotics systems �
Data mining � Artificial fish swarm algorithm � Dove swarm optimization � Firefly
algorithm � Fireworks optimization algorithm � Flockbyleader � Flocking-based
algorithm � Fruit fly optimization algorithm � Glowworm swarm optimization �
Harmony search � Human group formation � Photosynthetic algorithm �
Shark-Search algorithm � Stem cells optimization algorithm � Wasp optimization
algorithm

1 Introduction

The amount of data in our world has been exploding, in particular, with the emer-
gence of the advanced infrastructures, e.g., ambient intelligent system, Internet of
things (IoT) and cloud computing. For instance, in ubiquitous robotics system
domain, based on the IoT concept, the living (patients, medical staff, etc.) and
non-living (medical sensors, smart devices, etc.) entities can be easily linked and thus
open new opportunities for right care. Obviously, that is good which could bring
great benefits to the medical staff and patients. But how we measure the value of
those big data (i.e., achieving highly scalable data analysis) is a circuital challenge, as
the overall applications’ potential value is highly dependent on the data discovery.

The aim of this chapter is twofold: first, identifying a set of novel biology-based
computational intelligence (CI) algorithms that have been applied to various data
mining problems and summarizing their corresponding core working principles;
second, presenting a detailed analysis regarding each of these algorithms’ prelimi-
nary applications in terms of data mining. Having this in mind, the remainder of this
chapter is organized as follows: in Sect. 2, the background information is briefly
introduced; the core working principles of biology-based CI algorithms and their
corresponding applications in data mining are detailed in Sects. 3, 4 discusses some
findings obtained via this study; the limitations of the present work are outlined in
Sect. 5; finally, the conclusion drawn in Sect. 6 close this study.

2 Background

2.1 What Is Big Data?

Big data refers to datasets whose size is beyond the ability of traditional or commonly
used techniques to capture, store, manage, and analyze within a “tolerable elapsed
time” [1]. Of course, this definition is relative and evolves in time as technology
progresses. However, the question is what this phenomenon means. Is the prolifer-
ation of data simply create potential value for us? The answer is not. A shortage of the
analytical and managerial method necessary to make the most of big data is a
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significant and pressing challenge. In addition, several authors (e.g., [2, 3]) pointed
out that the focus not only on size but on three different dimensions of growth for
data, i.e., volume, variety and velocity. In fact, it is not just the size of an individual
data set, but rather the collection of data that is available to us through different
formats (such as pictures, sound, movies, documents, and experimental measure-
ments) and different sources (such as radio-frequency identification (RFID), GPS,
and online). In a similar vein, the authors of [4] proposed HACE theorem (i.e.,
heterogeneous and autonomous sources, and complex and evolving relationships
among data) in terms of big data characteristics. As a result, the big data forces us to
use or create innovative methodologies.

2.2 Data Issue Associated with Ubiquitous Robotics Systems

Inevitably, ubiquitous robotics systems belong to data-intensive domain, due to the
fact that they are often related to a large number of continuously changing data
objects, such as data streams from sensors and tracking devices. As a result, the
complexity of managing different sources of sensor-based information can easily
make our head spin. In the light of this statement, the authors of [5] provided an
insight into the use of sensor-based technology to support ambient assisted living.
Additionally, in Ref. [6], a comprehensive framework for managing continuously
changing data objects is presented. Indeed, sensor-based ambient intelligent system
can function proactively if the information that hidden in these piles of data can be
extracted.

2.3 Data Mining

But why are we interested in data? It is common belief that data without a model is
just noise. In other words, data needs to be processed and condensed into more
connected forms in order to be useful for decision making. That is the job of data
mining. Let us now more precisely define data mining. Data mining is used to
describe salient features in the data [7, 8]. For big data, it is the application of data
mining techniques to discover patterns from the big amount of data.

According to the literature (e.g., [9–11]), data mining techniques can be catego-
rized into several different types: generalization, characterization, classification,
clustering, association, evolution, pattern matching, data visualization, and meta-rule
guided mining. In addition, the authors of [12] argued that using a class of algorithms
can effectively extract information from huge amounts of data in many data repos-
itories or in dynamic data streams.
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2.4 Innovative Computational Intelligence

Computational intelligence (CI) is a fairly new research discipline, and thus, there is
little agreement regarding its accurate definition. However, most academicians and
practitioners would include techniques such as artificial neural networks (ANN),
fuzzy systems (FS), many versions of evolutionary algorithms (EA) (e.g., evolution
strategies (ES), genetic algorithm (GA), genetic programming (GP), differential
evolution (DE)), as well as ant colony optimization (ACO), artificial immune
systems (AIS), multi-agent systems (MAS), particle swarm optimization (PSO), and
the hybridization versions of these, under the umbrella of CI. According to [13],
these algorithms is often referred to as the traditional CI.

In data mining field, ANN and GA are examples of some widely used data
mining algorithms. For example, for extracting the rules form databases, the authors
of [14] presented a new algorithm that via trained NN using a GA. More recently,
other CI methods, such as ACO, PSO, AIS have been applied to the data mining
domain. For example, the authors of [15] used ant colony decision rule algorithm
for finding if-then rules for classification tasks. Also, based centrally on ACO
algorithm, the authors of [16] developed a new algorithm for data clustering.
Inspired by one theoretical model of the immune system, i.e., immune networks, the
authors of [17] represented a new algorithm called aiNet for data clustering. In
addition, [18] proposed a multi-objective chaotic PSO method as search strategy to
deal with classification rule mining problem.

Although the applications of traditional CI approaches in the field of data mining
is well documented by several excellent reviews (e.g., [7, 9, 19–21]), the author of
this study still intends to look at data mining through CI but via another lens, i.e.,
innovative CI. For the sake of clarity, the algorithms covered by this work are listed
as below:

• Artificial Fish Swarm Algorithm
• Dove Swarm Optimization
• Firefly Algorithm
• Fireworks Optimization Algorithm
• FlockbyLeader
• Flocking-based Algorithm
• Fruit Fly Optimization Algorithm
• Glowworm Swarm Optimization
• Harmony Search
• Human Group Formation
• Photosynthetic Algorithm
• Shark-Search Algorithm
• Stem Cells Optimization Algorithm
• Wasp Optimization Algorithm.
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3 Biology-Based Innovative CI Algorithms

Briefly, biology can be defined as a comprehensive science concerning all functions
of living systems [22]. From an evolutionary process point of view, biological
systems possess many appealing characteristics such as sophistication, robustness,
and adaptability [23]. These features represent a strong motivation for imitating the
mechanisms of natural evolution in an attempt to create CI algorithms with merits
comparable to those of biological systems.

3.1 Artificial Fish School Algorithm (AFSA)

Artificial fish school algorithm (AFSA), which was proposed in [24], is a stochastic
search optimization algorithm inspired by the natural social behaviour of fish
schooling. In principle, AFSA is started first in a set of random generated potential
solutions, and then performs the search for the optimum one interactively [25]. The
main steps of AFSA are outlined as follows [24, 26, 27]:

• Assuming in an n–dimensional searching space, there is a group composed of
K articles of artificial fish (AF).

• Situation of each individual AF can be expressed as vector X ¼ x1; x2; . . .; xkð Þ
is denoted the current state of AF, where xk k ¼ 1; 2; . . .; kð Þ is control variable.

• Y ¼ f Xð Þ is the fitness or objective function of X, which can represent food
concentration (FC) of AF in the current position.

• dij ¼ Xi � Xj

�� �� is denoted the Euclidean distance between fishes.
• Visual and Step are denoted respectively the visual distance of AF and the

distance that AF can move for each step.
• Xv ¼ xv1; x

v
2; . . .; x

v
k

� �
is the visual position at some moment. If the state at the

visual position is better than the current state, it goes forward ad step in this
direction, and arrives the Xnext state, otherwise, continues an inspecting tour in
the vision.

• try-number is attempt times in the behaviour of prey.
• d is the condition of jamming 0\d\1ð Þ.

The basic behaviours of AF inside water are defined as follows [24, 26, 27]:

• Chasing trail behaviour (AF_Follow):When a fish finds the food dangling quickly
after a fish, or a group of fishes, in the swarm that discovered food. If Yj [ Yi and
nf
n \d, then the AF_Follow behaviour is defined as follows [24, 26–28]:

X tþ 1ð Þ
i ¼ X tð Þ

i þ
Xj � X tð Þ

i

Xj � X tð Þ
i

��� ��� � Step � randð Þ: ð1Þ
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• Gathering behaviour (AF_Swarm): In order to survive and avoid hazards, the fish
will naturally assemble in groups. There are three ruleswhile fish gathering: firstly,
a fish will try to keep a certain distance with each other to avoid crowding (i.e.,
Compartmentation Rule); secondly, a fish will try to move in a similar direction
with its surrounding partners (i.e., Unification Rule); finally, a fishwill try tomove
to the centre of its surrounding partners (i.e., CohesionRule). IfYc [ Yi and

nf
n \d,

then the AF_Swarm behaviour is defined as follows [24, 26–28]:

X tþ 1ð Þ
i ¼ X tð Þ

i þ
Xc � X tð Þ

i

Xc � X tð Þ
i

��� ��� � Step � randð Þ: ð2Þ

where Xc denotes the centre position of AF, Xi be the AF current state, nf be the
number of its companions in the current neighbourhood (dij\Visual), and n is
the total fish number.

• Random searching behaviour (AF_Random): This is a basic biological beha-
viour that tents to the food. Generally the fish perceives the concentration of
food in water to determine the movement by vision or sense and then chooses
the tendency. The effect of this behaviour is similar to that of mutation operator
in GA (i.e., genetic algorithm). It is defined as follows [28]:

X tþ 1ð Þ
i ¼ X tð Þ

i þVisual � randð Þ: ð3Þ

• Leaping behaviour (AF_Leap): When a fish ‘stagnates’ in a region, it looks for
food in other regions defining the leaping behaviour. It is can be defined as
follows [28]:

if FCbest mð Þ � FCbest nð Þð Þ\eps

then X tþ 1ð Þ
some ¼ X tð Þ

someþ b � Visual � randð Þ

(
: ð4Þ

• Foraging behaviour (AF_Prey): As feeding the fish, they will gradually move to the
place where food is increasing. It is defined as follows, respectively [24, 26–28]:

Xj ¼ XiþVisual � randð Þ: ð5Þ

where Xi be the AF current state and select a state Xj randomly in its visual
distance, randð Þ is a random function in the range, and Visual represents the
visual distance.

if Yi\Yj; thenX tþ 1ð Þ
i ¼ X tð Þ

i þ Xj�X tð Þ
i

Xj�X tð Þ
ik k � Step � randð Þ

if Yi [ Yj; then
Xj ¼ XiþVisual � randð Þ
X tþ 1ð Þ
i ¼ X tð Þ

i þVisual � randð Þ

(
8>>><
>>>:

: ð6Þ
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where Y is the food concentration (objective function value), X tþ 1ð Þ
i represents

the AF’s next state, and Step denotes the distance that AF can move for each step.

Taking into account the above mentioned behaviours, the steps of implementing
AFSA can be summarized as follows [28]:

• Step 1: Generate the initial fish swarm randomly in the search space.
• Step 2: Initialize the parameters.
• Step 3: Evaluate the fitness value of each AF.
• Step 4: Selecting behaviour. Each AF simulate the swarming and following

behaviour, respectively, and select the best behaviour to perform by comparing
the function values, the default is searching food behaviour.

• Step 5: Update the function value of the AF again.
• Step 6: Check the termination condition.

Data Mining using AFSA. Research, such as [29], employed AFSA as new tool
to discover classification rules from data. Other than being a classifier (i.e., for
higher classification accuracy), the AFSA is able to automatically mine a set of
smaller IF-THEN rule. The proposed method has been tested on publicly available
databases (i.e., Iris Plants Database), compared with other algorithms, the com-
putational results showed that AFSA is very effective and robust. In addition,
several authors, such as [30–32], proposed a hybrid clustering method, based on
AFSA and K-means. Also, the fuzzy clustering method (i.e., fuzzy C-means) is
combined within AFSA, e.g., [33–35]. Simulation results showed that AFSA could
achieve good clustering effects.

3.2 Dove Swarm Optimization (DSO) Algorithm

Dove swarm optimization (DSO) algorithm was recently proposed in [36]. The
basic working principles of DSO are listed as follows [36]:

• Step 1: Initializing the number of doves and deploying the doves on the
2-dimensional artificial ground.

• Step 2: Setting the number of epochs (e ¼ 0), and the degree of satiety, f ej ¼ 0
for j ¼ 1; . . .;M � N: Initializing the multi-dimensional sense organ vector, ~wj

for j ¼ 1; . . .;M � N.
• Step 3: Computing the total amount of the satiety degrees in the flock,

T eð Þ ¼PM�N
j¼1 f ej .

• Step 4: Presenting an input pattern (i.e., piece of artificial crumb) ~xk to the
M � N doves.
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• Step 5: Locating the dove bf closest to the crumb ~xk according to the
minimum-distance criterion shown below [36]:

bf ¼ argmin
j

~xk �~wj kð Þ
�� ��; for j ¼ 1; . . .;M � N: ð7Þ

The dove with the artificial sense organ vector which is the most similar to the
artificial crumb,~xk, is claimed to be the winner.

• Step 6: Updating each dove’s satiety degree as follows [36]:

f ej newð Þ ¼ ~xk �~wbf kð Þ�� ��
~xk �~wj kð Þ
�� �� þ kf ej oldð Þ; for j ¼ 1; . . .;M � N: ð8Þ

• Step 7: Selecting the dove, bf , with the highest satiety degree based on the
following criterion expressed as follows [36]:

bs ¼ arg max
1� j�M�N

f ej : ð9Þ

• Step 8: Updating the sense organ vectors and the position vectors via the fol-
lowing equations, respectively [36]:

~wj kþ 1ð Þ ¼ ~wbf kð Þþ gw ~xk �~wbf kð Þ� �
for j ¼ bf

~wj kð Þ for j 6¼ bf

�
: ð10Þ

~pj kþ 1ð Þ ¼~pj kð Þþ gpb ~pbs kð Þ �~pj kð Þ
� �

; for j ¼ 1; . . .;M � N: ð11Þ

• Step 9: Returning to Step 4 until all patterns are processes.
• Step 10: Stopping the whole training procedure if the following criterion is met

[36]:

XM�N
j¼1

f ej � T eð Þ
�����

������ e: ð12Þ

Otherwise, increasing the number of epochs by one e ¼ eþ 1ð Þ, and go back to
Step 3 until the pre-defined limit for the number of epochs is met. The satis-
faction of the criterion given above means that the total amount of satiety degree
has converged to some extent.

Data Mining using DSO. In general there are two main obstacles encountered
in data clustering: the geometric shapes of the clusters are full of variability, and the
cluster numbers are not often known a priori. In order to determine the optimal
number of clusters, the authors of [36] employed DSO to perform data projection
task, i.e., projecting high-dimensional data onto a low-dimensional space to facil-
itate visual inspection of the data. This process allows us to visualize
high-dimensional data as a 2-dimensional scatter plot.
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The basic idea in their work can be described as follows [36]: In a data set, each
data pattern,~x, is regarded as a piece of artificial crumb and these artificial crumbs
(i.e., data patterns) will be sequentially tossed to a flock of doves on a
two-dimensional artificial ground. The flock of doves adjusts its physical move-
ments to seek these artificial crumbs. Individual members of the flock can profit
from discoveries of all of the other members of the flock during the foraging
procedure because an individual is usually influenced by the success of the best
individual of the flock and thus has a desire to imitate the behaviour of the best
individual. Gradually, the flock of the doves will be divided into several groups
based on the distributions of the artificial crumbs. Those formed groups will nat-
urally correspond to the hidden data structure in the data set. By viewing the
distributions of the doves on the 2-dimensional artificial ground, one may quickly
find out the number of clusters inherent in the data set.

However, many practical data sets have high-dimensional data points. Therefore,
the aforementioned idea has to be generalized so that it can process high-dimensional
data. In the real world, each dove has a pair of eyes to find out where crumbs are, but in
the artificial world, a virtual dove does not have the capability to perceive a piece of
multi-dimensional artificial crumb that is located around it. In order to copewith issue,
the authors of [36] equipped each dove with functionalities, i.e., a multi-dimensional
artificial sense organ represented as a sense organ vector, ~w, which has the same
dimensionality as a data pattern, ~x, and a 2-dimensional position vector, ~p, which
represents its position on the 2-dimensional artificial ground. In addition to these two
vectors,~w and~p, a parameter called the satiety parameter is also attached to each dove.
This special parameter endows a dove with the ability of expressing its present satiety
status with respect to the food, that is, a dove with a low degree of satiety will have a
strong desire to change its present foraging policy and be more willing to imitate the
behaviour of the dove which performs the best among the flock.

To test the performance of DSO, five (two artificial and three real) data sets were
selected in the study. These data sets include Two-Ellipse, Chromosomes, Iris,
Breast Cancer, and 20-Dimensional Non-Overlapping. The projection capability of
DSO was compared with the other popular projection algorithms, e.g., Sammon’s
algorithm. For DSO, the maximum number of epochs for every data set (excluding
Iris and 20-Dimensional data sets) were set to be 5, while for the Iris and
20-Dimensional data sets, were set to be 10 and 20, respectively. The case studies
showed that DSO can fulfil the projection task. Meanwhile, the performance of
DSO is not so sensitive to the size of dove swarm.

3.3 Firefly Algorithm (FA)

Firefly algorithm (FA) is a nature-inspired, optimization algorithm which is based
on the social (flashing) behaviour of fireflies, or lighting bugs, in the summer sky in
the tropical temperature regions [37–39]. In FA, physical entities (fireflies) are
randomly distributed in the search space. They carry a bio-luminescence quality,
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called luciferin, as a signal to communicate with other fireflies, especially to prey
attractions [40].

In detail, each firefly is attracted by the brighter glow of other neighbouring
fireflies. The attractiveness decreases as their distance increases. If there is no
brighter one than a particular firefly, it will move randomly. Its main merit is the
fact that the FA uses mainly real random numbers and is based on the global
communication among the swarming particles (i.e., the fireflies), and as a result, it
seems more effective in multi-objective optimization.

Normally, FA uses the following three idealized rules [37] to simplify its search
process to achieve an optimal solution:

• Fireflies are unisex so that one firefly will be attracted to other fireflies regardless
of their sex, that means no mutation operation will be done to alter the attrac-
tiveness fireflies have for each other;

• The sharing of information or food between the fireflies is proportional to the
attractiveness that increases with a decreasing Cartesian or Euclidean distance
between them due to the fact that the air absorbs light. Thus for any two flashing
fireflies, the less bright one will move towards the brighter one. If there is no
brighter one than a particular firefly, it will move randomly; and

• The brightness of a firefly is determined by the landscape of the objective
function. For the maximization problems, the light intensity is proportional to
the value of the objective function.

Furthermore, there are two important issues in the FA that are the variation of
light intensity or brightness and formulation of attractiveness. Yang [38] simplifies
a firefly’s attractiveness b (determined by its brightness I) which in turn is asso-
ciated with the encoded objective function. As light intensity and thus attractiveness
decreases as their distance from the source increases, the variations of light intensity
and attractiveness should be monotonically decreasing functions.

• Variation of light intensity: Suppose that there exists a swarm of n fireflies, and
xi, i ¼ 1; 2; . . .; n represents a solution for a firefly i initially positioned ran-
domly in the space, whereas f xið Þ denotes its fitness value. In the simplest form,
the light intensity I rð Þ varies with the distance r monotonically and exponen-
tially. That is determined as follows [37–39]:

I ¼ I0e
�crij : ð13Þ

where I0 is the original light intensity, c is the light absorption coefficient, and
r is the distance between firefly i and firefly j at xi and xj as Cartesian distance

rij ¼ xi � xj
�� �� ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPd

k¼1 xi;k � xj;k
� �2q

or the ‘2-norm, where xi;k is the kth

component of the spatial coordinate xi of the ith firefly and d is the number of

dimensions we have, for d ¼ 2, we have rij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xj
� �2þ yi � yj

� �2q
.

• Movement toward attractive firefly: A firefly attractiveness is proportional to the
light intensity seen by adjacent fireflies [38]. Each firefly has its distinctive
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attractiveness bwhich implies how strong it attracts other members of the swarm.
However, the attractiveness is relative; it will vary with the distance between two
fireflies. The attractiveness function b rð Þ of the firefly is determined via the
following equation [37–39]:

b ¼ b0e
�cr2ij : ð14Þ

where b0 is the attractiveness at r ¼ 0, and c is the light absorption coefficient
which controls the decrease of the light intensity.
The movement of a firefly i at location xi attracted to another more attractive
(brighter) firefly j at location xj is determined as follows [37–39]:

xi tþ 1ð Þ ¼ xi tð Þþ b0e
�cr2ij xj � xi
� �þ aei: ð15Þ

where the first term is the current position of a firefly, the second term is used for
considering a firefly’s attractiveness to light intensity seen by adjacent fireflies,
and the third term is randomization with the vector of random variables ei being
drawn from a Gaussian distribution, in case there are not any brighter ones. In
addition, the coefficient a is a randomization parameter determined by the
problem of interest.

• Special cases: From the equation above, it is easy to see that there exit two limit
cases when c is small or large, respectively [37–39]. When c tends to zero, the
attractiveness and brightness are constant b ¼ b0 which means the light intensity
does not decrease as the distance r between two fireflies increases. Therefore, a
firefly can be seen by all other fireflies, a single local or global optimum can be
easily reached. This limiting case corresponds to the standard particle swarm
optimization algorithm. On the other hand, when c is very large, then the
attractiveness (and thus brightness) decreases dramatically, and all fireflies are
short-sighted or equivalently fly in a deep foggy sky. This means that all fireflies
move almost randomly, which corresponds to a random search technique.

In general, the FA corresponds to the situation between these two limit cases,
and it is thus possible to fine-tune these parameters, so that FA can find the global
optima as well as all the local optima simultaneously in a very effective manner.
A further advantage of FA is that different fireflies will work almost independently,
it is thus particular suitable for parallel implementation. It is even better than genetic
algorithm and particle swarm optimization because fireflies aggregate more closely
around each optimum. It can be anticipated that the interactions between different
sub-regions are minimal in parallel implementation.

Overall, taking into account the basic information described above, the steps of
implementing FA can be summarized as follows [39, 41]:

• Step 1: Generate initial the population of fireflies placed at random positions
within the n-dimensional search space.

• Step 2: Initialize the parameters, such as the light absorption coefficient (c).
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• Step 3: Define the light intensity (Ii) of each firefly (xi) as the value of the cost
function, f xið Þ.

• Step 4: For each firefly (xi), compare its light intensity with the light intensity of
every other firefly (e.g. xj).

• Step 5: If (Ij [ Ii), then move firefly xi towards xj in n-dimensions.
• Step 6: Calculate the new values of the cost function for each firefly and update

the light intensity.
• Step 7: Rank the fireflies and determine the current best.
• Step 8: Repeat Steps 3–7 until the termination criteria is satisfied.

Data Mining using FA. The authors of [42] used FA to deal with clustering
problem. A set of well-known and well-used benchmark data set have been used to
test the performance. Compared with other algorithms (i.e., artificial bee colony and
PSO), the simulation results showed that FA can be efficiently used for clustering.

3.4 Fireworks Optimization Algorithm (FOA)

In this section, we will introduce an emerging CI algorithm that is derived from the
explosion process of fireworks, an explosive devices invented by our clever
ancestor, which can produce striking display of light and sound [43].

Fireworks optimization algorithm (FOA) was recently proposed in [44]. The basic
idea was when we need to find a point xj satisfying f xið Þ ¼ y, a set offireworks will be
continuously fired in the potential search space until an agent (i.e., a spark in fireworks
context) gets to or reasonably close to the candidate point xj. Based on this under-
standing, to implement FOA, the following steps need to be performed [44–46]:

• Step 1: Fireworks explosion process designing. Since the number of sparks and
their coverage in the sky determines whether an explosion is good or not, Tan and
Zhu [44] first defined the number of sparks created by each firework xj as follows:

si ¼ m � ymax � f xið Þþ nPn
i¼1 ymax � f xið Þ½ � þ n

: ð16Þ

where m is a parameter used to control the total number of sparks created by the
n fireworks, ymax ¼ max f xið Þð Þ (for i ¼ 1; 2; . . .; n) stands for the maximum
value of the objective function among the ymax fireworks, and n represents a
small constant which is used to avoid zero-division-error.
Meanwhile, in order to get rid of the overwhelming effects of the splendid
fireworks, bounds si are also defined as follows [44]:

ŝi ¼
round a � mð Þ if si\am
round b � mð Þ if si [ bm; a\b\1
round sið Þ otherwise

8<
: : ð17Þ

where a and b are constant parameters.
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Next, Tan and Zhu [44] also designed the explosion amplitude as follows:

Ai ¼ Â � f xið Þ � yminþ nPn
i¼1 f xið Þ � ymin½ � þ n

: ð18Þ

where Â represents the maximum amplitude of an explosion, and ymin ¼
min f xið Þð Þ (for i ¼ 1; 2; . . .; n) denotes the minimum value of the objective
function among the n fireworks.
Finally, the directions of the generated sparks are computed as follows [44]:

z ¼ round d � rand 0; 1ð Þð Þ: ð19Þ

where d denotes the dimensionality of the location x, and rand 0; 1ð Þ represents
an uniformly distributed number within [0, 1].

• Step 2: In order to obtain a good implementation of FOA, the locations of where
we want the fireworks to be fired need to be chosen properly. According to [44],
the general distance between a location x and other locations can be expressed as
follows:

R xið Þ ¼
X

j2K d xi; xj
� � ¼X

j2K xi � xj
�� ��: ð20Þ

where K denotes a group of current locations of all fireworks and sparks.

The selection probability of a location xi is then defined as follows [44]:

p xið Þ ¼ R xið ÞP
j2K R xj

� � : ð21Þ

Data Mining using FOA. To validate the performance of the proposed FOA, 9
benchmark test functions were chosen by Tan and Zhu [44] and the comparisons
were conducted among the standard PSO, and the clonal PSO. The experiment
results indicated that the FOA clearly outperforms the other algorithms in both
optimization accuracy and convergence speed. In addition, the authors of [46] used
three sampling data methods to approximate fitness landscape in order to acceler-
ating FOA.

3.5 Shark-Search Algorithm (SSA)

Shark-search algorithm (SSA) was originally proposed in [47] for enhancing the
Web browsing and search engine performance [48–50]. There are several variants
and applications of SSA can be found in the literature [51–53]. The SSA is built on
its predecessor called “fish-search” algorithm and the key principles underlying
them are the following:

The algorithm first takes an input as a seed URL (standing for uniform resource
locator) and search query. Then it dynamically sets up a priority sequence for the
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next URLs to be explored. At each step, the first node is popped from the list and
attended. As each file’s text becomes available, it will be analyzed by a scoring
component and then evaluated for its relevance or irrelevance to the search query.

Putting it simply, in SSA, when relevant information (standing for food) is
discovered, searching agents (i.e., fish) reproduce and keep looking for food. They
will die when the food is in absent condition or encountering polluted water (poor
bandwidth situation). The original fish-search algorithm suffers from the following
limitations [47]:

• First, the relevance score is assigned in a discrete way.
• Second, the differentiation degree of the priority of the pages in the list is very low.
• Third, the number of addressed children is reduced by arbitrary using the width

parameter.

Bearing this in mind, there are several improvements provided in SSA [47]:

• Improvement 1: A similarity engine is introduced to rank the document rele-
vance degree.

• Improvement 2: Refining the computation of the potential score of the children
by taking the following two factors into account. First, propagating ancestral
relevance scores deeper down the hierarchical structure. Second, making use of
the meta-information carried by the links to the files.

Data Mining using SSA. To evaluate the efficacy of SSA, a measure called
“getting as many relevant documents with the shorted delays” was proposed in [47].
By testing SSA on four case studies, the significant improvements were experimen-
tally verifiedwhich offer SSAan advantage to replace originalfish-search algorithm in
dealing with dynamic and precise searches within the limited time range.

3.6 FlockbyLeader Algorithm

The FlockbyLeader algorithm was proposed by Bellaachia and Bari [54] in which
the recently discovered leadership dynamic mechanisms in pigeon flocks are
incorporated in the normal flocking model (i.e., Craig Reynolds’ Model [55]). In
every iteration, the algorithm starts by finding flock leaders. The main steps are
illustrated as follows [54]:

• Calculating fitness value of each flock leader (Li) according to the objective
function (i.e., dLimax). It will be defined as follows [54]:

dLimax ¼ max
o2kNBt xið Þ

q xi; oð Þf g: ð22Þ

where kNBt xið Þ is the k-neighbourhood of xi at iteration t, dLimax as radius
associated with leader Li at iteration t, xi is a node in the feature graph, and
q xi; oð Þ is the given distance function between objects xi and o.
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• Ranking the LeaderAgent (Ai). This procedure is defined as follows, respec-
tively [54]:

Rankt Aið Þ ¼ Log
Ni;t

�� ��
Ntj j � 10

� 	
� ARFt Aið Þ: ð23Þ

ARFt Aið Þ ¼ DR kNBt xið Þj j
DR kNBt xið Þj j þ D kNBt xið Þj j : ð24Þ

if ARFt Aið Þ� 0:5; then xi is a flockleader
if ARFt Aið Þ\0:5; then xi is a follower

�
: ð25Þ

where DR kNBt xið Þ represents the dynamic reverse k-neighbourhood of xi at
iteration t, ARFt Aið Þ is the dynamic agent role factor of the agent Ai at iteration t,
Ni;t

�� �� is the number of the neighbours Ai at iteration t, and Ntj j is the number of
unvisited nodes at iteration t.

• Performing the flocking behaviour.
• Updating the FindFlockLeaders (Gf ).

Data Mining using FlockbyLeader Algorithm. To test the efficiency of the
FlockbyLeader algorithm, two large datasets that one is consists of 100 news
articles collected from cyberspace, and the other one is the Iris Plant Dataset were
adopted by Bellaachia and Bari [54]. Compared with other CI algorithms, the
proposed algorithm is significant in improving the results.

3.7 Flocking-Based Algorithm (FBA)

Flocking-based algorithm (FBA) was originally proposed in [56–58]. The basic
flocking model is composed of three simple steering rules (see below) that need to
be executed at each instance over time, for each individual agent.

• Rule 1: Separation. Steering to avoid collision with other boids nearby.
• Rule 2: Alignment. Steering toward the average heading and speed of the

neighboring flock mates.
• Rule 3: Cohesion. Steering to the average position of the neighboring flock

mates.

In the proposed algorithm, a fourth rule is added as below:

• Rule 4: Feature similarity and dissimilarity rule. Steering the motion of the boids
with the similarity among targeted objects.
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All these four rules can be formally express by the following equations [56]:

• The function of separation rule is to act as an active boid trying to pull away
before crashing into each other. The mathematical implementation of this rule is
thus can be described as follows [56]:

d Px;Pbð Þ� d2 )~vsr ¼
Xn
x

~vxþ~vb
d Px;Pbð Þ: ð26Þ

where vsr is velocity driven by Rule 1, d2 is the distance pre-defined, vb and vx
are the velocities of boids B and X.

• The function of alignment rule is to act as the active boid trying to align its
velocity vector with the average velocity vector of the flock in its local neigh-
bourhood. The degree of locality of this rule is determined by the sensor range
of the active flock boid. This rule can be presented in a mathematical way
through the following equation [56]:

d Px;Pbð Þ� d1\d Px;Pbð Þ� d2 )~var ¼ 1
n

Xn
x

~vx: ð27Þ

where vcr is velocity driven by Rule 3, d1 and d2 are pre-defined distance, and
Px � Pbð Þ calculates a directional vector point.

• The flock boid tries to stay with the other boids that share the similar features with
it. The strength of the attracting force is proportional to the distance (between the
boids) and the similarity (between the boids’ feature values) which can be
expressed as follows [56]:

vds ¼
Xn
x

S B;Xð Þ � d Px;Pbð Þð Þ: ð28Þ

where vds is the velocity driven by feature similarity, S B;Xð Þ is the similarity
value between the features of boids B and X.

• The flock boid attempts to stay away from other boids with dissimilar features.
The strength of the repulsion force is inversely proportional to the distance
(between the boids) and the similarity value (between the boids’ features) which
are defined as follows [56]:

vdd ¼
Xn
x

1
S B;Xð Þ � d Px;Pbð Þ: ð29Þ

where vdd is the velocity driven by feature dissimilarity. To get comprehensive
flocking behavior, the actions of all the rules are weighted and summed to obtain
a net velocity vector required for the active flock boid using the following
equation [56]:
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v ¼ wsrvsr þwarvar þwcrvcr þwdsvdsþwddvdd: ð30Þ

where v is the boid’s velocity in the virtual space, and wsr, war, wcr, wds, wdd are
pre-defined weight values.

Data Mining using FBA. Document clustering is an essential operation used in
unsupervised document organization, automatic topic extraction, and information
retrieval. It provides a structure for organizing large bodies of data (in text form) for
efficient browsing and searching. The authors of [56] utilized FBA for document
clustering analysis. A synthetic data set and a real document collection (including 100
news articles collected from the Internet) were used in their study. In the synthesis data
set, four data types were included with each containing 200 2-dimensional x; yð Þ data
objects. Parameters x and y are distributed according to Normal distribution N l; rð Þ;
while for the real document collection data set, 100 news articles collected from the
Internet at different time stages were categorized by human experts and manually
clustered into 12 categories such asAirline safety, IranNuclear, Storm Irene, Volcano,
and Amphetamine. In order to reduce the impact of the length variations of different
documents, the authors of [56] further normalized each file vector to make it in unit
length. Each term stands one dimension in the document vector space. The total
number of terms in the 100 stripped test files is thus 4790 (i.e., 4790 dimensions). The
experimental studies were carried out on the synthetic and the real document col-
lection data sets, respectively, among FBA and other popular clustering algorithms
such as ant clustering algorithm and K-means algorithm. The final testing results
illustrated that the FBA can have better performance with fewer iterations in com-
parisonwith theK-means and ant clustering algorithm. In themeantime, the clustering
results generated by FBA were easy to be visualized and recognized even by an
untrained human user.

3.8 Fruit Fly Optimization Algorithm (FFOA)

Fruit fly optimization algorithm (FFOA) was originally proposed in [59, 60] that is
based on the food foraging behaviour of fruit fly. Generally, the procedures of
FFOA are described as follows [59]:

• Initialization phase: The fruit flies are randomly distributed in the search space
(InitX axis and InitY axis) via the following equations, respectively [59]:

Xi ¼ X axisþRandomValue: ð31Þ

Yi ¼ Y axisþRandomValue: ð32Þ

where the term “RandomValue” is a random vector that were sampled from a
uniform distribution.
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• Path construction phase: The distance and smell concentration value of each
fruit fly can be defined as follows, respectively [59]:

Disti ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2
i þ Y2

i

q
: ð33Þ

Si ¼ 1
Disti

: ð34Þ

where Disti is the distance between the ith individual and the food location, and
Si is the smell concentration judgment value which is the reciprocal of distance.

• Fitness function calculation phase. It can be defined as follows, respectively [59]:

Smelli ¼ Function Sið Þ: ð35Þ

bestSmell; bestIndex½ � ¼ max Smellið Þ: ð36Þ

where Smelli is the smell concentration of the individual fruit fly, bestSmell and
bestIndex represent the largest elements and its indices along different
dimensions of smell vectors, and max Smellið Þ is the maximal smell concentra-
tion among the fruit flies.

• Movement phase: The fruit fly keeps the best smell concentration value and will
use vision tofly towards that location via the following equations, respectively [59]:

Smellbest ¼ bestSmell: ð37Þ

X axis ¼ X bestIndexð Þ: ð38Þ

Y axis ¼ Y bestIndexð Þ: ð39Þ

Overall, taking into account the key phases described above, the steps of
implementing FFOA can be summarized as follows [59]:

• Step 1: Initialize the optimization problem and algorithm parameters.
• Step 2: Repeat till stopping criteria met. First, randomly select a location via

distance and smell concentration judgment value. Second, calculate its fitness
function Function Sið Þ. Third, find out the fruit fly with maximal smell con-
centration among the fruit fly swarm. Fourth, rank the solutions and move to the
best solution.

• Step 3: Post process and visualize results.

Data Mining using FFOA. In order to show how the FFOA performs, two
functions (i.e., one minimum and one maximum) are tested in [59]. In addition, the
authors used FFOA to deal with the financial distress data of Taiwan’s enterprise,
computational results showed that FFOAhas a very good classification and prediction
capability.
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3.9 Glowworm Swarm Optimization (GSO) Algorithm

Also inspired by luminous insect, the glowworm swarm optimization
(GSO) algorithmwas originally proposed byKrishnanand andGhose [61] to dealwith
multimodal problems. Just like ants, elephants, mice, and snakes, glowworms also use
some chemical substances, called luciferin, as signals for indirect communication. By
sensing luciferin, glowworms can be attracted by strongest luciferin concentrations. In
this way, the final optimization results can be found.

Typically, each iteration of the GSO algorithm consists of two phases, namely, a
luciferin-update phase and a movement phase. In addition, for GSO, there is a
dynamic decision range update rule that is used to adjust the glowworms’ adaptive
neighbourhoods. The details are listed as below [62]:

• Luciferin-update phase: It is the process by which the luciferin quantities are
modified. The quantities value can either increase, as glowworms deposit luciferin
on the current position, or decrease, due to luciferin decay. The luciferin update rule
is given as follows [62]:

li tþ 1ð Þ ¼ 1� qð Þ � li tð Þþ c � J � xi � tþ 1ð Þ½ �: ð40Þ

where li tð Þ denotes the luciferin level associated with the glowworm i at time t, q is
the luciferin decay constant 0\q\1ð Þ, c is the luciferin enhancement constant,
and J xi tð Þð Þ stands for the value of the objective function at glowworm i0s location
at time t.

• Movement phase: During this phase, glowworm i chooses the next position j to
move to using a bias (i.e., probabilistic decision rule) toward good-quality indi-
vidual which has higher luciferin value than its own. In addition, based on their
relative luciferin levels and availability of local information, the swarm of glow-
worms can be partitioned into subgroups that converge on multiple optima of a
givenmultimodal function. The probability ofmoving toward a neighbour is given
as follows [62]:

pij tð Þ ¼ lj tð Þ � li tð ÞP
k2Ni tð Þ lk tð Þ � li tð Þ½ � : ð41Þ

where j 2 Ni tð Þ, Ni tð Þ ¼ j : dij tð Þ\rid tð Þ; li tð Þ\ljs tð Þ

 �

is the set of neighbours
of glowworm i at time t, dij tð Þ denotes the Euclidean distance between
glowworms i and j at time t, and rid tð Þ stands for the variable neighbourhood
range associated with glowworm i at time t.
Based on the above equation, the discrete-time model of the glowworm
movements can be stated as follows [62]:
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xi tþ 1ð Þ ¼ xi tð Þþ s
xj tð Þ � xi tð Þ
xj tð Þ � xi tð Þ
�� ��
" #

: ð42Þ

where xi tð Þ 2 Rm is the location of glowworm i at time t in the m–dimensional
real space, �k k denotes the Euclidean norm operator, and s [ 0ð Þ is the step size.

• Neighbourhood range update rule: In addition to the luciferin value update rule
that is illustrated in themovement phase, inGSO the glowworms use a radial range
(i.e., 0\rid � rs

� �
) update rule to explore an adaptive neighbourhood (i.e., to

detect the presence of multiple peaks in a multimodal function landscape). Let r0
be the initial neighbourhood range of each glowworm (i.e., rid 0ð Þ ¼ r0 8i), then the
updating rule is given as follows [62]:

rid tþ 1ð Þ ¼ min rs; max 0; rid tð Þþ b nt � Ni tð Þj jð Þ
 �
 �
: ð43Þ

where b is a constant parameter, and nt 2 N is a parameter used to control the
number of neighbours.
Furthermore, in order to escape the dead-lock situation (i.e., all the glowworms
converge to suboptimal solutions), Krishnanand and Ghose [62] employed a
local search mechanism. The working principle is described as follows: during
the movement phase, each glowworm moves a distance of step size (s) toward a
neighbour. Hence, when dij tð Þ\s, glowworm i leapfrogs over the position of a
neighbour j and becomes a leader to j. In the next iteration, glowworm i remains
stationary and j overtakes the position of glowworm i, thus regaining its
leadership. In this way, the GSO algorithm converges to a state in which all the
glowworms construct the optimal solution over and over again.

Typically, by taking into account the basic rules described above, the steps of
implementing the GSO algorithm can be summarized as follows [62]:

• Step 1: Initialize the parameters.
• Step 2: Initiation population of N candidate solution is randomly generated all

over the search space.
• Step 3: The fitness function value corresponding to each candidate solution is

calculated.
• Step 4: Perform the iteration procedures that include luciferin update phase,

movement phase, and decision range update phase.
• Step 5: Check if maximum iteration is reached, go to step 3 for new beginning.

If a specified termination criteria is satisfied, stop and return the best solution.

Data Mining using GSO. Based on GSO, the authors of [63] proposed two
cluster analysis methods deal with data mining. Experimental results showed that the
proposed algorithms have much potential.
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3.10 Glowworm Swarm Optimization (GSO) Algorithm

Harmony search (HS) algorithm was originally proposed in Geem, Kim [64]. With
the underlying fundamental of natural musical performance processes in which the
musicians improvise their instruments’ pitch by searching for the pleasing harmony
(a perfect state), HS find the solutions through the determination of an objective
function (i.e., the audience’s aesthetics) in which a set of values (i.e., the musicians)
assigned to each decision variable (i.e., the musical instrument’s pitch). In general,
the HS algorithm has three main operations: harmony memory (HM) consideration,
pitch adjustment, and randomization [64]. The HS algorithm is performed in several
steps, outlined below [64]:

• Preparation of harmony memory: The main building block of HS is the usage of
HM, because multiple randomized solution vectors are stored in HM as follows
[65]:

HM ¼

D1
1 D1

2 � � � D1
n f D1

� �
D2

1 D2
2 � � � D2

n f D2
� �

..

. ..
. � � � ..

. ..
.

DHMS
1 DHMS

2 � � � DHMS
n f DHMS

� �

2
666664

3
777775: ð44Þ

where Dj
i is the ith decision variable in the jth solution vector that has one

discrete value out of a candidate set Di 1ð Þ;Di 2ð Þ; . . .;Di kð Þ; . . .;Di Kið Þf g,
f D j
� �

is the objective function value for the jth solution vector, and HMS is the
harmony memory size (i.e., the number of multiple vectors stored in the HM).

• Improvisation of new harmony: A new harmony vector Dnew
i ¼

Dnew
1 ;Dnew

2 ; . . .;Dnew
n

� �
is improvised by the following three rules [65]:

1. Random selection: Based on this rule, one value is chosen out of the candi-
date set as follows [65]:

Dnew
i  Di kð Þ; Di kð Þ 2 Di 1ð Þ;Di 2ð Þ; . . .;Di Kið Þf g: ð45Þ

2. HM consideration: In memory consideration, one value is chosen out of the
HM set with a probability of harmony memory consideration rate (HMCR)
as follows [65]:

Dnew
i  Di lð Þ; Di lð Þ 2 D1

i ;D
2
i ; . . .;D

HMS
i


 �
: ð46Þ

3. Pitch adjustment: According to this rule, the obtained value as in Eq. 46 is
further changed into neighbouring values, with a probability of pitch adjusting
rate (PAR) as follows [65]:
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Dnew
i  Di l� 1ð Þ; Di lð Þ 2 D1

i ;D
2
i ; � � � ;DHMS

i


 �
: ð47Þ

Overall, these three rules are the core terms of the stochastic derivative of HS
and can be summarized as follows [65]:

@f
@Di

����
Di¼Di lð Þ

¼ 1
Ki
� 1� HMCRð Þ

þ n Di lð Þð Þ
HMS

� HMCR � 1� PARð Þ

þ n Di l� 1ð Þð Þ
HMS

� HMCR � PAR ð48Þ

where 1
Ki
� 1� HMCRð Þ denotes for the rate to choose a valueDi lð Þ for the decision

variable Di by random selection, n Di lð Þð Þ
HMS � HMCR � 1� PARð Þ chooses the rate by

HM consideration, and n Di l�1ð Þð Þ
HMS � HMCR � PAR chooses the rate by pitch

adjustment.
• Update of HM: Once the new vector Dnew

i ¼ Dnew
1 ;Dnew

2 ; � � � ;Dnew
n

� �
is com-

pletely generated, it will be compared with the other vectors that stored in HM.
If it is better than the worst vector in HM with respect to the objective function,
it will be updated (i.e., the new harmony is included in the HM and the existing
worst harmony is excluded from the HM).

In summary, the general optimization procedure of the HS algorithm can be
given as follows [64, 66]:

• Step 1: Initialize the optimization problem and algorithm parameters.
• Step 2: Initialization of HM.
• Step 3: Improvise a new harmony from the HM.
• Step 4: Update the HM.
• Step 5: Repeat Steps 3 and 4 until the termination criterion is satisfied.

Data Mining using HS. In terms of data mining, the authors of [67] proposed a
novel harmony K-means algorithm which based on HS for document clustering.
Compared with other optimization methods, the proposed algorithm is capable of
convergence to the best known optimum faster than others. In a similar vein, the
authors of [68] and [69] hybridized K-means and HS for clustering web documents.
Experimental results revealed that the proposed algorithm can find better clusters
when compared to similar methods. To deal with classification accuracy, studies,
such as [70] and [71], made a preliminary attempt. Also, HS is used to solving the
feature selection problem, such as [72] and [73].
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3.11 Human Group Formation (HGF) Algorithm

Human group formation (HGF) algorithm was recently proposed in [74]. The key
concept of this algorithm is about the behaviour of in-group members that try to
unite with their own group as much as possible, and at the same time maintain
social distance from the out-group members. To implement the HGF algorithm, the
following steps need to be performed [74]:

• Step 1: Cluster centres representation refers to the number of classes, number of
available input patterns, and number, type, and scale of the features available to
the clustering algorithm. At first, there are a total of Q clusters, which is equal to
the number of target output classes.

• Step 2: Accuracy selection is usually measured by a distance function defined on
pairs of patterns as follows [74]:

Accuracy ¼
Pp

i¼1 Ai

P

Ai ¼
1; if J 2 Yi
0; otherwise

�
J ¼ argj minðdjðXiÞÞ; djðXiÞ ¼ Xi � zj

�� ��
: ð49Þ

where P denotes the total number of patterns in the training data set; J represents
the index of a cluster whose reference pattern is the closest match to the
incoming input pattern Xi; Yi stands for the target output of the ith input pattern;
zj refers to the centre of the jth cluster; and djðXiÞ states the Euclidean distance
between the input pattern Xi and the centre of the jth cluster.

• Step 3: The grouping/formation step can be performed in a way that in-group
member try to unite with their own group and maintain social distance from the
non-members as much as possible, update the centre value of each cluster (Zj) as
follows [74]:

Znew
jk ¼ Zold

jk þDZjk

DZjk ¼
X
m2q

gjmbjdjmðZmk � ZjkÞ �
X
n62q

gjnbjdjnðZnk � ZjkÞ : ð50Þ

where k (k ¼ 1; 2; 3; . . .; k) is the number of features in the input pattern; q is the

class to which the jth cluster belongs; gjm ¼ e� Zjk�Zmkð Þ=r½ �2 and gjn ¼
e� Zjk�Znkð Þ=r½ �2 have values between 0 and 1which determine the influence of
mth and nth clusters on the jth cluster. In general, the further apart mth and nth
clusters are from the jth cluster, the lower the values of gjm and gjn; bj is the
velocity of the jth cluster with respect to its own ability to move in the search
space; and djm is the parameter to prevent clusters of the same class from being
too close to one another and normally with respect to two factors: (1) the
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distance between the jth cluster and the mth cluster, and (2) the territorial
boundary of the clusters (T). If the distance between the jth cluster and the mth
cluster is less than T, the value of djm will be decreased by a predefined amount.
After each centre is updated, if the accuracy is higher, save this new center value
and then continue updating the next cluster centre; if it is lower, discard the new
center value and return to the previous centre; and if it does not change, save the
new center value and decrease the value of bj by a predefined amount.

• Step 4: Cluster validity analysis is the assessment of clustering procedure’s
output. The cluster which satisfies the following equation will be deleted [74]:

� 1

2 log2
nj
p

�  nqj
nj

� 	 P
8X j

i 2q X j
i � zj

�� ��
nj

 !
\q: ð51Þ

where nj is the number of input patterns in the jth cluster; nqj is the number of

input patterns in the jth cluster whose target outputs (Y) are q; X j
i is the ith input

pattern in the jth cluster; and q is the vigilance parameter.
• Step 5: Recalculating the accuracy of the model according to Eq. 49 [74].
• Step 6: For each remaining cluster, if the distance between the new centre updated

in step 3 and the previous centre is less than 0.0001 ( Znew
jk � Zold

jk

��� ���\0:0001),

randomly pick k small numbers between −0.1 and 0.1, and then add them to the
centre value of the cluster. The purpose of this step is to prevent the premature
convergence of the proposed algorithm to sub-optimal solutions.

• Step 7: Terminating process is to check the end condition, if it is satisfied, stop
the loop; if not, examine the following conditions: (1) if the accuracy of the
model improves over the previous iteration, randomly select one input pattern
from the training data set of each target output class that still has error. Then go
to step 2; and (2) if the accuracy does not improve, randomly select the input
patterns, a number equal to the number of clusters deleted in step 4, from the
training data set of each target output class. Then go to step 2.

Data Mining using HGF. One instinctive ability of HGF algorithm is classifi-
cation. The authors of [74] used HGF to deal with four artificial and twelve real-life
data sets, such as iris data, wine recognition data, and Haberman’s survival data.
Compared with other well-known classification methods, experimental results
showed that HGF performs very well in all problems in terms of the classification
accuracy and the size of the model.

3.12 Photosynthetic Algorithm (PA)

Motivated by the principle of Benson-Calvin cycle Phase-1 and the reaction that
happens in the chloroplast subcellular compartment for photorespiration,
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photosynthetic algorithm (PA) was originally proposed in [75]. To perform the PA,
the following calculation processes need to be followed [75]:

• First, randomly generating the intensity of light.
• Second, evaluating the fixation rate of CO2 via the following equation (also refer

to as the stimulation function in the PA algorithm) based on the light intensity
[75]. This is a unique characteristic of the PA algorithm. Such stimulation often
happens as a result of randomly changed light intensity which in turn adjusts the
influential degree on the elements of RuBP (i.e., ribulose-1, 5-bishosphate [76])
by photorespiration.

C ¼ Vmax

1þA=L
: ð52Þ

where the CO2 fixation rate is denoted by C, Vmax represents the maximum CO2

fixation rate, A stands for the affinity of CO2, and L is used to express the light
intensity.

• Third, based on the fixation rate obtained from the stage above, one of two
cycles, either Benson-Calvin or photorespiration will be selected at this stage.
For both cycles, Murase [75] utilized 16-bit strings which shuffles based on
carbon molecules recombination rule in photosynthetic pathways.

• Then after certain rounds of iterations, an amount of GAPs, i.e., glyceraldehyde-
3-phosphate [77], are generated for representing intermediate knowledge strings
in the PA algorithm. Each GAP is composed of 16 bits. The fitness of these
GAPs will be evaluated at this stage. The best fit GAP will remain as a DHAP
(i.e., di-hydroxyacetone phosphate [76]) which is referred to as the current
estimated value.

Taking into account the fundamental process described above, the steps of
implementing PA can be summarized as follows [75, 78, 79]:

• Step 1: Initializing the following problem parameters such as f xð Þ (the object
function), xi (the decision variable), N (the number of decision variables), and
the boundary of constraints.

• Step 2: Initializing the following problem parameters such as DHAPs, and CO2

fixation parameters (e.g., affinity A, maximum fixation rate Vmax, and light
intensity L).

• Step 3: Calculating CO2 concentration, determining O2=CO2 concentration
ration, and setting Benson-Calvin/photorespiration frequency ratio.

• Step 4: Evaluating if the stopping criteria are met. If yes, the algorithm stops;
otherwise, go to the next step.

• Step 5: Depending the fixation rate of CO2, the 16-bit strings are shuffled in
either Benson-Calvin or photorespiration cycle.

• Step 6: Comparing the fitness value where the poor results will be removed and
the desired DHAP strings and results will be remained.

• Step 7: Updating the light intensity and the next round of iteration of the PA
algorithm starts.
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Data Mining using PA. In order to verify the proposed PA, the finite element
inverse analysis problemwas employed in [75]. The prediction of the elasticmoduli of
the finite element model via PA was quite satisfied. The overall performance
demonstrated by this preliminary application make PA a very attractive optimization
algorithm. In data mining domain, the author of [78] used PA to solve multiple
sequence alignment and association rules mining problem within biomedical data.
Computational results showed that PA is capable offinding an effective global optima.

3.13 Stem Cells Optimization Algorithm (SCOA)

Stem cells optimization algorithm (SCOA) was originally proposed in [80, 81]. To
perform the SCOA algorithm, the following procedure needs to be followed [80]:

• First, dividing the problem space into sections. The process can be accom-
plished totally in a random manner.

• Second, generating the initial population randomly and uniformly distributed in
the whole search space of the target problem. At this stage, similar to most
optimization algorithms, a variable matrix needs to be established for the pur-
pose of obtaining a feedback with respect to problem variables. In SCOA, the
key stem cells features are used to form the initial variable matrix. Such features
may include liver cells, intestinal cells, blood cells, neurons, heart muscle cells,
pancreatic islets cells, etc. Basically, the initial matrix can be express as equation
below [80]:

Population ¼
X1

X2

� � �
XN

2
664

3
775: ð53Þ

where Xi ¼ Stem Cells ¼ SC1; SC2; . . .; SCN½ �; i ¼ 1; 2; . . .;N.
In SCOA, some initialized parameters are defined as follows: M represents the
maximum of stem cells; P stands for population size (10\P�M); COptimum

indicates the best of stem cell in each iteration; v denotes the penalty parameter
which is used to stop the growth of stem cell; and sci is the ith stem cell in the
population.

• Third, the cost of each stem cell is obtained a criterion function which is
determined based on the nature of the target problem. In SCOA, two types of
memory, namely, local- and global-memory, are defined for each cell in which
the local-memory is used to store the cost of each stem cell, and the
global-memory stores the best cost among all locally stored cost values.

• Then, a self-renewal process will be performed which involves only the best
cells of each area. At this stage, the information of each area’s best cells will be
shared and the cell that possesses the best cost will thus be chosen. In SCOA,
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such cell is designed to play a more important role than other cells. Briefly, the
stem cells’ self-renewal operation is computed through equation below [80]:

SCOptimum tþ 1ð Þ ¼ fSCOptimum tð Þ: ð54Þ

where the iteration number is denoted by t, SCOptimum represents the best stem
cell found in each iteration, and f is a random number which falls within [0, 1].

• Next, the above mentioned procedure will continue until the SCOA arrives at
the goal of getting the best cell while keeping the value of cost function as low
as possible. This is acquired via equation below [80]:

xij tþ 1ð Þ ¼ lijþu lij tð Þ � lkj tð Þ
� �

: ð55Þ

where the ith stem cell position for the solution dimension j is represented by xij,
the iteration number is denoted by t, two randomly selected stem cells for the
solution dimension j are denoted by lij and lkj, respectively, and u sð Þ (if
lij tð Þ � lkj tð Þ ¼ s) generates a random variable falls within �1; 1½ �.

• Finally, the best stem cell is selected when it has the most power relative to other
cells. The comparative power can be computed via equation below [80]:

1 ¼ SCOptimumPN
i¼1 SCi

: ð56Þ

where 1 stands for stem cells’ comparative power, SCOptimum denotes the stem
cells selected in terms of cost, and N represents the final population size, i.e.,
when the best solution is obtained and the SCOA algorithm terminates.

Data Mining using SCOA. The authors of [80] employed SCOA for data
clustering. A set of well-known datasets have been used to test the performance.
Compared with other methods such as artificial bee colony, PSO, and ACO,
experimental results showed that SCOA demonstrates superior clustering perfor-
mance in terms of accuracy and high speed.

3.14 Wasp Swarm Optimization (WSO) Algorithm

Wasp swarm optimization (WSO) algorithm was originally proposed in [82] that is
based on some behaviours found in wasp colony [83, 84]. The basic idea of WSO
was to mimic a wasp colony behaviour, in particular according to the importance of
individual wasp to the whole colony, assigning the resources to different wasp
[82, 85]. Therefore in WSO algorithm, resources will be allocated to individual
candidate solutions and such allocation is completed in a randomly manner where
the strength of each option controls its chosen probability. In [86], a tournament
process was utilized to implement this stochastic selection process: The weakest
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option (for example a) challenges the second weakest option (for instance b) and
the winning probability of a over b is determined through pab ¼ s2a

�
s2aþ s2b
� �

. The
winner of this challenge (say a) will carry on to challenges the third weakest option
(denoted by c), and wins with a probability of pac ¼ s2a

�
s2aþ s2c
� �

. The challenge
will continue until the final winner is selected. In some situations, it is more
convenient to allocate costs instead of strengths to the individual wasps, i.e., the
lower the cost, the higher the strength of a wasp. In this case, the winning prob-
ability of wasp i over j can be defined via equation below [86]:

pij ¼
s2j

s2i þ s2j
; i; j ¼ 1; . . .; c: ð57Þ

Data Mining using WSO. In [87], the author used WSO to optimize the
C-means clustering model. Compared with other algorithms such as ACO, WSO
outperforms ACO in terms of robust and high speed.

4 Discussions

Like other essential techniques of data qualify such as capture, communicate,
aggregate and store, it is increasingly the case that much of data mining techniques
simply could not take place without innovation. A conceptual view of big data
challenges is provided by [4]. In the proposed framework, there are three challenges
related to big data management operations:

• Data-stream processing and actual computing procedures.
• Different semantics and domain knowledge for big data applications.
• Algorithms for creating, clustering, and analyzing big data.

Over the past decade, data mining based upon CI approaches has been a widely
studied research topic, being capable of meeting the ever-increasing demand of
reliable and intelligent data mining techniques.

In our view, the methods introduced in this study are all developed with their
inspiring source more or less coming from our Mother Nature. Through the intel-
ligence introduced via the different metaphor mechanisms, these clever algorithms
can speculate the intrinsic patterns from data sets without or with limited prior
knowledge of regularities that might existing in the data. Such speculation is nor-
mally realized through either learning or searching process.
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5 Future Work

The present work has some limitations. Firstly, a widespread literature review of the
applications of innovative CI presents a difficult task, because of the extensive
background knowledge that is required during the process of collection, study, and
classification of these publications. Although acknowledging a limited background
knowledge, this research makes a brief overview of literature concerned with using
biology-based innovative CI algorithms to deal with data mining. Secondly, there
are also some algorithms that falls under the other categories such as physics-,
chemistry-, mathematics-based innovative CI. However, the present study does not
take them into account. This would be an immediately research direction that need
to be considered in future study.

6 Conclusion

Ubiquitous robotics systems has grown very fast in recent years. This is a good
news from many perspectives, in particular considering the huge challenges con-
fronted with the rapidly aging population. However, this remarkable growth also
comes with some critical technical challenges. Among others, a lack of knowledge
on how to manage the constant flow of data is probably a daunting disadvantages.
As a result, data mining techniques are gradually being introduced into ambient
intelligent system as the key to better understanding user behaviour and as a layer of
intelligence for their own manipulation.

Nowadays, compared to the standard data management, big data, which is gen-
erated by multiple velocity sources and volumes, poses a considerable threat to a
successful ambient intelligent system’s implementation. To effectively and efficiently
analyse the ever-increasing massive amount of data, on one hand, we can enhance the
capability of the existing data mining techniques; while on the other hand, developing
more powerful versions of data mining algorithms is also becoming extremely
important, in particular, when many of the traditional approaches are reaching the
limit of their full potential.

By dedicating to the latter trend, this study presents an up-to-date overview
regarding the development of innovative CI algorithms and their corresponding
applications in data mining field. Through our investigation, although the preliminary
practice of these approaches cannot yet reveal that the traditional data mining tech-
niques are overall outperformed by their newly introduced counterparts, these
recently joined CI family members do show various attractive and promising
advantages in dealing with data mining. Therefore it is the author’s hope that this
survey will inspire other far better qualified researchers to bring these algorithms to
their full potential for embracing the forthcoming ambient intelligence era.
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Ambient Stupidity

Jordi Vallverdú

Abstract AmI is clearly the next step into the evolution of the integration in daily
life of computer technologies and AI products. Despite of the revolutionary nature
of AmI, its analysis and media attention was big in the middle of 21st century
decade, but decreasing since then. And this is a mistake, because the new social
tendencies as well as the advancements in technological equipment and data pro-
cession techniques are allowing a next step into the advancement of AmI. Some
general mistakes have been pointed and labeled as ‘Ambient stupidity’ and a broad
philosophical analysis framework is suggested in order to prepare and improve the
advent of Big AmI. At the same time, some critical remarks on the nature of human
cognitive processes are introduced or reviewed. Finally, the request of new tools to
deal with multivariate and dynamic sources of data is showed as a necessity of
future researches.

Keywords Ambient intelligence � Philosophy � Epistemology � Stupidity � AI �
Freedoom

1 The Basics of Ambient Intelligence

‘Ambient Intelligence’ (henceforth, AmI) is a concept that usually refers to a digital
environment that proactively, but sensibly, supports people in their daily lives [1].
We will follow the [2] historical review in order to detail its geographical and
conceptual emergence.
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1.1 The History of AmI

The first approach to AmI can be found in 1991, when Max Weiser, chief scientist
at Xerox Palo Alto Research Center (PARC), published a paper in Scientific
American in which he told about the evolution of computation and described a new
era in which computers would be smaller than ever, interconnected and omnipre-
sent. He called it “ubiquitous computing”. Later, a European Philips’ researcher,
Emile Aarts, coined the term “Ambient Intelligence” [3], which shared most of the
ideas of Weiser, but integrating at the same time ubiquitous computing, user
interface design and ubiquitous communication, where work as well as leisure
activities were included. In the third geographic area of research in this new field,
Japan, researchers, leaded by NRI papers produced by the Nomura Research
Institute (leaded that Teruyasu Murakami) adopted the term “ubiquitous networks
society”, talking about the transition from the old e-Japan strategy to the new u-
Japan strategy. Meanwhile, IBM coined the idea of “pervasive computing”. One of
the first implementations of this new idea were the RFIC tags (radio frequency
identification tags), which enabled chain and inventory management in the private
and public sectors.

Very soon appeared some challenges associated to the deployment of AmI:
security, privatization of governance, privacy, digital ethics, etc. And since 2000
some synergies appeared between European Information and Communication
Program (ICT, as having a catalytic impact in three key areas: productivity and
innovation, by facilitating creativity and management; modernization of public
services, such as health, education and transport; advances in science and tech-
nology, by supporting cooperation and access to information) and North-America
institutions (NAS and DARPA). Consequently, we can see that AmI was born
within private sectors and evolved through public spheres until were included also
the military. In the last case, it was thanks to the electronic war and the emergence
of cybercrimes, which promoted the Cybercrime Convention on November 23rd,
2001 in Budapest [4]. Despite of signing it, USA were involved into the long-term
Echelon spying activities over European and worldwide countries that led to an
official EU answer with the official Inform of 2001 [5], and very recently public
organizations like Wikileaks (since 2006) or ex-analysts like Snowden (in 2013)
showed again how an official country, the USA, was committing cybercrimes
against its allies as well as its enemies. Trying to solve general population distrust
towards AmI, the Commission created the SWAMI project (Safeguards in a World
of Ambient Intelligence), seen as a necessary step towards the resolution of social,
legal, organizational and ethical issues related to ambient intelligence. They worked
identifying the problems of AmI, creating and analyzing the ‘dark scenarios’ that
AmI could cause to and, finally, creating the best roadmaps for the future of AmI.
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1.2 AmI and Artificial Intelligence

There is a strong relationship between computer sciences, Artificial Intelligence
(henceforth, AI) and AmI. First, machines were designed to perform basic calcu-
lations or basic repetitive mechanical actions; later, was devised a way to create
universal programmable machines and very fast their size decreased and became
cheaper until make possible its introduction in private homes. The next step was the
interconnection of these machines through the web and, as a final era, these
machines became so small that were embedded into daily-use artifacts like phones,
watches, clothing, and so on: this was the birth of Ambient Intelligence. Here can
be found a graphic vision of this process (Fig. 1):

But AmI doesn’t work alone or by itself; it needs ways to collect, process and
use the ambient data, and this is made by AI mechanisms that make possible an
automation of the whole process. Knowledge representation, machine learning,
computational intelligence, planning, incompleteness and uncertainty, speech
recognition and natural languages, computer vision, robotics or multi-agent systems
are fields in which AmI and AI must work together [6]. Soon appeared some ethical
aspects related to AmI, some of them related to visible/invisible qualities of AmI
systems [7, 8]. Modeling, simulating, and representing entities in the environment
were different fields in which Ai and AmI collaborated in order to create better
understanding of real human situations. Several technical tools from AI research
were necessary to create AmI and at the same time, AI evolved thanks to the
specific necessities of AmI.

2 Ambient Stupidity and Some Related
User-Designer Pitfalls

2.1 Ambient Stupidity: What Does Is It?

The title of this chapter is ‘Ambient Stupidity’ (henceforth AS) and it’s time to
define this concept. By AS I mean the collection of inefficient devices and support
technical instruments or ideas that contributes to an inefficient, bugged or biased

Fig. 1 The evolution of AmI and its relationship with AI. Source [8]
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ambient intelligence data paradigm. My definition embraces both bad AmI designs
as well as wrong ideas about its main description or goals. My aim is not to make a
clumsy and aggressive critic to AmI but to clarify some important points that could
help to improve its research and correct implementation. From my expertise in
Philosophy of Computer Sciences, Computational Epistemology, Artificial
Emotions and HRI [9–20], I have a broad perspective on how interacts nature,
technology and cognition (natural as well as artificial) and I consider that there are
some important points that must be understood by researchers in order to create
better AmI.

At the same time, the idea of ‘Ambient Stupidity’ must be understood within the
framework of recent cognitive theories, such as bounded rationality, or situated
cognition. Despite of historical attempts to create a pure superhuman logical
thinking process, like the notion of mathesis universalis by Leibniz or Descartes
during XVII century and that was followed by logicians like Boole or Frege and
finally crystallized into symbolic AI by people like Herb Simon, human beings do
not think symbolically. At the same time, our thoughts are related to sensorimotor
processes as well as to emotional arousals, drives and goal orientation procedures.
The norms that guide human rational inferences are far from those expected or
dreamed by philosophers all throughout the history. With the first critics to the
classic view of rationality [21–23], together to a main reaction against classic AI
[24, 25] and the emergence of social relativistic views inside social studies of
science (headed by [26]), or a more historical philosophy of science [27], seemed to
explain a feeling of experiencing a ‘lost paradise of rationality’. But the truth was
that these new approaches about cognition and epistemology reinforced and made
stronger the naturalization of knowledge as well as improved dramatically the
knowledge about the social processes involved into human cultural evolution.
Under the light of this new cognitive paradigm, which sees cognition as a process
mediated by own bodies, external devices that extend cognitive processes, and that
is modulated by emotional drives, the notion of “Ambient Stupidity” does not seem
to be a playing with words activity, but instead of it reflects the existence of the
failures that are linked to cognitive processes. And AmI is part of a cognitive
processes: sometimes will be a connection between internal thoughts and external
intelligent systems that will capture them through voice or body commands, while
sometimes these cognitive processes will refer to the own process of the artificial
architecture that manage the AmI system. We will also see that with the imple-
mentation of techniques that make possible easy captures of brain electrical
activities, as well with the implementation of diverse robotic prosthesis, the realm
of AmI will reach the own user body.

2.2 Some Common Mistakes

In this section I will provide some examples of wrong conceptual elements present
in AmI scenarios. Here are some of them:
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1. Information: the notion of ‘information’ is a very rich and complex one [28],
and deals with a precise and somehow stable ordination of bits of data (that can
have some teleological purpose, like DNA or programs, or not) that we select or
create. At the same time, information has become the key concept to understand
contemporary societies, according to United Nations [29]. There is not possible
to separate raw data from our ontological and epistemological interpretation
from data. The process itself of selecting data refers directly to our models about
the data structure and nature, and it affects how we see and understand the
world. The obvious corollary of the previous ideas is that there is no a true
informational reality: we always are selecting groups of data as representative of
certain events, artifacts or processes. The self process of arguing about data is a
data driven process guided by provisional epistemic rules, that are, at the same
time, informational representations about the human cognitive and cultural
nature. This should clear our approach to AmI and the kind of data we are
obtaining, because all the debates on AmI deal with how to collect, keep and
process data. There are more elements to be taken into account: multi-sources
data, big data, statistical approach to data, social data, mechanistic models on
data, etc. In the nest sections I’ll analyze in more depth these ideas.

2. Ambient: in the next decades, smaller and cheaper devices will be able to
capture information from several environments. This holistic and worldwide
ubiquity will become the new wave or era in AI and AmI. The Ambient cannot
be reduced to a static and precisely localized places like the own home, work
places or military installations, and instead of it must be understood as a globally
distributed as well as multilocalized process: information is gathered from dif-
ferent devices that are around persons (body sensors—external or internal,
geo-localization, about emotional estates,…) and at the same time, people is
moving or interacting worldwide through these highly distributed systems, most
of times online. Besides, with the increasing implementation of intelligent or
autonomous devices, like autonomous cars, the range of entities interconnected
will even increase dramatically. All this information will be processed thanks to
huge and dynamic databases that will need to create new ‘mechanisms models’
about reality, far from causal or even basic statistic ones. Last DARPA project
towards causal big mechanisms will see its size to increase when more datasets
will be included into the analysis process [30], this time, with dynamic data that
are evolving through the time. Big AmI is in front of us, as a greater challenge
that has been AmI in last decades, working within the Big Data paradigm but
integrating multilocal and multilevel kind of data.

3. Privacy: very sardonically, when the European Commission informed about
Echelon USA spying activities [5], included into the main inform the classic text
“Sed quis custodiet ipsos custodes?” by Juvenal (h. 60–h. 130 d. C.), Sat. 6, 347.
This is a key point when we talk about data privacy, a key point in AmI and Society
of Information debates. If national security agencies break the right to privacy
whenever they want to all these debates are nonsensical. At the same time there is
another important aspect related to the inconsistencies of human mental processes
(studied by bounded rationality), that I have coined as the FreeDoom effect.
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The idea is very simple: users accept uncritically free electronic services but at the
same time they will deny any kind of permission about their data in a different
scenario. But when they accept these free apps or services, they are doomed from an
informational point of view. Consider for example, the long list of permissions
required to install Facebook into an Android smartphone: (a) personal information,
(b) add or modify calendar events and even send e-mails to calendar event guests
without explicit direct permission (c) read text messages (MMS or SMS),
(d) change connectivity (connect or disconnect from WIFI), (e) system control:
draw over other apps, prevent phone from sleeping, re-order running apps, retrieve
running apps, toggle sync on and off, adjust or configure the wallpaper, (f) hardware
controls: change audio settings, take audio, pictures and videos automatically and
without specific permission, (g) modify or delete data stored in memory areas (SD
card,…)…it is a long and shocking list of things that hundreds of millions of Earth
citizens allow to do to Facebook through their mobile phones. Similar things
happen with Google applications (Gmail,…). This is absolutely crazy! Most of
times people are arguing about privacy rights but without considering the real extent
of some of their actions and about the ubiquitous nature of informational compa-
nies: these rights change from country to country at the same time are out of control
of any universal jurisdiction. And even in the case of the Budapest Cybercrime
Convention the signatory members of the list do not respect it.

4. Regulation: very recently the Court of Justice of the EU (CJEU) found that
Spanish citizen Mario Costeja-González had a right to ask Google to remove the
links to two 16-year-old newspaper articles about the foreclosure of his home
due to unpaid debts (which he subsequently paid) [31]. This has been called the
“right to be forgotten”. Again, the debate runs uncritically because Google is a
private company, not the official record of the reality. Moreover, deep differ-
ences among private and public sectors about information rights are expressed
not only at local but also global level. With the Internet this process is even
more dramatic.

5. Individual versus group. Until now, most of approaches to AmI have been
focused on processing single unit sets of data, that is, information from a single
unit under analysis (one human being, one house, one building). Despite of the
scale of the unit, this approach is insufficient in the light of the Internet of Things
[32]. The term “Internet of Things” was popularized by the work of the Auto-ID
Center at the Massachusetts Institute of Technology (MIT), which in 1999
started to design and propagate a cross-company RFID infrastructure and now is
part of a chain of labs devoted to this process [33]. Despite of the great
advancements in this field, there is still a not covered process: how individuals
are different when they are considered part of a group. That is, individual versus
collective behavior. To be interconnected is not the same as react according to
the size of the group and the available communicative tools. At the same time,
there are not included future aspects like the introduction of artificial devices,
like microchips into human bodies. The foundational researches of Kevin
Warwick at Reading University inserting into his body a microchip that allowed
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him to move a remote robotic arm or to communicate with his also microchiped
wife, are a new level of analysis about how data will be collected and
transmitted.

6. Emotional presence: most the capture and cross-analysis of data is still based on
abstract measurements of human bodily activity. For strange but also under-
standable technical reasons, emotional aspects of human performances have not
been included into the range of desirable data to be collected. But emotions are
the language of mind and regulate in a very determinant way the social life.
Social networks have tried to capture part of this language through emoticons,
‘like’ buttons or similar strategies…but it is still far from the natural expression
of emotions. Emotions are a must-have for any future valuable research on AmI.
This could help to design better human-friendly machines as well as to create
coordinated actions of all the systems that interact via AmI with a human or a
group of them.

7. Passive versus (re)active AmI. Most of studies on Ambient Intelligence are
based on the gathering of data from human users, with sets of responses but a
lack of direct attempt to modify the user attitudes or actions. Other AmI projects
can be labeled under ‘affordances’ category: they enable friendly uses of
increasingly technological environments. But I’m talking here about a different
question: how to invert the tendency being thus able to modify human actions
through specific AmI designs. A good example of this is the recent “Happiness
Counter” created by H. Tsujita and J. Rekimoto at U. Tokyo and SONY CSL
[34]: one sensor embedded into the fridge, door or a mirror forced users to smile
in order to be allowed to use that object. Initially forced to, after some days users
tended to produce easily and more natural smiles, and at the same time their
psychological welfare improved. This is an example about new ways of creating
pro-active AmI environments. Could be of the greatest interest for work places
design, conduct control, as well for e-health AmI technologies.

8. Logic and semantic of actions: human actions must be understood as guided by
simple natural forces as well as for strategies adopted consciously or not by
cultural learning. They are a mixture of natural prewired bodily tendencies as
well as the result of special cultural trainings. In both cases, rational processes
that execute the decision rules are biased by cognitive malfunctioning (the
bounded rationality), by heuristic limitations or by cultural constraints.
Therefore, there is not a single logic nor a single semantic for the understanding
of human actions and this fact force us to talk about bounded AmI, as the real
AmI in complex human environments. AmI should consider the cultural dif-
ferences among users of any technology (even in the same cultural geographical
space), as well as temporal constraints (something can be good if it happens or
not in the ‘correct’ sequence order) or personal necessities. AmI will not world
in a perfect zero-sum scenario, but into a dynamic, changing, evolving and
complex human scenario.
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3 What Can Philosophy Do for AmI?

If we look at Classic Eastern as well as Western Philosophies, most of approaches
to technology are dystopian and negative. Besides, the interest of most of con-
temporary philosophers on computer sciences, AI or AmI as crucial aspects of
modern societies and the backbone of their thoughts is inexistent. Besides,
philosophers, together with psychologists, economists, sociologists, neurologists
and some other ‘-ists’, have been researching on rationality. First of all, trying to
improve rational thinking, but after some advances, forgot the original conditions in
which human thought emerged and dreamed about a ‘perfect thinking’, beyond
mistakes, fallacies or doubt. This led to the classic AI paradigm or GOFAI. But
when classic logics showed their own limits and, at the same time, how humans
achieved several successful reasoning strategies following strange heuristics, then
the notion of ‘bounded rationality’ emerged as a deep evidence. Humans are special
because have big brains (adjusted to the EQ), compute with them a symbolic culture
but also because they use continuously emotional background to deal with all these
processes. From here, can be understood intentionality, goal-directed actions, ad
hoc heuristics that make possible the emergence and evolution of complex actions
and theoretical constructs. A possible mistake for AmI developers is to standardize
the ‘natural’ or obvious human reactions in specific monitorized scenarios. The
same AmI should be able to evolve, following different strategies to understand the
user’s actions and interactions, with open methods. Evolutionary computing tech-
niques could be applied into these domains. I’m thinking for example, in real-time
haptic AmI employed in real combat scenarios where automatically could decide
the best selection of information in order to provide the best choice options for their
users. As an specific example I’m imaging on intelligent radar sensors updated with
real-time satellite image analysis which could provide pressure information on
soldier’s torsos thanks to vests equipped with pressure motors distributed among its
surface. Therefore, soldiers could feel into their bodies the information about
proximity and number of enemy forces, as well as more visual information about
armory and related data (on intelligent glasses with augmented reality). The system
could be individually operated or shared socially, allowing to an external intelligent
system to assist them into the combat best strategies.

At the same time, philosophical approaches can offer to AmI’s experts important
data about how human act and think, as well as to point to some ethical new
debates, following the classic 4 areas of identity, privacy, security and trust. Some
examples of possible contributions or points of view:

• Right to be AmI blind: it will be an obvious fact that a great number of users will
ask for the right of being not continuously surveilled by the sensors they use as
well as for any Big Brother [35]. Surely, this protection will not be a func-
tionality of the host AmI system, but will be a counter-system that any user will
have to be equipped with in order to maintain her/his ambient blindness. Here
will emerge a vital point: will have a user the right to keep his ambient blind?
Do governmental authorities will have the right to force citizens to be open to

180 J. Vallverdú



these technologies? Still today most of experts think on AmI as locally-based
systems: offices, houses, buildings…but the Internet of Things aplus ubiquitous
computing will make possible the universalization of AmI areas: in fact, the
world itself will become an augmented world thanks to a globally intercon-
nected AmI. The cyphering of human activities will be a strongly debatable
topic.

• Manipulation or cheating to AmI: there is a second option not considered by all
studies, that it, people cheating actively to the AmI sensors. Nobody enjoys
being surveilled continuously, but at the same time, there is an extended
double-moral among human beings of worldwide cultures. In some cases, this
control is avoided arguing about the necessity of security: politicians trying not
to be tracked, actresses and actors claiming for their privacy, and so on.

• The previous point is strongly related to the debate: “digital versus real
self/identity”. I it is a matter of fact that people act differently when they are
observed than when they consider themselves not being observed. Humans use
masks to hide their inner feelings and motivations. As a counterexample
Asperger syndrome patients show extremely sincere attitudes, something that
difficult their social life, because humans need to hide and to lie about their real
feelings and ideas in order to preserve a social sphere. We want to be studied as
a necessary condition for the correct answer to our necessities but at the same
time, a completely self-transparency can distort our social life. A last basic
scenario: a husband is surfing looking for pornography1 when his wife is not at
home, but when she returns the husband do not want that automatic services
show these images at the TV or shared computer facilities.

– Here must be also considered the notion of individual versus collective,
nothing absolutely universal, but a result of our cultural decisions [21, 36].
Good adaptation to these cultural differences will improve AmI systems.

• FreeDoom effect: explained previously, but I insist now again. Most of Internet
(and smartphone) users are against their daily life control by policy, street
cameras or personal data from public institutions but at the same time they are
intensive users of free services like Google (Gmail, Handouts, Google+) or
Facebook. These companies collect, store, process and sell the data obtained by
the analysis of the behavior of their users. This information is even accessed by
governmental agencies, under official request of national security.

• AmI and proxemics: several authors have studies from classic anthropology to
modern HRI relationships [37] the meaning of proxemics. Proxemics studies a
very important aspect of non-verbal communication: the man’s use of space as a
specialized elaboration of culture. It explains the personally and culturally

1Today, there are 420 million pages of internet pornography, and 68 million daily pornographic
search engine requests constitute 25 % of total search engine queries, 35 % of all internet downloads
are pornographic and 20 % of men admit to watch porn at work. It is a hidden industry, but very
important. See: http://dailyinfographic.com/the-stats-on-internet-pornography-infographic, acces-
sed on June, 22nd 2014.
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biased way of interpreting distances: by these mechanisms we consider some-
body too much close to us according to her/his relationship (a husband can be at
15 cm from your face for several minutes, but you never would agree to the
same with an unknown person). The point is that AmI respects and breaks and
the same time the classic notions of human proxemics language: because of its
invisibility, most of data capture AmI devices are not perceived by the user; but
this does not imply that the system is crossing all the several natural (and
cultural) barriers with which we are used to. This can be accepted if the AmY
system follows the will of the user, but can be felt as a violation of the intimacy
when the system reacts improperly to the demands of the user, who then realizes
about the loss of privacy regarding all her/his body and space.

• Unknown/unexpected data integration as a loss of control: companies share and
integrate their data repositories without specific consent or knowledge of their
users. For example Facebook bought Whatsapp or Google bought Dropcam and
Nest, among other services. The user is not able to understand and control the
scalability of their profile.

• Freedom to be wrong or to share specific cultural behaviors: intelligent fridges
will warn us about expired food, but perhaps we do not want to hear these
warnings every day despite of the good and healthy intentions of the system. At
the same time, a ‘bad’ food can be a necessary ingredient for a specific cultural
meal.

• Risk assessment adoption in AmI: only naïve approaches to risk assessment can
consider its use as a definitive solution to AmI problems, because risk assess-
ment is a big controversy field with deep divergences among specialists, insti-
tutions or scientific traditions from different countries. Epidemiological debates
are a good example of this point. If we want to integrate risk assessment into
AmI studies it must be done with a good epistemological approach [38].

• Embodied AmI: cyborg integration is closer as soon as new tools are available,
integrating physical bodies with ambient spaces. Kevin Warwick and his pro-
jects Cyborg 1.0. and 2.0. (Reading University) were first steps towards cyborg
technologies. Neil Harbisson makes new researches to solve his achromatopsia
(although the data are still only available for his brain, not for surrounding
devices), but at the same time he has included more options once the deice war
surgically implemented into his skull (like phone call receiving and wireless
communication). In the case of Harbisson, he has admitted that his device can be
hackable and even in that possible scenario, his prosthesis has not security
password access. Zoe Quin, a videogames programmer has recently been
implanted a NTAG216 chip with NFC technology that allows her to
block/unblock her smartphone as well as to control access and some uses of a
videogame (Deus Ex.). This is a real case of Embodied AmI, a research field that
requires from deep analysis: medical, ethical, cognitive, economic, political, etc.

• Hackable bodies: humans are increasingly living in more intelligent and invis-
ible environments. The present technologies led us inexorably to the intangi-
bility of Ambient Intelligence (AmI) frameworks in which brains cannot imitate
other brains performing bodily tasks. Only users use their bodies inside AmI or
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augmented reality environments. There, humans feel themselves understood
only because these technologies have been designed to be one step advanced to
basic necessities of the users. Anyhow, humans can be confused by one crucial
aspect: their interaction with these intelligent systems is not placed under a
mutual and symbiotic sensorimotor or emotional context. When these tech-
nologies fail, and it can happen very easily, the users have no ways to under-
stand what is happening nor have a natural, from a cognitive perspective, way to
connect again with those fake intelligences. If this happens with embodied
technologies like medical prosthesis integrated into human bodies (like artificial
pacemakers), that can also be hackable, then terror forms part of the existence.
But it is not a dark fear that is previsible, emerges silently but destroys every-
thing. Hidden tsunamis of data, of loss of energy, of systems malfunctioning
become the expression of a clean and white fear. The most dangerous, because it
emerges violating all our natural ways to understand that something is going
wrong. Though this fear is embedded into intelligent systems failures, on the
other side wonder is also present. Hackable bodies open the possibility of
creating a better you. A “you” that can intervene the perception and interpre-
tation of the world, through synthetic emotions or by hacking our multisensory
inputs. With the skills of a direct intervention into the reign of physical bodies or
personal intimate space (from an anthropological proxemics perspective) of the
spectator, the electronic hacktivist will be able to create surprise and a great
range of emotional reactions. Cognitive neurosciences have demonstrated dur-
ing last decades that the crucial aspects of sensorimotor processes are related to
cognitive processes.

4 End Remarks

AmI is clearly the next step into the evolution of the integration in daily life of
computer technologies and AI products. Despite of the revolutionary nature of AmI,
its analysis and media attention was big in the middle of 21st century decade, but
decreasing since then. And this is a mistake, because the new social tendencies as
well as the advancements in technological equipment and data procession tech-
niques are allowing a next step into the advancement of AmI. Some general mis-
takes have been pointed and a broad philosophical analysis framework has been
suggested in order to prepare and improve the advent of Big AmI. At the same time,
some critical remarks on the nature of human cognitive processes (the FreeDoom
effect, or the bounded rationality, among others) have been introduced or reviewed.
Finally, the request of new tools to deal with multivariate and dynamic sources of
data has been showed as a necessity of future researches. The scenarios that will
lead to better roadmaps must be founded on the existence of humans performing
bounded rationality processes. As a plausible evolutionary trait of contemporary
societies, we need also to take into account the embodiment of AmI technologies as
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a future step into human social evolution. The powerful philosophical tools that we
found into the Western and Eastern traditions can provide us new ways to analyze
and improve AmI technologies and models. The sum of the previously explained
ideas and critics will allow to surpass ‘Ambient Stupidity’ and to reach a new and
powerful AmI, more adapted to the reality users, considered them as individuals at
the same time that socially networked.
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Security Implementations in Smart Sensor
Networks

Mohamed Fazil Mohamed Firdhous

Abstract Wireless sensor networks have become one of the widely deployed
networking technologies in the recent times due to the capabilities and advantages of
them. The applications of wireless sensor networks include many civilian and
industrial applications to military applications. Due to the distributed nature of these
networks, deployment in remote and open areas and many constraints in individual
nodes, these networks are vulnerable to several security threats. Many security
mechanisms and algorithms proposed for the implementation in the traditional net-
works cannot be implemented in wireless sensor networks due to the unique nature of
these networks and nodes. Many active research programmes have been carried out
throughout the world for making wireless sensor networks more secure and user
friendly. This chapter takes an in-depth look at some of the prominent mechanisms,
schemes, algorithms and protocols published in the literature.

1 Introduction

Smart sensor networks have found a place in many popular application domains
especially for monitoring, tracking and control purposes [1]. A sensor network is an
array of sensors and other nodes interconnected by a network for the purpose of
transmitting the data captured and other information between these nodes. In these
networks, the sensors occupy the main position as they play the important role of
capturing the information that is considered to be of value when processed. With the
advancement of semiconductor and sensor technologies, smart sensors have been
developed that can carry out many more tasks than just capturing the data. Smart
sensors are required to have seven major elements in them. They are namely sensor,
signal conditioner, analog to digital converter, application algorithms, data storage
area, user interface and communication interface [2]. These additional elements
make these sensors to be more versatile, reliable and secure while requiring less
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maintenance compared to normal sensors. Smart sensors can be setup fast and have
the capability of reprogrammed to suit the changes in requirements. Also these
sensors can be monitored remotely, this eases the administration of these networks to
a very great extent [3].

With the increased deployments and applications of sensor networks, many issues
that demand immediate and special attention have also come to the fore. One such
major issue demand the critical attention of the implementers as well as researchers is
security [4]. Security in smart sensor networks not only need to be enhanced but also
made to be more rugged in the face of increased security threats and new methods of
attacks. The security in sensor networks must be addressed from multiple directions
requiring a multi-pronged approach. The areas that require special attention can be
summarized as: security of the sensor nodes, security of the information transferred
and security of the information path. Implementing security in sensor networks is a
challenging task due to inherent constraints in the wireless sensor networks such as
remoteness of implementation, limitations in processing power, instability of the
network and shortage of energy supplies [4–8].

This chapter presents an in-depth evaluation of security implementations in
smart sensor networks, specifically on three main areas. They are namely: security
of smart sensor nodes, security of data transferred and security of routing in smart
sensor networks. The evaluation primarily concentrates on the present security
implementations with special reference to their principles, strengths and weaknesses
along with the future directions of research in these specific aspects.

2 Smart Sensor Networks

A sensor network is an array of sensors possibly of different kinds and processors that
are interconnected by a communication network for the purpose of transferring data
and control information between them [9]. A sensor can be of single modal or multi
modal depending the requirement and the complexity of the sensor itself. A single
modal sensor can carry out only one sensing function andmade of a single technology.
On the other hand, multi-modal sensors are multifunctional and may be composed of
many sensing hardware created using optical, acoustic, chemical, infrared, magnetic,
seismic, tactile, temperature, gravity, pressure, electric, semiconductor etc. In recent
times, semiconductor sensors have become more popular due to their functionality
and versatility [10]. For example, modern semiconductor gas sensors can detect more
than 150 gases making them the most preferred choice in many industries like auto-
motive, consumer, commercial, industrial, indoor and outdoor air quality monitoring
and environmental monitoring [11]. Also, semiconductor sensors have special char-
acteristics such as better sensitivity, faster response time, long term stability and
longer life time compared to other sensors.

Smart sensor networks can be created installing intelligence into the sensors or
closer to them [9]. When the processing capability along with sensing and other
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required units such as signal conditioner, analog to digital converter, application
algorithms, memory for data and application storage, user interface and communi-
cation interfaces are built into a single module, it is known as a smart sensor [2].
When intelligence is integrated into an aggregator node that receives raw data from
neighbouring not so smart sensor nodes and processes them before sharing it with
other aggregator nodes in the network or a central processing unit, the intelligence or
smartness is located closer to the nodes. Thus the aggregator nodes are considered to
be more capable and powerful compared to the other simple nodes in the network.
Simple nodes just broadcast the data they collect while the smart nodes process them
for the purpose of extracting information through various operations such as vali-
dating, deriving, integrating etc., before transmitting. Since the data is validated and
processed closer the source itself, it saves the valuable network bandwidth and in
sometimes energy by not transmitting invalid or partial information.

Smart sensor networks can be deployed for various purposes such as monitoring
the environment, functions and operations of machinery or the human body itself or
movement of objects within certain premises or operations [12]. Depending on the
type of application and the type of nodes deployed, these networks will have various
capabilities and limitations. Depending on the type of connection between the nodes,
sensor networks can be divided to two categories known as wireless sensor networks
and wired sensor networks. Wireless sensor networks suffer from many limitations
compared to wired sensor networks due to their inherent nature. The main limitations
of wireless sensor networks include limited power, limited processing capabilities
within nodes and unstable communication between nodes. Generally wireless sensor
networks are also implemented far away from the final processing centres in remote
locations making the management of these sensor nodes a difficult task.

2.1 Sensor Node Placement

Sensor node placement is an important aspect that must be given proper consid-
eration for the successful implementation of sensor network [13]. Sensor nodes can
be either placed deterministically or randomly depending on the type of application,
size of deployment, number of nodes to be placed and the geographical area to be
covered. In industrial applications, sensors are placed deterministically at strategic
points for collecting the right information. Generally in industrial settings, it is the
operation and functions of machineries and related equipment are monitored. When
the health of a machine is monitored in an industrial setting, the sensors are placed
at various points within the machine or closer to the machine for monitoring the
temperature, flow of coolants, properties of coolants etc. When indoor environ-
ments or outdoor environments are monitored in a limited fashion like traffic
monitoring system or the monitoring of pollutants in a certain area, the sensors are
placed in a deterministic manner.

When sensors are placed for monitoring a large area for environmental changes,
aftermath of natural disasters or military operations, it is not possible to place them
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deterministically due to the large number of nodes to be placed or the accessibility
issues in these areas [14]. Generally during large scale sensor deployment in a
geographically distributed manner, sensors are placed randomly by dropping them
off from an airplane or some other method [15]. This kind of placements have many
shortcomings including coverage and communication problems. When sensors are
dropped randomly, certain areas may have been deployed with many nodes resulting
in coverage overlaps and wasting of resources. On the other hand the areas, where
there are insufficient nodes, would have coverage holes and connectivity problems
resulting in inefficient monitoring and isolation of sensor nodes. Hence nodes must
be placed in an efficient and effective manner to reduce the problems arising from
coverage overlaps, holes and communication. In many situations, redundant nodes
are deployed in order to overcome the problems of shortage of coverage and com-
munications in random node deployments [16].

2.2 Sensing and Data Acquisition

The set of nodes deployed in a particular application can be either homogeneous or
heterogeneous. When all the nodes deployed are of the same type and have similar
capabilities, it is known as a homogeneous deployment. In a heterogeneous
deployment, certain nodes may have different capabilities compared to other nodes
used. One of the main attribute that is used for categorising nodes in a deployment
is their sensing range. The sensing range is the area across which a node is capable
of detecting the presence or absence of an object or phenomenon. Certain types of
nodes may have different sensing ranges and can choose a specific range out of all
the available ranges as its working range depending in the requirements. A general
assumption is that when a large sensing range is used by a sensor node, it consumes
more energy. In heterogeneous deployment, the nodes with larger sensing ranges
are generally used as cluster heads due to their advanced capabilities [17]. In remote
deployments of wireless sensor networks, the total amount of energy available in
nodes will determine the life of the networks. Hence it is recommended to use the
minimum amount of energy for all sensor operations including sensing, processing
and communication in order to prolong the life of sensor networks. Ranjan and Kar
[18] have provided a method for determining the optimal number of cluster heads
for homogeneous sensor networks using reasonable energy consumption model.

2.3 Connectivity in Wireless Sensor Networks

The other important parameter that affects the performance of a sensor network is
communication range. In a multi-hop sensor network, communication nodes are
linked by a wireless medium such as radio, infrared, or optical media [19]. Once the
data has been collected, that data needs to be transmitted to the processing centre.
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Connectivity between nodes is important to ensure that every sensor node can
communicate with the processing centre [20]. In a multi-hop wireless sensor net-
work, the network is said to be fully connected if every pair of nodes is able to
communicate with each other, either directly or via intermediate relay nodes.

A sensors network is considered to be connected, only if there is at least one path
between each pair of nodes through which successful communication can take
place. Hence for the successful transfer of data from any given node to the pro-
cessing centre, there must be a communication path from that node to the pro-
cessing centre. Connectivity between nodes depends primarily on the existence of
paths and affected by changes in topology due to mobility, failure of nodes and
attacks that cause loss of links, isolation of nodes or partitioning of the network
[21]. Though the cost of individual sensor is relatively low, the total cost of
implementing a sensor network could be high due to the large number of sensor
nodes required to setup a network. Therefore, it is important to find the minimum
number of nodes required for a wireless sensor network to achieve full connectivity
while optimizing coverage at the same time.

Since nodes in wireless sensor network are connected to other nodes via radio,
infrared or optical media, the communication range of the nodes will determine
whether the nodes still are part of the network or have become isolated from other
nodes. When a sensor node needs to communicate with other nodes, it must be
within the communication ranges of both transmitting as well as receiving nodes.
The communication range of a sensor node is generally determined by the transmit
power, receiver sensitivity and the total attenuation introduced by the transmission
path. The relationship between the communication range and sensing range of
sensor nodes for maintaining communication and proper coverage is given by
Formula 1 [22].

Rc �R1
s þR2

s ð1Þ

where Rc is the communication range of the nodes and R1
s and R

2
s are sensing ranges

of node 1 and node 2 respectively.
The relationship given in Formula 1 can be better explained graphically as shown

in Fig. 1.

Fig. 1 Relationshipe between
communication range and
sensing ranges
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It must also be noted that maintaining larger communication range require more
energy. Hence when deciding an optimum distribution of sensor nodes in a large
network, many things including connectivity, coverage, energy consumption, cost
and flexibility need to be taken into account.

2.4 Communication Protocols

The successful operation of a wireless sensor network largely depends on the
communication protocol chosen for the implementation [7]. The communication
protocol chosen every aspect of the wireless sensor network including architecture,
data rate, network size, span, power management and security. One factor that is
common to all the available communication protocols is that they all are low power
communication protocols. Currently there are three communication protocols that
can be chosen for the implementation in wireless sensor networks. They are namely
Bluetooth, IEEE 802.15.4 and ZigBee [23–25]. The following subsections briefly
discuss these protocols with special reference to their suitability for the imple-
mentations in wireless sensor networks when security is the main concern.

2.4.1 Bluetooth

Bluetooth that has been standardized by IEEE 802.15.1 has been initially developed
and standardized for the low power wireless devices [23]. The design of Bluetooth
requires all nodes within its piconet to be synchronized within a few microseconds.
This requirement cannot be met by many wireless sensor networks as they have
large network latencies due to several constraints within them [26]. With typical
Bluetooth configuration, it would take around 2.4 microseconds to establish a
connection. Also typical Bluetooth radios consume hundreds of milliwatts power
just for monitoring the channel. All these shortcomings makes Bluetooth unsuitable
for implementation in wireless sensor networks.

2.4.2 IEEE 802.15.4

The IEEE 802.15.4 was developed for low rate wireless personal are networks [24].
Wireless personal area networks require little or no infrastructure at all for suc-
cessful implementation and operation. IEEE 802.15.4 allows the implementation of
small, power efficient and inexpensive solutions using a wide range of devices. The
features of IEEE 802.15.4 allows the realization of the objectives of personal area
networks, that are ease of installation, reliable data transfer, short range operation,
low cost of implementation and maintenance and reasonable battery life. These are
the main objectives of wireless sensor networks as well, hence IEEE 802.15.4 is

192 M.F.M. Firdhous



very suitable for the implementation in wireless sensor networks. IEEE 802.15.4
standard defines both physical and media access control layers along with com-
ponent devices and supported network topologies. There are many security suits
defined in this standard.

At the basic level, it is possible to either enable or disable security. Security can
be disabled by enabling the unsecured mode, which selects the null security suit. An
application can select the appropriate security level by entering the required
parameters in the radio stack. If no parameter is entered then, no security is enabled
by default.

A link layer protocol provides four basic security services. These are access
control, message integrity, message confidentiality and replay protection. Access
control is enabled through an access control list. The access control list enables
message filtering for accepting messages only from selected nodes in the list.
Message integrity and authentication is achieved through a message authentication
code appended to every frame of data transmitted. Message authentication code is
computed using a secret cryptographic code shared by both sender and receiver.
When a data frame is received, the receiver recomputes the message authentication
code using the cryptographic key in its memory and checks it against the message
authentication code received with the frame. If the message authentication codes
match with each other, then the data is accepted as genuine, otherwise it is dis-
carded. Without compromising the secret key, it is impossible for an adversary to
change valid messages or introduce phoney message into the network. Sequential
freshness checks carried out on each received frame enables the detection of replay
attacks. The receiver maintains a received frame counter for every message
sequence received. When a frame with a counter value equal to or less than the
sequence counter value stored in the memory, it is discarded as a duplicate or replay
frame.

The access control and message integrity checks can effectively eliminate the
unauthorised parties from sending messages and participating in network activities.
The authorised nodes can easily detect the messages from rogue nodes initially by
filtering messages by the access control list. Even when a rogue node fakes the
identity of a genuine node, the message authentication code will help the authorized
node to detect the phoney or compromised message frame and discard it.

There are eight different security suites defined within the IEEE 802.15.4 stan-
dards. Based on the type of functionality provided, these suites can be broadly
categorised into four different groups as shown in Table 1. The broad categories are
namely, no security, encryption only, authentication only and encryption and
authentication.

Encryption is performed by Advanced Encryption Standard (AES) algorithm.
The united States government has accepted AES algorithm as its official standards
for its organizations to protect sensitive information [7]. Counter mode crypto-
graphic operation with AES (AES-CTR) uses AES as the block cipher providing
access control and encryption along with optional sequential freshness.
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Message authentication is carried out by cipher block chaining with message
authentication code (CBC-MAC). Message authentication code is created using
block cipher in CBC mode over the entire data packet including the length of the
authenticated data. The detailed description of this process is included with the
IEEE 802.15.4 standard itself. Depending on the level of security required, it is
possible to select 128, 64 or 32 bit message authentication codes within this mode.

AES-CCM mode provides both authentication and encryption for better security.
This mode of operation requires three inputs. They are namely; the data payload to
be encrypted and authenticated, the associated data along with the headers to be
authenticated only and nonce to be assigned to the payload and associated data.

2.4.3 ZigBee

ZigBee is an industrial consortium setup for the purpose of developing a standard
data link communication layer for ultra low power wireless communications [25].
Instead of building from scratch, ZigBee standard has been built on top of IEEE
802.15.4. ZigBee network layer has been designed to work above the physical and
media access control layers defined under IEEE 802.15.4 standard. The ZigBee
network layer functions include mechanisms for joining and leaving a network,
apply security to frames, routing the frames to the intended destination and extra
security services including key exchange mechanisms and authentication beyond
IEEE 802.15.4.

ZigBee specification introduces a new concept known as “trust centre” played by
the ZigBee coordinator. The trust centre controls and administers other devices that
are willing to join the network and distributes the appropriate key information
among them. The trust centre is entrusted to play three specific roles with respect to
managing security in the network. They are namely, trust manager, network
manager and configuration manager. The trust manager authenticates the devices
that apply to join the network. The network manager maintains and distributes the
keys among the members of the network. The configuration manager’s task is to
enable end-to-end security between devices.

Table 1 Security suites
defined in IEEE 802.15.4 [7]

Name Description

Null No security

AES-CTR Encryption only—CTR mode

AES-CBC-MAC-128 128 bit MAC

AES-CBC-MAC-64 64-bit MAC

AES-CBC-MAC-32 32-bit MAC

AES-CCM-128 Encryption and 128 bit MAC

AES-CCM-64 Encryption and 64 bit MAC

AES-CCM-32 Encryption and 32 bit MAC
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A ZigBee enabled network can work in distinguished modes known as residential
mode and commercial mode. In the residential mode, where low security application
are run, only device authentication is carried out prior to joining the network. No keys
are distributed in the residential mode operation persevering much of the memory for
data processing operations. On the other hand, the commercial mode is intended for
use in high security environments that require not only the authentication of devices
but also managing the integrity of information transferred. In commercial mode, the
trust centre first authenticates the devices, distributes the keys among them and
maintains freshness counter for every device in the network. This enables centralized
control and management of keys. Central management with a single trust centre may
not scale well with large networks with hundreds or thousands of devices as the
memory requirements for managing large number of keys and updating them regu-
larly will be prohibitively high. This shortcoming can be easily overcome by dividing
the network into small clusters and managing the keys locally.

ZigBee security services use three types of keys known as master keys, link keys
and network keys. The master key that is installed first in the factory or out of band
is responsible for long term security between devices. on the other hand link keys
and network keys are basis for security between devices and the entire network
respectively. The link and network keys employ symmetrical key-key exchange
handshake between devices.

3 Security Challenges in Smart Sensor Networks

The nodes deployed in large wireless sensor networks are characterized by their low
cost, small size and resource constraints [8]. These nodes have limited processing
capability, storage capacity, communication bandwidth and range, energy and
sensing range. Due to these constraints, it is not possible to employ conventional
security mechanisms and algorithms in a wireless sensor network. Hence when
conventional security algorithms and mechanisms are to be employed in a wireless
sensor network, they must be optimized to suit the demands, limitations and the
environment in which they are deployed [27]. The main limitations of sensor
networks with respect to security are explained in Sect. 3.1.

3.1 Constraints in Wireless Sensor Networks

One of the main constraints in a sensor node is the limited energy available for its
operations. Generally sensor nodes are powered by small cells (batteries) of limited
capacity that can be exhausted in a short time, if not used wisely [7, 10]. The
problem of energy consumption is exaggerated due to the fact these batteries cannot
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be recharged or replaced once they have been deployed [7]. The energy in a sensor
node is consumed in three main parts. They are namely the transducer, transmitter
and the microprocessor. It has been found that the amount of energy consumed for
transmitting one bit of information is equal to about executing 800–1000 lines of
codes in the microprocessor [28]. Hence it can be seen that transmission is much
more expensive than processing in a sensor node. When security mechanisms are
implemented in traditional manner, they result in the expansion of the messages due
to the redundant bit added by the security mechanism. This is very costly for
implementation in sensor networks in terms of energy consumption.

Limited storage and memory capacity of sensor nodes is another constraint in
wireless sensor networks. The storage area in a sensor node generally consists of
flash memory and volatile Random Access Memory (RAM) [29]. The flash memory
is used for storing permanent information such as operating system and programme
codes, while the RAM can hold the programme codes currently in use, data and
intermediate results. Hence the memory of a sensor node hardly has any space in its
memory for holding and executing complex security algorithms and applications.

Since the sensor nodes and communication paths are affected by various envi-
ronmental conditions, the communication in a wireless sensor network may not be as
reliable as in a wired network. Due to the less overhead associated with connec-
tionless communication protocols, they are commonly employed in wireless sensor
networks [30]. The connectionless communication protocols are inherently less
reliable. This reduced reliability in communication provides a haven of opportunity
for attacks like sink attack, denial of service attack etc. Packet errors and loss will
also play a big role in reduced reliability of these communication paths. Due to the
higher error rates and employment of connectionless protocols will further demand
error detection and correction mechanisms embedding additional bits further
reducing the amount of space available for security implementations.

The other major issue confronting the communication in wireless sensor net-
works in large latencies from source to destination [26]. Higher latencies in com-
munication path is the result of low bandwidth connections, network congestion,
multi-hop communication and processing in intermediate nodes. Higher latencies
result in loss of synchronization that is essential in many security implementations
such as distribution of cryptographic keys, critical event reports etc. Loss of syn-
chronization may also help attackers engaged in replay attacks where time stamping
and timely delivery play an important role in containing these attacks.

Sensor networks use broadcasting as the common mode of transmission instead
of directed communication [6]. Broadcasting helps nodes transmit the data to all the
neighbours enabling the nodes to find the available end to end path even in the case
of unavailability of some nodes on the way. Broadcasting can be easily exploited by
adversaries for eavesdropping sensitive information with relative ease. Broadcasting
can be used by adversaries to transmit commands and data to nodes by capturing a
single node in the network, even if the transmission is secured by a pre-deployed
global key.
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Many wireless sensor networks are deployed in remote areas where the nodes
are left unattended and managed remotely [31]. This increases the likelihood of
physical tampering by attackers. Such physical tampering is more difficult detect as
well almost impossible to stop due to the remoteness of the implementations. This
type of node capture attacks are very serious in nature as compromising the security
of a single node can pollute the entire sensor network [6].

Every node in a network must be installed with complete security as any node can
be the target of an attack [7]. This demands that the securitymust pervade every aspect
of the design ofwireless sensor network design as any component left without security
will be easily exploited by an adversary. This is high level of security implementation
compared to traditional security implementations in conventional networks [32]. High
level of security implementation requires more resources and time to implement
making the deployment of wireless sensor network more expensive.

Wireless sensor network protocols heavily depend on application scenarios [33].
Hence generic security mechanisms need to be customized to suit each and every
application domain. This puts a heavy burden on application developers and increases
the application development cost. If the customizing operation is not carried out taking
all the aspects into account or any aspect was overlooked, it may create security
threats. Also this kind ofmass customizationmakes it difficult to identify the bugs that
can be exploited by the adversary as every implementation is different from each other.

3.2 Types of Attacks

This section briefly describe the possible security threats to wireless sensor net-
works. With the increase of popularity and development of wireless sensor net-
works, the number and types of threats and attacks carried out on these networks
have also increased [7]. Many of the attacks have been identified and described in
[34]. These attacks can be broadly categorized into four main groups. They are
namely, attacks against the privacy of network, denial of service attacks, imper-
sonation or replication attacks and physical attacks [7].

Some of the most common attack types are described below:
Selective forwarding: Selecting forwarding involves a malicious node dropping

certain messages intentionally, while forwarding only a subset of messages it
receives. The malicious node that carries out this kind of attack becomes a preferred
intermediate node for unsuspecting source nodes as the forwarded messages undergo
low latencies faking a shorter route. The impact of this attack depends on two main
factors such as the location of the adversary and the number of packets dropped.
When the adversary is closer to the base station, it will attract many more frames that
it would normally do, if located far away. More the packets dropped higher the
energy saved, as the transmission of packets requires a lot of energy. Hence the
malicious node can stay alive longer than a normal node perpetuating its attack.
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Sinkhole attack: Also known as black hole attack is where a malicious node
attracts the traffic towards a compromised node. Generally this kind of attack is
carried out faking a base station by a malicious node. A network with a single base
station is more susceptible to this kind of attack.

Sybil attack: In this kind of attack, amalicious node presents multiple illegitimate
identities to unsuspecting nodes. The identities presented by a node could be either
fabricated ones or stolen from legitimate nodes or both. Once a node assumes many
identities, it can launchmany different types of attacks such as negative reinforcement,
stuffing ballot boxes of a voting scheme such as trust computing etc. Sybil attacks are
generally carried out against routing algorithms and topology maintenance.

Wormhole: In wormhole attacks, an adversary placed close to a base station
channels the traffic over a low latency link. This effectively creates a sink hole
completely disrupting the traffic.

HELLO flood attack: In this attack, the malicious node broadcasts a HELLO
message with strong transmission power pretending to be coming from the base
station. The nodes receiving this HELLO message would respond to them effec-
tively wasting their energy. The other effect of this kind of attack is that the
unsuspecting nodes would forward their messages to this malicious node falsely
assuming it to the base station.

DoS attack: Denial of service attacks on a wireless sensor networks can be
carried out using various techniques. At physical level, radio jamming by trans-
mitting a more powerful signal on the same frequency or exhausting the battery
power are common methods. At other level, the legitimate traffic can be diverted
from the intended node or illegitimate traffic diverted towards a genuine node
effectively making it unavailable for legitimate traffic.

Traffic analysis attack: It is possible to identify the location of the base station
by closely monitoring the network traffic patterns. If an adversary can compromise
the security of the base station, the entire network would be affected.

Node replication attack: This attack is carried out by copying the identity of a
legitimate network node by a malicious attacker node. The results of this attack
would be corrupted, misrouted or deleted packets.

Eavesdropping: Since wireless sensor networks generally employs broadcasting
as the mode of communication, it is possible for a malicious node to gather all the
information transmitted in the network, if they are not encrypted. Eavesdropping
could also be the first step in a more powerful and serious attack such as wormhole or
sink hole attack.

Tampering: Since the wireless sensor nodes are generally left unattended in
remote locations, it is possible for adversaries to physically tamper them compro-
mising all the security implementations.

Table 2 summarizes and classifies the attacks discussed above into different
layers of a communication stack based on where they can possibly be effected.
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4 Security of Smart Sensor Nodes

Generally wireless sensor networks are implemented in remote locations for mon-
itoring various things including the environment, enemy movements in military
applications etc. [35]. Compared to conventional network devices, wireless sensor
nodes are more susceptible to attack as they are physically accessible by adversaries
[7, 8, 34]. Once a sensor node is physically tampered with, the entire security
implementation in the node including the cryptographic keys can be compromised.
Hence physical security of sensor nodes is of utmost important. Since it is nearly
impossible to protect the nodes from physical tampering by adversaries, many
schemes have been developed for detecting malicious or tampered nodes and iso-
lating them. This section takes an in depth look at some of the prominent malicious
node detection schemes reported in the literature.

4.1 Threats to Wireless Sensor Nodes

Compared traditional network nodes, wireless sensor network nodes face several
additional threats due to the very nature of their implementations. Generally,
wireless sensor network nodes are located in open space that can be considered as
insecure and hostile [8]. When an environment is considered to be insecure or
hostile, generally the physical security in the area is beefed up with various special

Table 2 Senor network
attack classification

Layer Type of attack

Physical layer DoS—jamming, tampering

Sybil

Data link layer DoS—collision, exhaustion, unfairness

Interrogation

Sybil—data aggregation, ballot stuffing

Node replication

HELLO message flood

Network layer DoS—flooding, spoofing, sink holes

Sybil

Wormhole

Traffic analysis

Selective forwarding

Node replication

HELLO message flood

Transport layer DoS—flooding, desynchronization

Application layer DoS—flooding, diversion

Eavesdropping
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mechanisms such as perimeter security through the implementation of security
cameras, personnel and policies. But, due to the open nature of the wireless sensor
network implementation, the above mechanism cannot be implemented as it is.

The main threats faced by the wireless sensor nodes deployed in the open area
are tampering, theft and physical destruction [8]. These attacks can cause irre-
versible attacks to the nodes and sometimes to the entire network if not handled
properly and curtailed at the beginning itself.

Tampering involves the modification of the sensor from its normal operation. An
adversary can get hold of the cryptographic keys installed in the nodes, when he
gets physical access to the nodes easily compared to attacking the nodes remotely or
through data analysis. Also the attacker can now alter the physical hardware
including circuitry and wiring or modify the program code as he wants. In the worst
case, the entire sensor node can be replaced with malicious sensor node itself.

Theft and physical destruction of sensor node make them totally unavailable for
use by authorised users. Both these attacks fall under the denial of service attacks as
they deny the genuine user from using these nodes and getting the intended services
from them.

4.2 Security Schemes for Protecting Wireless Sensor Nodes

Since wireless sensor nodes have been installed outdoors open to both genuine and
malicious users on the whole, it is difficult or many a time impossible to protect
them from the physical damages caused by malicious attackers. Installing the sensor
nodes more densely than needed may reduce the impact of theft or physical
destruction to the nodes [6, 7]. On the other hand, when a node is tampered with, it
must be detected, identified and isolated from the network. Many schemes,
mechanisms and protocols have been proposed in the literature for identifying
misbehaving nodes. This section takes in detailed look at some of the important
mechanisms for identifying and isolating them reported in the literature.

Zia and Zomaya [34] have presented a malicious node detection mechanism
based on monitoring its own message retransmitted by a neighbouring node in
transit. In this mechanism, the source node first forwards the message to one of its
neighbours for the purpose of routing it towards the base station. Once the trans-
mission is completed, the source node converts itself to monitoring node actively
observing the retransmitted message by the neighbour. If the retransmitted message
resembles the original message, the monitor terminates its task and continues with
its normal operations. If the retransmitted message differs from the original mes-
sage, it updates the locally maintained node suspicious table. Once the number of
entries for a node in its suspicious table goes beyond a predefined threshold, it
informs its neighbours about the suspicious node. The neighbours then respond
back to this message with their own opinion based on their observations. When the
suspicious entry for a given node increases beyond a threshold, it is then informed
to the cluster head. Cluster head will then isolate the suspicious node as malicious
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barring all the members from communicating with it and dropping all the messages
from the identified malicious node in the future. This mechanism looks robust as
node monitors its own message being retransmitted for identifying a malicious
node. This mechanism has two main drawbacks. First all the nodes must use the
same “link key” for encrypting the message. If different node pairs use different link
keys for encrypting the message, it is not possible to identify the modification of the
message just by observing the retransmitted message. In such a situation, this
mechanism totally fails. Second, this mechanism is prone to collusion attacks, as the
opinion of neighbours about a suspected node are taken in without any further
inquiry or clarification, the neighbours may collude to promote or demote a
neighbouring node as a genuine one or malicious one. Hence robustness of this
mechanism is questionable.

In Baburajan and Prajapati [36] have proposed a watchdog mechanism to identify
malicious nodes in a wireless sensor networks. Similar to the node detection
mechanism proposed in [34], the watchdog mechanism also depends on the
broadcast nature of communication in wireless sensor networks. As opposed to the
mechanism proposed in [34] where the transmitter itself acts as the monitor listening
to the transmission from the intermediate node, in the watchdog mechanism all the
nodes who can hear both transmissions can act as the monitors. The identified
limitations of the watchdog mechanism include; ambiguous collision, receiver
collision, limited transmission power, false misbehaviour and partial dropping.
Some of the shortcomings of the watchdog algorithm has been solved by improved
algorithms. By creating a cluster head and making it the first level watch dogs can
help solve impartial removal, false malicious node, limited power and node con-
spiracy. Receiver collision problem can be solved by enabling a collision detection
mechanism. But this mechanism may not solve the ambiguous collision problem.

Nakul [37] has reviewed several intrusion detection mechanisms that can
effectively identify the misbehaving nodes in wireless sensor network. Node mis-
behaviour in a network may indicate the presence of compromised nodes or
malicious nodes introduced by the adversaries or corrupted nodes due to external
factors. Irrespective of the reason for misbehaviour, the misbehaving node must be
identified and removed from the network. The methods reviewed in [37] include
weighted trust evaluation approach, ant colony based approach, data mining based
approach, agent based approach, trust based approach, weak hidden Markov model
based approach neighbour based approach, game theory based approach and hybrid
approach. Details of some of the important approaches are discussed below.

In weighted trust evaluation the sender node assigns trust scores to other nodes in
the cluster based on its experience with those nodes. When an intermediate node
forwards the frame correctly, its trust score is enhanced. On the other hand, when the
forwarded frame does not match the original frame, its trust score is decremented.
This algorithm is simple to implement and based on two strong assumptions. They are
the base station is honest or not compromised and the majority of nodes in a network
are well behaved. This algorithm would fail, if any of these assumption is violated.
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In data mining approach applied to the detection of anomalous behaviour of
nodes checks all the data packets transmitted in the network. This method has very
good detection rate but suffers from the limitation that it requires a lot of processing
power and energy to run the data mining algorithms in real time. The main
advantages of this method are its ability to detect the anomalous packet before it
reaches the access point, to start the detection process immediately without needing
any prior training and higher detection rates.

The agent based anomaly detection mechanism employs a combination of both
rule based scheme and naive Bayesian technique. This mechanism shows good
performance in large distributed sensor networks using common anomaly detection
framework with agent learning and distributed data mining techniques.

The trust based approach combines social trust and QoS trust for computing the
trust worthiness of a node. Honesty has been used as the parameter for social trust
while energy and cooperativeness are the attributes used for computing QoS trust.
The final trust score is used for identifying the malicious nodes in the network. The
cluster head assigns the trust scores to all the members within the cluster and the
cluster heads are similarly evaluated by the base station.

In the weak hidden Markov model based anomaly detection mechanism, state
transition probabilities are reduced to rules of reachability. This is a two stage
mechanism where in the first stage, the training and learning takes place and in the
second stage real time detection of intrusion is carried out. The scoring scheme and
deviation detection mechanism introduced as enhancements improves the detection
accuracy.

The neighbour based approach exploits the similarity of behaviour in a given
community. It is assumed that all the neighbouring nodes in a sensor network
would behave similarly due to the fact that they all face similar conditions and
limitations. If any node deviates from the common behaviour of its nodes, then it is
identified as a malicious node. This approach has better detection rates when the
neighbours cooperate with each other with very low false positives and negatives.

The game theory based intrusion detection scheme makes use of a signalling
game to model the interaction between nodes in a wireless sensor network. In this
mechanism, the interaction between an attacker and a normal has been modelled as
a Bayesian game with incomplete information.

In Li et al. [38] have presented survey on methods for detecting node replication
attacks in wireless sensor networks. When a sensor node is physically captured by
an intruder, it is possible to capture all the information stored within the node. Then
he duplicates this node along with inserting his malicious code and then plants them
in many strategic locations within the network. The methods presented in [38]
include Node to node broadcasting (N2NB), Deterministic Multicast (DM),
Randomized Multicast, Randomized, Efficient, Distributed mechanism (RED),
Memory Efficient Multicast (MEM), Randomly Directed Exploration (RDE),
Distributed detection of node capture attacks, Zone and based Replica Detection,
Out of these schemes, some of the important mechanisms are described below.
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In node to node broadcasting, every node broadcasts an authenticated message
claiming its own location throughout the network. Each node stores the location
claim of its neighbours. When a conflict was detected in location claim, the mali-
cious node is revoked immediately. Since the messages from every node in the
entire network needs to be processed by every other node, the storage, message and
communication cost are high in this scheme. The directed multicast is an improved
version of N2NB. In directed multicast, claimer-reporter-witness framework is fully
exploited to detect the malicious node efficiently. The claimer shares its location
claim to its neighbours and the neighbours act as the reporters. The reporters select
a witness using claimer’s ID and a function. Then the reporter forwards the clai-
mer’s location claim to the witness. If a witness receives multiple claims for the
same location, it would then trigger the duplicate node revocation mechanism. This
mechanism suffers from one main shortcoming. When an adversary knows the
claimer’s ID, then it can compute the location of the witness. Hence the adversary
can compromise both the claimer and the witness before deploying the malicious
node in the network.

Distributed detection of node capture attacks exploits the fact that when a node
has been physically captured by an adversary, it will be dormant for a period of time.
This protocol measures absence time period of nodes and compares it with a pre-
defined threshold. If the period of absence is more than the threshold value, then it is
declared as a compromised node. The effectiveness of this protocol depends on the
threshold value.

In Virmani et al. [39] have proposed an exponential trust based mechanism to
detect black hole attack in wireless sensor networks. In this mechanism every node
maintains a tables and a streak counter in its memory. The table maintains the trust
factor of other nodes and the streak counter measures the number of consecutive
packets dropped by that node. The trust factor starts with 100 and the streak counter
with zero (0) incremented by 1 for every consecutive drop. The streak counter is
reset to zero (0) whenever it forwards a packet to the next node. The trust factor for
each consecutive drop is computed using the formula 100 � xi where x is a factor
less than 1 and i the number of consecutive packets dropped. Since black holes
(sinkholes) would be continuously dropping all the packets they receive, their trust
value would fall drastically with few packets dropped. This would help identify the
sinkholes very fast.

Lim and Choi have proposed malicious node detection mechanism using dual
threshold method [40]. In this mechanism two different threshold values are
maintained, one for event detection accuracy and the other one for false alarm rate
along with trust values for each neighbour in the network. This helps improve the
detection of malicious nodes without increasing the overhead.

In Atakli et al. [41] have proposed a weighted trust evaluation to identify
malicious nodes by monitoring the reported data. In this work, initially the network
is divided into three main groups creating a hierarchical architecture. At the top of
the network there are access points or base stations followed by the middle layer
occupied by the high powered forwarding nodes. At the lowest level are the low
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powered sensor nodes with limited functionality. The sensor nodes re organized
around high powered forwarding nodes as cluster heads and communicate only
with those cluster heads. Only the forwarding nodes have the multi-hop routing
capability and assumed to be trustworthy and cannot be compromised. The sensor
nodes within the control of a forwarding node are given a weight with 0 and 1 based
on its prior behaviour. The forwarding node computes an aggregation results from
weighted average of the information received from the sensor nodes within its
control. Whenever the reported information of a sensor node deviates from the
aggregation results, its trust value is decremented. When the trust value of a given
node falls below a pre-decided threshold, it is identified malicious and removed
from the network.

In Junior et al. [42] have proposed a malicious node detection scheme through
traffic monitoring. In this scheme, all the nodes are considered equal in every sense
and communication between the nodes is symmetrical. Every node in the network
transmits its node id and the location coordinates obtained from the GPS system.
Every node could compute the theoretical received signal power given the identical
nature of nodes and the inter-node distance obtained from the location coordinates
using the two-ray signal model. When the received signal power is different from
the computed theoretical value, the suspicious count maintained in the memory is
incremented, otherwise, unsuspicious count would be incremented. When a sus-
picious message is detected by a node, it transmits the message of suspicion with
the id of the suspicious node. Whoever has received this message of suspicion and
the original transmission may reply back their opinion based on their own calcu-
lations. Then all the nodes within the reach of these nodes updates their opinion
(suspicious and unsuspicious) tables based on the opinion received. When the ratio
between the suspicious to unsuspicious messages received increases beyond a
preset threshold value, it is named malicious and removed from the network.

5 Security of Data in Smart Sensor Networks

Similar to any other network, the data transmitted over a wireless sensor network
must also be protected [8]. For any data to be considered as secure, it must satisfy the
three security primitives known as confidentiality, integrity and availability. When
any of the above security primitive is breached then the security of the data is
considered as breached. The confidentiality ensures that only the intended recipient
has access to the data and no one else. When data is transmitted over a large network,
it may go through many intermediaries before it reaches the final recipient. All the
intermediaries must only forward the data towards the recipient but should not be able
to read or understand what is in it. Eavesdropping is an attack confidentiality of data.
Data integrity assures the recipient that the data received has not been modified or
tampered with en-route. In addition to data security, it is also important to ensure
source integrity. Source integrity means the data must really be originated by the node
where it is claimed to be originated. Impersonation is an attack on source integrity.
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Availability is the capability to access the data on a timely fashion, when required to
the authorised user. Denial of service is an attack on the availability of data as it
prevents the authorised user from accessing the data. This section takes an in depth
look at data security in wireless sensor networks. This section takes a detailed look at
the prominent work carried out for protecting data in wireless sensor networks.

5.1 Threats to Data in Wireless Sensor Networks

The threats to data collected and transferred in wireless sensor network are not
uniform and depends on the type of application [6]. For example, the data collected
in a agriculture farm with the aid of a wireless sensor network only requires
integrity checking against intentional or unintentional modification. On the other
hand, in a military application, the data must be protected for all the three types of
security requirements. Namely, confidentiality, integrity and availability [7].

The information transmitted over the wireless channels of a sensor network could
be monitored [7]. This is commonly known as eavesdropping. Eavesdropping is a
passive attack on the data and can be carried out very easily on a wireless sensor
network as the common mode of communication employed in a sensor network is
broadcasting. Eavesdropping may not be considered a big issue for many applica-
tions such as environmental monitoring or machine health check monitoring in
industrial applications. On the other hand, military and medical application require
higher security implementation against disclosure of information to unauthorised
persons [7]. In military surveillance applications, the information on enemy move-
ments and others of strategic importance are captured and transmitted via a wireless
sensor network. If this information falls into the enemy’s hand, the consequences
would be very serious. Hence it must be protected with the highest level of security
available. Similarly, in remote health monitoring applications, the patient informa-
tion is required to be protected by law. Thus, healthcare applications also require
high level security ensuring confidentiality of data. The data confidentiality can be
assured by implementing the proper encryption depending on the requirements.

Data injection is another type of attack that can be carried out in a wireless
sensor network [7]. Data injection is wrong information introduced into a network
by malicious or compromised nodes. Data injection is an active attack where the
malicious node actively participates in the network activities. Data injection is more
dangerous than eavesdropping as it can affect all types of sensor network appli-
cations. Solutions to the issue of data injection is the identification of the malicious
node and removing it from the network.

Data modification or corruption is an attack on the integrity of data [7]. Data
corruption can happen due to activities of malicious nodes or due to external inter-
ferences such as noise. Irrespective of the reason, data corruption must be detected
and corrected. Data corruption can be detected using simple hash functions appended
to the data or through complicated double encryption techniques [6]. The corrupted
packet is generally recovered through retransmission.

Security Implementations in Smart Sensor Networks 205



Packet deletion in a wireless sensor network may happen due to unintentional
dropping of packets as a result of a shortage of resources such as buffer space in a
node or a malicious attack such as sinkhole attack and selective packet forwarding
[7]. The loss of packets are detected using sequence numbers added to the headers.
Unintentionally dropped packets can be recovered through retransmission and if
there is a malicious attack on the network, the rogue nodes responsible for the attack
must be removed.

Misrouting of packets happen when packet headers get corrupted or due to an
active attack on the routing process [7]. If an active attack takes place, the nodes
responsible for the attack must be detected and removed. Both packet deletion and
misrouting are attacks on the availability of network resources.

5.2 Mechanisms for Protecting Data in Wireless Sensor
Networks

Data security in a wireless sensor network is carried out through implementing the
right level of encryption of data based on the requirement [6]. For the encryption to
be successful, proper distribution and management of keys is a critical requirement
[34]. Due to the resource constraints in sensor networks, the conventional key
management schemes used in traditional networks cannot be used in wireless sensor
networks due to their high overhead and the involvement of external parties [8, 34].
Hence the cryptographic schemes employed in a wireless sensor network must be
evaluated to meet the constraints in terms of code size, data size, processing time
and power consumption [8].

As public key cryptography has been found to be too expensive to be implemented
in a wireless sensor network, many researchers have focussed their attention on secret
(symmetric) key cryptography for implementing security in such a constrained
environments [8].When symmetric key cryptography is used, the keymanagement in
an open environment becomes a critical issue. In symmetric key cryptographic
mechanisms use the same key for encryption as well as decryption. Hence it is
essential to transfer the key to the receiver confidentiallywithout the knowledge of the
adversary. Also the keymanagement schememust be capable of handling the addition
of new nodes and the removal of existing nodes from the network [8].

Key management schemes can be broadly divided into centralized and dis-
tributed key management schemes [8]. In centralized key management, a single
node probably the base station carries out all the tasks pertaining to key manage-
ment including generation, regeneration, distribution and revocation. This single
node is known as the key distribution centre. The main shortcomings of this scheme
are single point of failure and scalability. On the other hand, in distributed key
management schemes, the responsibility of the administration of key is distributed
among multiple nodes effectively eliminating the single point of failure and pro-
viding better scalability. The distributed key management schemes may use either
deterministic or probabilistic distribution algorithms [8].
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A key distribution issue can be decomposed into the following steps [34]:

– Key pre-distribution—installing the key in a node prior to deployment.
– Neighbour discovery—discovering the nodes that are just one hop away.
– End to end path key establishment—end to end communication with nodes that

are not directly connected.
– Isolating misbehaving nodes—identifying and isolating damaged or malicious

nodes.
– Key establishment latency—reducing the latency resulting from communication

and power consumption.

Perrig et al. proposed a suit of security protocols for wireless sensor networks in
2002 called SPINS [43]. Within this suite is a secure network encryption protocol
(SNEP) that provides confidentiality, integrity and freshness of data through the use
of encryption and authentication. The main features of this protocol include the low
overhead per message, managing state at every node eliminating the need for
transmitting counter values and semantic security. The SNEP also enhances the
security of encryption by preceding the data to be encrypted by a random sequence
effectively countering the known plain text attack that can be carried out by an
attacker. SNEP communicating nodes derive their keys from a shared master key
using pseudorandom function. A secure authenticated message using SNEP would
be as given in Eq. (2).

A ! B : fDgfKAB;CAg;MAC K 0
ABCA k fDg KAB;CAf g� � ð2Þ

where A and B are the communicating nodes, D is the data encrypted with derived
key KAB and counter value of A; A;CA:MAC K 0

ABCA k E
� �

is the message
authentication code computed using K 0

AB the derived key for MAC operation and
E the encrypted message.

TinySec is an improved version of SNEP where access control and message
integrity are provided through authentication, confidentiality through encryption
and semantic security through the use of a unique initialization vector for each
invocation of the encryption algorithm [44]. TinySec comes in two specific vari-
ants; TinySec-Auth and TinySec-AE. TinySec-Auth provides only authentication
using a message authentication code and the payload is left unencrypted.
TinySec-AE provides both authentication through the message authentication and
encryption of the payload. In TinySec replay protection is not included, hence it
must be carried out by a higher layer protocol, if necessary.

Security manager is a method of authenticated key agreement based on public key
infrastructure and elliptic cryptography for low rate wireless personal area networks
[45]. The security manager gives the static domain parameters such as the base point
and elliptic curve coefficients to prospective nodes which use them to establish
permanent and ephemeral public keys. Every node in the network computes its own
public key and sends it to the security manager which maintains them in its memory.
Elliptic curve algorithms provides reasonable computational loads and smaller key
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sizes for equivalent security compared to RSA the traditional method for public key
cryptography. The authenticated key agreement is achieved via security manager
based on RC-MQV algorithm that is more advanced than Diffie-Hellman algorithm.
RC-MQV is resistant to man in the middle attack, hence security manager is a very
robust technique against all known attacks on data in wireless sensor networks as
long as the security manager is not attacked and compromised.

In [46], Soroush, Salajegheh and Dimitriou have proposed a strong post
deployment key management protocol that is flexible, scalable and robust against
node capture attacks. This is a triple key mechanism consisting of pair-wise key,
broadcast key and node-base key. Pair-wise key that is established between two
neighbours protects their direct one-to-one communication, broadcast key secures
the messages sent between neighbours and node-base key protects the communi-
cation between a node and the base station. The first step in the operation of this
mechanism is the node discovery. Node discovery is carried out through a
ping-pong handshake message exchange between neighbours. Once all the neigh-
bours have been discovered, a node will compute its own node-base key and its
pair-wise keys and broadcast keys as given in Eq. 3.

NBi ¼ F i k base station address k Kð Þ
PWi; j ¼ F min i; jð Þ k max i; jð Þ k Kð Þ
BCi ¼ F i k Kð Þ

9=
; ð3Þ

where i, ||, F and K are the node id, concatenation operator, secure pseudo random
function and pre-installed global master key respectively.

Secure pseudo random function is implemented using a hash function SHA-1 or
MD5. The global master key (K) can be deleted from the memory of nodes later
protecting them from falling into enemy hands in times of node capture attacks.
Once the calculations are over, node i would be having a complete set of keys for
node j. But, node j does not have any information about node i, as it must be sent
from i. Node i would then create a message M containing the pair-wise and
broadcast keys and encrypt that message with a node-base key derived as follows.

NBj ¼ F j k base station address k Kð Þ

After sending this message, node iwill delete the node-base key of node j from its
memory leaving only node j capable of decrypting this message. Then global master
keyKwill also be deleted from thememory of node i. The above steps can be followed
by a new node when getting added to the network if comes with the pre-installed
global master key K. This makes the network resilient to node capture attacks or
introduction of malicious nodes by an intruder as he will not have access to K.

The Distributed ANGEL Key Agreement (DAKE) is a direct distributed key
establishment based on keying material stored on the nodes [47]. This is an α-Secure
Key Establishment process, where α-secure refers to the system that resists the
collision up to α entities. Some α-secure keying material KMroot stored at a secure
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location is used to generate an α-secure keying material share KMi for each entity i in
the system. In a typical system, a single symmetric bivariate polynomial f(x, y) of
degree α over a finite field GF(q) where q is large enough to accommodate a cryp-
tographic key can be used as KMroot. Each entity in the network receives its poly-
nomial share f(i, y) generated by evaluating the original symmetric bivariate
polynomial in x = i. Two entities in the network (i, j) can agree on a pairwise key by
evaluating their respective polynomial shares in the identity of other party as shown
in Eq. 4.

Ki;j ¼ f i; yð Þjy¼j ¼ f j; yð Þjy¼i ð4Þ

In DAKE, key segmentation and Horner’s rule are used to break the large into
multiple sub-polynomials and reduce the number of multiplications by factoring out.

The Modular Architecture for the Security of Sensor Networks (MArSSeNs) is a
complete framework of security tools that can provide transparent security indi-
vidually to all the data streams and network layers of applications in a wireless
sensor network [48]. The advantages of MArSSeNs include the implicit and
transparent security at any layer of network stack and data stream without requiring
changes to application code, elimination code complexity and reduction of errors
compared to hard-coded security and facilitation of configuration at both compile as
well as run time. MArSSeNs provides in-depth key management and allows dis-
tinction between session keys (short term) and encryption keys (long term), using
different keys for every service in a data stream policy, controlling maximum key

Fig. 2 Key calculation for
sensor node S2 up to base
station BS [34]
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usage and facilities for key establishment, renewal, derivation and revocation. The
MArSSeNs key manager administers the key database, key life cycle and key
management protocols where needed. MArSSeNs supports third party protocols
through a set of interfaces. For non supported key types, it is possible to implement
a sub key manager to handle all the tasks.

The secure triple key management scheme proposed in [34] consists of three
keys. Two of these keys namely the network key and sensor key are pre-installed in
all nodes and the other key is the network generated cluster key addressing the
hierarchical nature of the network. The network key is used for encrypting data and
pass it to the next hop, the sensor key is used by the base station to decrypt and
process it while the cluster leader uses it for decrypting and passing the data to the
base station and the cluster key is used for decrypting data and passing it to the
cluster leader. Figure 2 shows the key calculation process at different levels.

6 Routing Security in Smart Sensor Networks

Wireless sensor network is a infrastructureless multi-hop network, where the transfer
of data takes place by forward from one node to another. In such a network, routing
plays an important role in carrying the information from the source to destination
[49]. The routing protocols employed determines the best route to transfer the data
from the source to destination possibly the base station.

The routing protocols in wireless sensor networks can be grouped into three main
categories according to the network structures [8]. There are namely (i) flat-based
routing, (ii) hierarchical-based routing and (iii) location-based routing. In flat-based
routing, all nodes are considered equal and assigned similar roles, in hierarchical
routing, nodes are assigned different role and in location based routing, the geo-
graphical location of the nodes are used for routing data in the network.

Many parameters of a wireless sensor network including the end-to-end delay,
packet delivery ratio, life time of the network etc., depends on the performance of
the routing protocol [49]. Due to the nature of wireless sensor networks, the routing
protocols may employ different criteria for selecting best path such as low energy
consumption path or least hostile path compared to traditional network where the
shortest path or the least congested path is generally selected as the best path [50].

The routing protocols in a wireless sensor network is also vulnerable to several
attacks [49]. The attacks carried out on routing protocols have severe consequences
due to the self contained and self configuring nature of the network itself. In order
to overcome these threats, several secure routing protocols have been proposed in
the literature [49]. This section takes an in depth look at the security threats for
routing and the mechanism proposed for overcoming them.
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6.1 Threats that Affect Routing in Wireless Sensor Networks

There are several attacks that directly target the routing protocols for disrupting the
traffic in a network [8]. The attacks on a routing protocol may create routing loops,
attracting or repelling traffic from a selected set of nodes, extend or shorten source
routes, generate fake error messages, partition the network or extend the end to end
delay. Some of the most common attacks on the routing process are described below.

Spoofed routing information: This is direct attack against a routing protocol
targeting the routing information. Routing protocols require exchanging routing
information between nodes for building a routing table with the most current status
of the network. The routing table must be up-to-date with the status of nodes as this
information is used by nodes to identify the best path to the destination. An attacker
may spoof, alter or replay routing information effectively disrupting the traffic flow
in a network. This attack may lead to many problems such as routing loops,
increased end to end latency and even network partitioning [50].

Sinkhole attack: In this attack, a malicious node has been shown as the most
attractive next hop node to forward the packet towards the destination. Once a
packet reaches the malicious node, it is dropped instead being forwarded.

Sybil attack: A single node presents itself with multiple identities which are
either stolen ones or fabricated ones. When a Sybil attack has been carried on
routing, it makes multiple routes to go through a single compromised node effec-
tively delaying or dropping packets en-route.

HELLO flood: Many routing protocols assume that the HELLO messages come
only from a neighbouring node. A malicious node with a high powered transmitter
may fool many nodes as it is within their neighbourhood effectively announcing a
false shorter route to the base station. All the nodes receiving this HELLO message
would try to forward the packets to this malicious node though it is outside their range.

Acknowledgement spoofing: Some routing algorithms require the transmission
of acknowledgement messages for proper operation. A malicious node eavesdrop-
ping on the conversation of other nodes may spoof their acknowledgement packets.
This disseminate wrong information about nodes.

6.2 Secure Routing Protocols

In order to overcome the threats and attacks on routing, many researchers have
proposed secure routing protocols that can withstand these attacks. Many of these
protocols make use of cryptographic primitives and authentication mechanisms to
minimize the effects of attacks, while others make use of trust between nodes
identify the malicious or compromised nodes.

In Duan et al. [49] have proposed a lightweight and secure routing scheme. This
scheme makes use of trust computed between nodes to identify the best path to the
destination. The routing algorithm and the operation of the scheme is as follows:
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Step 1: When the node v0 wants to send a packet to v11, which is not its neighbour,
it sends a trust request packet to its neighbours. A trust request is a 6-ary
tuple and is denoted by TR ¼ sid; tid ; tðpÞth; ts; s; hl, where sid ; tid ; tðpÞth;
ts; s and hl are source and destination node ids, threshold of path trust,
timestamp, sequence number and hop limit of trust request packet
respectively.

Step 2: A neighbouring node receiving this request will check, if the destination
node v11 is in its neighbour list. if yes, it replies to the request with the
trust value of the destination hop, else it broadcasts the requests to all its
neighbours. All the neighbours who initiated the process would process
this request.

Step3: This process continues until the request reaches a node in whose
neighbour list the destination is found. Then the reverse process initiated
through the selected path (through which the request came) with the trust
value of path until the original requester node v0.

Step 4: The originator evaluates the paths received, if more than one is received
and selects the path with the highest trust.

Step 5: v0 forwards the data packet through the selected path.

The routing algorithm and operation of the scheme are shown in Figs. 3 and 4
respectively.

The lightweight secure routing scheme may not be as secure as it has been
claimed to be and come under many attacks when there are malicious nodes in the
networks. The best path selected purely depends on the trust scores transmitted by
intermediate nodes. This can be exploited by the adversary to mislead the requester
to select non optimal paths, worse sometimes towards sinkholes. If the malicious
nodes collude, the effect would be worse.

Ambient Trust Sensor Routing (ATSR) proposed by Zahariadis et al. [51] follows
the geographical approach. The main criteria of the next hop selection in this
mechanism is the geographical coordinates along with the remaining energy and trust
value of the node. The combination of the multiple input parameters make the
protocol more rugged and help lengthen the life of the network by not exploiting the
best (having highest score) node as it might drain their battery very soon. The trust
computation process takes many criteria including packet forwarding efficiency,
network layer acknowledgements, message integrity, node authentication, confi-
dentiality, reputation response and reputation validation as inputs making it a very
comprehensive process and less vulnerable to attacks by an intruder that provides
false information. The energy computation mechanism is the weakest link in the
process. Since the remaining energy is expressed as a percentage of original energy, if
all the nodes are not of the same capacity, this information may mislead the nodes to
select a node with lower level of absolute energy when better nodes with large energy
levels are present in the network.

Secure routing mechanism proposed in [34] uses only the cluster heads to for-
ward the encrypted data towards the base station. The routing protocol is divided
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into two categories; one for sending data from a sensor node to the base station and
the one for sending information from the base station to the sensor nodes.

The algorithm for sending data from a sensor node to the base station is as follows:

Step 1: Request the cluster key Kc from cluster leader.
Step 2: Use Kc and its own key Kn to compute the encryption key Kcn.
Step 3: Encrypt the data with Kcn and append its node ID and current time stamp

TS and forward the packet to the cluster head.
Step 4: The cluster head upon receiving the encrypted data packet, appends its

ID and forwards it to the base station, if directly connected, otherwise
forwards it to another cluster head.

Fig. 3 Lightweight secure routing algorithm
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Figure 5 shows the node algorithm in detail.
When the base station wants to broadcast any data to sensor nodes, it just

encrypts the data packet with sensor key Ks and forwards it to the directly con-
nected cluster heads.

In this scheme, the cluster heads are assumed to be non-compromisable, this may
not be 100 % correct. When a cluster head is compromised, the entire security of the
system may fail.

Intrusion-tolerant routing mechanism in wireless sensor networks (INSENS)
proposed in [52] builds routing tables in each node bypassing the malicious nodes
in the network. Control information pertaining to routing is authenticated by the
base station for the purpose of preventing injection of false routing data. The base
station computes and disseminates the routing tables to all the nodes helping the
nodes saving their energy. Redundant multi-path routing enables the nodes to
overcome the sinkhole and wormhole attacks carried out by malicious nodes.

Fig. 4 Operation of lightweight and secure routing scheme
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The route discovery mechanism of INSENS is as follows:

Step 1: Base station sends a request message to all nodes through multi-hop
forwarding.

Step 2: Nodes receiving the request message, records the identity of the sender
and forwards it to their neighbours for the first time (repeated flooding
not allowed).

Step 3: Nodes respond with their local topology by sending feedback messages.
Step 4: Base station calculates forwarding tables for all nodes with two inde-

pendent paths for each node and disseminates them.

Fig. 5 Node routing algorithm [34]
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In this communication, the integrity of all the messages including requests and
feedbacks are protected using encryption by a shared key mechanism. In this
protocol, when a malicious node does not forward the message, it can reach the
destination through another path. Hence the effect of the sinkhole attack is min-
imised, if not eliminated. The malicious nodes may also send spurious messages to
drain the battery power in the downstream nodes.

Trust routing for location aware sensor networks (TRANS) proposed in [53] is a
location aware routing protocol. TRANS makes use of a loose-time synchronization
asymmetric cryptographic scheme to ensure message confidentiality. The operation
of the protocol is as follows:

Step 1: The base station broadcasts an encrypted message to all its neighbours.
Step 2: Neighbours receiving this message, decrypt it add their locations encrypt

and forwards it to its neighbours closer to the destination.

The security of this protocol is ensured by encryption. Only the trusted nodes can
decrypt the messages as only they possess the shared key. The destination node
authenticate the received message using the message authentication code added by
the base station.

The acknowledgements and replies from the sensor nodes to the base station just
traverse the reverse path through which the message arrived.

The secure route discovery protocol proposed in [54] guarantees correct topol-
ogy discovery in an ad hoc sensor networks. This protocol ensures security of
messages through message authentication code and accumulation of node identities
along the route traversed by the message. Each node in the network discovers every
other node using the node identities appended to the messages finally discovering
the entire network topology. The verification of the message authentication protocol
at both source and destination ensures the integrity of the messages.

The ant colony-based routing protocol proposed in [55] consists of four distinct
stages in setting up a secure route to destination. In stage 1, clusters are formed based
on their geographical regions. Within each region a node N and a parameter L are
chosen randomly where L indicates the level of neighbours in the cluster. Using
limited HELLO floods, the neighbour list exchange process starts from node N to
L levels. In stage 2, cluster heads are chosen. Within each cluster formed, three nodes
H1,H2 andH3 are chosen randomly and their resource levels are computed. The node
with the highest resource level is selected as the cluster head. In stage 3, the routing
process starts. The node with data to be sent forwards its message to the cluster head.
Then the cluster head sends HELLO messages along with pheromone request to its
neighbouring cluster heads. The entire neighbour cluster heads reply to the request
with their current pheromone values. This process is repeated until a optimum path is
found to the destination. The elimination of malicious nodes in this protocol is
achieved through conformity checks carried out at the end of cluster formations.
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7 Future Directions in Smart Sensor Network Security

Though extensive work has been carried out in various aspects of wireless sensor
networks security, there are still many open problems that need to be addressed.
This section takes a brief look at the some of the open areas.

Currently security in wireless sensor network research is carried out in a frag-
mented manner each group concentrating on specific problems and aspects. It is
necessary to have a more unified approach towards various aspects of the security in
wireless sensor networks. Hence it is necessary to produce a uniform application
independent security framework for wireless sensor networks.

Generally the implementation and enhancement of security affects the other
aspects of sensor networks such as user friendliness and quality of service. This
would normally affect the usefulness and usability of these networks. It is necessary
to have security implementations that have minimal impacts on other aspects of
wireless sensor networks.

hough some research has already been carried out and obtained some promising
results on the use of public key cryptography in wireless sensor networks, it is still an
open area. The code size, processing time and power consumption are still high for
the deployment of them widely. Hence an active look into this area would be a
worthwhile effort. The specific areas that can be looked at include code optimization,
energy efficient computation, and optimization of private key operations.

Wireless sensor nodes are deployed in an open area that is not only harsh but
also hostile. Hence the sensor nodes face several threats from natural as well as
manmade sources. Hence the security of the sensor nodes must be increased. The
improvement of sensor node security requires a multi-pronged approach including
physical, logical and technological aspects.

In wireless sensor network secure routing arena, the following areas need further
investigations.

– Energy optimized routing protocols: In any network, though routing is an
essential requirement, the operation of routing protocols is an overhead. Hence
the overhead incurred in the operation of routing protocols must be reduced as
much as possible.

– Faster convergence: The scale of operation of wireless sensor networks is large
with thousands of nodes. Also the topology is also dynamic compared to con-
ventional networks. Under these circumstances, the routing table would also
constantly undergo rapid changes. Thus routing protocols with faster conver-
gence times is an immediate requirement.

– The routing protocols and information face attacks by various threats and these
would increase in the future with the popularity of wireless sensor networks.
Hence it is necessary to have more secure routing protocols that are robust and
resilient in the face of increased attacks in the future.
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8 Conclusions

Sensor nodes have become more intelligent in recent times due to the developments
in many fields including VLSI design, computing and communication. With the
increased intelligence incorporated into the sensor nodes, the application areas
where these nodes can be used has also increased. Along with the increased pop-
ularity and deployments of wireless sensor networks, the threats and attacks on
these networks have also become a major issue demanding immediate attention to
them. Several research groups are working on enhancing the security of these
networks and proposed many mechanisms, techniques and algorithms. This chapter
took an in depth look at the security implementations in wireless smart sensor
networks from three specific angles; namely sensor node security, data security and
routing security. Though tremendous work has already been done in the area of
wireless sensor network security, still there is a lot room for future work in this area.
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Automatic Music Composition
from a Self-learning Algorithm

Michele Della Ventura

Abstract There are several automatic music composition algorithms that generate
a classical music melody or Jazz and Blues chords and progressions. These algo-
rithms often work by applying a series of music rules which are explicitly provided
in order to determine the sequence of the exit codes. In other cases, the algorithms
use generation techniques based on Markov Models. The objective of this article is
to present an algorithm for the automatic composition of classical tonal music,
based on a self-learning model that combines De La Motte’s theory of Functional
Harmony in a Markov process. This approach has the advantage of being more
general compared to the explicit specification of rules. The article is going to
demonstrate the effectiveness of the method by means of some examples of its
production and is going to indicate ways to improve the method.

Keywords Artificial intelligence � Automatic composition � Harmonic function �
Hidden Markov model � Music � Self-learning

1 Introduction

One of the main objectives in the field of artificial intelligence (AI) is to develop
systems able to reproduce intelligence and human behavior: the machine is not
expected to be able to have the same cognitive abilities as humans, or to be aware of
what it is doing, but only to know how to efficiently and optimally solve problems,
being them difficult ones, in specific fields of action. Therefore, the purpose of the
studies carried out in the field of AI is not to replace human beings in all their
capacities, but to support and improve human intelligence in certain specific fields:
the improvement may be based on the computing power derived from the use of
computers.
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The areas in which the studies on AI have been developed are generally the areas
of multi-agent systems, automatic learning, natural language processing, planning,
robotics and vision, web.

One of the research fields which is still partially involved in the AI-related
process is music.

The themes of interest of this field refer mainly to the recovery of paper music
scores, the recovery and preservation of audio media, the study and realization of
databases for music, of protection models for the cultural musical patrimony, of
models for the distribution and fruition of music and of models for the segmentation
of the score.

There have yet only been a few attempts in the field of musical composition: to
compose music is an art and it is a difficult task even for human beings. When a
composer writes a musical piece, he has an idea, an intention and has his creativity.
A musical piece is a multi-dimensional space with different interdependent levels:
duration of sounds, musical phrases, vertical and horizontal sonorities, dynamics,
articulations, and so on.

To automatize the task of music composition turns out to be rather difficult, if not
impossible.

This article is going to present an algorithm able to generate a musical idea, of
assistance to the composer, on the basis of a self-learning system, centered on the
concept of “Functional Harmony”.

This paper is structured as follows. We start by reviewing background and
related work in Sect. 2. The theory of the Functional Harmony is described in
Sect. 3. The Process of Markov is described in Sect. 4. We discuss the methods and
initial results in Sect. 5. Section 6 contains the conclusions.

2 Background and Related Work

As opposed to other areas, music is a research area which has been yet little
explored as far as AI is concerned.

Several studies have been carried out on computer-aided musical analysis or the
processing of already-written music texts, yet there have been only a few studies in
the field of automatic composition.

A first interesting attempt is the work of Cambouropoulos [1], that, starting from
the concept of causality, uses Markov’s Chains (a principle that will be used in
consequent studies [2, 3]) as a tool to help the generation of a musical idea.

Another interesting analysis is the work of D. Cope: Experiments in Musical
Intelligence (EMI) [4]. It is corpus-driven and adopts techniques of pattern
matching, musical recombinancy, and augmented transition networks, a technique
commonly used in natural language processing.

The concept lying at the basis of this study is that of recombination of the
musical phrases found in already existing music compositions. The result is that not
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only the produced music is pleasant, but it also tries to produce music that copies
the style of a composer.

Following Cope’s work logic, a different system known as the Automated Com-
poser of Style-Sensitive Music (ACSSM) [5] is developed.

Like EMI, the output music is produced by reconstructing the deconstructed
music segments. Compared to EMI, the techniques used for deconstruction and
reconstruction of ACSSM are improved by adopting structures proposed in a
preference rule based theory called A Generative Theory of Tonal Music [6], which
models the unconscious intuitions perceived by music listeners.

Specifically, the lengths of segments depend on the grouping structure of the
original music; this technique turns out to perform better than the discretely sizing
technique used in EMI. ACSSM also considers the metrical aspect of music by
attempting to imitate the metrical structure of the original music in the output music.

Other music generators include Vox Populi [5], which is an interactive system
for music composition, based on genetic algorithms, and Band-OUT-of-a-Box [7,
8], which is an interactive real-time improviser based on several machine learning
techniques, including clustering and Markov chains.

This article presents an algorithm, inspired by preceding works, that has the
objective of generating a new “musical idea”, i.e., a sequence of notes which, as a
whole, form an idea for the composer.

Though simple, the new musical idea must stem from a well-defined composi-
tional logic that is not formalized beforehand, but that is going to be automatically
and gradually built, by analyzing the harmonic structure contained in the already
existing musical compositions (of tonal style and by different authors).

The algorithm created for this purpose will have the main task of reading not the
simple harmonic structure characterizing every single movement from different
musical compositions, but the “harmonic function” that is carried by every single
movement, as specified by De la Motte’s Theory of the functional harmony.

Using the Markov process, the algorithm will be able to improve ever more the
quality of the musical ideas, by reading ever more musical compositions.

An interesting aspect of our system, already emerged in EMI, is that the new
“musical idea” should, not only be appreciable, but, when reading compositions of
the same author, copy the style of the same author.

3 Functional Harmony

In the functional theory [9], the goal is to identify in a sound, a chord or a chord
succession, the “intrinsic sonorous value” assumed, compared to a specific refer-
ence system polarized in a center, or the capacity to establish organic relations with
other sounds, chords or chord successions of the same system.
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The functional theory tends to go beyond the sonorous event as it manifests
itself, to interpret what lies behind that which appears in a particular instant, to seize
the meaning, the “role” that it covers in comparison to other events that come
before and after it, therefore the “function” that it performs in the context within
which it is immersed.

In particular, as far as the chord is concerned, the functional theory tends to re-
search, beyond what it represents by itself in comparison to a certain reference
system [10] (for instance, the chord G-B-D, compared to the tonal system and the
tonality of C Major, is the dominant chord), the harmonic function performed, the
organic relation established with the one that comes before and the one that comes
after it.

The pillars of the functional theory are the harmonic functions of tonic (T),
sub-dominant (S) and dominant (D), that Riemann was the first to identify as the
foundation and pivot of any type of chord succession, hypothesizing in the con-
nection I-IV-V-I (Fig. 1) the archetype of the tonal harmony and the model which
any type of chord concatenation should be traced back to (Fig. 2).

It follows that all the chords will have a harmonic function of relaxation or of
tonal center T, or of tension towards such center D, or of breakaway from it S.

The three harmonic functions of I, IV and V degree are termed main functions
because they are linked by a relation based on the interval of the perfect 5th that
separates the keynotes of the three corresponding chords; the chords relating to the
rest of degrees on the scale (II, III, VI and VII) are considered “representatives” of
the I, IV and V degree (with which there is an affinity of the third—two sounds in
common—because the 3rd is actually the interval that regulates the distance
between the respective keynotes) and secondary harmonic functions rest with it.

Fig. 1 Archetype of the tonal
harmony according to
Riemann

Fig. 2 Riemann’s analysis of
Beethoven’s Piano Sonata n°
1 op. 2
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Figure 3 illustrates the sequence of the degrees of the C major scale with their
related harmonic function, in which it is easy to notice the functional correlation
among the different degrees.

Based on the above considerations it is possible to infer how a musical phrase is
built on the basis of the sounds belonging to the chords of certain degrees of the
scale that follow one another according to the diagram in Fig. 1. To this end, it is
important to point out that generally:

1. the function of Tonic (T) goes towards a function of Subdominant (S) that can
be represented by the IV degree (S) or by the II degree (Sp) of the scale;

2. the function of Subdominant (S) goes towards a function of Dominant (D) that
can be represented by the V degree (D), by the III degree (Dp) or by the VII
degree (D7);

3 the function of Dominant (D) goes towards a function of Tonic (T) that can be
represented by the I degree (T) or by the VI degree (Tp).

The adverb “generally” was used to describe the direction of the tonal functions
because the composer has a certain degree of freedom of writing that in some cases
allows him to disregard the provisions of musical grammar: for instance, the
function of Tonic (T) might go directly towards the function of Dominant (D).

The algorithm developed on the basis of the theory of Functional Harmony
represents, therefore, a support to the composer: it can create and propose a new
musical idea that the composer may modify by enriching it with the melodic
figurations.

Musical grammar provides the composer with a series of tools allowing him to
vary, within the same musical piece, an already presented melodic line, by inserting
notes which are extraneous to harmony. The sounds of a melodic line, in fact, may
belong to the harmonic construction or may be extraneous to it. The former sounds,
which fall in the chordal components, are called real, while the latter sounds, which
belong to the horizontal dimension, take the name of melodic figurations (passing
tones, turns or escape tones).

They are complementary additional elements of the basic melodic material that
lean directly or indirectly on real notes and also resolve on them. The use of
melodic figurations, therefore, allows achieving greater freedom of the melody, be-
stowing upon it a better profile (see Fig. 4).

Fig. 3 Harmonic functions of
the degrees of the scale
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4 Hidden Markov Model (HMM)

The Markov chains are a stochastic process, characterized by Markov properties.
It is a mathematical tool according to which the probability of a certain future

event to occur depends uniquely on the current state [11]. Let Xn = 1 be the current
state and Xnþ k ¼ j the state after k steps, with i, j belonging to the set of states.

The conditional probability p Xnþ k ¼ jjXn ¼ i½ � is called a transition probability
in k steps of the Markov chain [7].

The probability of transitioning from state i to state j in k steps of a homogeneous
chain is indicated by Eq. (1):

pi;jðkÞ ¼ P½Xnþ k ¼ jjXn ¼ i� ð1Þ

By tagging the states as 1, 2, …n + 1 we can summarize all the transition
probabilities, pi,j(k), in a matrix P(k), of the dimension n × n, where in the jth
column and the ith row there is the transition probability from state i to state j in
k steps:

PðkÞ ¼

P1;1ðkÞ . . . P1;jðkÞ . . . P1;nðkÞ
P2;1ðkÞ . . . P2;jðkÞ . . . P2;nðkÞ
. . . . . . . . . . . . . . .

Pi;1ðkÞ . . . Pi;jðkÞ . . . Pi;nðkÞ
. . . . . . . . . . . . . . .

Pn;1ðkÞ . . . Pn;jðkÞ . . . Pn;nðkÞ

0
BBBBBB@

1
CCCCCCA

The matrix P(k), for k = 1, performs a fundamental role in Markov’s chains
theory: it (known as the transition matrix) represents the probability of transitioning
to the next consecutive step [12].

It is possible to represent the transition matrix P by means of a graph called
transitions diagram [13]. The latter consists in a graph the nodes of which represent
the single states while the arcs, oriented and labeled with the probability, indicate
the possible transitions [14]. For instance, considering the matrix

Fig. 4 Representation of the
melody in Fig. 2 without the
melodic figurations
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PðkÞ ¼
0:7 0:1 0:2
0:1 0:6 0:3
0:3 0:3 0:4

0
@

1
A

it has the following corresponding diagram (Fig. 5):
The problem of classification of the sequences may be solved by calculating the

probability of the single sequence s to be emitted by the model M: P(s|M).
Formally (2):

P sjMð Þ ¼
X

pP s; pjMð Þ ð2Þ

The designed algorithm uses a matrix of the transitions to construct a compo-
sitional logic able to create a musical idea [11]: the matrix represents the proba-
bilities for a type of harmonic function to resolve to another type of harmonic
function (Fig. 6).

A first and main task of the algorithm is to read music compositions in
MIDI format (by different authors and of different ages), recognize the harmonic
functions of the different musical degrees [15] and update the matrix of transitions.

Fig. 5 State-transitions in a
Hidden Markov model

Fig. 6 Matrix of the
transitions of the harmonic
functions
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By reading an ever bigger number of music compositions, the algorithm will be
able to propose ever more pleasant musical ideas: and this is because, by reading
the mu- sic compositions, the probabilities of transition, but also the individual
“state- transitions” (T, S, D) change, i.e. if a new harmonic function is identified
(for in- stance the function Sp) this function will automatically be inserted in the
matrix as a new “state” generating new transition probabilities.

5 The Results Obtained

The model of analysis set forth in this article was verified by realizing an algorithm
the structure of which takes, most of all, in consideration each and every single
aspect described above: the algorithm does not provide for any limit with respect to
the dimensions of the transition matrix, but, on the contrary, it will be automatically
dimensioned every time a new composition (already existing) is read, based on the
characteristics of the respective composition.

The algorithm has the objective of proposing a new tonal musical idea as a
source of inspiration for a new composition. As such, the new idea will have the
typical characteristic of a musical phrase, i.e. it will not contain modulations
(passage from one tonality to another) and the first harmonic function will be the
tonic.

As far as the rhythmic structure is concerned, it has been decided to see to it that
the new idea be representative of a harmonic structure (as the example in Fig. 4)
that the composer might refine at a later stage, by inserting melodic figurations.
Hence, a function, ergo a single sound, shall correspond to every single movement,
bestowing a homorhythmic character on the melody (every movement will have the
same duration).

The only parameters required as input for the elaboration are:

1. the musical tempo (a fractional number placed always at the beginning of the
staff next to the key that indicates the total sum of the movements that must be
contained in a beat and determines the sequence of the accents inside the same
beat);

2. the number of beats (that the new idea will have to have).

On the basis of these parameters it is possible to define the total number of
movements that will compose the new idea and, on the basis of the transition
percent- ages derived from the transition matrix, we will determine for every
function the number of times it will have to be repeated within the idea.

An example of a musical idea in a ¾ and four beats, generated after the reading
of only three music compositions by different authors and different ages is illus-
trated below (Fig. 7):
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• Theme of the melody “Ah, vous dirai-je Maman”, KV 265;
• Moment musical No. 3 in F minor by Schubert;
• Song without words No. 9 by Mendelssohn.

For simplicity’s sake in the demonstration and in order to better exploit the
efficiency of the method, only the three main harmonic functions (T, S and D) were
taken into consideration and all the secondary harmonic functions were ascribed to
them (Sp counts as S, Dp counts as D….).

Furthermore and also solely for demonstrative purposes, only the first four beats
of every composition were taken into consideration: it is important to specify that
this choice was not motivated by the fact that the choice was made to create a
four-beat phrase.

By means of the last transition matrix the algorithm determines the transition
percentage from one state to the other (Fig. 8a) and therefore, on the basis of the
total number of movements re w musical idea (in this example there are 12 because
4 beats of 3 are required), the number of times every function may occur (Fig. 8b).

T T T T S S T T S D T T D D  T

T S D D T S S D  T

T T T D T T T T T T T D T T T T

Fig. 7 Example of functional analysis and the related transition matrix updated after the reading of
every music composition

Fig. 8 Representation of the transition percentages from one state to the other (a) and of the
number of every function within the musical idea
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The results of Fig. 8b represent the basis for the random generation of the
harmonic functions of the new idea. It is immediately deduced that there won’t be a
unique possible combination of harmonic functions, but, on the contrary, many
different combinations may be obtained. The only common element of all these
combinations is that the first harmonic function will always be the tonic one
inasmuch as all the tonal music compositions always begin on the Tonic chord
because it is representative of the main tonality.

In Fig. 9 below there is a representation of one of the possible combinations of
harmonic functions and some possible examples of melodies, defined according to
the rules of traditional harmony: every harmonic function is determined by the
structure of the chord from which it derives and the chord is formed (fundamen-
tally) by three sounds at a third distance one from the other.

In the example in Fig. 9 the main tonality is C major and therefore the harmonic
functions will be represented by the following sounds:

1. T (representative of the first degree): C, E, G;
2. S (representative of the fourth degree): F, A, C;
3. D (representative of the fifth degree): G, B, D.

In this case, too, it is easy to understand how the presence in the transition matrix
of the secondary harmonic functions may generate more appreciable melodies
thanks to the presence of different combinations of sounds.

An example of how the third melody of Fig. 8 may be modified by the composer
by using the melodic figurations is given in Fig. 10.

T S S D D T S T T T D T

Fig. 9 Example of functional structure and related possible melodies

Fig. 10 Example of a melody

232 M.D. Ventura



6 Conclusions

This article examined the use of Markov’s process, as a mathematical means of in-
formation of the encoding with respect to the progression of the harmonic functions
(as described by De la Motte) of the musical material. This mathematical process
may be an efficient tool, used under the guidance of music theory, to formulate the
models elaborated by the computer for the purposes of classic music composition.

The work presents several improvement opportunities. First of all, the possibility
to consider, when reading harmonic structures in different music compositions, not
only the functions of Tonic, Subdominant and Dominant, but also their correlated
functions: the functions on degrees II, III, VI and VII.

Second of all, the possibility to incorporate in the proposed method the concept
of “Cadence” which is very important on the compositional level for the definition
of the musical phrase.

The tools presented in this article, developed on the basis of specifically musical
objectives, are not meant in any way to be deemed a system for the composition of
a musical piece, they rather represent a means of support to the didactic activity: a
useful tool to allow specific in-depth analysis, stimulate the recovery of abilities that
are not entirely acquired or as a simple tool of consultation and support to the
explanation of the lecturer.
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