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  SDN    Software Defi ned Networking   
  TE    Traffi c Engineering   
  TED    TE Database   

     Networks today integrate multiple technologies, allowing network infrastructure to 
deliver a variety of services to support the different characteristics and dynamic 
demands of applications. There is an increasing goal to make the network responsive 
to service requests issued directly from the application layer and high-layer client 
interfaces. This differs from the established model where services in the network are 
instantiated in response to management commands driven by a human user using a 
wide variety of Operational Support Systems (OSS), and where networks are typi-
cally over-provisioned to ensure minimal traffi c loss, even at peak traffi c periods. 

10.1     General Concepts 

   An idealized network  resource   controller would be based on an architecture that com-
bines a number of technology components, mechanisms, and procedures. These include:

•    Policy control of entities  and   applications for managing requests for network 
resource information and connections  

•   Gathering information about the resources available in a network  
•   Consideration of multilayer resources and how topologies map to underlying 

network resources  
•   Handling of path computation requests and responses  
•   Provisioning and reserving network resources  
•   Verifi cation of connection and resource setup       

10.2     Network Abstraction 

 A major purpose of  Software Defi ned Networks (SDN)    is   to bury complexity and 
make service deployment and overall network operation simpler without invoking 
the management and provisioning software of the many manufacturers deployed in 
the network. Consequently, allowing higher-layer applications to automate requests 
and creation of services simpler and more direct. 

10.2.1     Logically Centralized Control 

  We use the term “logical centralized” to  signify   that network control may appear 
focused in a single entity, independent of its possible implementation in distributed 
form. The centralized control principle states that resources can be used more effi -
ciently when viewed from a global perspective. 

D. King et al.



247

 A centralized SDN controller would be able to orchestrate resources that span a 
number of subordinate domains or in cooperation with other entities, and thereby 
offer resource effi ciency when setting up services and overall operation of network 
resources. Other reasons for logically centralized control include scale, optimiza-
tion of information exchange and minimization of propagation delay. 

 Given constraints of not being able to always deploy green fi eld networks, it is 
necessary that a controller co-exist with both native SDN forwarding technologies 
(OpenFlow) non-native SDN traffi c engineered technology (MPLS, GMPLS, etc.).   

10.2.2     Application-Driven Use-Cases 

   Dynamic application-driven  requests   and the services they establish place a set of 
new requirements on the operation of networks.    They need on-demand and 
application- specifi c reservation of network connectivity, reliability, and resources 
(such as bandwidth) in a variety of network applications (such as point-to-point 
connectivity, network virtualization, or mobile back-haul) and in a range of network 
technologies from packet (IP/MPLS) and optical transport networks, to Software 
Defi ned Networks (SDN) forwarding technologies, application-driven use cases 
include:

•      Virtual Private Network (VPN) Planning   —Support and deployment of new VPN 
customers and resizing of existing customer connections across packet and opti-
cal networks  

•    Optimization of Traffi c    Flows   —Applications with the capability to request and 
create overlay networks for communication connectivity between fi le sharing 
servers, data caching or mirroring, media streaming, or real-time 
communications  

•    Interconnection of    Content Delivery Networks (CDN)     and    Data Centers (DC)   —
Establishment and resizing of connections across core networks and distribution 
networks  

•     Automated Network Coordination   —Automate resource provisioning, facilitate 
grooming and regrooming, bandwidth scheduling, and concurrent resource 
optimization  

•     Centralized Control   —Remote network components allowing coordinated pro-
gramming of network resources through such techniques as Forwarding and 
Control Element Separation (ForCES) OpenFlow (OF)    

 An SDN Controller framework for network operator environments must com-
bine a number of technology components, mechanisms and procedures including:

•    Policy control of entities and applications for managing requests for network 
resource information and connections.  

•   Gathering information about the resources available in a network.  
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•   Consideration of multilayer resources, and how these topologies map to underly-
ing network resources.  

•   Handling of path computation requests and responses.  
•   Provisioning and reserving network resources.  
•   Verifi cation of connection and resource setup.    

 The overall objective is to develop a control and management architecture of 
transport networks to allow network operators to manage their networks using the 
core principles of Software Defi ned Networks and to allow high-layer applications 
and clients to request, reconfi gure and re-optimize the network resources in near 
real time, and in response to fl uid traffi c changes and network failures. 

 This chapter outlines the core network control principles required for application- 
based network operations of transport networks and discusses key control plane 
principles and architectures. It introduces the Application-Based Network 
Operations (ABNO) Framework [ 1 ], and how this framework and functional com-
ponents are combined for  Adaptive Network Manager (ANM)   [ 2 ], used to address 
the requirements for operating Elastic Optical Networks (EONs) [ 3 ]. Finally, the 
chapter provides a view of the research challenges and areas for investigation to 
continue development of Transport SDN and control of EONs.     

10.3     Network Control 

   A central principle of SDN is the  separation   of network forwarding and control 
planes (Fig.  10.1 ). By separating these functions, a set of specifi c advantages in 
terms of centralized  or   distributed programmatic control might arise. Firstly, there 
is a potential economic advantage by using commodity hardware rather than propri-
etary specifi c hardware. Secondly, remove the need for a fully distributed control 

  Fig. 10.1    Management, control, and forwarding example       
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plane with capability often requiring senior engineering experience to deploy and 
operate, with a wide range of features, which are very often underutilized. Thirdly, 
the ability to consolidate in one or a few places what is often a considerably com-
plex piece of OSS software to confi gure and control network resources.

   Typically, the network operator has followed a prescribed path for hardware 
upgrade to circumnavigate the networking scaling issues. This requires the operator 
to consider the node forwarding performance versus price-to-performance numbers 
to pick just the right time to participate in an upgrade. Conversely, as network topol-
ogies increase, the complexity of the control plane and scalability also need 
consideration. 

 The Internet represents an example of a signifi cant scaling problem. Vast num-
bers of administrative regions loosely tied with the interconnections changing con-
stantly as traffi c patterns fl uctuate and failures occur. Therefore, to address the 
control paradigm, the Internet was designed accordingly. Its structure was feder-
ated, where individual nodes participate together to distribute reachability informa-
tion in order to develop a localized view of a consistent, loop-free network using IP 
forwarding. The Internet forwarding paradigm, where routes and reachability infor-
mation are exchanged, later results in data plane paths being programmed to realize 
those paths; however, paths are often suboptimal and prone to traffi c congestion, so 
clearly this approach has weaknesses which might be addressed using a centralized 
approach. 

 As network technology evolved and the concepts of SDN were invented (cen-
tralized control, superstation of control and forwarding, and network programma-
bility), the cycle of growth and scaling management and upgrade in the control 
plane to accommodate scale, was a clear objective. It is much easier to pursue solu-
tions for a centralized management environment controlling distributed, but simple, 
forwarding elements.   

10.3.1     Control Plane 

    The control plane is the part of the  node    architecture   that is concerned with estab-
lishing the network map. Control plane functions,    such as participating in routing 
protocols, are control elements. This establishes the local rule set used to create the 
forwarding table entries, interpreted by the data plane, to forward traffi c between 
incoming and outgoing ports on a node (Fig.  10.2 ). The foundation of the current IP 
control plane model is to use an  Interior Gateway Protocol (IGP).   This normally is 
in the form of a link-state protocol such as Open Shortest Path First (OSPF) or 
Intermediate-System-to-Intermediate-System (ISIS). The IGP will establish layer 3 
reachability between the IP forwarding elements.

   Layer 3 network reachability information primarily concerns itself with the 
reachability of a destination IP prefi x. In all modern uses, layer 3 is used to segment 
or stitch together layer 2 domains in order to overcome layer 2 scaling problems. In 
most cases, the routing table contains a list of destination layer 3 addresses and the 
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outgoing interface(s) associated with them. Control plane logic can defi ne certain 
traffi c rules, for priority treatment of specifi c traffi c for which a high quality of ser-
vice is defi ned and known as differentiated services. Forwarding focuses on the 
reachability of network addresses. 

 The role of the control plane includes:

•    Network topology discovery (resource discovery)  
•   Signaling, routing, address assignment  
•   Connection setup/teardown  
•   Connection protection/restoration  
•   Path Computation and Traffi c engineering        

10.3.2     Management Plane 

    The Management Plane is  responsible   for  managing   the control plane. It performs a 
number  of   responsibilities, including confi guration management and applying pol-
icy. It also provides Fault Management, Performance Management, and Accounting 
and Security Management functions. 

 In their early deployments, optical transport networks were inherently managed, 
deployed in a single administrative domain, and locked to a single vendor hardware solu-
tion (i.e., arranged into  vendor islands ). Such small- and mid-sized networks, in terms of 
number of nodes, were relatively homogeneous, thus reducing interoperability 
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  Fig. 10.2    Relationship of control and forwarding plane       
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issues. A single, vendor-specifi c Network Management System (NMS) was deployed, 
being responsible for the management of the optical network, tailored to the underlying 
hardware, and using proprietary interfaces and extensions. 

 Those systems were perceived as closed, bundled together as a whole, and with 
a limited set of functionalities that were dependent on a given release. The provi-
sioning of a network connectivity service involved manual processes, where a ser-
vice activation or modifi cation could involve human intervention, with a user 
requesting the service provider, which was then manually planning and confi guring 
the route and resources in the network to support the service. 

 Several challenges motivated the evolution towards the control plane. First, net-
work operators continuously have specifi c requirements to reduce operational costs, 
while ensuring that the network still meets the requirements of the supported ser-
vices. Second, the manual, long-lasting processes associated to NMS-based net-
works did not seem adapted for the dynamic provisioning of services with recovery 
and Quality of Service (QoS). In short, the introduction of a dynamic control plane 
was justifi ed, from an operational perspective, for the automation of certain tasks, 
freeing the operator from the burden of manually managing and confi guring indi-
vidual nodes, leading to signifi cant cost reductions. 

 In this context, the introduction of a control plane aims at fulfi lling the require-
ments of fast and automatic end-to-end provisioning and rerouting of fl exi-grid con-
nections, while supporting different levels of quality of service. Regardless, of the 
actual technology, a control plane needs to address common functions like address-
ing, automatic topology discovery, network abstraction, path computation, and con-
nection provisioning, as stated earlier in this chapter. From a high level perspective, 
and as any software system that automates tasks and processes, the functions of a 
control plane can, from a simplistic point of view, be distributed or centralized, 
although we will later see that this separation is becoming blurry. This dichotomy 
applies not only from a functional perspective but also from a resource allocation 
perspective. Both models are viable; both have their own strengths and weaknesses, 
and both are being extended to address the new requirements associated to the 
aforementioned emerging optical technologies, such as fl exible spectrum alloca-
tion, effi cient co-routed connection setup, and confi guration of related optical 
parameters. Thus, the selection of a centralized or distributed control plane is con-
ditioned by diverse aspects, such as the desired functions, fl exibility and extensibil-
ity, availability, etc., as well as by more concrete aspects such as the inherent 
constraints of the optical technology (e.g., the need to account for physical impair-
ments which are collected from monitoring systems and not standardized), already 
installed deployments, and actual network size and scalability. 

 The network elements participating in distributed control plane environment 
exchange the accumulated advertisements from other nodes in a state database (e.g., 
OSPF database) and run a Dijkstra (shortest path) algorithm to establish a reach-
ability graph of best paths to destinations. This process uses a distributed fl ooding 
algorithm within the IGP protocol procedure to propagate attachment information, 
thus, all nodes speaking a particular IGP protocol in the domain remain connected 
to each other (directly or indirectly) and participate with timely reachability 
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 information and establish a network topology that reports change in connectivity in 
the event of failure. A key aspect is thus convergence, which is the time it takes 
when a network element introduces a change in reachability of a destination due to 
a network. A variety of methods exist in various IGP mechanisms and procedures to 
address scaling of the control plane state (memory and CPU) in the network, both 
for physical and logical design. These methods include summarization, fi ltering, 
recursion, and segregation.     

10.3.3     Control Elements for Operating Optical Networks 

    Path Computation 

 Path computation manages aspects related  to   fi nding a physical route between two 
network nodes,  commonly   referred to as endpoints.  Path computation   is a func-
tional component of a control plane, invoked for the purposes of (dynamic) provi-
sioning, rerouting,    restoration, as well as advanced use-cases such as overall 
optimization, adaptive network planning or, in the particular case of DWDM fl exi- 
grid networks, spectrum de-fragmentation.  

    Service Provisioning 

 This would include the node and interface confi guration, specifi cally known as ser-
vice provisioning, the setup and teardown of connections. The  control   element 
would automatically confi gure the required hops between the source and destination 
nodes required to create a connection between two (or point to multipoint) points in 
the network. The procedure and protocols used via the controller to confi gure dif-
ferent elements to set up a connection is known as either distribute via the signaling 
mechanisms available (such as RSVP-TE) or direct using a fl ow provision process 
(such as OpenFlow).  

    OAM and Performance Monitoring 

    Operations, Administration, and Maintenance (OAM)   is  often   used as a general 
term to describe a collection of  tools   for fault detection and isolation, and for 
performance measurement. Many OAM tools and capabilities have been defi ned 
for various technology layers [ 4 ]. 

 OAM tools may, and quite often do, work in conjunction with a control plane 
and management plane. OAM provides instrumentation tools for measuring and 
monitoring the data plane. OAM tools often use control-plane functions, e.g., to 
initialize OAM sessions and to exchange various parameters. The OAM tools 
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 communicate with the management plane to raise alarms, and often OAM tools may 
be activated by the management plane (as well as by the control plane), e.g., to 
locate and localize problems, and initiate performance measurement of an optical 
segment, or end-to-end service.      

10.4     Distributed and Centralized Control Planes 

10.4.1     Control Plane Architecture Evolution 

   In their early deployments, optical  transport    networks   were inherently managed, 
deployed in a single administrative domain, and locked to a single vendor hardware 
solution (i.e., arranged into  vendor islands ). Such small- and mid-sized networks, in 
terms of number of nodes, were relatively homogeneous, thus reducing interopera-
bility issues. A single, vendor-specifi c Network Management System (NMS) was 
deployed, being responsible for the management of the optical network, tailored to 
the underlying hardware, and using proprietary interfaces and extensions. 

 For example, the Internet represents an example of a signifi cant scaling problem. 
Vast numbers of administrative regions are loosely tied with the interconnections 
changing constantly as traffi c patterns fl uctuate and failures occur. To address this, 
the Internet control paradigm was designed to be distributed. On the other hand, 
SDH/Optical core transport networks, while geographically spanning national or 
continental regions, are still relatively small in size/number of elements when com-
pared to IP networks, and are commonly under the control of a single entity or 
operator. Services offered were relatively stable, characterized by long holding 
times, coupled to slow traffi c dynamics, and service provisioning delays of the order 
of days/ weeks was acceptable. Such deployments models were, arguably, best 
addressed with a centralized control paradigm. 

 While the need of a control plane does not seem to present signifi cant opposition, 
the choice of the technology is still debatable. From a historical perspective, the 
evolution of the control plane for optical networks started augmenting NMS-based 
networks with a distributed control plane, based on the ASON (Automatically 
Switched Optical Networks) [ 5 – 7 ] architecture with Generalized Multi-Protocol 
Label Switching GMPLS [ 8 ] suite of protocols, as detailed next. Recently, the 
application of Software Defi ned Networking (SDN) principles to the control of 
optical networks is presented as a means to enable the programmability of the 
underlying network (in any case, the formal separation of the data and control 
planes is a key concept in optical network control). To some extent, there is an anal-
ogy between a Transport SDN architecture and a centralized NMS, although the 
former insists on using modern system architectures, open and standard interfaces, 
and fl exible and modular software development.   
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    Distributed Control 

   In this setting, the control plane is implemented  by   a set of cooperating entities 
(control plane controllers) that execute  processes   that communicate. Control plane 
functions such as topology management, path computation, or signaling are distrib-
uted (for the fi rst one, each node disseminates the topological elements that are 
directly under its control, and the IGP routing protocol enables the construction of 
a unifi ed view of the network topology. Path computation is carried out by the 
ingress node of the connection and signaling is distributed along the nodes involved 
in the path). The protocols ensure the coordination and synchronization functions, 
autonomously (although commonly, the provisioning of a new service is done upon 
request from a NMS). 

 The reference architecture is defi ned by the ITU-T, named ASON enabling 
dynamic control of an optical network, automating the resource and connection 
management. ASON relies on the GMPLS set of protocols defi ned by the IETF 
(with minor variations). In short, the ASON/GMPLS architecture defi nes the trans-
port, control, and management planes. In particular, the control plane is responsible 
for the actual resource and connection control, and consists of Optical Connection 
Controllers (OCC), interconnected via Network to Network Interfaces (NNIs) for 
network topology and resource discovery, routing, signaling, and connection setup 
and release (with recovery). The Management Plane is responsible for managing 
and confi guring the control plane and fault management, performance management, 
accounting, and security. 

 As seen in Fig.  10.3 , the main involved processes are the Connection Controller 
(CC) and the Routing Controller (RC), and optionally a path computation compo-
nent. A data communication network, based on IP control channels (IPCC) to allow 
the exchange of control messages between GMPLS controllers, is also required, 
which can be deployed in-band or out-of-band (including, e.g., a dedicated and 
separated physical network). A GMPLS-enabled node (both control and hardware) 
is named  Label Switched Router (LSR)  . Each GMPLS controller manages the state 
of all the connections (i.e., Label Switched Path—LSPs) originated, terminated, or 
passing through a node, stored in the LSP Database (LSPDB), and maintains its 
own network state information (topology and resources), collected in a local Traffi c 
Engineering Database (TED) repository.

   The network elements participating in distributed control plane environment 
exchange the accumulated advertisements from other nodes in a state database (e.g., 
OSPF database) and run a Dijkstra (shortest path) algorithm to establish a reach-
ability graph of best paths to destinations. This process uses a distributed fl ooding 
algorithm within the IGP protocol procedure to propagate attachment information; 
thus, all nodes speaking a particular IGP protocol in the domain remain connected 
to each other (directly or indirectly) and participate with timely reachability infor-
mation and establish a network topology that reports change in connectivity in the 
event of failure. A key aspect is thus convergence, which is the time it takes from 
when a network element introduces a change in reachability of a destination due to 
a network change, such as a failure. A variety of methods exist in various IGP 
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mechanisms and procedures to address scaling of the control plane state (memory 
and CPU) in the network, both for physical and logical design. These tools include 
summarization, fi ltering, recursion, and segregation.    

    Centralized Control 

   In a centralized control, a single entity,  usually    called   controller, is responsible for 
the control plane functions, commonly using open and standard protocols, such as 
those defi ned by the SDN architectures and protocols, e.g., OpenFlow protocol (OF/
OFP) [ 9 ]. The controller performs path computation and service provisioning, and 
proceeds to confi gure the forwarding and switching behavior of the nodes. A cen-
tralized control plane provides a method for programmatic control of network 
resources and simplifi cation of control plane process. Deployment and operation of 
connections requires an interaction with control points to establish the forwarding 
rules for specifi c traffi c. These are not recent innovations; separation of the control 
and data planes occurred with the development of ForCES [ 10 ] and Generalized 
Switch Management Protocol (GSMP) [ 11 ] many years ago. 

 By deploying the control plane intelligence in the controller, resources allocated 
in hardware nodes for CP functions are reduced signifi cantly. Moreover, such solu-
tions involve deploying hardware (computational and storage) in a centralized loca-
tion which is orders of magnitude more powerful than individual controllers are. 
Although a centralized controller does not seem signifi cantly different from an 
NMS, it is worth noting the aspects such as the automation of processes, and pro-
grammability, as well as the use of open interfaces and standard architectures, ter-
minology, models and protocols. Note that a logically centralized controller may, 
itself, be implemented as a distributed system, while appearing, programmatically, 
as a single entity. Finally, SDN principles bring new opportunities such as joint 
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  Fig. 10.3    Example of GMPLS-controlled optical network       

 

10 Application-Based Network Operations (ABNO)



256

allocation of IT and network resources, or the orchestration of heterogeneous con-
trol technologies, or the unifi ed control of access and core network segments.    

    Comparison of Distributed Versus Centralized 

   In a distributed control approach,  individual   nodes participate together to distribute 
reachability information in order to  develop   a localized view of a consistent, loop- 
free network. Routes and reachability information are exchanged that later result in 
data plane paths being programmed to realize those paths; however, paths are often 
suboptimal and prone to traffi c congestion, so clearly this approach has weaknesses 
which might be addressed using a centralized approach. Mainly, a distributed 
control plane is affected by the latencies in the propagation and synchronization of 
data. Changes occurring at a given network element need to be propagated and the 
transitory may affect network performance. 

 On the other hand, in a distributed model, each node element is mainly self- 
sustained. There is no bottleneck or single point of failure, such as SDN controller, 
and this model seems most appropriate when there is no central authority and func-
tional elements need to cooperate. Each node can survive failures at other nodes as 
long as the network remains connected. 

 The benefi ts of a centralized model are lower capital and operational cost, involv-
ing, in the case of a control plane, minimal control plane hardware and software at 
each node, while enabling computational scaling at the controller location. A cen-
tralized controller may be easier to implement, given the tight coupling of compo-
nents and the less stringent requirements of internal interfaces not subject to 
interoperability issues. It simplifi es automation and management, enables network 
programmability, and is less subject to latencies and out-of-date information due to 
the need for synchronizing entities. It provides more fl exibility, a single point of 
extension for operators’ policies and customizations, and improved security. There 
is less control plane overhead, and arguably, network security is increased, with less 
complexity and greater control over potential risk areas. The downside is that cen-
tralized elements are always points of failure.    

    Hybrid Control Plane Models 

    In view of the current trends and  evolutions   of control plane architectures, it seems 
too simplistic to tag a control plane as  distributed   or centralized.    Control plane 
architectures are evolving towards hybrid control-plane models, in which some ele-
ments may be centralized and some elements may be distributed, sometimes fol-
lowing the mantra “distribute when you can, centralize when you must.” Even if a 
given control plane entity is centralized, it can be logically centralized, where a 
system is implemented in terms of the composition of functional components that 
appear as one. A given function can be centralized in a given domain (e.g., the path 
computation function can be centralized in a  Path Computation Element (PCE)   
assuming a single PCE per domain deployment model), but the same function can 
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be distributed among several children PCE in  Hierarchical PCE (H-PCE) architec-
ture   [ 12 ] within a multi-domain scenario. 

 New use-cases, such as remote data center interconnection, highlight the need 
for multi-domain service provisioning and heterogeneous CP interworking, poten-
tially requiring an overarching control (see Fig.  10.4 ). Additionally, network opera-
tors aim at addressing the joint control and allocation of network and IT resources 
(e.g., networking, computing, and storage resources), or the joint optimization of 
different network segments, such as access, aggregation, and core. Different alter-
natives, with varying degrees of integration and fl exibility, are available: straight-
forward approaches characterized by the adaptation of one control model to the 
other or more advanced interworking requiring the defi nition of common models 
(e.g., a subset of attributes for network elements) and of coordination and orchestra-
tion functions. Such orchestrator may in turn, be (logically or physically) central-
ized while delegating specifi c functions, to subsystems that may be distributed 
(such as the provisioning of connectivity delegated to a GMPLS control plane) [ 8 ].

   Finally, let us mention that the adoption of new computing and interworking 
models, and concepts, such as those of server consolidation, host virtualization or 
Network Function Virtualization (NFV), are challenging common approaches and 
existing practice: for example, a GMPLS control plane could be run as a Virtual 
Network Function running in a datacenter, for legacy purposes, in which a distrib-
uted system could run on a centralized physical infrastructure.       
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  Fig. 10.4    The use of an orchestrator for the over-arching control of heterogeneous control 
technologies       

 

10 Application-Based Network Operations (ABNO)



258

10.5     Framework for Application-Based Network Operations 

  The three tenants of SDN  are   programmability, the separation of the control and data 
planes, and the management of ephemeral network state in a centralized control 
model [ 1 ], regardless of the degree of centralization. In an ideal world, it should be 
possible to utilize a distributed control plane as well, providing the best practices of 
centralized control and distributed control plane for ephemeral state management. 

 Application-Based Network Operations (ABNO) was designed using the follow-
ing architectural principles:

    1.    Loose Coupling: For ease of implementation and fast development, we do not 
attempt to tightly integrate the functional components of the network controller. 
Instead, we use well-defi ned APIs and protocol mechanisms.   

   2.    Low Overhead: The goal is to ensure that each management and control function 
is not duplicated, which reduces the overall platform overhead.   

   3.    Modular: A modular design enables easier composition of existing features into 
new capabilities.   

   4.    Intelligent: Designing the framework around the Path Computation Element and 
Traffi c Engineered principles provides signifi cant benefi ts for controlling a range 
of network technologies and maximizing resource utilization.   

   5.    Resource Management: The framework allows for various network and node 
state to be discovered and stored. This state information is collected using the 
protocol mechanisms provided by traditional and already existing network and 
service management tools.   

   6.    Dynamic Management: A key goal of an SDN controller is actual dynamic 
 control based on application demands and other network events.   

   7.    Policy Control: It is important to implement policy management to provide the 
mechanisms for specifying connection requirements (e.g., QoS, security) for 
various applications. It also allows network operators to associate different ser-
vice levels.   

   8.    Technology Agnostic: The ABNO framework communicates with the network 
nodes using a variety of Southbound APIs and protocols, allowing for a wide 
variety of forwarding mechanisms to be managed using ABNO.     

 Figure  10.5  presents an example of network architecture using ABNO. 

10.5.1       Functional Components 

    NMS and OSS 

    A  Network Management System (NMS)   or an  Operations Support System (OSS)   
can  be   used to control, operate, and manage a network. Within the ABNO frame-
work, an NMS or OSS may issue high-level service requests to the ABNO Controller. 
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It may also establish policies for the activities  of   the components within the 
architecture. 

 The NMS and OSS can be consumers of network events reported through the 
OAM Handler and can act on these reports as well as displaying them to users and 
raising alarms. The NMS and OSS can also access the Traffi c Engineering Database 
(TED) [ 13 ] and Label Switched Path Database (LSP-DB) to show the users the cur-
rent state of the network. 

 Lastly, the NMS and OSS may utilize a direct programmatic or confi guration 
interface to interact with the network nodes within the network.     

    Application Service Coordinator 

 The  Application Service Coordinator   communicates with the  ABNO   Controller to 
request operations on the network. Requests may be initiated from entities such as 
the NMS and OSS, services in the ABNO architecture may be requested by or on 
behalf of applications. In this context, the term “application” is very broad. An 
application may be a program that runs on a host or server and that provides services 
to a user, such as a video conferencing application. Alternatively, an application 
may be a software tool that a user uses to make requests to the network to set up 
specifi c services such as end-to-end connections or scheduled bandwidth reserva-
tions. Finally, an application may be a sophisticated control system that is respon-
sible for arranging the provision of a more complex network service such as a 
VPN. For the sake of ABNO architecture discussion, all of these concepts of an 
application are grouped together and are shown as the Application Service 
Coordinator, since they are all in some way responsible for coordinating the activity 
of the network to provide services for use by applications. In practice, the function 
of the Application Service Coordinator may be distributed across multiple applica-
tions or servers.  

  Fig. 10.5    ABNO architecture example       
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    ABNO Controller 

  The ABNO  Controlleris the   main gateway to the network for the NMS, OSS, and 
Application Service Coordinator for the provision of advanced network coordina-
tion and functions. The ABNO Controller governs the behavior of the network in 
response to changing network conditions and in accordance with application net-
work requirements and policies. It is the point of attachment and invokes the right 
components in the right order.   

    Policy Agent 

 Policy plays a  very   important role in the  control   and management of the network. It 
is, therefore, signifi cant in infl uencing how the key components of the ABNO archi-
tecture operate. The Policy Agent is responsible for propagating those policies into 
the other components of the system. Simplicity in this discussion necessitates leav-
ing out many of the policy interactions that will take place. In our example, the 
Policy Agent is only discussed interacting with the ABNO Controller; in reality, it 
will also interact with a number of other components and the network elements 
themselves. For example, the Path Computation Element (PCE) will be a Policy 
Enforcement Point (PEP) [ 14 ], and the Interface to the Routing System (I2RS) 
Client will also be a PEP as noted in [ 15 ].  

    OAM Handler 

    Operations, Administration, and Maintenance (OAM)   plays  a   critical role in under-
standing how a network is operating, detecting faults, sand taking the necessary action 
to react to problems in the network. Within the ABNO architecture, the OAM Handler 
is responsible for receiving notifi cations (often- called alerts) from the network about 
potential problems, for correlating them, and for triggering other components of the 
system to take action to preserve or recover the services that were established by the 
ABNO Controller. The OAM Handler also reports network problems and, in particu-
lar, service-affecting problems to the NMS, OSS, and Application Service Coordinator. 
Additionally, the OAM Handler interacts with the devices in the network to initiate 
OAM actions within the data plane [ 4 ], such as monitoring and testing.    

    Path Computation Element 

   The  Path Computation Element (PCE)   is a  functional   component that services 
request to compute paths across a network graph. In particular, it can generate 
traffi c- engineered routes for MPLS-TE and GMPLS Label Switched Paths (LSPs). 
The  PCE may   receive these requests from the ABNO Controller, from the Virtual 
Network Topology Manager (VNTM), or from network elements themselves. 
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 The PCE operates on a view of the network topology stored in the  Traffi c 
Engineering Database (TED)  . A more sophisticated computation may be pro-
vided by a Stateful PCE that enhances the TED with a database (the LSP) con-
taining information about the LSPs that are provisioned and operational within 
the network. 

 Additional functionality in an Active PCE allows a functional component 
that includes a Stateful PCE to make provisioning requests to set up new ser-
vices or to modify in-place services as described in [ 16 ]. This function may 
directly access the network elements or channelled through the Provisioning 
Manager. Coordination between multiple PCEs operating on different TEDs can 
prove useful for performing path computation in multi-domain or multilayer net-
works. A domain in this case might be an Autonomous System (AS), thus 
enabling inter-AS path computation. 

 In the latter case, the ABNO controller will need to request an optimal path 
for the service. If the domains (ASes) require path setup to preserve confiden-
tiality about their internal topologies and capabilities, they will not share a 
TED and subsequently each domain (AS) will operate its own PCE. In such a 
situation, the Hierarchical PCE (H-PCE) architecture, described in [ 12 ], is 
necessary.    

    Network Database 

   The ABNO architecture includes a  number   of  databases   that contain information 
stored for use by the system. The two main databases are the TED and the LSP 
Database (LSP-DB), but there may be a number of other databases used to contain 
information about topology (ALTO Server), policy (Policy Agent), services (ABNO 
Controller), etc. 

 Typically, the IGP (like OSPF-TE or IS-IS-TE) is responsible for generating and 
disseminating the TED within a domain. In multi-domain environments, it may be 
necessary to export the TED to another control element, such as a PCE, which can 
perform more complex path computation and optimization tasks.    

    Virtual Network Topology Manager 

 A  Virtual Network Topology (VNT)   is defi ned as a set of one or more LSPs in one 
or more lower-layer networks that  provide   information for effi cient  path   handling in 
an upper-layer network. For instance, a set of LSPs in a wavelength division multi-
plexed (WDM) network can provide connectivity as virtual links in a higher-layer 
packet switched network. 

 The creation of virtual topology for inclusion in a network is not a simple task. 
Decisions must be made about which nodes in the upper layer it is best to connect, 
in which lower-layer network to provision LSPs to provide the connectivity, and 
how to route the LSPs.  
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    Provisioning Manager 

 The Provisioning Manager is responsible  for   making or channeling requests for the 
establishment of LSPs. This may be instructions to the control plane running in the 
networks, or may involve the programming of individual network nodes.   

10.5.2     South Bound Interfaces 

   The network devices maybe  confi gured   or  programmed   directly from the NMS/
OSS. Many protocols already exist to perform these functions, including the 
following:

•    SNMP [ 17 ]  
•   The Network Confi guration Protocol (NETCONF) [ 18 ,  19 ]  
•   RESTCONF [ 20 ]  
•   ForCES [ 10 ]  
•   OpenFlow [ 9 ]  
•   PCEP [ 21 ]    

 The role of the protocols described is to assign state to the forwarding element, 
either by programming each node individually or via a distributed signaling mecha-
nism. Indeed the previous list is not an exhaustive representation of protocol meth-
ods and procedures available, and over time, new forwarding mechanisms will be 
developed. Therefore, the ABNO framework has been designed to be forwarding 
mechanism agnostic.     

10.6     Adaptive Network Manager 

   The European Commission-funded project “IDEALIST” identified the need 
for a control architecture to combine the best of  distributed   routing and signal-
ing protocols, to  provide   real-time adaption and to survive against failures, and 
a centralized intelligence that, on the one hand, provides a point for optimiza-
tion (e.g., interfacing with the planning tool), and also capable of interfacing 
with the higher applications, including cloud platforms and data center (WAN) 
inter-connections. 

 The distributed functions are based on the well-known GMPLS architecture, 
while the centralized intelligence and interface with applications follows a SDN 
approach. Thus, the ANM is the IDEALIST network controller (based on the 
ABNO framework) [ 22 ] that considers not only the Flexi-grid Network (the main 
focus of IDEALIST) but also a wider scope, a multilayer IP/MPLS over optical 
Network.   
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10.6.1     Interfaces 

   As the ABNO architecture was generic in its intent,       most of the interfaces are 
defi ned as concepts. In ANM architecture, HTTP/JSON interfaces will be used in 
these interfaces not already defi ned (Fig.  10.6 ). There are two reasons: easy devel-
opment and fl exibility for the workfl ows defi nition. These interfaces will help to 
have a modular design, which can be adapted to the future requirements that may 
come during the project. If during the project, there are some other solutions in the 
standardization fora, this have been assessed and where applicable, included in the 
ANM architecture.

•      IN-APP —This is the interface between the application layer/NMS/OSS and the 
ABNO controller. Application layer makes requests to set up connections or to 
trigger any other workfl ow using HTTP/JSON. This interface is currently under 
development in the Internet Engineering Task Force (IETF). The parameters of 
the request change depending on the workfl ow, but the operation type is always 
mandatory.  

•    IAL-APP —This is the interface between the ALTO Server and Application layer/
NMS/OSS, where the Application layer acts as an ALTO Client. They commu-
nicate using the ALTO Protocol [ 23 ]. They communicate over HTTP/JSON. An 

  Fig. 10.6    Adaptive network manager functional components and interfaces       

 

10 Application-Based Network Operations (ABNO)



264

information model has to be defi ned for this interface to support TED, LSPs, and 
inventory requests.  

•    IA-I2 ,  II2-N —The Interface to the Routing System (I2RS).  
•    IPA-A ,  IPA-V ,  IPA-AL —All the interfaces between the Policy Agent and the 

modules that request it for permission using a HTTP/JSON request.  
•    IA-P —This is the interface between the ABNO controller and the PCE. The 

ABNO controller queries the PCE using PCE; Stateless and Stateful PCEs may 
be used’ this interface will support requests for both PCEs.  

•    IA-V —This interface connects the ABNO controller and the VNTM. They com-
municate through PCEP.        

10.7     Adaptive Network Manager Use-Cases 

10.7.1     Catastrophic Network Failure 

   While most networks are designed to survive single  failures      without affecting cus-
tomer service level agreements (SLAs), they are not designed to survive large-scale 
disasters, such as earthquakes, fl oods, wars, or terrorist acts, simply because of their 
low failure probability and the high cost of overprovisioning to address such events 
in today’s network. 

 Since many systems might be affected, large network reconfi gurations are neces-
sary during large-scale disaster recovery. The disaster recovery process is similar to 
that of the virtual topology reconfi guration after a failure. However, multiple optical 
systems, IP links, and possible routers and OXCs (assuming central offi ces are 
affected) may be taken offl ine during the disaster. Several additional planning and 
operation requirements in response to large-scale disasters are highlighted below:

•    Consideration of potential IP layer traffi c distribution changes, either using 
MPLS-TE tunnels or by modifi cation of IP routing metrics, and evaluating ben-
efi ts based on the candidate topology.  

•   It may be impossible to reach the desired network end state with one-step opti-
mization. Therefore, two or more step optimizations may be necessary, for 
example, to reroute some other optical connections to make room for some new 
connections.  

•   The system must verify that the intermediate confi guration after each such step 
is robust and can support the current traffi c and possibly withstand additional 
outages.  

•   Based on preemption and traffi c priorities, it might be desirable to disconnect 
some virtual links so as to reuse the resources for post-disaster priority connec-
tions and traffi c.    

 We have described the creation of one disaster recovery plan, but in a real net-
work, there may be several possible plans, each with its pros and cons. The tool 
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must present all these plans to the operator so that the operator can select the best 
plan, and possibly modify it and understand how it will be behave. 

 To summarize, the above process consists of several steps:

    1.    Immediate action by the network to recover some of the traffi c   
   2.    Dissemination of the new network state   
   3.    Root cause analysis to understand what failed and why   
   4.    An operator-assisted planning process to come up with a disaster recovery plan   
   5.    Execution of the plan, possibly in multiple steps   
   6.    Reconvergence of the network after each step and in its fi nal state     

 This scenario for recovering from catastrophic network failures may also be 
known as “In-Operation Network Planning” [ 24 ]. The ANM platform and use-cases 
are also discussed in-depth in the next chapter.     

10.8     Next Steps for ABNO-Based Control and Orchestration 

   We can assume that SDN is well-defi ned as  a   logically centralized control frame-
work and architecture. It supports the programmability of network  functions   and 
protocols by decoupling the data plane from the control plane through a well-defi ned 
control  South Bound Interface (SBI) protocol  . These SBIs exist in many forms, and 
assist in the hiding of technology or vendor-specifi c forwarding mechanisms. As 
network evolution continues, a new technology area known as “ Network Functions 
Virtualization” (NFV)   [ 25 ] is developing in parallel to SDN. 

 The development of NFV is to leverage Information Technology (IT) virtu-
alization techniques to migrate entire classes of network functions typically 
hosted on proprietary hardware onto virtual platforms based on general com-
pute and storage servers. Each virtual function node is known as a Virtualized 
Network Function (VNF), which may run on a single or set of Virtual Machines 
(VMs), instead of having custom hardware appliances for the proposed network 
function. 

 Furthermore, this virtualization allows multiple isolated VNFs or unused 
resources to be allocated to other VNF-based applications during weekdays 
and business hours, facilitating overall IT capacity to be shared by all content 
delivery components, or even other network function appliances. Industry, via 
the  European Telecommunications Standards Institute (ETSI)  , has defined a 
suitable architectural framework [ 25 ], and has also documented a number of 
resiliency requirements and specific objectives for virtualized media 
infrastructures. 

 Utilizing the benefi ts of enabling technologies (i.e., ABNO-based control prin-
ciples and NFV-based infrastructure), we have the potential to fundamentally 
change the way we build, deploy, and control broadcast services built on top of 
fl exible optical networks allowing dynamic and elastic delivery and high-bandwidth 
broadcast and media resources.   
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10.8.1     Control and Orchestration of Virtual Content 
Distribution Network 

    Virtualization of Content Distribution Networks (CDNs)       components is a core 
design principle necessary to create a content network that can be deployed rapidly 
and in  a   scalable way. The fi rst element to be virtualized  is   the cache node itself, and 
then required services such as  content   monitors and load balancers [ 26 ]. A key 
requirement of  the   Virtual Content Distribution Network (vCDN) is reconfi gurable 
bandwidth as content moved from HD content at 1080p to 4k streams demands 
change based on time of day and week [ 27 ]. Deploying the various infrastructure 
elements of a CDN as a collection of virtual appliances (VNFs) and connecting 
content and access (user networks) with a fl exible optical network infrastructure 
offers signifi cant benefi ts. 

 Figure  10.7  describes how an ABO-enabled network controller would integrate 
with an NFV-based CDN.

   Using the ABNO-based controller in conjunction with the NFV Management 
and Infrastructure itself would provide the VNFs connectivity over a high-bitrate 
optical infrastructure, and similar fl exibility that exists in the IP and Ethernet layer, 
which until recently and the advent of EONs, simply not previously available in 
optical transport domain.         
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  Fig. 10.7    Candidate SDN & NFV framework based on ETSI NFV ISG model       
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