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Preface

Intelligent computing is a new emerging computing paradigm inspired by a
remarkable ability of animate systems, meant both as individuals and groups of
individuals, in solving complex problems, notably related to decision making and
support. This broad definition covers many specific disciplines, notably—in the
context of this volume—including the following ones: artificial and computational
intelligence, fuzzy logic, granular computing, intelligent database systems, infor-
mation retrieval, information fusion, intelligent search (engines), data mining,
cluster analysis, unsupervised learning, machine learning, intelligent data analysis,
(group) decision support systems, decision theory, collective intelligence,
case-based reasoning, intelligent agents and multi-agent systems, artificial neural
networks, genetic algorithms, evolutionary computation, particle swarm optimiza-
tion, artificial immune system, knowledge-based systems, approximate reasoning,
knowledge engineering, expert systems, imprecision and uncertainty handling,
human–computer interface, Internet computing, semantic web, electronic com-
merce, e-learning and Web-intelligence, cognitive systems, distributed systems,
intelligent control, advanced computer modeling and simulation, bioinformatics,
etc. Thus the paradigm of intelligent computing is meant to cover the areas of
interest of traditional artificial intelligence as well as many other related topics,
notably those inspired by the observation of biological systems and those which
emerged with the development of advanced IT. Such a wide set of tools and
techniques available does clearly promise that some challenging problems solved so
far mainly by human beings may be formalized and solved by the “machine”.

The growing interest and importance of this branch of research made a group of
researchers, including the editors of this volume, to think of joining forces and
working together on their topics of interest belonging to the above-mentioned
broadly meant area. One goal was to define a common ground for sometimes
seemingly disparate problems dealt with by particular teams involved and to
address the identified problems using the paradigm of broadly perceived intelligent
computing and/or intelligent systems. Another important goal was to get young
researchers involved, to give them a chance to develop their careers in the modern
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and prospective field. As a result, in 2010, a consortium of three Polish academic
institutions: the Systems Research Institute of the Polish Academy of Sciences, the
Institute of Computer Science, also of the Polish Academy of Sciences, and the
Faculty of Mathematics and Information Science, Warsaw University of
Technology, started a large-scale project, entitled “International Ph.D. Projects in
Intelligent Computing”, which was supported by the Foundation for Polish Science,
financed from the European Union within the Innovative Economy Operational
Programme 2007–2013 and the European Regional Development Fund. The project
had been carried out with intensive collaboration with 17 foreign partners, leading
academic and research institutions from Australia, Belgium, Canada, Denmark,
Finland, France, Germany, Japan, Luxembourg, Spain, the United Kingdom, and
the USA. The core of the group, formed around senior researchers of high inter-
national stature in the field, had been the Ph.D. students selected in a highly
competitive contest. Thanks to the support of the International Ph.D. Projects
Programme, operated by the Foundation for Polish Science as mentioned above,
these Ph.D. students had been supervised by well-known scientists and had an
opportunity to work at the foreign partner institutions via a system of scientific
internships.

The research program prepared for the Ph.D. students covered both theoretical
and practical aspects of the intelligent computing paradigm. In particular, the the-
oretical foundations and the practical problems of implementation of the advanced
IT/ICT tools and techniques were addressed. Five areas were in focus: foundations
of intelligent computing, intelligent techniques in data mining, intelligent com-
puting for supporting decision making, multi-agent-based technologies, and intel-
ligent text and data retrieval.

Now, when the project is close to completion, we are happy to publish this
volume, which constitutes another opportunity to present and promote the results
obtained during the project. The participants have published numerous papers in
scientific journals and presented their results during many international scientific
conferences. Nevertheless, this volume provides a broad panorama of research
carried out in the framework of the project, and a comprehensive collection of
modern views and approaches that can be of use to a broader audience. The
majority of the papers are authored by the Ph.D. students participating in the project
and co-authored by their supervisors. In a few cases, we have also invited other
valuable contributions from the supervisors and their younger collaborators: grad-
uate students, Ph.D. students, and postdocs, showing thereby a broader view of the
community, and the scale and depth of the research endeavor associated with the
project.

Some of the papers collected in this volume are extended versions of the pre-
sentations given by the participants at special sessions on intelligent computing
organized within many respected international conferences, notably the recent
FQAS 2015, the Flexible Query Answering Systems 2015 conference that took
place in Cracow during October 26–28, 2015, which constituted another opportu-
nity to promote and summarize the results of the project to a large international
audience, including a number of foreign members of the project consortium.
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SMT-Based Parameter Synthesis
for Parametric Timed Automata

Michał Knapik and Wojciech Penczek

Abstract We present a simple method for representing finite executions of
Parametric Timed Automata using Satisfiability Modulo Theories (SMT). The tran-
sition relation of an automaton is translated to a formula of SMT, which is used
to represent all the prefixes of a given length of all the executions. This enables
to underapproximate the set of parameter valuations for the undecidable problem of
parametric reachability.We introduce a freely available, open-source tool PTA2SMT
and show its application to the synthesis of parameter valuations under which a timed
mutual exclusion protocol fails.

1 Introduction

As digital systems become ubiquitous in the modern world, so grows the need for
ensuring the correctness of their behaviour. The sheer number of possible interactions
between distributed and independent components oftenmakes testing of such designs
very difficult, if not impossible. In areas such as avionics or medical applications
the errors are usually non-acceptable, thus every measure should be taken to prevent
them from occuring in both the hardware and software. Increasingly, formal methods
begin to play an important role in the development of critical systems. Among these,
model checking is probably themost applied technique. Inmodel checkingwe expect
a simple binary (yes/no) answer to the question whether the model of a system is
compliantwith its specification.This is certainly a goodapproach to the verificationof
existing systems, where the details of the design are known. On the other hand, at the
initial stage of system prototyping many of its particularities are usually unknown. In
this case model checking is of limited use. Parameter synthesis attempts to alleviate
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4 M. Knapik and W. Penczek

this problem by allowing free variables (i.e., parameters) that correspond to the
unknown values. The goal is to synthesise at least a part of the set of all the valuations
of parameters, under which the model becomes compliant with its specification.

In this paper we extend the approach of bounded model checking, where the
computation tree of a verified model is unfolded up to a finite depth, to parameter
synthesis for Parametric Timed Automata (PTA, for short). As we recall later, in gen-
eral the task of parameter synthesis is undecidable for PTA [1], it however becomes
decidable if the parameters can be divided into two disjoint groups that correspond
to upper and lower bounds on clock values. The class of PTA that conforms to these
restrictions is called Lower/Upper Bound Parametric Timed Automata (L/U PTA,
for short). However, even in this case the synthesis of the full description of the set
of solutions is problematic [8], in particular it cannot be represented as a finite union
of polyhedra. We therefore focus on the underapproximation of the set of parame-
ter valuations under which a given state is reachable for L/U PTA. To this end we
decided to employ SMT-solvers that allow to conveniently represent linear, real-time
constraints. To the best knowledge of the authors, the presented tool, PTA2SMT, is
the first one that applies SMT-solvers to parameter synthesis for PTA.

Parametric Timed Automata were introduced by Alur et al. in the seminal
paper [1]. As they show, the emptiness problem, i.e., the existence of a parame-
ter valuation under which a given state is reachable, is undecidable for PTA. They
also tackle the synthesis problem and illustrate how to derive constraints on tim-
ing parameters for Fischer’s mutual exclusion protocol. In [20] Wang introduces a
parametric extension of Timed Automata called Static Parametric Timed Automata
(SPTA, for short). In this model, unlike in Parametric Timed Automata, the intro-
duced parameters are not compared with clocks. The emptiness problem is decidable
for SPTA. A general framework for the parametric analysis of timed systems, based
on partition refinement, is introduced in [18] by Spelberg and Toetenel. In [7] Hune
et al. introduce parametric difference bound matrices and show how to use them
for underapproximating the parametric reachability problem. The theory has been
implemented in an experimental version of the UPPAAL model checker [15]. In the
paper the authors also define an important class of PTA, called Lower/Upper Bound
PTA where a given parameter is allowed exclusively as an upper or a lower bound.
As they show, unlike for PTA, the problem of emptiness is decidable for L/U PTA.
Decision problems for L/U PTA are investigated in detail by Bozzelli and La Torre
in [5]. In [2] André et al. introduce a conceptually new approach to parameter synthe-
sis, called the Inverse Method (IM, for short). IM starts with a reference valuation of
the parameters υ0. The goal is to synthesise all the other parameter valuations under
which the given PTA admits the same set of time-abstract traces as under υ0. The the-
ory is implemented in the stand-alone tool IMITATOR. A simple semi-algorithm for
solving the parametric reachability problem for PTA, based on breadth-first search
in the space of symbolic states, is proposed by Jovanovic et al. in [8]. Its specialised
version for synthesis of bounded parameter valuations has been implemented in the
tool for verification of (Parametric, Timed) Petri Nets, called Romeo.

This paper builds on our earlier work [10], where we presented a method for
bounded model checking for PTA and is a revised and extended version of [11]. It is
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also conceptually related to our paper [12], where a method for the synthesis of time
parameters for a branching time logic RTCTL is presented. We explored SAT-based
methods for verification of parameter-free formulae of RTCTL and its quantified
extension PRTCTL in [13, 14]. In [16], Penczek et al. show how to synthesise, for
a selected class of Petri nets, the minimal (real) time in which a given state can be
reached. This is done by means of witness generation and analysis interleaved with
net modification.

The rest of the paper is organized as follows. In the next section we introduce
basic definitions and results concerning Parametric Timed Automata. In Sect. 3 we
recall the notion of Lower/Upper Bound Parametric TimedAutomata and provide the
framework for representing the parametric reachability problem for these models as
the model synthesis problem for QF_LRA, a logic supported by most SMT-solvers.
In Sect. 4 we present the PTA2SMT tool and evaluate its applicability on a classical
timed Fischer’s mutual exclusion benchmark. Section5 contains conclusions and
final remarks.

In what follows, by N, Z, R, and R≥0 we denote natural, integer, real, and non-
negative real numbers, respectively.

2 Parametric Timed Automata

Timed Automata (TA, for short) constitute the most popular and applied class of
formalmodels for representing real-time systems. Intuitively, TA are graphs extended
with clocks—the special variables used to measure the passage of time. Parametric
Timed Automata extend TA by allowing free variables in clock expressions.

2.1 Timed Automata

Inwhat follows, byN,Z,R, andR≥0 we denote natural, integer, real, and nonnegative
reals, respectively.

We define the set of clocks as K = {x1, . . . , xn}, for some n ∈ N. The clocks
range over nonnegative real values, i.e., we define a clock valuation as a function
ω : K → R≥0. We denote the set of all the clock valuations by Ω . The initial clock
valuation ω0 satisfies ω0(xi ) = 0 for all xi ∈ K.

Let ω ∈ Ω . We introduce two operations that can be executed on the clocks:
incrementation and reset. If δ ∈ R≥0, then by ω + δ we denote the clock valuation
that satisfies:

(ω + δ)(xi ) = ω(xi ) + δ for all 1 ≤ i ≤ n.

This operation is interpreted as a time ‘tick’, with all the clocks increasing at the
same rate. A set of the expressions of the form xi := bi , where bi ∈ N and xi appears
at most once for each 1 ≤ i ≤ n, is called a reset. The set of all the resets is denoted
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byR. If r ∈ R, then by ω[r ] we denote such a clock valuation that:

ω[r ](xi )
de f=

{
bi if (xi := bi ) ∈ r,
ω(xi ) otherwise.

Intuitively, resetting amounts to setting the selected clocks to some fixed values,
while leaving the remaining ones intact.

Let xi , x j ∈ K and xi �= x j . The expressions of the form xi − x j ≺ b and xi ≺ b,
where ≺∈ {≤,<} and b ∈ Z are called the simple guards. The set of all the simple
guards is denoted by G ′. The conjunctions of simple guards are called the guards and
the set of all the guards is denoted by G. We assume that the empty conjunction is
always true. By Gu we mean the subset of G consisting of the conjunctions of simple
guards of type xi ≺ b. Observe that Gu represent the upper bounds on clock values.
If ω ∈ Ω and g = (xi − x j ≺ b) ∈ G ′, then we write ω |= g iff ω(xi ) − ω(x j ) ≺ b.
Let g ∈ G be such that g = ∧k

i=0 gi for some k ∈ N and gi ∈ G ′, where 0 ≤ i ≤ k.
We write ω |= g iff ω |= gi for all i ≤ k.

Definition 1 (TA) A Timed Automaton is a 6-tuple AU = (Q, l0,A,K,→, I),
where:

• Q is a finite set of locations,
• l0 ∈ Q is the initial location,
• A is a finite set of actions,
• K is a finite sets of clocks,
• → ⊆ Q × A × G × R × Q is a transition relation,
• I : Q → G is an invariant function.

The transition (l, a, g, r, l ′) ∈ → is denoted by l
a,g,r→ l ′.

In order to analyse the behaviours of Timed Automata we need to track both the
current location and the clock values. The semantics of a TAAU is given in the form
of the associated labeled transition system TS(AU) defined as follows.

Definition 2 (Concrete semantics of TA) Let AU = (Q, l0,A,K,→, I) be a
TA. The labeled transition system TS(AU) is defined as the tuple TS(AU) =
(S, s0,R≥0 ∪ A, ↪→), where:

• S = {(l, ω) | l ∈ Q and ω is a clock valuation such that ω |= I(l)} is the set of
concrete states,

• s0 = (l0, ω0) is the initial state (we assume that ω0 |= I(l0)),
• ↪→ ⊆ S × (R≥0 ∪ A) × S is the transition relation labeled by time delay values
and actions, and defined as follows. If (l, ω), (l ′, ω′) ∈ S, then:
– if d ∈ R≥0, then (l, ω)

d
↪→ (l ′, ω′) iff l = l ′, ω′ = ω + d, and ω′ |= I(l),

– if d ∈ A, then (l, ω)
d

↪→ (l ′, ω′) iff for some g ∈ G and r ∈ R we have l
a,g,r→ l ′,

ω |= g, ω′ = ω[r ], and ω′ |= I(l ′).



SMT-Based Parameter Synthesis for Parametric Timed Automata 7

Intuitively, waiting does not change the current location, but it is allowed only if the
location’s invariant is satisfied. An action leaving the current location can be fired
if the present clock values satisfy its guard and, after resetting, the invariant of the
target location holds.

A path is a sequence π = (s0, s1, . . .) of states from S such that si
d

↪→ si+1 for
some d ∈ R≥0 ∪ A, for each 0 ≤ i < |π |. The paths can be finite or infinite. The
number of the states of the path π is denoted by |π | and for each 0 ≤ i < |π | we
denote πi = si . The set of all the paths in TS(AU) is denoted by Π(AU) and the
set of all the paths starting from a state s ∈ S is denoted by Π(AU, s). We omit the
automaton symbol whenever it is evident from the context.

2.2 Parametric Timed Automata

Timed Automata use concrete values to specify bounds on the clocks given in the
guards of the transitions and invariants. Parametric Timed Automata allow for the
linear expressions in place of the numeric values.

In what follows we assume that we have fixed the set of parameters X =
{p1, p2, . . . , pm}, for some m ∈ N. An expression of the form

∑m
i=1 ti · pi + t0,

where ti ∈ Z for all 0 ≤ i ≤ m, is called a linear expression. Note that if ti = 0 for
all 1 ≤ i ≤ m, then a linear expression is an integer.

We extend the definition of a guard introduced earlier as follows. Let xi , x j ∈ K,
xi �= x j , and e be a linear expression. We call the expressions of the form xi − x j ≺ e
and xi ≺ e, where≺∈ {≤,<}, the simple parametric guards. The conjunctions of the
simple parametric guards are called the parametric guards. By G ′

X we denote the set
of all the simple parametric guards, GX is the set of all the parametric guards, and by
Gu
X wemean the conjunctions of the simple parametric guards of type xi ≺ e.Weomit

theword “parametric”whenmentioning the guards if this does not lead to a confusion.

Definition 3 (PTA) AParametric Timed AutomatonAU = (Q, l0,A,K,X ,→, I),
is a 7-tuple where:

• Q is a finite set of locations,
• l0 ∈ Q is the initial location,
• A is a finite set of actions,
• K is a finite sets of clocks,
• X is a finite sets of parameters,
• → ⊆ Q × A × GX × R × Q is a transition relation,
• I : Q → GX is an invariant function.

The following example illustrates the above definition.

Example 1 (Parametric Timed Automaton) Consider the PTA AU shown in Fig. 1,
where X = {p, q, r}. The single parametric guard g = x2 − x1 ≥ p ∧ x1 ≥
2p −q labels the transition forward. The invariant on Sink is parametric and we have
I(Sink) = x1 ≤ r .
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Fig. 1 Simple PTA

Our aim is to analyse how the properties of PTA depend on the values of the
parameters. To this end we define a parameter valuation function υ : X → N. The
set of all the parameter valuations is denoted by ParVals.

Letυ ∈ ParVals and e be a linear expression. By e[υ]wedenote the value obtained
by substituting in e each parameter p ∈ X withυ(p). Formally, if e = ∑m

i=1 ti ·pi +t0,
then we have e[υ] = ∑m

i=1 ti · υ(pi ) + t0.
If g′ = xi − x j ≺ e ∈ G ′

X is a parametric simple guard, then let g′[υ] =
xi − x j ≺ e[υ]. This extends in a natural way to the general case of g ∈ GX such
that g = ∧k

i=0 gi , where k ∈ N and ∀1≤i≤k gi ∈ G ′, as follows: g[υ] = ∧k
i=0 gi [υ].

Let ω ∈ Ω . We write ω |=υ g iff ω |= g[υ].
Finally, let AU be a parametric timed automaton and υ ∈ ParVals. By AUυ

we denote the timed automaton obtained be replacing in each transition and each
invariant of AU every parametric guard g ∈ GX with g[υ]. Formally, if AU =
(Q, l0,A,K,X ,→, I) is a PTA, then AUυ = (Q, l0,A,K,→′

, I ′) is a TA such
that:→′= {(l, a, g[υ], r, l ′) | (l, a, g, r, l ′) ∈ →} andI ′(l) = I(l)[υ]for all l ∈ Q.

2.3 Parametric Reachability for PTA

Let us formalise the problem of the synthesis for the parametric reachability, starting
with the syntax and semantics of state formulae.

Definition 4 (State Formulae) Let AU = (Q, l0,A,K,→, I) be a PTA. The state
formulae are defined by the following grammar:

ψ :: = l | xi ≺ b | xi − x j ≺ b | ψ ∧ ψ | ¬ψ,

where l ∈ Q, xi , x j ∈ K, xi �= x j , b ∈ N, and ≺∈ {≤,<}.
We denote the set of all the state formulae by SF .

Definition 5 (State Formulae Semantics) Let l ∈ Q and ω ∈ Ω . We recursively
define the relation of satisfaction for SF as follows:

• (l, ω) |= l,
• (l, ω) |= xi ≺ b iff ω(xi ) ≺ b,
• (l, ω) |= xi − x j ≺ b iff ω(xi ) − ω(x j ) ≺ b,



SMT-Based Parameter Synthesis for Parametric Timed Automata 9

• (l, ω) |= ¬φ iff (l, ω) �|= φ,
• (l, ω) |= φ ∧ ψ iff (l, ω) |= φ and (l, ω) |= ψ ,

for all ψ, φ ∈ SF , xi , x j ∈ K, xi �= x j , b ∈ N, and ≺∈ {≤,<}.
Observe that if l ∈ Q, then ¬l ≡ ∨

l ′∈Q\{l} l ′. It is also not difficult to see that for
all l, l ′ ∈ Q if l �= l ′, then l ∧ l ′ is non-satisfiable. Additionally, a negated simple
guard is also a simple guard. Each state formula can therefore be rewritten as a
disjunction of terms of the form l ∧ g, where l ∈ Q and g ∈ G.
Definition 6 (Parametric Reachability) Let AU = (Q, l0,A,K,→, I) be a PTA,
φ ∈ SF , and υ ∈ ParVals. If there exists a path π ∈ Π(AUυ, l0) such that πi |= φ

for some i ∈ N, then φ is reachable in AU under υ.

We denote the reachability of φ inAU under υ byAU |=υ E Fφ. As previously, we
sometimes omit the PTA symbol if it is clear from the context.

By Γ (AU , φ) we denote the set of all the valuations under which φ ∈ SF is
reachable in the parametric timed automaton AU . Formally we have: Γ (AU , φ) =
{υ ∈ ParVals | AU |=υ E Fφ}.
Example 2 (Parametric Reachability) Consider the PTAAU shown in Fig. 1. Under
the parameter valuation υ such that υ(p) = 3, υ(q) = 5, and υ(r) = 2 we have
g[υ] = x2 − x1 ≥ 3 ∧ x1 ≥ 1 and I(Sink) = x1 ≤ 2, therefore the state Sink
is reachable from Start in AUυ , i.e., |=υ E FSink. On the other hand, let υ ′ be the
valuation such that υ ′(p) = 3, υ ′(q) = 1, and υ ′(r) = 2. In this case we have
g[υ ′] = x2 − x1 ≥ 3 ∧ x1 ≥ 5 and I(Sink) = x1 ≤ 2. Observe that the guard of
the transition forward enforces x1 ≥ 5 and the invariant of Sink expects x1 ≤ 2,
therefore in AUυ ′ the state Sink is not reachable from Start, i.e., �|=υ E FSink.

3 Parametric Reachability for L/U PTA via SMT

The question whether for a given PTA AU and state formula φ exists a parameter
valuation υ ∈ ParVals such that AU |=υ E Fφ is called the emptiness problem. It
is known that the emptiness problem is decidable for PTA with a single clock and
undecidable for more than two clocks [1]. The case of two clocks is an open problem.

In [7] Hune et al. identified an important class of PTA, called Lower/Upper Bound
Parametric Timed Automata. In this class, a given parameter can appear in the guards
and the invariants exclusively either as a lower or an upper bound on clock values.
The structure of the set of parameters enables for reducing the emptiness problem
for L/U PTA to the problem of reachability for TA. As we show in what follows, it
also allows for implementing a simple algorithm for parameter synthesis, based on
the encoding of the transition function in a language accepted by SMT (Satisfiability
Modulo Theory) solvers.
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Definition 7 (L/U PTA) A PTA AU = (Q, l0,A,K,X ,→, I) is called a Lower/
Upper Bound Parametric Timed Automaton if the set of parameters X can be
partitioned into two disjoint sets XL ,XU ⊆ X such that XL = {λ1, . . . , λl},
XU = {μ1, . . . , μu}, X = XL ∪ XU , and each linear expression present in the
guards of the transitions and the invariants of AU can be written in the form:

l∑
i=1

li · λi +
u∑

j=1

u j · μ j + b0,

where li , u j , b0 ∈ Z, li ≤ 0, u j ≥ 0 for all 1 ≤ i ≤ l and 1 ≤ j ≤ u.

The elements of XL (XU ) are called the lower (upper, respectively) parameters.
For the remainder of this section we fix a L/U PTAAU = (Q, l0,A,K,X ,→, I)

with the lower parameters XL = {λ1, . . . , λl} and the upper parameters XU =
{μ1, . . . , μu}. Let us recall some basic notions concerning Lower/Upper Bound
Parametric Timed Automata. If υ, υ ′ ∈ ParVals are parameter valuations and we
have ∀λ∈XL υ

′(λ) ≤ υ(λ) and ∀μ∈XU υ(μ) ≤ υ ′(μ), then we write υ ≤ υ ′. Observe
that if g ∈ GX is a parametric guard present in AU and υ ≤ υ ′ then for each clock
valuation ω ∈ Ω we have: ω |=υ g =⇒ ω |=υ ′ g.

Intuitively, this means that the constraints in L/U PTA can be uniformly relaxed
by decreasing the values assigned to the lower parameters and increasing the values
assigned to the upper parameters, without altering the enabledness of the invariants
and the transitions. This operation also preserves the parametric reachability, as stated
in the following proposition.

Proposition 1 (Corollary to Proposition3 from [7]) Let AU be a L/U PTA and
φ ∈ SF . If υ, υ ′ ∈ ParVals, υ ≤ υ ′, and AU |=υ E Fφ, then AU |=υ ′ E Fφ.

3.1 Basic Satisfiability Modulo Theories

Advances in the development of the techniques for deciding the satisfiability of
propositional formulae (SAT) made the verification of large models possible. The
formulae containing hundreds of thousands of variables became well within reach
of modern SAT-solvers. Satisfiability Modulo Theories (SMT, for short) comprise
a range of background theories for interpreting certain predicates. The language of
SMT instances is a first order logic over these predicates. As with SAT, the task of
an SMT-solver is to check whether a given formula is satisfiable; usually a model
for the formula is returned as a by-product [6].

In what follows we present a simple translation from the problem of parametric
reachability to the language of Quantifier-Free Linear Arithmetics (QF_LRA, for
short). It should be noted that SMT-solvers use specialized algorithms for checking
the satisfiability of linear constraints. These algorithms are usually based on the
Simplex method. This means that in practice, despite the exponential worst-case
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complexity, one can expect quite an efficient average-case performance. Let us start
with introducing the basic variables and relations used in building the formulae of
QF_LRA.

Sorts and Predicates We use variables that belong to two sorts, i.e., types: Booleans
and Reals. The locations Q of AU are encoded by means of enumerating them
using propositional expressions. To this end we define for each i ∈ N the following
set of propositional variables: BV i = {bvi

1, bvi
2, . . . , bvi

�log(|Q|)�}. We assume that

BV i ∩ BV j = ∅ if i �= j , where i, j ∈ N. The set of all the propositional formulae
over BV i is denoted by BVE i . Intuitively, we use the variables from BV i to encode

the locations found in the states of the i th position of any path. We define BVarsk de f=⋃
i≤k BV i for all k ∈ N; we also let BVars = ⋃

i≤∞ BV i .
Recall that K = {x1, . . . , xn}, where n ∈ N, is the set of the clocks. For each

i ∈ N let Ki = {xi
1, xi

2, . . . , xi
n} be a set of real variables, where Ki ∩ K j = ∅

for i �= j . The variables from Ki are used to encode the guards of the transitions
leaving the i th position of any path. Similarly, let T = {t0, t1, . . .} be an infinite
set of real variables. We use the members of T to represent the i th delay along a
path. With a slight notational abuse we also treat as real variables the parameters
from the set X = {p1, p2, . . . , pm}, where m ∈ N. For each k ∈ N we denote
Varsk = ⋃k

i=1 Ki ∪ T ∪ X and Vars = ⋃∞
i=1 Ki ∪ T ∪ X .

We also use two binary arithmetic predicates {≤,<}, interpreted over reals in the
usual way, and a single unary predicate is_int interpreted such that is_int(v) is true
iff v is a natural number.

Quantifier-Free Linear Arithmetic We define two types of atoms. Firstly, all the
real and propositional variables defined above are atoms. Secondly, so are all the
expressions of the form

∑m
i=1 di · zi + d0 ≺ 0, where di ∈ Q and zi ∈ Vars for all

0 ≤ i ≤ m, and ≺∈ {≤,<}.
Definition 8 (QF_LRA Syntax) The set of the formulae of Quantifier-Free Linear
Arithmetics is defined by the following grammar:

φ := α | ¬φ | φ ∨ φ,

where α is an atom.

Intuitively, the language of QF_LRA consists of the propositional variables and
linear expressions over clock and parameter variables, joined by the boolean connec-
tives. We evaluate the truth of the QF_LRA formulae with respect to the valuations
of the variables, i.e., functions V : BVars ∪ Vars → B ∪ R such that V (v) ∈ B for
each v ∈ BVars and V (v) ∈ R for all v ∈ Vars. The set of all such valuations is
denoted by QVals.

For our convenience we define also for each k ∈ N the following formula:

TypeCutk =
∧

v∈Varsk

v ≥ 0 ∧
∧
p∈X

is_int(p).
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Intuitively, k will correspond to the length of the considered paths. It is easy to notice
that V |= TypeCutk ensures that the valuation V assigns non-negative values to the
real variables and integer values to the parameters.

3.2 Encoding Models

To encode the locations of PTA we assume that there exists a family of functions
loc_enci : Q → BVE i , where i ∈ N, such that loc_enci (l)∧ loc_enc j (l ′) is false for
all i, j ∈ N and l, l ′ ∈ Q such that i �= j or l �= l ′.

In our encoding we represent the paths in a unified manner, as interleaving
sequences of time steps and actions. Let k ∈ N and υ ∈ ParVals be a valuation
of parameters. By a k-path we mean a finite path π k ∈ Π(AUυ, s0) such that

π k = (s0, s ′
0, s1, s ′

1, . . . , sk, s ′
k) and for each 0 ≤ i ≤ k we have si

di
↪→ s ′

i for some

di ∈ R≥0 and, if 0 ≤ i < k, then s ′
i

ai
↪→ si+1 for some ai ∈ A. Intuitively, π k is of

the following form:

π k = s0
d0
↪→ s ′

0
a1
↪→ s1

d1
↪→ s ′

1
a2
↪→ s2

d2
↪→ . . .

ak−1
↪→ sk

dk
↪→ s ′

k .

If φ ∈ SF is a state formula such that s ′
k |=υ φ, then we say that φ is k-reachable

in AUυ .
It is not difficult to see that every finite path can be represented as a k-path for

some k ∈ N. To this end it suffices to merge all the subsequent time steps and add
zero-valued delays between any consecutive actions. In the analysis of the parametric
reachability we can therefore focus on the k-paths. In what follows, we assume that
in the considered transition relation there are no two transitions that share the same
label. This assumption is not essential for the translation,1 and it is used only to
simplify the presentation of the results and the associated proofs.

Let tr ∈→ be a transition such that tr = l
a,g,r→ l ′, where l, l ′ are respectively

the source and the target location, a is the action label, g is the guard, and r is the
reset. It is convenient to use the following notations: source(tr) = l, target(tr) = l ′,
guard(tr) = g, and reset(tr) = r .

Wenowpresent the buildingblocks of our encodingof tr . Ifα is a formulawith free
variables a1, a2, . . . , an , where n ∈ N, then byα[a′

1/a1, a′
2/a2, . . . , a′

n/an]wedenote
the formula obtained by substituting in α each ai with a′

i , for all 1 ≤ i ≤ n. Let i ∈ N.
Intuitively, for a given path, the value of i denotes the currently considered position.
We define the encoding of guard(tr) as guardi (tr) = guard(tr)[xi

1/x1, . . . , xi
n/xn].

The encoding reseti (tr) of reset(tr) is defined as the smallest subset of QF_LRA
such that for each 1 ≤ j ≤ n we have:

• (xi
j := b + ti ) ∈ reseti (tr) if (x j := b) ∈ reset(tr),

• (xi
j := xi−1

j + ti ) ∈ reseti (tr) otherwise.

1We can always relabel the labels.
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Intuitively, reseti (tr) models the new value of each clock after a consecutive reset
and delay. For any location l ∈ Q, we define the encoding of the invariant in l as
I i (l) = I[xi

1/x1, . . . , xi
n/xn].

We combine the above to define the encoding of the transition tr as follows:

tr_enci (tr) = loc_enci (source(tr)) ∧ guardi (tr) ∧ reseti+1(tr)

∧ I i+1(target(tr)) ∧ loc_enci+1(target(tr)).

Observe that tr_enci (tr) ∈ QF_LRA for each i ∈ N. The meaning of the above
construction is stated in the following lemma.

Lemma 1 Let tr = l
a,g,r→ l ′ be a transition, υ ∈ ParVals a parameter valuation,

i ∈ N, d ∈ R≥0, and (l, ω) ∈ S a concrete state. We have:

(l, ω)
a

↪→ (l ′, ω[r ]) d
↪→ (l ′, ω[r ] + d)

iff there exists a valuation V ∈ QVals s.t. V |= tr_enci (tr) ∧ TypeCuti+1 and:

1. υ = V|X ,
2. ω = V|Ki [x1/xi

1, . . . , xn/xi
n],

3. d = V (ti+1),
4. ω[r ] + d = V|Ki+1 [x1/xi+1

1 , . . . , xn/xi+1
n ].

Proof Observe that the locations are uniquely represented by their encodings, thus
we can focus on nonboolean variables.

Let V be a valuation of the variables such that V |= tr_enci (tr) ∧ TypeCuti+1.
Let ω = V|Ki [x1/xi

1, . . . , xn/xi
n] and υ = V|X . Denote ωi = V|Ki , then from V |=

guardi (tr) we obtain ωi |=υ guardi (tr), which in turn yields that ω |=υ guard(tr).
Let d = V (ti+1), denote ωi+1 = V|Ki+1 and notice that from V |= reseti+1(tr)

it follows that ωi+1(xi+1
j ) = ωi [r ](xi

j ) + d for all 1 ≤ j ≤ n. Thus, if we denote

ω′ = V|Ki+1 [x1/xi+1
1 , . . . , xn/xi+1

n ], then ω′ = ω[r ] + d.
Now, observe that from V |= invi+1(target(tr)) we can infer that we have

ωi+1 |=υ I i+1(target(tr)), from which ω′ |=υ I(target(tr)), i.e., ω[r ] + d |=υ

I(target(tr)).
As d ≥ 0 and in view of the assumption that the invariants admit only upper

bounds on clocks, we have also that ω[r ] |=υ I(target(tr)). This, together with the
fact that V |= TypeCuti+1 assures that the used variables range over the correct sets,
concludes this part of the proof.

The other part of the proof follows easily from the basic definitions and the
construction of the encoding. �
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3.3 Encoding k-Paths and Reachability Testing

Recall that n ∈ N is the number of clocks and let k ∈ N. We employ the formulae
introduced earlier to obtain the following encoding of all the k-paths that start from
the initial state:

model_enck(AU) = TypeCutk ∧
(

n∧
i=1

(x0
i = t0) ∧ loc_enc0(l0) ∧ I0(l0)

)

∧
k−1∧
i=0

∨
tr∈ →

tr_enci (tr).

Let φ ∈ SF be a state formula. Assume that the set of the locations is Q =
{l1, . . . , lm}, for some m ∈ N. We define the encoding of φ as follows:

prop_enck(φ) = φ[xk
1/x1, . . . , xk

n/xn, loc_enck(l1)/ l1, . . . , loc_enck(lm)/ lm].

In the above formula we substitute in φ each clock with its kth variable counterpart
and each location with its encoding using boolean variables from BVk .

The formulae model_enck(AU) and prop_enck(φ) combined together allow for
the parameter synthesis for k-reachability, as shown in the following lemma.

Lemma 2 Let φ ∈ SF be a state formula, υ ∈ ParVals a parameter valuation, and
k ∈ N. A concrete state satisfying φ is k-reachable in AUυ iff there exists a valuation
V ∈ QVals such that V |= model_enck(AU) ∧ prop_enck(φ) and υ = V|X .

Proof Let us focus on model_enck(AU). Observe that the first component of the
formula ensures that all the variables range over the proper values. The second
component of the formula sets all the initial clocks to some arbitrary common value,
encodes the initial state, and makes sure that its invariant is satisfied (recall that the
invariants represent the upper bounds on the clocks). Finally, notice that by applying
Lemma1 k times we obtain that the last component of the formula encodes all the
possible k-paths. The formula model_enck(AU) therefore encodes all the k-paths
that start in the initial state. To conclude, observe that by computing its conjunction
with prop_enck(φ) we select the k-paths whose last state satisfies φ. �

3.4 Approximative Synthesis of Parameters

FromLemma2we already know how to represent all the k-reachable states for which
a given property holds. It might be beneficial to verify this formula as it is, as we
can rely on the SMT-solver to obtain an exemplary witness, i.e., a correct valuation
of the parameters. Our task is, however, to systematically explore the space of the
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Algorithm 1 SynthReachApprox (AU , φ, depth)

Input: PTA AU , φ ∈ SF , depth ∈ N

Output: result ⊆ Γ (AU, φ)

1: result := ∅
2: reachApprox := model_encdepth(AU) ∧ prop_encdepth(φ)

3: while user requests to expand result and reachApprox is satisfiable do
4: let V be such that V |= reachApprox and υ := V|X
5: result := result ∪ {υ}
6: reachApprox := reachApprox ∧ ComplClause(υ)

7: end while
8: return result

admissible parameters, with a hope for “painting a part of the picture” from which
an analyst can make further generalizations.

Let φ ∈ SF and υ ∈ ParVals be a valuation of the parameters such that AU |=υ

E Fφ. Recall from Proposition1 that in the class of the L/U PTA this means that a
state satisfying φ is also reachable in AUυ ′ for each υ ′ ∈ ParVals such that υ ≤ υ ′.
We define the complementing clause with respect to υ as follows:

ComplClause(υ) =
l∨

i=1

(λi > υ(λi )) ∨
u∨

i=1

(μi < υ(μi )).

Observe that υ ′ |= ComplClause(υ) iff υ ≤ υ ′ is not true. In Algorithm 1 we
employ ComplClause(υ) to block the SMT-solver from seeking for those parameter
valuations that can be inferred from the set of the already synthesized parameters
using the properties of L/U PTA. The algorithm attemps to synthesise parameter
valuations for which there exists a k-reachable state satisfying the property φ. If
the search is successful, the user is presented with a newly synthesised parameter
valuation υ and asked whether the procedure should be continued. If so, a new
blocking ComplClause(υ) is added to the main formula and the loop takes another
turn. Note that in the above algorithm testing for satisfiability (Line 3) and extraction
of a witness valuation υ (Line 4) are performed by means of a call to an external
SMT-solver.

The following lemma states that Algorithm 1 synthesises the correct parameter
valuations. Moreover, all the possible executions of the routine cover every correct
parameter valuation for parametric reachability.

Lemma 3 (Correctness and Completeness of Parameter Synthesis for L/U PTA) If
AU is a L/U PTA, φ ∈ SF a state formula, then we have:

Γ (AU, φ) =
⋃
i∈N

SynthReachApprox (AU, φ, i) .

Proof Follows easily from Lemma2 and the properties of ComplClause. �
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Algorithm 1 can be used as the main building block of an interactive or
guided parameter synthesis process. In the interactive process, the procedure
SynthReachApprox (AU , φ, depth) is called, starting from depth = 0. The user is
presented with the synthesised results and decides whether depth should be incre-
mented. In the guided approach, the user can provide a plan that helps the automated
tool in resolving whether the already found values are sufficient.

4 Application and Evaluation

We have implemented the SMT-based approach presented in this section in a freely
available open source tool PTA2SMT [9]. In the process of the synthesis the user
is expected to supply a model file and a state formula together with an experiment
plan. The plan consists of a sequence of pairs (k, No) of natural numbers, where
k is the length of the runs to be considered, and No is the maximal number of
parameter valuations to be synthesised should the verified property be found satis-
fiable. In practice this means that for each (k, No) in the experiment plan we call
SynthReachApprox (AU , φ, k) and request to synthesise further valuations until No
are found or there are no more (Line 2 of Algorithm 1). We use parallel compositions
of PTA as models.

Definition 9 Given k ∈ N, let I = {1, . . . , k} be a finite set of indices and for each
i ∈ I let AU i = (Qi , li

0,Ai ,Ki ,X i ,→i
, I i ) be a L/U PTA such that Ki ∩ K j = ∅

if i �= j and 1 ≤ i, j ≤ k. We define the parallel product of the network {AU i }i∈I

as the PTA AU = (Q, l0,A,K,X ,→, I) such that we have:

• Q = ∏
i∈I Qi ,

• l0 = (l10 , . . . , lk
0),• A = ⋃

i∈I Ai ,
• K = ⋃

i∈I Ki ,
• X = ⋃

i∈I X i ,
• I((l1, . . . , lk)) = ∧

i∈I I(li ), for each (l1, . . . , lk) ∈ Q,

• (l1, . . . , lk)
a,g,r→ (l ′1, . . . , l ′k) iff for each i ∈ I we have li

a,g,r→ l ′i when a ∈ Ai and
li = l ′i otherwise, for each (l1, . . . , lk), (l ′1, . . . , l ′k) ∈ Q.

In what follows we evaluate our approach on a parametric version of classical
timed Fischer’smutual exclusionmodel. The experiments have been performed on an
Intel P6200 dual core 2.13GHzmachine with 3.5GBRAM, running Linux operating
system. In the evaluation we use CVC3 SMT-solver [4] that accepts the universal
language proposed by the SMT-lib v2 initiative [3].

Fischer’s Mutual Exclusion Protocol In the problem of mutual exclusion we deal
with multiple processes trying to access the critical section. Under a correct protocol
a state where two or more processes are in this section is unreachable. In Fig. 2 we
present the PTA network that models a timed version of the Fischer’s solution to the
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Fig. 2 Fischer’s mutual exclusion protocol

mutual exclusion problem (this model originates from [17] and is a version of the
one introduced earlier in [19]).

The system in question consists of n ∈ N independent processes synchronised via
the shared variable X . There are n clocks, i.e., K = {x1, . . . , xn}, one lower bound
parameter δ, and one upper bound parameter Δ.

Let 1 ≤ i ≤ n. The i th process contains four locations, namely: idlei , tryingi ,
waitingi and criticali . The locations idlei and tryingi are joined by the transition
labeled with Starti and the reset xi := 0. The transition labeled with SetXi , guarded
by xi < Δ, and reset by xi := 0 joins tryingi andwaitingi . The locationswaitingi and
criticali are connected by the transition labeled with Enteri and guarded by xi > δ.
The return transition from criticali to idlei is labeled with SetX0i .
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Table 1 Fischer’s Mutual Exclusion parameter synthesis results

n k Par. found Form. size
(MB)

Form. bdg.
time (s)

Total CVC3
time (s)

Peak CVC3
mem. (MB)

7 1–5 – 1.54 1.7 1.8 20

7 6 10 3.51 2.25 37.2 41

8 1–5 – 2.95 3.95 3.6 30

8 6 10 7.13 5.45 75.3 70

9 1–5 – 5.48 7.1 6.5 48

9 6 10 13.71 11.86 187.8 119

10 1–5 – 9.43 13.1 11.33 69

10 6 10 24.62 24.06 245.75 198

11 1–5 – 15.25 23.29 20.71 108

11 6 10 41.84 46.23 504.35 331

12 1–5 – 24.94 40.13 25.11 170

12 6 10 71.17 85.07 726.51 560

13 1–5 – 38.89 66.1 40.78 256

13 6 10 115.8 149.24 1315.87 1000

14 1–5 – 57.76 105.98 67.50 384

14 6 10 180.71 253.99 3192.47 1600

We model X using the timed automaton with the locations 0, 1, . . . , n that corre-
spond to the values of the variable. The initial location 0 is joined with itself by the
transitions labeled with Start1, . . . , Startn . For each 1 ≤ i ≤ n there is a transition
labeled with SetXi that joins 0 with i . Let i, j ∈ {1, . . . , n}. Each location i is joined
with the location 0 by the transition labeled with SetX0i , with itself by the transition
labeled with Enteri , and with the location j by the transition labeled with SetX j .

It is known (see [19]) that no two processes are able to simultaneously enter
the critical sections iff Δ ≤ δ. We have therefore chosen to analyse the parametric
reachability of the state formula φ1 = cri tical1 ∧ cri tical2. Intuitively, this means
that we aim to synthesise the values of the parameters δ and Δ under which the
system behaves incorrectly, allowing two competing processes to jointly enter their
critical sections.

Table1 presents the evaluation of the performance of our approach. The first
column corresponds to the number of the competing processes. The second column
collects the lengths k of the k-paths; if no parameter valuation is found we present an
interval, otherwise a single value. For simplicity of the presentationwe treat the single
value as a degenerate interval. In the third column we report the number of found
parameter valuations. The fourth column contains the size of the file containing the
largest formula generated in the interval. The fifth column collects the total time spent
on the incremental construction of the formulae. The time spent on the verification
of the formulae by CVC3 is reported in the sixth column. The last column presents
the peak memory used during the verification.
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In the experiment plan we have set No to 10. The set of the parameter valuations
is the same in all the cases where at least one was found. Namely, we synthesise the
parameter valuations that assign i to δ and i + 1 to Δ, for each 0 ≤ i ≤ 10. Clearly,
this is a subset of the full space of the solutions given by the inequality δ < Δ (Fig. 3).

Fig. 3 PTA2SMT template for Fischer’s timed mutual exclusion protocol, i ∈ {1, 2}
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5 Conclusions

In this paper we have presented a simple framework for experimental exploration
of the space of solutions of parametric reachability problem for Parametric Timed
Automata. The approach is based on a limited unfolding of the transition relation
of PTA and encoding it in a form of an SMT instance. We have introduced a freely
available tool PTA2SMT, together with the example of its application to the synthesis
of valuations of parameters under which a timed mutual exclusion protocol fails. In
the essence, the presented framework is a version of boundedmodel checking.Hence,
in the future we plan to explore methods for efficient encoding of behaviours of PTA,
similarly to how it is done for TA in [21].
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On the Identification of α-Asynchronous
Cellular Automata in the Case of Partial
Observations with Spatially Separated Gaps

Witold Bołt, Barbara Wolnik, Jan M. Baetens and Bernard De Baets

Abstract In this paper we present a statistical method, based on frequencies, for
identifying so-called α-asynchronous Cellular Automata from partial observations,
i.e. pre-recorded configurations of the system with some cells having an unknown
(missing) state. The presented method, in addition to finding the unknown Cellular
Automaton, is able to unveil the missing state values with high accuracy.

Keywords Asynchronous cellular automata · Identification · Parameter estimation

1 Introduction

Cellular Automata (CAs) are commonly used modelling constructs for addressing a
variety of problems [12]. In order to use CAs for a practical modelling task, one needs
to understand the underlying mechanisms of the phenomenon at stake, and translate
them into a CA rule. Additionally, the state space, tessellation and neighborhood
structure need to be pinned down beforehand. This hampers the use of CAs, since
there are problems for which it is hard tomanually design a proper local rule. In some
cases, only the initial and final states of the system are known (e.g. [2, 20, 21]).
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Besides classical deterministic CAs, Stochastic CAs (SCAs) are frequently used.
Many efforts have been made in the direction of developing automated methods
for constructing CAs and SCAs based on observed space-time diagrams [1, 3, 5,
6, 10, 11, 15–19, 22, 24, 26, 27]. Yet, there is only very limited literature for the
case of incomplete observations in the deterministic case [7, 8]. To the best of our
knowledge, the identification of CAs in the context of incomplete observations and
stochastic rules has not yet been tackled by other authors.

Themain goal of the research presented in this paper is to develop amethod for the
automated identificationof a relatively simple class of SCAs, namelyα-asynchronous
CAs (α-ACAs) [14], based on partial observations. The presentedmethod is based on
statistical principles for estimating the parameters of binomial distributions based on
frequencies of observed events. Moreover, we also present a method for completing
those observations, i.e. filling the missing gaps into the observations. In addition to
serving as a useful tool for building and analyzing models based on α-ACAs, the
presented method is a first step towards an effective identification of SCAs based on
partial observations.

The performance of the presented method is verified with computational exper-
iments, for the class of α-ACAs corresponding to Elementary CAs (ECAs). The
results show that the accuracy of the identification algorithm, when it comes to esti-
mating the value of the synchrony rate α, finding the underlying CA and filling the
missing states in the observation is very high.

This paper is organized as follows. In Sect. 2, we introduce definitions and present
some well-known facts on CAs and SCAs. In Sect. 3, α-ACAs are formally intro-
duced, while the formal definition of the identification problem is given in Sect. 4.
Section5 holds the description of the identification algorithm. The paper is concluded
with Sect. 6, which presents the results of computational experiments.

2 Preliminaries

In this paper, we will concentrate on 1D, deterministic, two-state CAs with a sym-
metric neighborhood and a finite number of cells. Let r ∈ N0, R = 2 r + 1 and let
f : {0, 1}R → {0, 1} be a function, then for N > 0, we define the N -cell global CA
rule AN : {0, 1}N → {0, 1}N as:

AN (. . . , si , . . .) = (. . . , f (si−r , . . . , si+r ), . . .), (1)

where periodic boundary conditions are assumed, i.e. for any i ∈ Z it holds that
si+N = si . The function f used in (1) will be referred to as a local rule, and the
integer r will be referred to as the radius of the neighborhood. Any local rule can
be uniquely defined by a lookup table (LUT), which lists all the possible arguments
of the local rule together with the corresponding function values. It is assumed that
the arguments are listed in lexicographic order. The general form of such a LUT for
r = 1 is shown in Table1.
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Table 1 The LUT of the local rule n = (l7, l6, l5, l4, l3, l2, l1, l0)2
(1,1,1) (1,1,0) (1,0,1) (1,0,0) (0,1,1) (0,1,0) (0,0,1) (0,0,0)

l7 l6 l5 l4 l3 l2 l1 l0

Table 2 The LUTs of ECAs 51 and 204

(1,1,1) (1,1,0) (1,0,1) (1,0,0) (0,1,1) (0,1,0) (0,0,1) (0,0,0)

51 negation 0 0 1 1 0 0 1 1

204 identity 1 1 0 0 1 1 0 0

The LUT can be used to enumerate local rules, as the coefficients li can be treated
as digits in the binary representation of an integer n, i.e. in the case of r = 1 the
number of a local rule is n = ∑7

i=0 li 2i . Clearly, this reasoning extends to larger
radii. Given that the ordering of the arguments in the LUT is fixed, only the second
row needs to be known in order to uniquely define a CA, such that a LUT may be
represented as a binary vector of length 2R .

CAs for which there exists a local rule with radius r = 1 will be referred to as
ECAs [25]. Due to their simplistic definition and rich dynamics, ECAs form a well-
studied class of CAs. For that reason, the examples and experiments presented in
this paper are based on ECAs and their asynchronous counterparts.

Example 1 InTable2 theLUTsofECA rules 51 and 204 are shown,which are known
as negation and identity CAs, respectively. Both of these CAs can be expressed with
a local rule of radius zero, but the ECA description is more commonly used.

With {0, 1}∗ we will denote the set of all binary sequences of finite length, i.e.
{0, 1}∗ = ⋃∞

M=1{0, 1}M . The function A : {0, 1}∗ → {0, 1}∗, defined by A(X) =
AM(X) if X ∈ {0, 1}M , with every global rule AM being defined with the same
local rule f , will be referred to as a generalized global CA rule. We will simply refer
to such functions as global rules or rules. In this paper, a CA will be identified by its
global rule, and by referring to a CA, we therefore always refer to its global rule in
this generalized sense.

Every CA A can be uniquely defined by its local rule f with neighborhood
radius r ≥ 0. Every local rule can be uniquely described with a set of neighbor-
hood configurations C( f ), for which the local rule agrees with identity CA, i.e.
(x1, . . . , xR) ∈ C( f ) if and only if f (x1, . . . , xR) = xr+1. As a consequence of the
binary nature of the state set, it further holds that f (x1, x2, . . . , xR) = 1 − xr+1 when
(x1, . . . , xR) /∈ C( f ).

Let A be a CA, X ∈ {0, 1}M for some M and T > 0. The finite sequence of vectors
given by:

(X, A(X), A2(X), . . . , AT −1(X)) ,
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Table 3 pLUT of a stochastic ECA local rule

(1,1,1) (1,1,0) (1,0,1) (1,0,0) (0,1,1) (0,1,0) (0,0,1) (0,0,0)

p7 p6 p5 p4 p3 p2 p1 p0

where At denotes the result of applying the rule A to At−1(X), will be referred to as
the space-time diagram covering T time steps. Each of its elements will be referred to
as a configuration of the CA A, while the first element will be referred to as the initial
configuration. For any t = 0, 1, . . . , T − 1 and m = 1, . . . , M , At (X)[m] refers to
the state of the mth cell in the t th row of the space-time diagram.

TheCAs defined above are deterministic and are fully governed by their local rule.
However, there are also Stochastic CAs (SCAs), for which the local rule is a random
function that can be uniquely defined by a probability lookup table (pLUT). The
pLUT lists all possible neighborhood configurations and maps them to the probabili-
ties of transition to state 1. The general form of a pLUT for the stochastic counterparts
of ECAs is shown in Table3.

Formally, the meaning of the pLUT is the following. Let f̃ be the local rule of an
SCAwith unit neighborhood radius, and let (x1, x2, x3) ∈ {0, 1}3. Let i be an integer
such that the vector (x1, x2, x3) is its binary representation, then the entries in Table3
are given by:

P( f̃ (x1, x2, x3) = 1) = pi .

Obviously, from this it follows that:

P( f̃ (x1, x2, x3) = 0) = 1 − pi .

In the case of SCAs, it is hard to define the space-time diagram in a strict, formal
way. So if A is an SCA, any sequence of configurations, which can be obtained
by simulating A, starting from some given initial configuration, is a space-time
diagram. Formally itmeans that if pi ∈ ]0, 1[ for i = 0, . . . , 7, any sequence of binary
configurations makes up a space-time diagram. Yet, the likelihood of observing a
given space-time diagram is uniform only in case pi = 0.5 for all i = 0, . . . , 7. In
other cases, the probability distribution over the space of space-time diagrams might
be more complex.

3 α-Asynchronous CAs

Classically, states in CAs are updated synchronously, i.e. a new state is assigned to
all cells simultaneously at every time step according to the local rule. Yet, different
approaches of breaking the synchronicity of CAs have been proposed [23]. Interest-



On the Identification of α-Asynchronous Cellular Automata … 27

ingly, the choice of the update scheme, which defines the order or timing of cell state
updates, has very important repercussions on the dynamical properties of CAs [4].
Here, we focus on one of such schemes, namely α-asynchronous CAs (α-ACAs). A
detailed definition of α-ACAs is presented below, while the description of their most
important properties and applications can be found in [13].

Any α-ACA can be defined by a deterministic CA A and a probabilityα, called the
synchrony rate, which controls whether or not its cells are updated. More precisely,
α is the probability of applying the local rule f of A. Let f̃ be the random function
(local rule) corresponding to an α-ACA, then for any x1, . . . , xR, y ∈ {0, 1} it holds
that:

P( f̃ (x1, . . . , xR) = y) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, if (x1, . . . , xR) ∈ C( f ) ∧ y �= xr+1,

1, if (x1, . . . , xR) ∈ C( f ) ∧ y = xr+1,

α, if (x1, . . . , xR) /∈ C( f ) ∧ y �= xr+1,

1 − α, if (x1, . . . , xR) /∈ C( f ) ∧ y = xr+1.

Note that if α = 0, such a system stays at its initial configuration, whereas the
system is equivalent to a deterministic CA A if α = 1.

The essential property of α-ACAs as defined here is that they may equivalently be
considered as SCAs for which the local rule f is selected with probability α, while
the identity rule is selected with probability 1 − α. Hence, we may say that CA A
becomes stochastically mixed with the identity rule. In the remainder we will write
Aα to denote the α-ACA which is defined with the use of CA A and synchrony rate
α.

Let us assume that a local rule of an ECA A is defined by the LUT (li )
7
i=0. Clearly,

α-ACAs form a special class of SCAs, therefore, we can represent Aα in terms of a
pLUT. If α ∈ [0, 1] and ᾱ = 1 − α, the pLUT of Aα is given by Table4.

As can be inferred from the LUT shown in Table4, Aα is deterministic on those
neighborhood configurations belonging to the set C( f ), where f is the local rule of
A. For remaining neighborhood configurations, where f agrees with the negation
rule, Aα is stochastic. This simple property is important in the construction of the
identification algorithm.

Example 2 Let A be the ECA 150. The pLUT of Aα is given by Table5. The space-
time diagrams evolved for the same initial configuration for: (a)α = 0.1, (b)α = 0.5,
(c) α = 0.9 and (d) α = 1 are shown in Fig. 1. As can be inferred from the plots, the
behavior of the dynamical system is greatly affected by α.

Table 4 pLUT of an α-ACA local rule

(1,1,1) (1,1,0) (1,0,1) (1,0,0) (0,1,1) (0,1,0) (0,0,1) (0,0,0)

α l7 + ᾱ α l6 + ᾱ α l5 α l4 α l3 + ᾱ α l2 + ᾱ α l1 α l0
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Table 5 pLUT of Aα for A being ECA 150

(1,1,1) (1,1,0) (1,0,1) (1,0,0) (0,1,1) (0,1,0) (0,0,1) (0,0,0)

1 ᾱ 0 α ᾱ 1 α 0

(a) (b)

(c) (d)

Fig. 1 Space-timediagramsof Aα evolved for the same initial configuration, for different synchrony
rates, where A is ECA 150. a α = 0.1. b α = 0.5. c α = 0.9. d α = 1

4 Identification Problem

In this section we define the identification problem. Our formulation is based on
the concept of an observation of a space-time diagram, which is assumed to be
incomplete, i.e. it contains only partial information on the states of the underlying
α-ACA.

Let I be an N × M array containing symbols belonging to the set {0, 1, ?}, where
the symbols 0 and 1 denote valid states of an unknown α-ACA, while the symbol ?
denotes an unknown state belonging to the set {0, 1}. Additionally, let the first row
I [1] ∈ {0, 1}M represent the initial configuration of an α-ACA. Such an array I will
be referred to as an observation. If an observation I does not contain the symbol ?,
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we refer to it as complete, while it will be referred to as partial otherwise. Entries in
the observations occupied by the symbol ? will be denoted as gaps.

Note that the assumption of a completely observed initial configuration, i.e. I [1] ∈
{0, 1}M is crucial for the construction of the presented method and cannot be relaxed
easily. Yet, this condition can be met in many practical applications as there are often
means of controlling the initial state of the system in question.

Let r ∈ N0, then the vector (I [n, m − r ], . . . , I [n, m + r ]) will be denoted by
I [n, m|r ], for any n, m ∈ Z, where periodic boundary conditions are assumed. Fur-
thermore, we assume that there are strict limitations for what concerns the occur-
rence of gaps in observations. If for some n, m it holds that I [n, m] = ?, then
I [n − 1, m|r ] ∈ {0, 1}, I [n + 1, m|r ] ∈ {0, 1} and in I [n, m|2 r ] only for the pair
(n, m) it hols that I [n, m] = ?, i.e. form ′ = m − 2 r, . . . , m − 1, m + 1, . . . , m + 2 r
it holds that I [n, m ′] ∈ {0, 1}. Such a condition of spatial separation of gaps allows
to consider each of the gaps separately in the gap filling process.

We consider the identification problem with the assumption that I was generated
by some unknown α-ACA, denoted by Aα . Solving the identification problemmeans
finding the CA A and α̂, as an approximation of α, such that α̂ ∈ ]α1, α2[, where
α2 − α1 is as small as possible, and it is very likely that α ∈ ]α1, α2[. More formally,
we select L ∈ ]0, 1[ and assume a confidence level 1 − L . We build an estimate
for A, α1 and α2, based on observation I , such that observation I is a space-time
diagram of Aα for some α ∈ ]α1, α2[ with probability 1 − L . In those cases where
the observation I is incomplete, the identification algorithm should yield the most
likely values of the missing states.

We will consider the identification problem in the context of observation sets I
containing one or more observation I j for j = 1, . . . , |I|, of the behavior of some
α-ACA, where I j ∈ I contains MI j columns and NI j rows.

It should be mentioned that the identification problem presented here, has limited
applicability when it comes to real-world modeling tasks. This is mostly due to
the fact that binary CAs are typically too simple to mimic real-world processes as
a consequence of their limited state set. Yet, the identification problem becomes
of more direct importance in the case of multi-state and multi-dimensional CAs.
Although the presented solution algorithm is tailored towards the binary case, it is
possible to generalize it. This is one of the topics of future research in this area.

5 Identification Algorithm

5.1 Complete Observations

In this section we describe the algorithm for solving the identification problem in
the case of complete observations. Besides, we assume that α is bounded between
known bounds a > 0 and b < 1.
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Based on a set of complete observations I, we define frequency tables N =
(N0, . . . , N2R−1) and K = (K0, . . . , K2R−1), where Ni denotes the number of occur-
rences of the i th neighborhood configuration in all of the observations I ∈ I, where
the last row of each observation is discarded, i.e. we count the occurrences of the
neighborhoods in every row except for the last one, and store the results in N . To
build table K , we additionally check the state of the central cell in the next row for
each of the visited neighborhoods, and we count the number of cases where the value
of the central cell changed, i.e. cases where the unknown α-ACA changed the value
of a cell to its complement, and thus acted like the negation CA. It is obvious that
for all i it holds that Ki ≤ Ni .

Proposition 1 Let N ∗ = ∑
i :Ki >0 Ni , K ∗ = ∑2R−1

i=0 Ki and α̂ = K ∗
N ∗ . The proportion

α̂ is a random variable following a binomial distribution with success probability
equal to α.

Following [9] there are various methods to estimate the confidence interval for
α using α̂. Here, we choose the normal distribution approximation, even though
the authors of [9] advice against it. This choice is motivated by the fact that this
method leads to an algorithm with a reasonable accuracy and at the same time its
implementation is straightforward. Assuming that 1 − L is the selected confidence
level, then the following holds with probability 1 − L:

α̂ − zL

√
α̂(1 − α̂)

N ∗ ≤ α ≤ α̂ + zL

√
α̂(1 − α̂)

N ∗ , (2)

where zL is the argument at which the cumulative standard normal distribution func-
tion takes the value of 1 − L

2 . The above holds if N ∗ is large enough, for example if
both N ∗α and N ∗(1 − α) are greater than five [9]. Since α is unknown, we impose
a bit stronger condition N ∗ > max( 5a , 5

1−b ), which can be easily verified.
The estimated interval given by (2) can be adjusted, taking into account the

assumption that α ∈ [a, b]. For that purpose, let:

α1 = max

(
a, α̂ − zL

√
α̂(1 − α̂)

N ∗

)
, α2 = min

(
b, α̂ + zL

√
α̂(1 − α̂)

N ∗

)
,

then it holds that α ∈ [α1, α2] with probability 1 − L . Note that α2 − α1 ≤ zL√
N ∗ and

for commonly used confidence levels it holds that zL < 3. Thus, if N ∗ is sufficiently
large, we are sure that the interval [α1, α2] narrows.

Summing up, we have formulated the estimation method for the confidence inter-
val of α. If a point estimation is desired, the value of α1+α2

2 , which in most cases is
equal to α̂, shall be used. We now turn to the method for constructing the local rule
of CA A.

Let f be the unknown local rule given by a LUT (li )
2R−1
i=0 ∈ {0, 1}2R

, where the
li ’s are unknown. Deciding on these might be seen as picking the same value as the
identity rule or taking the opposite value. If Ki > 0 and Ni > 0 we pick the value
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opposite to identity, i.e. we select the value from the LUT of the negation rule. When
Ki = 0 and Ni > 0, we are not sure if f agrees with the identity CA on the i th
neighborhood, or too few samples were observed. Yet, if it holds that:

(1 − a)Ni ≤ L

2|{i :Ki =0}| , (3)

we may assume that f agrees with the identity. This assures that the total probability
of picking the wrong value, over all the neighborhood configurations for which
Ki = 0, is not higher than L . Otherwise if Eq. (3) is not fulfilled or Ki = Ni = 0,
we are not able to select the value of li . Still, if we can simulate the unknown α-
ACA starting from an arbitrary configuration, this bottleneck is eliminated. In the
remainder we assume that such cases do not happen.

The computational complexity of the identification algorithm is linear, in the sense
that it is proportional to the number of observed cells. Consequently, the algorithm
is applicable even for relatively big observation sets.

5.2 Gap Filling Procedure

Having defined the estimates α1, α2, α̂ and A in the case of complete observations, we
now turn to the case of partial observations obeying the spatial separation condition
formulated in Sect. 4, which guarantees that we can treat each of the gaps separately.
We can find the estimates for α and A following the method described in Sect. 5.1,
with the only change that Ki and Ni are calculated discarding those entries that
contain the symbol ?. In other words, we ignore entries with gaps in the fist step
of estimating the parameters of α-ACA. Then, for every I ∈ I and (n, m) such that
I [n, m] = ?, we follow the procedure outlined below to find themissing state. Let the
function f : {0, 1}R → {0, 1} be the local rule of CA A, and f̃ be the corresponding
random local rule of Aα .

If f (I [n − 1, m|r ]) = I [n − 1, m], then f agrees with the identity CA on the
neighborhood configuration I [n − 1, m|r ], and we may replace the ? at (n, m) by
I [n − 1, m] ∈ {0, 1}. Otherwise, we need to inspect values in the n + 1th row of
observation I to find themost likely value for I [n, m]. In this case, from the definition
of α-ACAs, we know that:

py = P(I [n, m] = y) =
{
1 − α, if I [n − 1, m] = y ,

α, if I [n − 1, m] = 1 − y .
(4)

The informal meaning of py is that it is the probability of I [n, m] being y, as cal-
culated by only examining the n − 1th row of observation. For h ∈ {−r, . . . , r},
let Fh denote the random event that, starting from the neighborhood configuration
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I [n − 1, m|r ], the α-ACA evolution leads to the state I [n + 1, m + h] after two time
steps. For any y ∈ {0, 1}, let ph,y be defined as:

ph,y = P(Fh | I [n, m] = y) . (5)

We may calculate ph,y according to the following formula, where it is assumed that
I [n, m] = y, and thus I [n, m + h|r ] depends on y:

ph,y =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, if I [n, m + h|r ] ∈ C( f ) ∧ I [n, m + h] �= I [n + 1, m + h] ,

1, if I [n, m + h|r ] ∈ C( f ) ∧ I [n, m + h] = I [n + 1, m + h] ,

α, if I [n, m + h|r ] /∈ C( f ) ∧ I [n, m + h] �= I [n + 1, m + h] ,

1 − α, if I [n, m + h|r ] /∈ C( f ) ∧ I [n, m + h] = I [n + 1, m + h] .

(6)
Since α is not known, we can only get an approximation of ph,y . Yet it suffices for our
purposes. The value ph,y is the probability of obtaining the n + 1th row, assuming
that y is the missing value in the nth row. By combining those probabilities, we
will find the most likely value for I [n, m]. More formally, according to the Total
Probability theorem, it holds that:

P

(
r⋂

h=−r
Fh

)
=

1∑
y=0

P(I [n, m] = y)P

(
r⋂

h=−r
Fh | I [n, m] = y

)

=
1∑

y=0

py P

(
r⋂

h=−r
Fh | I [n, m] = y

)

=
1∑

y=0

py

r∏
h=−r

P(Fh | I [n, m] = y)

=
1∑

y=0

py

r∏
h=−r

ph,y .

This is justified as for h1 �= h2, the events Fh1 and Fh2 are independent if I [n, m] is
known. The probability P

(
I [n, m] = y | ⋂r

h=−r Fh
)
is the probability of I [n, m] =

y assuming that all of the transitions from I [n − 1, m|r ] to n + 1th row happened
according to values recorded in observation I . Due to Bayes’ theorem it holds that:

P

(
I [n, m] = y |

r⋂
h=−r

Fh

)
= py

∏r
h=−r ph,y

P
(⋂r

h=−r Fh
) . (7)

Therefore, the most likely value for I [n, m] is the one that maximizes the probability
P

(
I [n, m] = y | ⋂r

h=−r Fh
)
, and to find it, we only need to examine the numerators

of the fractions in Eq. (7) for different values of y since the denominator does not
depend on y.
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Finally, the method for filling the gap in I [n, m] works as follows. Firstly, we
check whether the value can be selected deterministically according to the identity
rule, which happens when I [n − 1, m|r ] ∈ C( f ). Otherwise, we calculate the two
numerators from Eq. (7), for y = 0 and y = 1, using α̂ instead of α. If the results
differ, we pick the y for which the numerator is the largest. If both numerators
are equal, we compare the probabilities p0 and p1, and pick this y for which the
probability is greater. Finally, if py = p1−y , we randomly assign a value to I [n, m].

6 Experimental Results

For assessing the performance of the identification algorithm we evaluated 255
ECAs (all but ECA 204 which is the identity CA) for synchrony rates equal to
α = 0.05, 0.01, . . . , 0.95. For each ECA and α, a set of 100 observations, each con-
sisting of 49 time steps and 49 cells, was constructed by simulating the α-ACA and
storing the resulting space-time diagrams. A common set of 100 randomly generated
initial configurations was used. The 95% confidence level was set, i.e. L = 0.05. The
bounds for α were defined as a = 0.05 and b = 0.95. In each of the observation sets,
2500 gaps were introduced at random positions in randomly selected observations,
but still such that the separation condition was fulfilled.

In all of the considered cases, the unknownECAwasdiscovered.Toverifywhether
the estimation of α was reliable, we measured the relative error E defined as:

E = E(Aα) = |̂α − α|
α

× 100% , (8)

where α̂ is the estimate obtained for Aα . We obtained the following statistics of
E(Aα) across the ECAs and synchrony rates (where the values were truncated to
two significant digits):

min(E) = 0.00%, 〈E〉 = 0.51%, max(E) = 8.37%, σ (E) = 0.68% ,

where 〈E〉 denotes the mean error, and σ(E) is the standard deviation of the error.
The histogram of E values with a bin width of 0.1% is shown in Fig. 2. As can
be inferred from this figure, the identification algorithm is able to find very good
estimates of the synchrony rate. Not only was the maximum relative error 8.37%,
but more importantly the relative error was below 1% in 85% of the cases.

We now assess the performance of the second step of the identification algorithm,
namely gap filling. We measured this as the percentage of correctly filled gaps in
observations for a given case. For each ECA we averaged the success rate over the
considered synchrony rates and the resulting quantity is denoted as S. The overall
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Fig. 3 Mean success rate versus the standard deviation for each of the ECAs. Different plot markers
are used to indicate different sizes of the set C( f )

statistics of S are shown below (where the values were truncated to two significant
digits):

min(S) = 73.50%, 〈S〉 = 96.02%, max(S) = 99.95%, σ (S) = 4.10% .

Figure3 shows both the mean success rate S and the standard deviation of the
success rate for each ECA. The points on the plot close to the lower-right corner
(1, 0) correspond to the most successful cases. The results are labeled according
to the size of the set C( f ), where f is the local rule of the considered ECA. As
can be inferred from the plot, ECAs for which the set C( f ) is bigger, give rise
to slightly better results, possible due to the fact that more transitions happened
deterministically. Moreover, the outlier with a relatively low value of S originated
from ECA 51 which is the negation CA, for which the α-ACA reduces to a weighted,
random bit flip. Yet, even in this case we were able to correctly fill in more than 70%
of the gaps. The presented results indicate that the algorithm is very effective and
accurate when it comes to gap filling.
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7 Summary

In this paper the identification ofα-ACAswas discussed.An algorithm for identifying
the underlying CA and estimating the synchrony rate α was presented. Moreover,
a method for gap filling was put forward. The experimental results presented in
Sect. 6 for ECAs are very promising. In all cases the algorithm was able to find the
correct CA, and a good estimate for the synchrony rate was obtained. Also the rate
of correctly filled gaps was very high. The algorithm will be extended to a more
general setting where the observations have less separated gaps and to richer classes
of SCAs.
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k-Arithmetic Sequences—Theory
and Applications

Adam Kołacz

Abstract The notion of an arithmetic progression was extended to embrace the
class of polynomials of degree k > 1. Some properties of difference sequences are
analyzed and their connections with some number-theory problems are studied. In
particular, a certain aspects of Fermat’s Last Theorem and the Fibonacci numbers
are revisited.

Keywords Arithmetic progression ·Difference sequence ·Polynomials ·Fibonacci
numbers
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1 Introduction

Arithmetic sequences (arithmetic progressions), both from the theoretical and applied
points of view, are of interest in many areas including number theory, combinatorics,
computer science, etc. Their diverse applications and generalizations are still inspir-
ing and intriguing for researchers and practitioners (see [7]).

In this paper we propose the concepts of a k-arithmetic sequence and its charac-
terizing sequence. The idea of such sequences is following: instead of the first (as in
an arithmetic progression), let the kth difference sequence [2] be constant. A formula
for a general term of a k-arithmetic sequence is presented which is similar to the one
proposed by Newton [3].

The second part concerns the relations between the coefficients of a polynomial in
two bases. Some connections between the coefficients and the terms of characterizing
sequence of a polynomial are investigated.As a result, the basis numbers of the degree
k are defined. Properties of these numbers lead, in particular, to another simple proof
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of Fermat’s little theorem and an algorithm for calculation the coefficients of the sum
of n initial terms of a polynomial of degree k.

The last section embraces some applications of the results presented in this paper.
An interesting example of numbers that do not satisfy the Fermat’s equation [5] is
shown. After that, the formula for the general term of a k-arithmetic sequence is
slightly modified to get the expression for the nth term of an arbitrary sequence of
real numbers from which a certain generalization of binomial identity and an ele-
gant recursive representation of the Fibonacci number are derived. This relationship
between k-arithmetic sequences and the Fibonacci numbers is worth noting espe-
cially because of the increasing number of practical applications. Besides such areas
like coding, optional compression, pseudorandom number generators, the Fibonacci
numbers are recently used to predict stocks (see, e.g., [4]) and dynamic optimization
problems (see, e.g., [1]).

2 k-Arithmetic Sequences

2.1 Basic Concepts

Consider an arbitrary, real-valued sequence an and the difference operator Δ defined
as follows

Δan = an+1 − an and Δk+1an = Δ(Δkan),

for any natural k. The sequence Δk+1an is called the kth difference sequence of an .

Definition 1 We say that a sequence an is k-arithmetic, if it consists of at least k + 2
terms and its kth difference sequence is constant.

In other words, the (k − 1)th difference sequence of a k-arithmetic sequence is an
arithmetic sequence.Wewill call the term of the constant sequence r—the difference
of the sequence an and the number k—its folds. To simplify the notation let us denote
the first difference sequence of a k-arithmetic sequence by a1n , the second by a2n ,
etc. and the mth—amn . The first of two indices of a term will be called the difference
index. One may show that the mth term of the j th difference sequence is of the form

a jm =
j∑

i=0

(−1)i

(
j

i

)
am+ j−i . (1)

It can also be easily proven that every polynomial of the kth degree f (n) =∑k
i=0 ci ni is a k-arithmetic sequence with the difference r = ckk!
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2.2 Characterizing Sequence

Definition 2 The characterizing sequence of a k-arithmetic sequence an is the
sequence of the first terms of consecutive difference sequences of an . It will be
denoted by ψn , i.e. (ψn)

k+1
n=1 = (a1, a11, a21, . . . , ak−1,1, r).

It is clear that the characterizing sequence of a k-arithmetic sequence consists of
k + 1 terms and the last term is not equal to zero.

Theorem 1 A k-arithmetic sequence is uniquely determined by its characterizing
sequence.

Proof Assume conversely that there exist two distinct k-arithmetic sequences hav-
ing the same characterizing sequence. Denote these sequences by a1

n and a2
n and

their consecutive difference sequences by a1
1n, a1

2n, . . . , a1
kn and a2

1n, a2
2n, . . . , a2

kn
respectively. Since the sequences have the same characterizing sequences then, in
particular, their differences are equal. Moreover, a1

1 = a2
1, a1

21 = a2
21, . . . , a1

k1 = a2
k1.

Because a1
k−1,2 − a1

k−1,1 = r and a2
k−1,2 − a2

k−1,1 = r , we get that a1
k−1,2 = a2

k−1,2.
Similarly, we check that a1

km = a2
km for any m > 2. By analogy a1

j2 − a1
j1 = a1

j+1,1

and a2
j2 − a2

j1 = a2
j+1,1 for j < k, hence a1

j2 = a2
j2 and a1

jm = a2
jm for any m > 2.

Checking the consecutive difference sequences we finally get a1
m = a2

m for any m. It
contradicts the assumption that the sequences have distinct terms, which proves the
theorem. �

Consider nowa k-arithmetic sequencean and the sequenceΦn = ∑k
i=0

(n−1
i

)
ψi+1,

where k is the folds of an and ψi denotes the i th term of the characterizing sequence
of an . Let us now investigate the characterizing sequence of Φn . Obviously, Φ1 =∑k

i=0

(0
i

)
ψi+1 = ψ1 = a1.

For the first difference sequence we have:

ΔΦn = Φn+1 − Φn =
k∑

i=0

[(
n

i

)
−
(

n − 1

i

)]
ψi+1 =

k∑
i=1

(
n − 1

i − 1

)
ψi+1.

Therefore, we get (Δ1Φ)1 = ∑k
i=1

( 0
i−1

)
ψi+1 = ψ2 = a21. Analogously, let us

examine the form of a term of the mth difference sequence

ΔmΦn = Δm−1Φn+1 − Δm−1Φn =
k∑

i=m−1

[(
n

i − m + 1

)
−
(

n − 1

i − m + 1

)]
ψi+1

=
k∑

i=m

(
n − 1

i − m

)
ψi+1.

Hence we get (ΔmΦ)1 = ∑k
i=m

( 0
i−m

)
ψi+1 = ψm+1 = am1. Let us see what is the

nth term of the kth difference sequence.
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ΔkΦn =
k∑

i=k

(
n − 1

i − k

)
ψi+1 =

(
n − 1

0

)
ψk+1 = ψk+1 = r.

It is the difference of an . The sequences an and Φn have the same characterizing
sequences, therefore, by Theorem 3, we conclude that an = Φn . Hence, the general
term of a k-arithmetic sequence can be expressed as follows

an =
k∑

i=0

(
n − 1

i

)
ψi+1, (2)

where (ψn) denotes the characterizing sequence of an .
Let us add that whenever n � k one should remember the property of the binomial

coefficients: ∀m > n
(n

m

) = 0. Note that in particular for k = 1 we get an = a1 +
(n − 1)r , which is the well-known formula for the general term of an arithmetic
progression.

Theorem 2 For any k-arithmetic sequence an let

B(n) =
n−1∑
i=0

(−1)i

(
n − 1

i

)
an−i .

Then

(a) B(n) = 0, if n � k + 2,
(b) B(n) = ψn, if n < k + 2.

Proof Ad (a) We use the induction with respect to the number of terms. For n =
k + 2, the kth difference sequence is constant and consists of exactly two terms
equal to the difference of an . By (1) we get

r = ak1 =
k∑

i=0

(−1)i

(
k

i

)
ak−i+1, (3)

r = ak2 =
k∑

i=0

(−1)i

(
k

i

)
ak−i+2.

Renumbering (3) we obtain

r = ak1 =
k+1∑
i=1

(−1)i+1

(
k

i − 1

)
ak−i+2



k-Arithmetic Sequences—Theory and Applications 41

and then subtracting the terms we have

0 =
k+1∑
i=1

(−1)i+1

(
k

i − 1

)
ak−i+2 −

k∑
i=0

(−1)i

(
k

i

)
ak−i+2

= (−1)k+2a1 −
k∑

i=1

(−1)i

[(
k

i − 1

)
+
(

k

i

)]
ak−i+2 − ak+2

= (−1)k+2 −
k∑

i=1

(−1)i

(
k + 1

i

)
ak−i+2 − ak+2 = −

k+1∑
i=0

(−1)i

(
k + 1

i

)
ak−i+2.

Assume now that the formula holds for any k-arithmetic sequence having n >

k + 2 terms. Let an be a (k + 1)-arithmetic sequence having n + 1 terms. For an we
get the following formula

B(n + 1) =
n∑

i=0

(−1)i

(
n

i

)
an+1−i

= (−1)na1 +
n−1∑
i=1

(−1)i

(
n − 1

i − 1

)
an+1−i +

n−1∑
i=0

(−1)i

(
n − 1

i

)
an+1−i

= (−1)na1 +
n−2∑
i=0

(−1)i+1

(
n − 1

i

)
an−i +

n−1∑
i=0

(−1)i

(
n − 1

i

)
an+1−i

=
n−1∑
i=0

(−1)i+1

(
n − 1

i

)
an−i +

n−1∑
i=0

(−1)i

(
n − 1

i

)
an+1−i

=
n−1∑
i=0

(−1)i

(
n − 1

i

)
(an+1−i − an−i ) =

n−1∑
i=0

(−1)i

(
n − 1

i

)
a1(n−i).

The sequence a1n as the first difference sequence of an is k-arithmetic and it has n
terms. Therefore, by the assumption the sum

∑n−1
i=0 (−1)i

(n−1
i

)
a1(n−i) equals to zero.

That leads to
∑n

i=0(−1)i
(n

i

)
an+1−i = 0.

Ad (b) The proof is a simple conclusion from (1) and the fact that a k-arithmetic
sequence has exactly k + 1 non-zero-term levels. �

Theorem 3 The sum of n initial terms of a k-arithmetic sequence can be expressed
as follows:

Sn =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

n−1∑
i=0

( n
i+1

)
ψi+1, dla n � k + 1,

k∑
i=0

( n
i+1

)
ψi+1, dla n > k + 1.

(4)
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Proof We use the induction with respect to the number of the summands. For
n = 1 the theorem obviously holds. For n = 2 we have S2 = a1 + a2 = 2a1 +
a11, and for n = 3, S3 = a1 + a2 + a3 = 2a1 + a11 + a3 = 2a1 + a11 + a2 + a12 =
3a1 + 3a11 + a21.Nowwe show that if the formula holds for a certain n − 1 < k + 2
then it also holds for n. Let us consider

Sn =
n−1∑
i=0

(
n

i + 1

)
ψi+1 = ψn +

n−2∑
i=0

[(
n − 1

i + 1

)
+
(

n − 1

i

)]
ψi+1

= ψn +
n−2∑
i=0

(
n − 1

i + 1

)
ψi+1 +

n−2∑
i=0

(
n − 1

i

)
ψi+1

=
n−2∑
i=0

(
n − 1

i + 1

)
ψi+1 +

n−1∑
i=0

(
n − 1

i

)
ψi+1.

The second summand is, by (2), equal to an . Therefore,

Sn =
n−2∑
i=0

(
n − 1

i + 1

)
ψi+1 +

n−1∑
i=0

(
n − 1

i

)
ψi+1 = Sn−1 + an.

Now consider the following sum

Sk+2 = Sk+1 + ak+2 =
k∑

i=0

(
k + 1

i + 1

)
ψi+1 +

k∑
i=0

(
k + 1

i

)
ψi+1

=
k∑

i=0

[(
k + 1

i + 1

)
+
(

k + 1

i

)]
ψi+1 =

k∑
i=0

(
k + 2

i + 1

)
ψi+1.

It is seen clearly that adding another element to the sum comes down only to
increasing the binomial coefficient’s upper parameter by 1. Then, by analogy, we
derive the sum Sk+p for any natural p and then reformulate it to the form stated in
the theorem. �

In particular, for k = 1 we get

Sn =
1∑

i=0

(
n

i + 1

)
ψi+1 = na1 + n(n − 1)

2
· r = n

2
[2a1 + (n − 1)r ]

= n

2
[a1 + a1 + (n − 1)r ] ,

which is the well-know formula for the sum of n initial terms of an arithmetic pro-
gression. Note that (4) allows to compute the sum of initial n terms of any polynomial
knowing only its characterizing sequence.
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3 Another View on Polynomials

3.1 Characterizing Sequence and Polynomial Coefficients

We know that every polynomial of degree k, say Pn = Aknk + Ak−1nk−1 + · · · +
A1n + A0, is a k-arithmetic sequence. On the other hand, formula (2) gives the
general form of every k-arithmetic sequence having a characterizing sequence (ψn).
Therefore, we can write

k∑
i=0

(
n − 1

i

)
ψi+1 = Aknk + Ak−1nk−1 + · · · + A1n + A0.

Please, notice that in the space of all k-arithmetic sequences we can distinguish

two bases: B1 = [1, n, . . . , nk] and B2 =
[(n−1

0

)
,
(n−1

1

)
, . . . ,

(n−1
k

)]
.

This section is dedicated to finding the relationships between coefficients A0, . . . ,

Ak of a polynomial and the terms ψ1, . . . , ψk+1 of the characterizing sequence. We
will also determine the transition matrices between B1 and B2 bases.

Theorem 4 Let (ψn) denote a characterizing sequence of a k-arithmetic sequence
an. Then

A0 =
k∑

i=0

(−1)iψi+1.

Proof By (2) we get

k∑
i=0

(
n − 1

i

)
ψi+1 = ψ1 + (n − 1)ψ2 + (n − 1)(n − 2)

2
ψ3 + · · · + (n − 1) . . . (n − k)

k! ψk+1.

It is easily seen that the zero-coefficient of the i th element is

−1(−2) . . . (−i)

i ! ψi+1 = (−1)iψi+1.

Hence, the theorem follows from adding the elements. �

Theorem 5 For any k-arithmetic sequence an the following formula holds

k∑
i=1

(−1)i Ai =
k∑

i=1

(−1)i iψi+1.

First, we will prove the following
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Lemma 1 For a k-arithmetic sequence an, each coefficient Ai for i = 0, 1, . . . , k is
a linear combination of ψ1, . . . , ψk+1 and

Ai = αi
i

i ! ψi+1 + · · · + αi
k

k! ψk+1,

where α
j
i denotes a certain number, constant for the above expansion of A j , standing

by ψi+1 and such that

α
j
i = −α

j
i−1 · j + α

j−1
i−1 . (5)

Proof Let us express (2) in the following form

k∑
i=0

(
n − 1

i

)
ψi+1 = ψ1 + (n − 1)ψ2 + · · · + 1

k! (n − 1) . . . (n − k)ψk+1

= ψ1 + (n − 1)ψ2 + · · · + 1

k! (n
k + · · · + (−1)kk!)ψk+1.

We see that every element n j is found in the above sum exactly k + 1 − j times,

hence we conclude that every coefficient A j is a sum of elements of the form α
j
i

i ! ψi+1,

where α
j
i is a certain number and constant for A j . Because n j appears only in ψ j+1,

then it is justified that the first element of the expansion for A j is
α

j
j

j ! ψ j+1. Hence,
for j = 1, 2, . . . , k, we obtain

A j =
k∑

l= j

α
j
l

l! ψl+1.

For instance, a coefficient Ak = αk
k

k! ψk+1 stands by the term nk and it is easy
to note that αk

k = 1. In general αi
i = 1. Assume now that we know the first m

elements of the expansion of A j . They were obtained by summing the proper
coefficients standing by the term n j of polynomial 1

j ! (n − 1) . . . (n − j)ψ j+1 +
· · · + 1

( j+m−1)! (n − 1) . . . (n − j − m + 1)ψ j+m . Let
α

j
j+m−1

( j+m−1)!ψ j+m be the coeffi-

cient from the element 1
( j+m−1)! (n − 1) . . . (n − j − m + 1)ψ j+m and

α
j−1
j+m−1

( j+m−1)!ψ j+m

be the coefficient standing by n j−1 from the same element. In order to get the
next, (m + 1)th element, we need to consider 1

( j+m)! (n − 1) . . . (n − j − m)ψ j+m+1.

Then,
α

j
j+m

( j+m)!ψ j+m+1 stands by n j , with α
j
j+m given by

α
j
j+m−1(− j − m) + α

j−1
j+m−1 = −α

j
j+m−1( j + m) + α

j−1
j+m−1.

�
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Proof (Proof of Theorem 5) First, using induction we show that

m∑
i=1

(−1)iαi
m = (−1)mm · m!. (6)

For m = 1 we have −α1
1 = −1 = (−1)11 · 1!.

For m = 2: −α1
2 + α2

2 = −(−α1
1 · 2 + α0

1) + α2
2 = −(−2 − 1) + 1 = 4 = (−1)2

2 · 2!.
Assume that (6) holds for a certain m − 1. Consider a sum

∑m
i=1(−1)iαi

m . Using
(5) rewrite it as follows

m∑
i=1

(−1)iαi
m =

m∑
i=1

(−1)i
[−αi

m−1 · m + αi−1
m−1

]

=
m∑

i=1

(−1)i+1(m + 1)αi
m−1 + (−1)m+1αm

m−1 − α0
m−1

= −(m + 1)
m∑

i=1

(−1)iαi
m−1 + (−1)m+1αm

m−1 − α0
m−1.

Because the coefficient Am does not contain the termψm , we consider the element
(−1)m+1αm

m−1 to be equal to 0. Furthermore, by Theorem 2 we conclude that

A0 =
k∑

i=0

(−1)iψi+1 =
k∑

i=0

(−1)i ψi+1 · i !
i ! .

Hence the element −α0
m−1 is equal to (−1)m(m − 1)!, we get

m∑
i=1

(−1)iαi
m = −(m + 1)

m−1∑
i=1

(−1)iαi
m−1 + (−1)m(m − 1)!

= −(m + 1)(−1)m−1(m − 1)(m − 1)! + (−1)m(m − 1)!
= (−1)m(m − 1)!m2 = (−1)mm!m,

which proves (6). Because in the expansion of coefficients Ai , 1
m!ψm+1 stands by αi

m ,
then

1

m!ψm+1

m∑
i=1

(−1)iαi
m = (−1)mm · ψm+1.

Summing-up over m we eventually get
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Table 1 Table of the numbers α
j
i for k = 5

0 1 2 3 4 5

0 1 –1 2 –6 24 –120

1 0 1 –3 11 –50 274

2 0 0 1 –6 35 –225

3 0 0 0 1 –10 85

4 0 0 0 0 1 –15

5 0 0 0 0 0 1

k∑
m=1

[
m∑

i=1

(−1)i α
i
m

m! ψm+1

]
=

k∑
m=1

(−1)m Am =
k∑

m=1

(−1)mm · ψm+1.

�

As an example, the numbers α
j
i for k = 5 are given in Table1.

3.2 Basis Numbers

It follows from Lemma 1 that the matrix
(

α
j
i

i !
)
0�i, j�k

is a transition matrix between

B1 and B2 bases. The following theorem shows its inverse.

Theorem 6 For a k-arithmetic sequence an each term of its characterizing sequence
ψi , i = 1, . . . , k + 1 is a linear combination of A0, A1, . . . , Ak and

ψ j = A j−1( j − 1)! − ( j − 1)!
k− j∑
i=0

α
j−1
k−i

(k − i)!ψk−i+1, 1 � j � k + 1. (7)

Proof (Sketch of the proof) It was shown in Lemma 1 that the coefficients of a
polynomial are of the form

Ai = αi
i

i ! ψi+1 + · · · + αi
k

k! ψk+1, i = 0, 1, . . . , k.

Notice that this representation forms a system of k + 1 equations with k + 1
variables ψ1, ψ2, . . . , ψk+1. The augmented matrix of this system is of the form
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Λ =

⎛
⎜⎜⎜⎜⎜⎝

1
0!

α0
1
1!

α0
2
2! . . .

α0
k

k! A0

0 1
1!

α1
2
2! . . .

α1
k

k! A1

. . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . .

0 0 0 . . . 1
k! Ak

⎞
⎟⎟⎟⎟⎟⎠

Thismatrix is nonsingular, hence the systemhas a solutionwhich, after performing
the basic row operations, is given by

ψ j = A j−1( j − 1)! − ( j − 1)!
k− j∑
i=0

α
j−1
k−i

(k − i)!ψk−i+1.

�

The solution (7) is given in a recursive form and ψ j is a linear combination of
A j−1, A j , . . . , Ak . For j = k + 1 and j = k we have

ψk+1 = Akk!, ψk = Ak−1k! − Akα
k−1
k (k − 1)!.

Looking on the form of the solution we conclude that, if only coefficients

A0, . . . , Ak are integers, then every element
α

j
k−i ψk−i+1

(k−i)! is also an integer and each
of the numbers ψ j is divisible by ( j − 1)!. Then, we can write

ψ j = β
j−1
j A j−1 + β

j
j A j + · · · + βk

j Ak,

where β i
j denotes a certain number, constant for the expansion of ψ j and standing

by the coefficient Ai . It is constant and the same for any k-arithmetic sequence.
Moreover, it is easy to find out that β i

i+1 = i ! for any i � 0 and β i
j = 0 for i > j − 1.

Because of their properties, we will call the numbers βk
j the basis numbers of the

kth degree.

Theorem 7 For any k, all the numbers βk
i , i = 1, . . . , k + 1 are natural.

Let us first state two lemmas.

Lemma 2 For a fixed k, (βk
i )i=1,...,k+1 is a characterizing sequence of the sequence

Kn = nk.

Proof We know that for any k-arithmetic sequence

k∑
i=0

(
n − 1

i

)
ψi+1 = Aknk + Ak−1nk−1 + · · · + A1n + A0.
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Since ψ j = β
j−1
j A j−1 + β

j
j A j + · · · + βk

j Ak , then

k∑
i=0

(
n − 1

i

)(
β i

i+1Ai + β i+1
i+1 Ai+1 + · · · + βk

j Ak

)
= Aknk + Ak−1nk−1 + · · · + A1n + A0.

After splitting the sum on the left-hand side of the equation into elements with
respect to the coefficients Ai we obtain

A0β
0
1 + A1

[
β1
1 + (n − 1)β1

2

]+ · · · + A j

j∑
i=0

(
n − 1

i

)
β

j
i+1 + · · · + Ak

k∑
i=0

(
n − 1

i

)
βk

i+1.

Since coefficients β i
j are constant and equal for any k-arithmetic sequence, then

the following condition

j∑
i=0

(
n − 1

i

)
β

j
i+1 = n j , for j = 0, 1, . . . , k

is needed for the equality to hold. �

Lemma 3 For any natural k and 1 � j � k the following identity holds

k∑
i=0

(
k + 1

i

)
β i

j = βk+1
j+1 .

Proof Let Kn = nk+1. By Lemma 2, its characterizing sequence is (βk+1
j ) j=1,...,k+2.

Consider a sequence K1n = Δ1nk+1 = (n + 1)k+1 − nk+1 = ∑k
i=0

(k+1
i

)
ni .

Because for each i the characterizing sequence of ni is (β i
j ) j=1,...,i+1, then the

sequence K1n has the characterizing sequence of the form
(∑k

i=0

(k+1
i

)
β i

j

)
j=1,...,k+1

.

Since the ( j + 1)th term of the characterizing sequence of Kn is the j th term of the
characterizing sequence of K1n , the proof is complete. �

Proof (Proof of Theorem 5) By Lemma 2 we conclude that β i
1 = 1i = 1 for any

i � 0. Moreover, the non-zero terms of the characterizing sequence of an = n are
ψ1 = 1 and ψ2 = 1, hence β1

2 = 1. By Lemma 3, each number β
j

i , for i, j � 2 is a
sum of natural numbers and therefore is a natural number itself. �

Notice that for every i > 0,
∑

j (−1) j+1β i
j = 0. Indeed, by Theorem 2, A0 =∑k

i=0(−1)iψi+1. Each element of this sum is equal to (−1)i
(
β i

i+1 Ai + · · · +βk
i+1 Ak

)
.

Summing-up over i and sorting with respect to Ai yields

A0 = A0 + A1

(
β1
1 − β1

2

)
+ · · · + Ai

⎛
⎝i+1∑

j=1

(−1) j+1βi
j

⎞
⎠+ · · · + Ak

⎛
⎝k+1∑

j=1

(−1) j+1βk
j

⎞
⎠ .
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Table 2 Table of the basis numbers β
j

i for k = 5

0 1 2 3 4 5

1 1 1 1 1 1 1

2 0 1 3 7 15 31

3 0 0 2 12 50 180

4 0 0 0 6 60 390

5 0 0 0 0 24 360

6 0 0 0 0 0 120

To show an example of the basis numbers of the kth degree the collection of such
numbers for k = 5 is given in Table2.

Theorem 8 For a prime number p all the basis numbers of the degree p, except for
β

p
1 and β

p
2 , are divisible by p.

Proof Obviously, β
p
1 = 1 is not divisible by p. Moreover, by Lemma 3, we know

that

β
p
j =

p−1∑
i=0

(
p

i

)
β i

j−1.

Now we use the following property of binomial coefficients: for a prime p,
(p

i

)
is

divisible by p, for i = 1, . . . , p − 1. Note that

β
p
2 = 1 +

p−1∑
i=1

(
p

i

)
β i
1,

because β0
1 = 1 and

β
p
j =

p−1∑
i=1

(
p

i

)
β i

j−1, j = 3, 4, . . . ,

since β0
j = 0, for j = 2, 3, . . .. �

Notice that Fermat’s little theorem follows immediately from the above. Actually,
let n, p be coprime numbers with prime p. Then

n p =
p∑

i=0

(
n − 1

i

)
β

p
i+1 ≡ β

p
1 + (n − 1)β p

2 = 1 + n − 1 ≡ n mod p.

Let us now return to the issue of finding the sum of n initial terms of a
k-arithmetic sequence. Assume that a polynomial an of the degree k having
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coefficients A0, A1, . . . , Ak is given. We are interested in finding the coefficients
of polynomial Sn = ∑n

i=1 ai . Theorem 3 states that Sn = ∑k
i=0

( n
i+1

)
ψi+1. We may

rewrite this sum as follows

Sn =
k∑

i=0

(
n

i + 1

)
ψi+1 =

k∑
i=0

[(
n − 1

i

)
+
(

n − 1

i + 1

)]
ψi+1 = an +

k+1∑
i=1

(
n − 1

i

)
ψi

= an +
k+1∑
i=0

(
n − 1

i

)
ψ∗

i+1,

whereψ∗
1 = 0 andψ∗

i+1 = ψi for i = 1, . . . , k + 1.Notice, that the second summand
is the nth term of some (k + 1)-arithmetic sequence a∗

n having the characterizing
sequence (ψ∗

i )i=1,...,k+2. We then search for the coefficients A∗
0, . . . , A∗

k+1 of the
polynomial a∗

n . Obviously we have

⎛
⎜⎜⎝

A∗
0

A∗
1

. . .

A∗
k+1

⎞
⎟⎟⎠ =

(
α

j
i

i !

) j=0,...,k+1

i=0,...,k+1

·

⎛
⎜⎜⎝

ψ∗
1

ψ∗
2

. . .

ψ∗
k+2

⎞
⎟⎟⎠ =

(
α

j
i

i !

) j=0,...,k+1

i=0,...,k+1

·

⎛
⎜⎜⎜⎜⎝

0
ψ1

ψ2

. . .

ψk+1

⎞
⎟⎟⎟⎟⎠

and ⎛
⎜⎜⎜⎜⎝

0
ψ1

ψ2

. . .

ψk+1

⎞
⎟⎟⎟⎟⎠ =

(
0

Bk+1×k+1

)
·

⎛
⎜⎜⎝

A0

A1

. . .

Ak

⎞
⎟⎟⎠ ,

where 0 is a (k + 1)-element vector of zeros and Bk+1×k+1 =
(
β

j
i

) j=0,...,k

i=1,...,k+1
. This

yields ⎛
⎜⎜⎝

A∗
0

A∗
1

. . .

A∗
k+1

⎞
⎟⎟⎠ =

(
α

j
i

i !

) j=0,...,k+1

i=0,...,k+1

·
(

0
Bk+1×k+1

)
·

⎛
⎜⎜⎝

A0

A1

. . .

Ak

⎞
⎟⎟⎠ .

Notice that matrix
(

α
j
i

i !
) j=0,...,k+1

i=0,...,k+1
·
(

0
Bk+1×k+1

)
is a k + 2 × k + 1 matrix so

multiplication by the vector of coefficients is allowed. Finally, the coefficients of the
sum Sn are obtained from A0, . . . , Ak as follows

⎡
⎣( Ik+1

0

)
+
(

α
j
i

i !

) j=0,...,k+1

i=0,...,k+1

·
(

0
Bk+1×k+1

)⎤⎦ ·

⎛
⎜⎜⎝

A0

A1

. . .

Ak

⎞
⎟⎟⎠ = Tk+1 ·

⎛
⎜⎜⎝

A0

A1

. . .

Ak

⎞
⎟⎟⎠ .
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For k = 5, we obtain

T6 =

⎛
⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0
1 0.5 0.17 0 −0.03
0 0.5 0.5 0.25 0
0 0 0.33 0.5 0.33
0 0 0 0.25 0.5
0 0 0 0 0.2

⎞
⎟⎟⎟⎟⎟⎟⎠

.

Note that for a fixed k, the matrix Tk+1 is constant for any polynomial of the
degree k. Tk+2 is obtained from Tk+1 by extending it by one row and one column.

4 Applications

4.1 Function ξ in Fermat’s Equation

Consider a family of functions ξ : N+ → Z defined in the following manner

ξ(i) := ξn,p,q(i) :=
(

n + q

i

)
−
(

n + p

i

)
−
(

n

i

)
+ (−1)i ,

where n, p, q ∈ N+ such that n � 3 and p < q. Now we will prove some properties
of this class.

Property 1 For any i � 1,

ξn,1,2(i) = inf
p,q

ξn,p,q(i).

Proof Notice that

(
n + 2

i

)
−
(

n + 1

i

)
=
(

n + 1

i − 1

)
�
(

n + p

i − 1

)
=
(

n + p + 1

i

)
−
(

n + p

i

)

<

(
n + q

i

)
−
(

n + p

i

)
.

Adding (−1)i − (n
i

)
to both sides of inequality completes the proof. �

Property 2 If, for some j and fixed n, p, q, ξ( j) � 0, then starting with i = j up to
i = n + q − 1 the values of ξ(i) are positive.

Proof The mere form of the function ξ implies that ξ(i) � 0 for i � n. Assume now
that ξ( j) � 0 for some 1 � j � n − 1. Then, omitting the (−1) j term, we have
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ξ( j + 1) =
(

n + q

j + 1

)
−
(

n + p

j + 1

)
−
(

n

j + 1

)

=
(

n + q

j

)
n + q − j

j + 1
−
(

n + p

j

)
n + p − j

j + 1
−
(

n

j

)
n − j

j + 1

= n + q − j

j + 1

[(
n + q

j

)
−
(

n + p

j

)
−
(

n

j

)]
+ q − p

j + 1

(
n + p

j

)
+ q

j + 1

(
n

j

)

= n + q − j

j + 1

[
ξ( j) − (−1) j

]
+ (q − p)

1

j + 1

(
n + p

j

)
+ q

1

j + 1

(
n

j

)
.

Because ξ( j) � 0, then ξ( j) − (−1) j � −1. Hence,

ξ( j + 1) �
(q − p)

(n+p
j

)+ q
(n

j

)− (n + q) + j

j + 1
− 1. (8)

Since qn is the minimal value of q
(n

j

)
and the assumptions for ξ give qn > q + n,

then q
(n

j

)− (q + n) > 0. Moreover, (q − p)
(n+p

j

)
� 4. Inserting this into (6) we get

ξ( j + 1) � 5 + j

j + 1
− 1 = 4

j + 1
> 0.

For n − 1 � i � n + q − 1 the proof is a direct consequence of the form of ξ . �

Property 3 At most
⌊

n
2

⌋
initial values of ξ(i) are negative.

Proof We will carry out the proof for an odd n. The case od even n is analogous. We
will show that ξn,1,2

(⌊
n
2

⌋+ 1
)

> 0 which, by Property 1, implies what is needed.
Substitute n + 1 = 2m.

ξ2m−1,1,2(m) =
(
2m + 1

m

)
−
(
2m

m

)
−
(
2m − 1

m

)
+ (−1)m

=
(

2m

m − 1

)
−
(
2m − 1

m

)
+ (−1)m >

(
2m

m − 1

)
−
(
2m − 1

m − 1

)
− 1

=
(
2m − 1

m − 2

)
− 1.

Let Cm = (2m−1
m−2

)− 1. Because for m � 3 the sequence Cm is increasing and
C2 = 0, then ξ(m) > Cm � 0. As a result we get

ξn,p,q

(
n + 1

2

)
> ξn,1,2

(
n + 1

2

)
> 0,

for any n, p, q chosen according to the assumptions. By Property 2, the last possible
negative value of ξn,p,q is the one for i = n+1

2 − 1 = � n
2 �. �
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Property 4 For a fixed j , if ξ( j) � 0, then the sequence an = ξn,p,q( j) is non-
increasing.

Proof Fix j and determine a1n . Then

a1n = ξn+1,p,q( j) − ξn,p,q( j) =
(

n + q

j − 1

)
−
(

n + p

j − 1

)
−
(

n

j − 1

)

= ξn,p,q( j − 1) + (−1) j .

Since ξ( j) � 0 and by Property 2, we obtain ξ( j − 1) < 0. Therefore, a1n =
ξn,p,q( j − 1) + (−1) j � 0, which proves that an is non-increasing. �
Theorem 9 Let x0 < y0 < z0 ∈ N be such that y0 − x0 = p and z0 − x0 = q. If for
some prime k > 2, ξx0−−1,p,q(k) � 0 then the Fermat Last Theorem holds for the
exponent k and any triple (x, x + p, x + q), where x � x0.

Proof We will prove that the equation

xk + yk = zk (9)

has no solutions (x, y, z) as in the theorem. Assume the opposite. Let us denote
x = n + 1, where n � 3 (we omit the proof for x = 1, 2, 3). As z > y > x , then

∃p∈N+ : y = n + 1 + p and ∃q>p∈N+ : y = n + 1 + q.

Now (9) takes the form

(n + 1)k + (n + p + 1)k = (n + q + 1)k . (10)

Notice that each element of (10) is a term of the k-arithmetic sequence Km = mk .
Therefore, we get

(n + 1)k =
k∑

i=0

(
n

i

)
βk

i+1,

(n + p + 1)k =
k∑

i=0

(
n + p

i

)
βk

i+1, (11)

(n + q + 1)k =
k∑

i=0

(
n + q

i

)
βk

i+1.

Inserting (11) into (10) and converting yields

k∑
i=0

(
n + q

i

)
βk

i+1 −
k∑

i=0

(
n + p

i

)
βk

i+1 −
k∑

i=0

(
n

i

)
βk

i+1 = 0,
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or equivalently

k∑
i=1

[(
n + q

i

)
−
(

n + p

i

)
−
(

n

i

)]
βk

i+1 − 1 = 0. (12)

By Theorem 2, 1 = ∑k
i=1(−1)i+1βk

i+1. Inserting this into (10) we obtain

k∑
i=1

[(
n + q

i

)
−
(

n + p

i

)
−
(

n

i

)
+ (−1)i

]
βk

i+1 =
k∑

i=1

ξn,p,q(i)β
k
i+1 = 0.

By Property 2, it is impossible that all ξ(i) were zero and the assumptions of the
numbers n, p, q imply that ξ(1) < 0. Therefore, there exists such partition I+, I− of
the set of indices that

∀i∈I+ ξ(i) � 0 and ∀i∈I− ξ(i) < 0,

where ∀i∈I+, j∈I− i > j . In particular, if for some n0, p, q, I+ = ∅, i.e. ξn0,p,q(k) �
0, then (10) cannot be satisfied. But, by Property 4, also ξn,p,q(k) � 0 for all n � n0.
Hence the theorem holds. �

4.2 Generalization to Arbitrary Sequences

The previous part of this paper embraced a particular class of sequences whose folds
is a natural number. As a matter of fact, this class is very “poor" when compared to
the class of all sequences. It is then justified to propose the following generalization
of the former concepts.

Let an be an arbitrary sequence of real numbers such that there does not exist
k ∈ N for which Δkan = const. We assume then that k = ∞. As the characterizing
sequence of an is, in this case, infinite, then we can state Theorem 1 as follows:

Theorem 10 The initial n terms of the characterizing sequence of a sequence an

determine it uniquely up to the nth term.

The proof is analogous.What follows immediately is the fact that the general term
of a sequence an can be expressed as

an =
n−1∑
i=0

(
n − 1

i

)
ψi+1, (13)

where ψi denotes the i th term of the characterizing sequence of an .
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Example 1 Let an = cn , with c ∈ R i c �= 0. Then

a1n = cn+1 − cn = cn(c − 1), a2n = cn(c − 1)2, ain = cn(c − 1)i .

It gives the characterizing sequence of an . Namely, ψi = c(c − 1)i−1. We can then
write

cn =
n−1∑
i=0

(
n − 1

i

)
c(c − 1)i

or, equivalently,

cn−1 =
n−1∑
i=0

(
n − 1

i

)
(c − 1)i .

Notice that the above identity corresponds to the binomial identity, hence the
conclusion that formula (13), applied to any sequence, can be thought of as a gener-
alization of the binomial theorem.

Example 2 Let Fn denote the Fibonacci sequence, i.e. F1 = 1, F2 = 1, F3 = 2, . . . ,
Fn = Fn−2 + Fn−1. Then we have

(F1n) = 0, 1, 1, 2, . . . , Fn−1, . . . , (F2n) = 1, 0, 1, 1, . . . , Fn−2, . . . ,

(F3n) = −1, 1, 0, 1, . . . , Fn−3, . . . , (F4n) = 2,−1, 1, 0, . . . , Fn−4, . . . ,

. . . . . .

(Fin) = (−1)i Fi−1, (−1)i−1Fi−2, (−1)i−2Fi−3, . . . , 0, 1, 1, . . . , Fn−i , . . .

Which gives its characterizing sequence

ψ1 = 1, ψ2 = 0, ψi = (−1)i−1Fi−2, for i > 2

and the formula

Fn = 1 +
n−1∑
i=2

(−1)i

(
n − 1

i

)
Fi−1.

Notice, that for a prime number p, we obtain the following congruence:

Fp+1 − 1 ≡ −Fp−1 mod p.

You can find some similar formulae in [6].
In general, for an arbitrary sequence an of integers the formula (13) implies that:

ap+1 − a1 ≡ ψp+1 mod p.
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Example 3 For the sequence sinmx , after simple trigonometric transformations,
we get

sinmx =
m−1∑
i=0

(
m − 1

i

)
2i sini x

2
sin x

[
i

2
(π + 1) + 1

]
.

5 Conclusions

A generalization of the arithmetic progression, which assumes that more than one
differencing must be performed to obtain a constant sequence was considered in this
paper. A theorem that gives an expanded formula for a general term was proposed.
Moreover, the basis numbers were defined, which allowed to explain the structure
of polynomial sequences more deeply and therefore to prove some facts from the
number theory. We concluded by giving the formula for the nth term of an arbi-
trary sequence of real numbers as a combination of its characterizing sequence, a
generalization of the binomial identity and an elegant recursive formula for the nth
Fibonacci number.
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Forecasting of Short Time Series
with Intelligent Computing

Katarzyna Kaczmarek and Olgierd Hryniewicz

Abstract Although time series analysis and forecasting have been studied since the
seventeenth century and the literature related to its statistical foundations is extensive,
the problem arises when the assumptions underlying statistical modeling are not ful-
filled due to the shortness of available data. In such cases, additional expert knowledge
is needed to support the forecasting process. The inclusion of prior knowledge may
be easily formalized with the Bayesian approach. However, the proper formulation
of prior probability distributions is still one of the main challenges for practitioners.
Hopefully, intelligent computing can support the formulation of the prior knowl-
edge. In this paper, we review recent trends and challenges of the interdisciplinary
research on time series forecasting with the use of intelligent computing, especially
fuzzy systems. Then, we propose a method that incorporates fuzzy trends and lin-
guistic summaries for the forecasting of short time series. Experiments show that it
is a very promising and human-consistent approach.

Keywords Time series · Forecasting · Fuzzy sets · Soft computing · Bayesian
methods

1 Introduction

Recalling the ‘No Free Lunch’ theorem ofWolpert [1], there is no forecastingmethod
that is best for any problem. However, some forecasting methods outperform the
others for certain problems. Within this paper, we focus on forecasting of short time
series, because short time series usually do not meet the assumptions underlying the
statistical modeling, and therefore most methods seem infeasible and ineffective for

K. Kaczmarek (B) · O. Hryniewicz
Systems Research Institute, Polish Academy of Sciences,
Newelska 6, 01-447 Warsaw, Poland
e-mail: K.Kaczmarek@ibspan.waw.pl

O. Hryniewicz
e-mail: Olgierd.Hryniewicz@ibspan.waw.pl

© Springer International Publishing Switzerland 2016
G. De Tré et al. (eds.), Challenging Problems and Solutions
in Intelligent Systems, Studies in Computational Intelligence 634,
DOI 10.1007/978-3-319-30165-5_4

59



60 K. Kaczmarek and O. Hryniewicz

short data. Furthermore, they are not flexible enough to include human–computer
interaction, which is usually needed in practice during the starting phase of the data
collection process. Moreover, in the real-world environment, the data are usually
imprecisely reported, missing, come from inhomogeneous sources and rarely can be
described by precisely defined mathematical models.

Hopefully, the purpose of the soft computing methodologies is to formalize the
human ability to reason in such uncertain and imprecise situations [2]. Zadeh’s com-
puting with words paradigm [3] has been continuously developed with the means of
soft computing methodologies, like fuzzy logic, that aim at the analysis and design
of the intelligent systems to solve complex real-life problems. At the same time,
the human-consistent results of the knowledge discovery from time series datasets
have been applied mostly for the descriptive or analytical purposes, e.g., [4–7], infre-
quently also for classification [8] or decision making and prediction [9, 10]. Within
this contribution, we show that linguistic summaries [4, 11, 12] may successfully
support the forecasting of short time series. One of the main advantages of the pro-
posed method is its human-consistency.

This paper is a continuation of our previous works which deal with the problem of
supporting time series analysis and forecasting with linguistic information [13, 14].
The proposedmethod is also in line with the granular computing perspective as intro-
duced in [15]. The proposed approach assumes employing techniques from the time
series analysis and forecasting, the fuzzy set theory and data mining (segmentation,
summarization, supervised learning).

The structure of this paper is as follows. Next chapter reviews the recent trends
and challenges of supporting time series forecastingwith intelligent computing, espe-
cially fuzzy systems. In Chap.3, the proposed approach for forecasting of short time
series using fuzzy trends and linguistic summaries is presented. Chapter4 provides
illustrative examples. This paper concludes with general remarks and a description
of further research opportunities gathered in Chap. 5.

2 Recent Trends in Forecasting with Intelligent Computing

The field of Computational Intelligence was formally initiated in 1994 during the
IEEE World Congress on Computational Intelligence in Orlando. Computational
Intelligence (CI) is defined as a methodology involving computing that exhibits an
ability to learn and/or deal with new situations such that the system is perceived to
possess one or more attributes of reason, such as generalization, discovery, associa-
tion, and abstraction cf. [16]. Following Zadeh [17], the Soft Computing is based on
the Computational Intelligence, and together with the Hard Computing (that is based
on the Artificial Intelligence) form theMachine Intelligence. Due to Kruse et al. [18],
the main streammethodologies developed within the Computational Intelligence are
Fuzzy Systems, Artificial Neural Networks, Evolutionary Algorithms and Bayesian
Networks.

http://dx.doi.org/10.1007/978-3-319-30165-5_3
http://dx.doi.org/10.1007/978-3-319-30165-5_4
http://dx.doi.org/10.1007/978-3-319-30165-5_5
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In this chapter, we review the recent trends and challenges of the interdisciplinary
research on the time series forecasting with the use of fuzzy systems.

2.1 Fuzzy Time Series

Common approach to address the imprecision and uncertainty related to time series
data is based on the concept of Fuzzy Time Series introduced by Song and Chissom
[19]. Fuzzy time series employ the linguistic variables and fuzzy relations. The
approach assumes the split of the universum into intervals and defining the linguistic
variables and relations over intervals. Then, the observations are fuzzified and the
forecasts are generated for them. Finally, the outputs are defuzzified.

There have been proposed a lot of furthermodifications to the Song andChissom’s
approach, e.g., [20–22]. For example, Chen and Chen [23] introduce the fuzzified
variation and the fuzzy logical relationship groups.

The main advantage of the fuzzy time series is their simplicity and the direct
linkage to the linguistic expressions. However, their scheme for representation of the
fuzzy logical relationships may not be relevant for complex problems.

2.2 Fuzzification of Model Parameters

One of the first solutions reflecting the imprecision and uncertainty about the time
series and model itself is the fuzzification of parameters in the predictive model.
Instead of processing crisp parameters, fuzzy numbers are defined and then, the
calculations may be performed for the α-cuts. For basic definitions of the fuzzy
random variables, see e.g., [24, 25].

Various models with fuzzy parameters have been presented in the literature.
Tanaka et al. [26] introduce the idea of fuzzy regression. In [13], Kaczmarek and
Hryniewicz build the vector autoregression model basing on the imprecise segments
derived from crisp time series. Helin and Koivisto [27] suggest employing fuzzy
conditional distributions in the GARCHmodels. Tseng et al. [28, 29] propose to use
the fuzzy triangular numbers instead of crisp parameters in the ARIMA models.

2.3 Fuzzy Rule Based Systems

Fuzzy rule based systems are yet another forecasting approach that addresses the
imprecision related to time series data. In [30],Agrawal et al. propose an algorithm for
discovery of rules in sets of items. The problem is to find interesting rules of the form:
IF P THEN Q with chance p. An example of such a rule is as follows: ‘IF exchange
rate for currency X decreases slowly, THEN the number of international travels
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will increase rapidly’. Association rules have been successfully applied to describe
huge datasets of different disciplines e.g., [31–36]. In [8], Höppner et al. focus on
enhancing patterns with a context information and operating on block constraints
instead ofAllen’s relations e.g., ‘IF A happens before B and in the meantime we do not
observe C, THEN we have a failure of class X’. An important challenge is the natural
lack of precision when handling patterns and rules. Segmentation methods usually
return interval bounds that are uncertain due to various reasons. There is uncertainty
related, not only to the segment bounds, but also to the human perception of patterns
and rules. To circumvent this, Chen et al. [35] describe the fuzzy association rules.

In [37], Höppner provides an example of the short-term weather prediction for
sailors with the use of frequent patterns. Experienced sailors are able to predict
strong wind or storm based on the simple rules including the local changes of air
pressure and wind direction e.g., ‘Windspeed decreasing segment occurs after air
pressure highly increasing segment’. Such local patterns could be formulated with
the use of the Allen’s temporal logic [38]. Schockaert and Cock [39] fuzzify Allen’s
temporal interval relations and propose a complete framework to represent, calculate
and reason about the temporal relationships for fuzzy intervals about the time series
and the temporal data in general. Another kind of the relations based on the temporal
sequences is introduced in Wilbik and Kacprzyk [40]. This idea originated from
linguistic summaries in the sense ofYager [41] developed byKacprzyk et al. [42, 43].
Linguistic summaries describe general facts about evolution of time series with quasi
natural language and may be exemplified by ‘Most medium and constant trends are
low’. The concept of pattern recognition has been widely discussed also byMörchen
et al. [7] and Kempe et al. [6].

Another idea of combining forecasts by the fuzzy rule system has been proposed
recently byBurda et al. [9], who suggest to combine themultiple forecastingmethods
by the fuzzy rule-based ensemble, and the weights for the linear combination are the
result of the linguistic association mining for the time series features, like trend or
seasonality. Such associations may be exemplified by ‘IF Strength of Seasonality is
Small AND Coefficient of Variation is Roughly Small THEN Weight of the j th method
is Big’. In [44], Petrovic et al. combine the autoregressive andmoving averagemodels
with the fuzzy rule based approach using Mamdani inference mixed with some
techniques of counting in fuzzy sets. Chen et al. [45] propose an approach for the
automatic generation of the fuzzy rule base for the combination of forecasts.

In general, the association rules are an example of the information granule
about time series data retrieved with the knowledge discovery techniques. In [15],
Hryniewicz and Kaczmarek list the following information granules related to time
series data: labeled intervals (trends), linguistic summaries, frequent patterns, asso-
ciation rules, linguistic descriptions and labeled time series. To conclude, although,
the primary goal of data mining is the human-consistent description of huge datasets,
such descriptions may be also useful for predictive purposes and may be included in
the rule based systems.
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2.4 Hybrid Systems

In the recent years, there have been proposed also various hybrid systems to support
time series forecasting. First forecasting competition for the fuzzy time series models
to predict multiple heterogeneous time series was held during IFSA-EUSFLAT 2015
conference [46]. The dataset of this competition includes 91 time series of different
length, time frequencies and behaviour. The winner of the competition is the hybrid
system by Afanasieva et al. [47], that combines time series decomposition and the
F-transform technique. In [48, 49], Perfilieva et al. propose forecasting solutions bas-
ing on the F-transform combined with among others fuzzy relations, neural networks
and decomposition techniques. The Perfilieva’s system seems to be very successful
for the analysis and forecasting of short time series. Recently, in [50, 51], Novak
et al. further develop the concept of F-transform and trend extraction from time series
using fuzzy natural logic.

Valenzuela et al. [52] propose yet another hybridization of intelligent techniques
such as ANNs, fuzzy systems and evolutionary algorithms and the use of fuzzy rules
to identify the appropriate ARMAmodel for prediction. Another expert system with
fuzzy clustering and fuzzy rule interpolation techniques is proposed by Chen and
Chang [53]. In [54], the authors propose the hybrid system that integrates the fuzzy
time series representation with the neural network.

There is a wide range of other examples of the applications of the soft computing
methods with the use of neural networks, e.g., [55–59]. The fast interval predictors
for large-scale, nonlinear time series with noisy data using fuzzy granular support
vector machines are presented by Ruan et al. [60]. For further application examples
and empirical studies related to hybrid systems, see e.g., [61–66].

To conclude, in the opinion of the authors of this paper, the research on forecasting
with intelligent computing shall still focus on discovery of meaningful and human-
consistent information granules and the proper representation of the imprecision
related to such granules. Furthermore, the dependencies between the information
granules and probabilisticmodels describing the time series shall be further analyzed.
Finally, to enable the inclusion of expert knowledge in the forecasting process, user-
friendly interfaces shall be designed to amend the human–computer interaction.

3 Proposed Approach Using Linguistic Summaries

Finding an appropriate predictive model for short time series and formulating its
assumptions may become very challenging tasks for practitioners. To facilitate the
formulation of assumptions, we propose the following forecasting procedure. Its
main objective is to combine various predictive models according to weights being
a result of data mining algorithms and human–computer interaction. Algorithm 1
depicts a high-level description of the proposed method.
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Algorithm 1 Forecasting of short time series using linguistic summaries (FTLS)

Input: y, M , S
Output: yn+1

1: procedure FTLS(y, M , S)
2: for i = 1 to J do � Generation of time series from template models
3: for x = 1 to k do
4: Yi,x , Ci,x ← generateTSFromModel(Mi , x)

5: d ← k ∗ J
6: for j = 1 to L do � Defining of fuzzy numbers for trends
7: μ j ← defineFuzzyNumber(S j )

8: T Rd , L Sd , V d = ∅ � Discovery of linguistic summaries
9: for i = 1 to d do
10: Ỹi ← brokenLineSegmentation(Yi )
11: T Ri ← extractFuzzyTrends(S, Ỹi )
12: L Si ← summarizeFuzzyTrends(S, T Ri )
13: Vi ← degreeOfTruth(L Si )
14: Ṽ d ← reduceDimension(V d , Cd ) � Supervised learning of predictive models
15: C L ← kNNclassification(Ṽ d , Cd )
16: if crossValidation(C L , Ṽ d , Cd ) ≥ minacc then
17: return to Line 2
18: else
19: ỹ ← brokenLineSegmentation(y) � Evaluation of linguistic summaries for y
20: T Rpr ← extractFuzzyTrends(S, ỹ)
21: L Spr ← summarizeFuzzyTrends(S, T Rpr )
22: Vpr ← degreeOfTruth(L Spr )
23: Ve = expertEvaluation (L Spr , Vpr )
24: while i ∈ J do � Posterior simulation and forecasting
25: wMi = calculateWeights(Ve, C L)
26: p=constructPriorProbabilities(M, wM )
27: yn+1=MCMCPosteriorSimulation (y, p)
28: return yn+1 � Return forecast for y

The input for the algorithm is the short discrete time series for prediction y:

y = {yt }n
t=1 ∈ Y, n ∈ {nmin, . . . , nmax } ⊆ N (1)

whereY is a space of discrete time series. Let us assume that nmin = 10, nmax = 20.
Also, the following set of template probabilistic models needs to be defined a priori:
M = {M1, M2, . . . , MJ } ⊆ M. Within this procedure for short time series, we adapt
various ARMA processes as template models M . Additionally, the set S of linguistic
expressions needs to be formulated a priori, e.g., S = {increasing, decreasing}.
The definitions for expressions in S are defined and validated with a user during the
operation of the whole forecasting procedure. It needs to be stated, that for the clarity
reasons, we focus on the one-step-ahead forecast. For the h-step-ahead forecast, the
procedure shall be iterated.
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The proposed approach consists of the following steps:

1. The algorithm starts from the generation of the sample time series Y d for the
trainingdatabase. Sample time series are generated from the template probabilistic
models M . As a result, we obtain [Y d , Cd ] where Cd consists of labels (classes)
describing models that have produced the respective time series Y d .

2. Secondly, the definitions of the linguistic expressions from S, describing the
trends in time series, are established. They are represented and processed as
fuzzy numbers.

3. Next, the discovery of fuzzy trends and linguistic summaries for time series of
the training database is performed. Each time series in Y d is segmented and
summarized. Then, its linguistic summaries are evaluated. Within this approach,
the degree of truth is adapted as quality measure, it is defined as follows:

T (L S) = μQ

(∑n
i=1 (μR(yi ) ∧ μP(yi ))∑n

i=1 μR(yi )

)
(2)

where μR, μP , μQ : R → [0, 1] are the membership functions of the fuzzy sets
representing the qualifier R, summarizer P and quantifier Q, respectively.
Vector V d consists of the degrees of truth about the linguistic summaries.

4. Then, the supervised learning of the probabilistic models basing on the linguis-
tic summaries is performed. The input for the supervised learning algorithm are
[V d , Cd ] where V d consists of the degrees of truth for the linguistic summaries
L Sd and Cd consists of labels (classes) describing models that have produced the
respective time series. The features V d are processed with conventional classi-
fication algorithm (k-NN is adapted within this approach). The accuracy of the
learned classifier is validated using the 2-fold cross validation, which is one of the
simplest variation of k-fold cross-validation and tough, useful in practice. Each
data point is used for both training and validation on each fold. If the approximated
accuracy of the classifier exceeds the desired threshold minacc, the algorithm pro-
ceeds. Otherwise, the whole procedure (model selection, generation of sample
time series, defining of fuzzy trends) is repeated.

5. In the next step, the provisional linguistic summaries about the evolution of time
series considered for prediction are generated. They are provisional due to the
shortness of data, therefore are validated with the user.

6. Finally, the validated evaluations of linguistic summaries for the time series con-
sidered for prediction are classified according to the classifier learned on the
training database. The classification scores are applied as a priori weights in the
Bayesian averaging and the Markov chain Monte Carlo Posterior Simulations are
executed. Due to the Bayesian forecasting, the posterior density p(ω|y, M) is a
weighted average of the posterior densities of models {M1, M2, . . . , MJ }:

p(ω|y, M) =
J∑

j=1

p(ω|y, M j )p(M j |M) (3)
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Fig. 1 Architecture
overview of the proposed
system

The illustration in Fig. 1 shows the architecture of the proposed approach. The
proposed system is divided into the classical three tiers: Presentation Layer, which
is the interface to the user; Computational Layer, which handles the data objects and
modifies them; Data Layer, which consists of a database that loads and stores data.

As presented in Fig. 1, the Data Layer consists of the following 3 types of data:
Time Series—real-valued discrete time series,Fuzzy Trends—the sequences of fuzzy
numbers related to the linguistic expressions describing trends in data; Linguistic
Summaries—the sets of linguistic summaries with their descriptions in natural lan-
guage and the corresponding values of quality measures (e.g., degrees of truth).

Within the Computation Layer, the main time series data mining and forecasting
algorithms are implemented. They modify the data objects aiming at the generation
of forecasts. There are also implemented services responsible for the preprocess-
ing of data and reporting. The Autoregressive models module implements methods
that handle the multiple autoregressive and moving average processes. Additionally,
it includes various functions for the time series analysis, especially model estima-
tion and residual analysis. The Time series abstraction and summarization module
handles the data imprecision and operations on fuzzy numbers, and performs commu-
nication with the Trend Analysis System [67] adapting the results about the linguistic
summaries. The Supervised learning module consists of methods that perform the
vector classification for the multi-class classification task. Among others, the k-
NN algorithm is adapted. Additionally, the Principal Component Analysis (PCA) is
implemented to reduce the dimensionality of the feature vectors. Finally, the MCMC
posterior simulation module gathers methods for generating samples and approach-
ing the posterior densities by the MCMC simulation. It includes also methods for
goodness-of-fit, convergence diagnostics and the Bayesian averaging.

ThePresentation Layer dealswith the communication between the system and the
user. The language summaries, e.g., ‘Most increasing trends are short’ are presented
to the decision maker who points his confidence that this summary is true about the
considered time series.

As an output, the system delivers both, the crisp forecasts and the descriptions of
linguistic summaries, that have been processed during the forecasting process.
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4 Numerical Results

The empirical experiments have been performed on the sample time series from the
M3-Competition dataset by Makridakis and Hibon [68]. The goal of these experi-
ments is to provide an illustrative demonstration of the proposed Forecasting of short
time series using linguistic summaries (FTLS) approach.

4.1 Illustrative Example

First, we choose one of the shortest time series (that has only 14 observations) and
present the performance of the proposed approach in detail. The considered time
series and its preprocessed version are presented in Fig. 2.

As described in Chap.3, the proposed forecasting procedure consists of 6 steps.
Now, we illustrate its performance in detail.

1. The algorithm starts from the generation of the learning time series. Within this
experiment, the set of 3 template probabilistic models M = {M1, M2, M3} is
considered. Sample time series are created from the following models:

ỹt =
p∑

i=1

φi ỹt−i + at , at ∼ N (0, σ 2), ỹt = yt − μ (4)

where σ 2 = 0.1 and the autoregressive coefficient φ1 ∈ (−1.0,−0.4) for M1,
φ1 ∈ [−0.4, 0.4] for M2 and φ1 ∈ (0.4, 1) for M3.

2. Secondly, the definitions of fuzzy numbers that describe the trends and linguis-
tic summaries are validated with the user of the system. Table1 presents the
exemplary set of attributes with their imprecise labels, where f1, . . . , f4 denote
the successive points defining the fuzzy trapezoidal number.
For example, the duration of a trend may be characterized with label short, and
trends that have length 2 or 3 are surely short. However, trends longer than 3 or
shorter than 2 are short only to some degree, and trends that are longer than 6 are
not short at all.

Fig. 2 Time series for prediction (N3) before and after preprocessing

http://dx.doi.org/10.1007/978-3-319-30165-5_3
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Table 1 Interpretation for the set of attributes for trends with imprecise labels as fuzzy trapezoidal
numbers

Attribute name Imprecise label f1 f2 f3 f4

Duration short 0.0 2.0 3.0 6.0

Duration medium 0.0 5.0 15.3 25.3

Duration long 7.1 17.1 50.0 50.0

Dynamics decreasing −90.0 −90.0 −15.1 −10.1

Dynamics constant −15.1 −10.1 10.1 15.1

Dynamics increasing 10.1 15.1 90.0 90.0

Variability low 0.0 0.0 0.2 0.4

Variability moderate 0.2 0.4 0.6 0.8

Variability high 0.6 0.8 1.0 1.0

Table 2 Exemplary sample linguistic summaries from the training database

Description of linguistic summary Degree of truth Time series Model

Most trends are constant 1.0 001 1

Most trends are constant 1.0 002 2

Most trends are constant 0.99 003 1

Most trends are constant 1.0 004 1

Most trends are constant 1.0 005 3

Most increasing trends are short 0.40 001 1

Most increasing trends are short 0.66 002 2

Most increasing trends are short 0.39 003 1

Most increasing trends are short 0.45 004 1

Most increasing trends are short 0.70 005 3

3. Then, the knowledge discovery techniques are run. Table2 presents exemplary
linguistic summaries for time series from the training database.
For example, time series 001 (that has been generated from model 1) is described
by the linguistic summary: ‘Most trends are constant’ with the degree of truth 1,
and with the summary: ‘Most increasing trends are short’ only to some degree
(0.40).

4. Next, the supervised learning of the probabilistic models basing on the linguistic
summaries is performed. As presented in Table2, there are multiple time series
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generated from the samemodel. Each time series of the training database is linked
to some class that determines the probabilistic model, including the probability
distributions for all its parameters. For example, the following time series: 001,
003, 004 are generated from model 1, and the degree of truth of the linguistic
summary ‘Most increasing trends are short’ amounts to 0.40, 0.66 and 0.39,
respectively.

5. Then, the provisional linguistic summaries for the time series considered for pre-
diction are generated. They are provisional because of the shortness data (14
observations), and therefore require user’s validation. The user points his confi-
dence about the expected evolution of the time series to be predicted. An exem-
plary set of linguistic summaries is presented in Table3.
Types of linguistic summaries considered for validation have been chosen basing
on the analysis of most significant linguistic summaries in the training database.
As observed in Table3, for the considered time series, the following two types
of linguistic summaries are most possible to be true: ‘Most decreasing trends are
medium’ and ‘Most trends are constant’.

6. Finally, the prior probability distributions of parameters for the probabilisticmod-
els M are retrieved. The prior probabilities p(Mi |M) are set as uniform distri-
butions basing on the classification scores. As a result of the classification, the
following weights are calculated: 0.05, 0.43 and 0.52 for models M1, M2 and M3

respectively, and the forecast is simulated with the MCMC algorithm according
to formula (3). Finally, for the considered time series, the 1-step-ahead fore-
cast results to be 3692.69. Whereas, the actual value of time series occurs to
be 3698.17, so the calculated forecast is very close to the actual. Furthermore,
to justify this crisp forecast, linguistic descriptions of most possible linguistic
summaries may be provided. These summaries are related to generation of this
forecast: ‘Most decreasing trends are medium’ and ‘Most trends are constant’.

Table 3 Exemplary set of
linguistic summaries of the
time series to be predicted

Description of linguistic summary Degree of truth

Most trends are constant 0.6

Most decreasing trends are medium 0.7

Most decreasing trends are moderate 0.5

Most trends are decreasing 0.5

Most trends are medium 0.4

Most trends are moderate 0.4

Most trends are short 0.3

Most trends are increasing 0.1

Most trends most are low 0.1
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Table 4 Forecasting accuracy measured with Mean Squared Error (MSE) of the proposed FTLS
approach and Robust-Trend method

Method TS-N1 TS-N2 TS-N3 TS-N4 TS-N5

FTLS 80 246 376 394 345 130 208 118 134

Robust-Trend 30 776 79 637 458 519 180 132 211 876

4.2 Comparative Analysis

The proposed Forecasting of short time series using linguistic summaries (FTLS)
approach has been evaluated for the benchmark datasets: the subset of the 5 first
yearly time series (N1-N5) that have length 20 from the M3-Competition Datasets
Repository [68]. We perform the in-sample evaluation of the method. Only 14 obser-
vations are used to learn the model and the remaining 6 observations are used to
calculate the forecasting accuracy. The performance of the proposed FTLS approach
is compared to the Robust-Trend method (a non-parametric version of Holt’s linear
model with median based estimate of trend). Table4 shows the forecasting accuracy
measured by the Mean Squared Error.

As demonstrated by results in Table4, for most time series the proposed FTLS
approach delivers more accurate forecasts than the Robust Trend method. Further-
more, although the human input is highly subjective, it helps to eliminate the need to
manually express the assumptions as prior probability distributions, which may be
difficult to handle by non-mathematician decision makers. At the same time, the pro-
cedure enables to effectively perform the posterior simulation for various predictive
models.

5 Conclusion

When forecasting short time series, some additional knowledge is usually needed
to select the predictive model and establish its prior assumptions. The inclusion of
the prior knowledge may be easily formalized with the Bayesian methods. However,
formulating prior assumptions may become very challenging task for practitioners.
Hopefully, intelligent computing techniques can support the Bayesian forecasting of
short time series.

Within this contribution, we have introduced the forecasting method Forecast-
ing of short time series using linguistic summaries (FTLS). It incorporates fuzzy
trends and linguistic summaries into the process of forecasting. Instead of providing
definitions of prior probability distributions, users are asked to evaluate linguistic
summaries (they are intuitive and easy for interpretation). The proposed forecasting
method is human-consistent and easy for interpretation thanks to the use of linguistic
expressions, that are processedwith fuzzy logic. Finally, the numerical examples have
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been provided to illustrate the performance of the proposed approach. As confirmed
by experiments, it is a very promising approach for forecasting of short time series.

In this paper, we have also reviewed the recent trends of the interdisciplinary
research on the time series forecasting with the use of fuzzy systems. As described
and advocated with examples, fuzzy logic may successfully address the imprecision
related to real-life time series data.

In future research, the analysis of other forms of linguistic descriptions, fuzzy
classification rules and frequent temporal patterns is considered. Also, further exper-
iments including next predictive models are planned.
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An Improved Adaptive Self-Organizing Map

Dominik Olszewski, Janusz Kacprzyk and Sławomir Zadrożny

Abstract We propose a novel adaptive Self-Organizing Map (SOM). In the intro-
duced approach, the SOM neurons’ neighborhood widths are computed adaptively
using the information about the frequencies of occurrences of input patterns in the
input space. The neighborhood widths are determined independently for each neu-
ron in the SOM grid. In this way, the proposed SOM properly visualizes the input
data, especially, when there are significant differences in frequencies of occurrences
of input patterns. The experimental study on real data, on three different datasets,
verifies and confirms the effectiveness of the proposed adaptive SOM.

Keywords Self-organizing map · Adaptive self-organizing map · Neighborhood
width · Gaussian kernel · Data visualization

1 Introduction

The Self-Organizing Map (SOM) [15, 16, 26, 30, 33] is an example of the artificial
neural network architecture. It was introduced byKohonen in [18] as a generalization
and extension of the concepts proposed in [17]. This approach can be also interpreted
as a visualization technique, since the algorithm may perform a projection from
multidimensional space to 2-dimensional space, this way creating a map structure.
The location of points in 2-dimensional grid aims to reflect the similarities between
the corresponding patterns inmultidimensional space. Therefore, the SOMalgorithm
allows for visualization of relationships between patterns in multidimensional space.
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The SOM technique is an unsupervised data analysis approach, i.e., there are no
additional training data required. Although the method consists of two substantial
phases, i.e., the training phase and the testing phase, both of the phases proceed
using the same testing dataset. During the training phase, the weights corresponding
to each neuron in the SOM grid are being computed. An important step during
this process is updating of the neurons in the neighborhood of the Best Matching
Unit (BMU)—the closest neuron to the currently matched input pattern. Usually,
the neighborhood of the BMU is selected using the Gaussian kernel (see [15] for
other choices of neighborhood functions). However, the choice of the neighborhood
function parameters, and the choice of the function itself is always to some extent
arbitrary, because there are no strict guidelines, and resulting optimal solutions in
this matter. Therefore, any justified proposals regarding the neighborhood width of
the BMU are desirable, because that choice strongly affects the quality of the final
SOM visualization, and consequently, the performance of the entire analysis.

1.1 Our Proposal

In this paper, we propose a method for the SOM neurons’ neighborhood widths
adaptive computation. The neighborhood widths are determined independently for
each neuron in the SOM grid. The introduced method is based on the measurement
of the frequencies of occurrences of patterns in the input space. The Gaussian kernel
is employed as the neurons’ neighborhood function, and the radius of the Gaussian
kernel determining the neurons’ neighborhood width is calculated adaptively on
the basis of the mentioned frequencies. Therefore, the whole considered SOM is an
adaptive enhancement to the traditional approach. In case of input patterns appearing
frequently in the input space (or certain groups of highly similar input patterns—for
details, see Sect. 4), the corresponding BMU’s neighborhood is wider than in case
of input patterns occurring rarely in the input space. Consequently, the proposed
adaptive SOM reserves larger area for frequent input patterns, and smaller area for
rare input patterns. In this way, the novel SOM properly visualizes the input data,
especially, when there are significant differences in frequencies of occurrences of
input patterns in the input space. As a result, the entire visualization constituting the
final result will reflect the input data more accurately.

1.2 Remainder of This Paper

The rest of this paper is organized as follows: in Sect. 2, the appropriate related
work is presented as the background for the proposal of this paper, and a theoretical
justification of the proposed approach is provided; in Sect. 3, the traditional version
of the SOM algorithm is described; in Sect. 4, the main proposal of the paper, i.e., the
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novel adaptive SOM is introduced; in Sect. 5, our experimental results are reported;
while Sect. 6 summarizes the whole paper, provides some concluding remarks, and
points out certain directions of future research.

2 Related Work

The SOM visualization technique has been extensively studied, and numerous
improvements and extensions have been developed, including the Growing Hier-
archical SOM (GHSOM) [31], the asymmetric SOM [21, 24, 27], and the adaptive
SOM [3, 5, 14, 22, 32, 34, 35], to name a few. Naturally, the adaptive SOM versions
are of particular interest for the purposes of our research.

The paper [5] introduces a consciencemechanism in the self-organization process.
The author of [5] does not yet use the term “Self-Organizing Map” and the corre-
sponding “SOM” abbreviation, because it was published before the terms appeared
in the literature, i.e., before the Kohonen’s [18] publication. Therefore, the author
uses the notions of “self-organizing neural network” with “Kohonen learning.” The
goal of the conscience mechanism is to bring all the processing elements (i.e., all
neurons in the grid) available into the solution quickly, and to bias the competition
process so that each neuron can win the competition with approximately equal prob-
ability. Compared to the work [5], our method goes one step further, and adjusts the
winning probability to the frequencies of occurrences of input patterns in the input
space, by adapting the neurons’ neighborhood widths according to the mentioned
frequencies. In this way, the proposed approach aims to assure the accurate mapping
and visualizing of the input data by taking into account differences regarding the
distribution of input patterns in the input space.

In the paper [22], a statistical iterative Gaussian kernel smoothing problem is
considered. The authors propose a batch SOM algorithm consisting of two steps. In
the first step, the training data are partitioned according to the Voronoi regions of
the map unit locations. In the second step, the units are updated by taking weighted
centroids of the data falling into the Voronoi regions, with the weighing function
given by the neighborhood. The neighborhood width is decreased in each iteration
of the algorithm. The difference between the approach from the work [22] and the
method developed in our paper is that in [22], the neighborhood width is being
constantly decreased exponentially according to the adaptation rule (3) introduced
in [22], while in our work, the neighborhood width is adapted to a given dataset
depending on the dataset’s specific properties.

The authors of [13] introduce a Self Organizing with Adaptive Neighborhood
(SOAN) neural network. The presented technique utilizes an interaction radius
between neurons, which varies spatially and temporally, and an adaptive neighbor-
hood function. The concept is closely related to our proposal, however, the main
difference is that we utilize the relationship between the number of input patterns
(frequency of occurrences of input patterns), and the widths of the neighborhood
functions, while the authors of [13] use the correlation between the spatial variety
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(variance) of neurons in the grid, and the widths of the neighborhood functions.
Consequently, in the proposal of the paper [13], only the topography of the SOAN
grid is taken into account, when the neighborhood widths are determined, whereas
we establish an association between the information derived from the original input
space, and the widths of the neighborhood functions on the constructed SOM grid
(i.e., in the output space).

The work [8] proposes an Auto-SOM, an algorithm that estimates the learn-
ing parameters during the training of SOMs automatically. Auto-SOM consists of a
Kalman filter implementation of the SOMcoupledwith a recursive parameter estima-
tion method. The Kalman filter trains the neurons’ weights with estimated learning
coefficients so as to minimize the variance of the estimation error. The recursive
parameter estimation method estimates the width of the neighborhood function by
minimizing the prediction error variance of the Kalman filter. This is another exam-
ple of an adaptive SOM extension, in which the neighborhood width is one of the
estimated parameters. Hence, there are noticeable similarities between the method
from [8], and the method proposed in our paper. However, the significant difference
is that in Auto-SOM, the prediction error variance of the Kalman filter must be com-
puted in order to adapt the neighborhood widths. In case of our method, the sole
information about the numbers of input patterns is sufficient to effectively adjust the
widths of the neighborhood functions. Consequently, the solution proposed in our
paper is significantly simpler conceptually, and therefore, it is also less computation-
ally complex, and naturally, more efficient.

Further, in the paper [32], an Adaptive Double SOM (ADSOM) is introduced. The
constructedmap is designed for subsequent clustering analysis without requiring of a
priori knowledge about the number of clusters. ADSOM updates its free parameters
and allows convergence of its position vectors to a fairly consistent number of clusters
provided its initial number of nodes is greater than the expected number of clusters.

The paper [34] proposes a Time Adaptive SOM (TASOM). The work, along with
the papers [13, 22], and [8], is especially important in the context of our research,
because it also introduces a method for neurons neighborhood width adaptive com-
putation. In the approach proposed in [34], every neuron has its own learning rate and
neighborhood width. The difference between the solution from [34] and our method
is the following. In [34], the adaptation of the neighborhood width results from the
“closed-loop” learning of the parameter, i.e., the neighborhood width is updated on
the basis of the final quality of visualization (so as to minimize an appropriate error
function). Consequently, a learning process is a necessary stage of that analysis. On
the other hand, in case of our approach, the neighborhood width is computed in the
“open-loop” system, only on the basis of the input dataset analysis (i.e., measurement
of frequencies of occurrences of input patterns). No learning process is required, and
the method does not rely on the final results of the visualization. Consequently, no
additional error function is necessary.

The SOM adaptation process may also concern the number of neurons in the
SOM lattice and the generated topological connections among neurons. Such an
adaptive SOM version is introduced in the paper [3]. The authors of [3] propose a
new self-organizing model with growing mechanism called Diffusion and Growing
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Self-Organizing Map (DGSOM). The DGSOM model adds neurons through com-
petition mechanism, updates the topology of network using a Competitive Hebbian
Learning (CHL) fashion, and uses diffusion mechanism of Nitric Oxide (NO) as
global coordinator of self-organizing learning. Although, the DGSOMmodel incor-
porates an adaptation SOM behavior, conceptually, it is not similar to our approach,
because in our research, we focus on the neurons’ neighborhood widths in SOM, as
opposed to [3], where the number of neurons and the topological connections among
them are studied.

Another way of gaining a control over the neurons’ neighborhood widths in
SOM is the magnification control approach. The issue is thoroughly studied in the
work [39], where the three learning rule modifications for SOM are considered,
namely, the localized learning, thewinner-relaxing learning, and the concave–convex
learning. The one closest to our research is the localized learning modification lead-
ing to inserting the local learning step size in the SOM weights update formula, in
this way, affecting the neurons’ neighborhood widths. The local learning step size
depends on the stimulus density of the weight vectors (prototypes) of SOM. As it
is noticed in [39], a major drawback of the approach is that one has to estimate
the generally unknown data distribution corresponding to the mentioned stimulus
density, which may lead to numerical instabilities of the control mechanism [12,
39]. Such a drawback does not concern the proposal of the present paper, because
in our method, there is no necessity of any data distribution estimation. The second
important difference between our technique and the localized learning is that our fre-
quencies measurements refer to the input patterns in the SOM input space, whereas
in case of the localized learning, the local learning step size is determined on the
basis of the stimulus density of the weight vectors of SOM, i.e., on the basis of the
intrinsic SOM structural information.

A different learning strategy is utilized in [1], where the authors propose a
Parameter-Less Self-Organizing Map (PLSOM). The method eliminates the need
for a learning rate and annealing schemes for learning rate and neighborhood width.
Therefore, the entire approach essentially differs from the classical adaptive versions
of SOM.

In the work [35], an adaptive hierarchical structure called “Binary Tree TASOM”
(BTASOM) is introduced. The considered SOM enhancement resembles a binary
natural tree having nodes composed of TASOMnetworks. TheBTASOM is proposed
to make TASOM fast and adaptive in the number of its neurons.

Finally, in the paper [14], an adaptive GHSOM-based approach (A-GHSOM) is
introduced as an effective technique to deal with the anomaly detection problem.
As the authors claim, their GHSOM enhancement can adapt on-line to the ever-
changing anomaly detection. Consequently, according to the authors, A-GHSOM is
superior over the standard GHSOM-based methods, and it provides higher accuracy
in identifying intrusions, particularly “unknown” attacks.
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2.1 Justification of the Proposed Approach

The idea behind the proposed approach is to provide a mechanism for accurate SOM
visualization by taking into account the information about frequencies of occur-
rences of input patterns. The goal of the traditional SOM technique is to construct
a 2-dimensional map structure reflecting all the data phenomena, properties, and
relationships among the input data. Consequently, the input patterns appearing more
frequently in the input space (or certain groups of highly similar input patterns)
should occur more frequently also on the SOM grid so as to satisfy the natural and
principal requirement of the SOM technique, i.e., the correct input data visualiza-
tion. On the other hand, the rare input patterns should be treated in the opposite way.
To achieve this goal, we propose an intuitive, straightforward, and computationally
efficient mechanism of controlling the neurons’ neighborhood widths via the input
patterns’ frequencies information. In this simple way, the frequent input patterns
will receive a wider area on the SOM grid, in contrast to the rare input patterns
being allocated in the small areas on the SOM lattice. The approach proposed in this
paper supports the SOM method in preserving and maintaining the input patterns’
frequencies in the generated grid, and properly visualizing input patterns of different
frequencies of occurrences in the input space.

Taking into consideration the biological perspective of human’s cognition ability,
our proposal aims to follow the human’s skill of distinguishing the significance of
various external stimuli on the basis of their frequencies of occurrences. Dominating
external stimuli and phenomena gain higher significance and importance during the
knowledge self-organization process, and strongly affect the human’s environment
perception. The mechanism of the frequency distinction in the input data follows the
human’s ability to successfully acquire the diverse external information.

Notice that the proposed adaptive method does not use any feedback information
in a “closed loop” system, and consequently, no error computation is necessary in
order to determine the neurons’ neighborhood widths. Also, there is no need of any
additional data distribution estimation. As a result, our approach is not flawed by
the aforementioned drawbacks and constraints, which makes it robust, mathemati-
cally simple, and consequently, computationally efficient. Furthermore, the proposed
solution is not endangered by numerical instability as it is in case of the localized
learning discussed in the work [39].

3 Traditional Self-Organizing Map

The SOM algorithm provides a non-linear mapping between a high-dimensional
original data space and a 2-dimensional map of neurons. The neurons are arranged
according to a regular grid, in such a way that the similar vectors in input space are
represented by the neurons close in the grid. Therefore, the SOM technique visualizes
the data associations in the high-dimensional input space.
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Beside the classical algorithmic description of the SOM method, which is well-
known in the existing literature (see, for example, [15]), an additional mathematical
scaffolding has been provided in [21]. The authors of [21] utilized a specific error
function reflecting the behavior of SOM in a purely analytical manner. In this way, a
formalized optimization-framework-based description has been created, and it may
be found beneficial and more convenient for certain goals of the SOM analysis.

It turns out that in case of our research, the error-function-based SOM description
is of higher value in terms of the derivation of our proposal, and in terms of the clear
and comprehensive explanation and justification of the novelty, introduced in this
paper.

According to [21], the results obtained by the SOM method are equivalent to
the results obtained by minimizing the following error function with respect to the
prototypes wr and ws :
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∑
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where xi , i = 1, . . . , n is the i th input pattern in high-dimensional input space, n is
the total number of input patterns; wr , r = 1, . . . , M and ws , s = 1, . . . , M are the
prototypes of input patterns in the grid (the different indices r and s are used in order
to compute the sum of distances between neurons within the SOMgrid, including the
values of the function hrs); M is the total number of prototypes/neurons in the grid; hrs

is a neighborhood function (for example, the Gaussian kernel) that transforms non-
linearly the neuron distances (see [15] for other choices of neighborhood functions);
dEuc (·, ·) is the Euclidean distance; and Vr is the Voronoi region corresponding to
prototype wr . The number of prototypes is assumed to be sufficiently large so that
d2
Euc (xi , ws) ≈ d2

Euc (xi , wr ) + d2
Euc (wr , ws).

According to (1), the SOM error function can be decomposed as the sum of
the quantization error and the topological error. The first one minimizes the loss
of information, when the input patterns are represented by a set of prototypes. By
minimizing the second one, we assure themaximal correlation between the prototype
dissimilarities and the corresponding neuron distances, this way assuring a proper
visualization of the data relationships in the input space.

The neighborhood function hrs is of particular importance in our study, because
it determines the neighborhood of neurons in the SOM grid, i.e., the area around
BMU, where the neurons’ weights are updated together with BMU itself. Therefore,
the neighborhood function hrs may be used as a tool allowing for manipulating the
neurons’ neighborhood widths, which is the main purpose of our research.
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The SOM version considered in our study is the one using the batch training
algorithm.

The SOM error function can be optimized by an iterative algorithm consisting of
two steps (discussed in [11]). First, a quantization algorithm is executed. This algo-
rithm represents each input pattern by the nearest neighbor prototype. This operation
minimizes the first component in (1). Next, the prototypes are arranged along the
grid of neurons by minimizing the second component in the error function. This
optimization problem can be solved explicitly using the following adaptation rule
for each prototype [15]:

ws =
∑M

r=1

∑
xμ∈Vr

hrs xμ∑M
r=1

∑
xμ∈Vr

hrs

, (2)

where M is the number of neurons, and hrs is a neighborhood function (for example,
the Gaussian kernel of width σ (t)). The width of the kernel is adapted in each
iteration of the algorithm using the rule proposed by [22], i.e.,

σ (t) = σm
(
σ f /σm

)t/Niter
, (3)

where σm ≈ M/2 is typically assumed in the literature (for example, in [15]), σf is
the parameter that determines the smoothing degree of the principal curve generated
by the SOM algorithm [22], and Niter is the total number of iterations during the
SOM training phase.

4 A Novel Adaptive Self-Organizing Map

In this paper, we propose a novel adaptation rule of the SOM neurons’ neighborhood
widths. The neighborhood widths are determined independently for each neuron
in the SOM grid. The proposed rule employs the exponential update (3) from the
work [22], includes the information about the frequencies of occurrences of all input
patterns, and consequently, provides amore accurate and effective adaptation process
than the rule (3) itself.

In case of input patterns represented by a large number of features, which might
occur, for example, in case of the time series analysis (see our experimental research
in Sects. 5.8 and 5.9), there is a very low probability that a certain input pattern will
entirely (all features) appear in the input spacemore than once.However, certain input
patterns may be very similar, and from the point of view of the correct mapping onto
SOM (meant, in this case, as the correct adjustment of the neighborhood widths),
and the proper representation in the SOM grid, these patterns should be treated as the
same, because most likely, they will match the same BMU in the SOM grid. Such a
goal might be achieved by establishing a small area in the input space, which will be
gathering the input patterns of sufficiently high similarity to each other (determined
by a given tolerance threshold).
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We propose to accomplish this, by using a function returning the normalized
number of input patterns,which are not farther (in the sense of theEuclidean distance)
than a settled threshold from a pattern given as the argument to the function. The
term “normalized” in this case means that the calculated number of input patterns
will be divided by the total number of patterns in the input space. The function ϕ (·)
is defined in the following way:

ϕ (xi ) = ∣∣{x j : dEuc
(
xi , x j

) ≤ τ
}∣∣ , (4)

where xi , i = 1, . . . , n, is the i th input pattern represented by a vector of features, τ
is the arbitrarily settled tolerance threshold, n is the total number of input patterns,
|·| is the number of occurrences (in the input space) of an input pattern given as the
argument, and dEuc (·, ·) is the Euclidean distance.

The function ϕ (·) assumes values in the interval 〈0, 1〉, which is a consequence
of the beforehand mentioned normalization.

Using the function ϕ (·), we may proceed to determination of the neighborhood
widths.

The SOM neurons’ neighborhood widths are adapted in our research using the
Gaussian kernels of the following radius:

σ (xi , t) = (1 + ϕ (xi )) σm
(
σ f /σm

)t/Niter
, (5)

where σ (·, ·) is the function returning the radius of the Gaussian kernel around the
BMU corresponding to a given input pattern in analyzed dataset, xi , i = 1, . . . , n, is
the i th input pattern represented by an appropriate vector of features, n is the total
number of input patterns, and the rest of the notation is explained in (3).

In (5), the values of the function ϕ (·) are not used directly, but instead, they
are increased by one, which is necessary, in order to assure the proper association
between the standard adaptation rule (3), and the rule introduced in our paper. The
coefficient function (1 + ϕ (xi )) returns values from the interval 〈1, 2〉, i.e., the value
of 1 (or values close to 1) for the input patterns occurring rarely in the input space,
and the value of 2 (or values close to 2) for the input patterns occurring in the input
space frequently. In this way, it increases the kernel widths computed according to
the adaptation rule (3) for the frequent input patterns, while for the rare input patterns,
it changes the kernel widths calculated according to (3) very slightly, or it may even
leave them unchanged. It should be noted that by inserting into (3) the function ϕ (·)
only, we obtain too narrow Gaussian kernels. On the other hand, by applying the
coefficient function (1 + ϕ (xi )), we obtain the desirable adaptation effect, and the
rule (5), proposed in this way in this paper, can be regarded as an enhancement to
the classical SOM adaptation approach (3).

By utilizing the information about the frequencies of occurrences of input patterns,
our method exploits the specific nature and character of a given dataset, and this way,
it visualizes the dataset in the SOM grid more accurately by better adjusting to the
dataset features and properties.
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If the Gaussian kernels specifying the SOM neurons’ neighborhood width are
fitted to the frequencies of occurrences of input patterns, then the resulting SOM
will assign the wider neighborhoods (i.e., the larger area in the SOM grid) to the
neurons corresponding to the input patterns appearing more frequently in the input
space, and likewise, the obtained SOMwill assign the narrower neighborhoods (i.e.,
the smaller area in the SOM grid) to the neurons corresponding to the input patterns
appearing less frequently in the input space.

The desirable consequence of this phenomenon is that the proposed improved
adaptive SOM is dataset-dependent, and therefore, it reflects properly the relation-
ships between input patterns, especially if the input dataset is highly diverse with
respect to the input patterns’ frequencies of occurrences.

The SOM enhancement proposed in this paper refers to the batch version of the
discussed technique.

4.1 Computational Complexity

The estimated computational complexity of the proposed adaptive SOM extension
comes down to the cost of computing the values of the function ϕ (·). As it can
be easily derived from (4), the complexity of the function ϕ (·) is quadratic with
respect to the number of input patterns, i.e., it can be denoted as O (

n2
)
, where n is

the number of input patterns. Notice that the values of the function ϕ (·) need to be
computed only once, and the computation does not have to be repeated during the
SOM training.

As it is shown in [37], a rough lower bound estimate of the amount of memory
used by batch-trained SOM, implemented in the Matlab programming language, is
given by: 8

(
5 (M + n) d + 3M2

)
bytes, where M is the number of neurons in the

SOM lattice, and d is the number of dimensions in the input space. The majority
of the memory use comes from the last term of the memory complexity formula.
Therefore, the entire memory complexity of the classical SOM (regardless of the
implementation), can be estimated as O (

M2
)
.

The increase of the memory complexity of SOM associated with our extension is
n only, consequently, the estimated memory complexity of our method is given by
the same formula as in case of the standard technique, i.e., O (

M2
)
.

On the other hand, the time complexity of the traditional SOM is linear with
respect to both variables: M and n, i.e., O (Mn).

In case of the proposed SOM improvement, the application of the function ϕ (·)
causes the increase in the time complexity regarding the quadratic dependency on n,
i.e., Mn + n2. However, notice that the term n2 is added (not multiplied) to the
term Mn. That is because the computation of the values of the function ϕ (·) is
executed only once, and it does not slow down the SOM training process. Taking
into account the property of the “big O notation,” which hides constant factors and
smaller terms, the resulting estimated time complexity of our entire approach can be
described in the following way: O (

n2
)
.
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5 Experiments

In our experimental study, we have evaluated effectiveness of the proposed improved
adaptive SOM technique on the basis of the comparison with 11 reference methods.
The comparison has been performed by conducting the clustering process in the
SOM grid obtained using the proposed approach, and the clustering process in the
output spaces of 9 reference visualization methods (including 7 different adaptive
SOMs and 2 different visualization concepts cooperating with 2 modern clustering
approaches).

5.1 Reference Methods

As the reference adaptive SOMs, we have used TASOM from [34], Auto-SOM
from [8], SOAN from [13], batch SOM from [22], ADSOM from [32], BTA-
SOM from [35], and A-GHSOM from [14] techniques. As the other 2 visualization
competitors, we have chosen the recent developments, i.e., t-distributed Stochastic
Neighbor Embedding (t-SNE) technique [20] and the Neighbor Retrieval Visualizer
(NeRV)method [36].As the clusteringmethods,wehave employed the standardwell-
known k-means clustering algorithm, and the two modern clustering techniques, i.e.,
topic-model-based clustering and Non-negative Matrix Factorization (NMF) [19,
29]. The topic-model-based clustering has been implemented using the Bayesian
generative probabilistic model—Latent Dirichlet Allocation (LDA) proposed in [2].
In case of all the investigated clustering methods, the correct number of clusters has
been provided a priori as the input data. Clustering process has been carried out in
the space of the SOM grid, i.e., prototypes in the SOM grid have been the subject of
clustering. In case of the adaptive SOM approaches, the standard k-means cluster-
ing algorithm has been used, whereas in case of the t-SNE and NeRV visualization
techniques, the LDA-based and NMF clustering approaches have been utilized. The
reason for this choice is that we want to test our method competing not only with
other adaptive SOMs, but also with different modern visualization and clustering
techniques combinations, i.e., t-SNE and LDA, t-SNE and NMF, NeRV and LDA,
and NeRV and NMF. As a result, we test our approach versus 11 reference methods.

5.2 Datasets Overview

The experimental research aims to ascertain the superiority of the introduced adap-
tive SOM on the basis of the comparison of the clustering results obtained using the
proposed SOM and the reference methods. The experiments have been conducted
on real data in the three different research fields: in the field of words clustering,
in the field of sound signals clustering, and in the field of human heart rhythm
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signals clustering. The first part of the experimental study has been carried out on
the large dataset of high-dimensionality (Sect. 5.7), while the remaining two experi-
mental parts have been conducted on smaller datasets, but also of high-dimensionality
(Sects. 5.8 and 5.9). In this way, one can assess the performance of the investigated
methods operating on datasets of different size and nature, and consequently, one
can better evaluate the effectiveness of the proposed approach.

The words visualization and clustering experiment was conducted on the “Bag of
Words” dataset from the UCI Machine Learning Repository [6].

The sound signals visualization and clustering was carried out on the piano music
recordings, and the human heart rhythm signals analysis was conducted using the
ECG recordings derived from the MIT-BIH ECG Databases [7].

In case of the piano music dataset and the ECG recordings dataset, a graphical
illustration of the U-matrices generated in a single run of two chosen SOMmethods
and of the t-SNE and NeRV techniques is provided, while in case of the “Bag of
Words” dataset no such illustration is given, because of the high number of instances
in that dataset, which would make such images unreadable.

5.3 Evaluation Criteria

In case of all three parts of our experiments, we have compared the clustering results
obtained using the investigated methods. As the basis of the comparisons, i.e., as the
clustering evaluation criteria, we have used the total accuracy rate [24, 28], and the
uncertainty degree [21, 24].

In general, the results of clustering can be assessed with use of two groups of
evaluation criteria [9] (also called as the validity indices). First group are the exter-
nal criteria, which are computed by using the ground knowledge about the clustered
data, i.e., what should be the correct result of clustering. These criteria are much eas-
ier to formulate, and they allow for the precise assessment of the clustering results,
however, they are useless in real-world clustering problems, where no additional
information about the analyzed data is available. Second group are the internal cri-
teria, which are computed without using the ground knowledge about the clustered
data. Formulation of these criteria is, naturally, more difficult, however, they can be
employed to assess the results of clustering in real-life problems. Therefore, their use-
fulness in data analysis is of much value. More information on the issue of clustering
output assessment can be found, for example, in [9, 10].

In case of all three parts of our empirical study, the ground knowledge about the
data was known. Therefore, an application of external evaluation criterion (the total
accuracy rate) was possible. In order to provide more reliable assessment of the
clustering results, we have used also the second—internal evaluation criterion (the
uncertainty degree).



An Improved Adaptive Self-Organizing Map 87

Hence, the following two evaluation criteria have been used:

1. Total accuracy rate. This evaluation criterion determines the number of correctly
assigned patterns divided by the total number of patterns.
Hence, for the i th cluster, the cluster accuracy rate is determined as follows:

qi = mi

ni
, (6)

where mi , i = 1, . . . , k, is the number of patterns correctly assigned to the i th
cluster, ni , i = 1, . . . , k, is the number of patterns in the i th cluster, and k is the
number of clusters.
And, for the entire dataset, the total accuracy rate is determined as follows:

qtotal = m

n
, (7)

where m is the total number of correctly assigned patterns, and n is the total
number of patterns in the entire dataset.
The cluster accuracy rates qi and the total accuracy rate qtotal assume values in
the interval 〈0, 1〉, and naturally, greater values are preferred.
The total accuracy rate qtotal was used in our experimental study as the main basis
of the clustering accuracy comparison of all the investigated approaches.

2. Uncertainty degree. This evaluation criterion is formulated on the basis of the
number of overlapping patterns divided by the total number of patterns in a dataset.
This means, the number of patterns, which are in the overlapping area between
clusters, divided by the total number of patterns. A pattern belonging to the
overlapping area is determined on the basis of the ratio of the Euclidean distances
between the pattern and the two nearest clusters’ centroids. If this ratio is in the
interval 〈0.9, 1.1〉, then the corresponding pattern is said to be in the overlapping
area. In other words, the patterns in the overlapping area are more likely to be
assigned to incorrect clusters than other patterns, and therefore, their number
should be minimized. One can also say that the uncertainty degree determines the
uncertainty of the assignments of patterns to correct clusters.
The uncertainty degree is determined as follows:

Ud = μ

n
, (8)

where μ is the number of overlapping patterns in the dataset, and n is the total
number of patterns in the dataset.
The uncertainty degree assumes values in the interval 〈0, 1〉, and, smaller values
are desired.
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5.4 Statistical Significance

In case of all comparisons between the proposed approach and the referencemethods,
the statistical significance has been verified on the basis of the statistical Student’s
t-test, this way confirming that the difference in the results produced by a pair of
evaluated approaches is statistically significant. The p-values calculated in case of
each comparison are reported in Tables2, 3, and 4. Each p-value corresponding
to a given comparison method should be referenced to the proposed method. The
p-values computed in case of each comparison are lower than the significance level
α = 0.001, which indicates the high statistical significance of the obtained empirical
results. Therefore, the Student’s t-test confirmed the reliability and high statistical
significance of the conducted experimental research.

5.5 Time Series Feature Extraction

Feature discovery process preceding the actual visualization and clustering is an
important stage of data pre-processing. It has a strong impact on the final accuracy
of clustering, and consequently, on the performance of the whole analysis. Feature
discovery aims to form possibly smallest set of most relevant, informative, and dis-
criminative features. A proper choice of the feature set results in higher visualization
and clustering quality.

Features of the time series considered in Sects. 5.8 and 5.9 have been extracted
using amethod based on theDiscrete Fourier Transform (DFT), which is described in
details in [25]. In general, theDFT-based feature extraction is described, for example,
in [4].

5.6 Parameters Tuning

In case of all the 11 referencemethods, all their parameters have been tuned according
to the suggestions and recommendations (oriented on the problem of visualization
and clustering) from the papers introducing them, if such recommendations have
been provided. Otherwise, the exact values applied in the experimental researches
of the papers proposing the reference methods have been used in our experimental
study. We decided to use the these values as the universal ones recommended by the
inventors of themethods, and therefore, the reliable and convincing choices providing
the high quality results and high performance analysis.

On the other hand, in case of the approach proposed in the present paper, therewere
four parameters involved in the method, namely, M—the number of neurons in the
SOM lattice computed according to the recommendation from [38], i.e., M ≈ 5

√
n,

where n is the number of input patterns (generally, the size and shape of the SOMgrid
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Table 1 The values of the parameters of our method corresponding to the investigated datasets

Parameter Words Music ECG

M 16,500 (110× 150) 221 (17× 13) 189 (27× 7)

τ 0.064 0.066 0.07

σm 8250 110.5 94.5

σf 3.2 ∗ M = 52, 800 2.3 ∗ M = 508.3 2.4 ∗ M = 453.6

Fig. 1 The function of the
total accuracy rate versus the
parameter τ for the “Bag of
Words” dataset
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shouldfit the input datamanifold, therefore the value of M may sometimes differ from
5
√

n); τ—the tolerance threshold in (4), in the function ϕ (·); σm = M/2; and σf —
the parameter that determines the smoothing degree of the principal curve generated
by the SOM algorithm [22]. The parameters τ and σf were chosen empirically for
each of the investigated datasets. The values of τ were changed in the range from
0.0 to 0.08 with the step 0.002, whereas the values of σf were changed in the range
from 2.0 to 4.0M with the step 0.1M . The values of the parameters τ and σf were
chosen so as to maximize the total accuracy rate—the primary evaluation criterion.
As a result, the values were obtained for each of the examined datasets are gathered
in Table1.

The respective graphs illustrating the function of the total accuracy rate versus
the values of τ are depicted in Figs. 1, 6, and 11, while the graphs illustrating the
function of the total accuracy rate versus the values of σf are depicted in Figs. 2, 7,
and 12.

5.7 Words Visualization and Clustering

In the first part of our experimental study, we have evaluated the investigatedmethods
on the basis of the clustering accuracy of the visualized words. All the methods have
been forming five clusters (the correct number of clusters has been provided to the
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methods as the input data). The total accuracy rate and uncertainty degree have been
used as the evaluation criteria.

We have utilized excerpts from the “Bag ofWords” dataset from the UCIMachine
Learning Repository [6]. It is a high-dimensional dataset of large volume, especially
useful in case of our research. It is so, because of the significant differences in fre-
quencies of occurrences of different words in the entire dataset. Therefore, the exper-
imental investigation on the “Bag of Words” dataset clearly shows the superiority of
the proposed adaptive approach over the other examined techniques.

Dataset Description The “Bag of Words” dataset consists of five text collections:

– Enron E-mail Collection. This collection was prepared by the CALO Project (A
Cognitive Assistant that Learns and Organizes). It contains data from about 150
users, mostly senior management of Enron, organized into folders. The number of
documents in this collection is 39,861, the number of words in the vocabulary is
28,102, and the total number of words is approximately 6,400,000.

– Neural Information Processing Systems (NIPS) full papers. The number of
documents in this collection is 1500, the number of words in the vocabulary is
12,419, and the total number of words is approximately 1,900,000.

– Daily KOS Blog Entries. The number of documents in this collection is 3430,
the number of words in the vocabulary is 6906, and the total number of words is
approximately 468,000.

– New York Times News Articles. The number of documents in this collection is
300,000, the number of words in the vocabulary is 102,660, and the total number
of words is approximately 100,000,000. We have utilized only an excerpt from
this collection, i.e., 3000 documents, 11,203 words in the vocabulary, and approx-
imately 2,000,000 of words in total.

– PubMed Abstracts. This is the collections of abstracts of theU.S.NationalLibrary
of Medicine, National Institute of Health. The number of documents in this col-
lection is 8,200,000, the number of words in the vocabulary is 141,043, and the
total number of words is approximately 730,000,000. We have utilized only an
excerpt from this collection, i.e., 1000 documents, 8520 words in the vocabulary,
and approximately 100,000 of words in total.

The total number of analyzed words was approximately 10868,000.
On the visualizations generated by the investigated methods, five clusters repre-

senting those five text collections in the “Bag of Words” dataset were formed.

Text Keywords Extraction Keywords extraction of the textual data investigated
in this part of our experimental study was carried out using the term frequency—
inverse document frequency (tf-idf ) approach. The Vector Space Model (VSM)
constructed in this way is particularly useful in our research, because it implic-
itly captures the terms frequency (both: local—document-dependent and global—
collection-dependent).

In order to obtain a unified, compact, and cohesive data model, we have utilized
the common length of all vocabularies in the five considered text collections. As the
basis length, we have chosen the length of the shortest vocabulary, i.e., the vocabulary
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Table 2 Accuracy rates, standard deviations, p-values, and uncertainty degrees for the words
clustering

Investigated
method

qtotal s p-value Ud

TASOM 0.7719 2592.2 <10−4 0.2120

Auto-SOM 0.7479 3005.4 <10−4 0.2298

SOAN 0.7360 2767.2 <10−4 0.3301

Batch SOM 0.7416 2946.0 <10−4 0.1845

ADSOM 0.7285 3094.9 <10−4 0.2038

BTASOM 0.7798 3048.9 <10−4 0.1812

A-GHSOM 0.7381 2629.3 <10−4 0.2073

t-SNE and LDA 0.6955 2826.7 <10−4 0.2830

t-SNE and NMF 0.6929 2906.9 <10−4 0.2759

NeRV and LDA 0.6903 2446.9 <10−4 0.2578

NeRV and NMF 0.6894 2548.4 <10−4 0.3047

Proposed
adaptive SOM

0.8450 2738.9 – 0.1402

of the Daily KOS Blog Entries. Consequently, the number of keywords utilized
in this part of our experimental study was 6906. It was necessary to truncate the
longer vocabularies in order to build the data matrix constituting the analyzed VSM
model. The truncation has been executed in the lexicographic manner, because all
the keywords in the five vocabularies have been arranged in alphabetical order. As a
result, not all of the keywords in the remaining four text collections have been taken
into account. Nevertheless, the considered experimental problem remains a high-
dimensionality issue, and the number and variety of the keywords in the analyzed
vocabularies makes the problem complex and challenging.

Experimental Results The results of this part of our experiments are reported in
Table2,where the total accuracy rates, standard deviations, p-values (of the statistical
t-test), and uncertainty degrees corresponding to each investigated approach are
presented.

Each of the examined methods was run 50 times, because all the methods are
non-deterministic, and by repeating their runs, we obtain results, which may be
considered as more reliable. The randomness of the methods lies in both stages of
our data analysis, i.e., in visualization and in clustering.

Figure1 illustrates the relationship between the total accuracy rate and the values
of the parameter τ . The values of τ belong to the range from 0.0 to 0.08 (with the
step 0.002).

Figure2 shows the function of the total accuracy rate versus the values of the
parameter σf . The values of σf belong to the range from 2.0 to 4.0M (with the step
0.1M).

The results of this part of our experimental study show that clustering of the SOM
grid obtained using the introduced adaptive method outperforms clustering of the 2D
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Fig. 2 The function of the
total accuracy rate versus the
parameter σf for the “Bag of
Words” dataset
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visualizations returned by the other investigated approaches. The proposed approach
leads to the higher clustering quality measured on the basis of the total accuracy rate,
and also to the lower clustering uncertainty measured on the basis of the uncertainty
degree.

5.8 Piano Music Composer Visualization and Clustering

In this part of our experiments, we have evaluated the investigated methods on the
basis of the clustering quality of the visualized music pieces. All the methods have
been forming three clusters (the correct number of clusters has been provided to
the methods as the input data) representing three piano music composers: Johann
Sebastian Bach, Ludwig van Beethoven, and Fryderyk Chopin. The total accuracy
rate and uncertainty degree have been used as the evaluation criteria.

Dataset Description Each music piece was represented by a 30s sound signal sam-
pled with the 44,100Hz frequency. The entire dataset consisted of 160 sound signals.
Some of the sound signals corresponded to the same music piece played by differ-
ent pianists. In this way, we were able to increase the number of instances in this
dataset. Feature extraction process was carried out according to the Discrete-Fourier-
Transform-based (DFT-based) method, as it is described in Sect. 5.5.

Experimental ResultsThe results of this part of our experiments are demonstrated in
Fig. 3 and inTable3. Figure3 presents themaps (U-matrices) generated in a single run
of the TASOM method (Fig. 3a) and of the proposed adaptive method (Fig. 3b). The
U-matrix is a graphical presentation of SOM. Each entry of theU-matrix corresponds
to a neuron in the SOMgrid, while value of that entry is the average distance between
the neuron and its neighbors. We provide the images of the U-matrices of the two
chosen methods (not all investigated adaptive SOM versions), because this is only
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Fig. 3 Piano music composers maps (U-matrices). a TASOM. b Proposed adaptive SOM

Table 3 Accuracy rates, standard deviations, p-values, and uncertainty degrees for the pianomusic
composer clustering

Investigated
method

qtotal s p-value Ud

TASOM 0.8563 0.6987 <10−4 0.0688

Auto-SOM 0.8750 0.7730 <10−4 0.0938

SOAN 0.7625 0.7140 <10−4 0.0625

Batch SOM 0.8375 0.6652 <10−4 0.0750

ADSOM 0.7688 0.7273 <10−4 0.0563

BTASOM 0.8813 0.6047 <10−4 0.1063

A-GHSOM 0.8375 0.7354 <10−4 0.0563

t-SNE and LDA 0.7563 0.7384 <10−4 0.2375

t-SNE and NMF 0.7438 0.7117 <10−4 0.2500

NeRV and LDA 0.7000 0.6704 <10−4 0.3375

NeRV and NMF 0.6438 0.6713 <10−4 0.3563

Proposed
adaptive SOM

0.9125 0.7656 – 0.0313

a graphical insight into a method, and the most important results allowing for the
comparison and evaluation of the tested approaches are given in Table3.

Table3, in turn, presents the accuracy rates, standard deviations, p-values of the
statistical t-test, and the uncertainty degrees corresponding to each of the examined
approaches. Each of the examined methods was run 50 times.
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Fig. 4 The t-SNE
visualization of the music
dataset
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Fig. 5 The NeRV
visualization of the music
dataset
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The visualizations provided by the two conceptually different than SOM dimen-
sionality reduction methods, i.e., t-SNE and NeRV (single run of each of them), are
depicted in Figs. 4 and 5, respectively.

Figure6 illustrates the relationship between the total accuracy rate and the values
of the parameter τ . The values of τ belong to the range from 0.0 to 0.08 (with the
step 0.002).

Figure7 shows the function of the total accuracy rate versus the values of the
parameter σf . The values of σf belong to the range from 2.0 to 4.0M (with the step
0.1M).

Also in this part of our experiments, the proposal of this paper appeared to be
superior over the other examined visualization and clustering techniques.
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Fig. 6 The function of the
total accuracy rate versus the
parameter τ for the music
dataset

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
0.83

0.84

0.85

0.86

0.87

0.88

0.89

0.9

0.91

0.92

τ

T
ot

al
 a

cc
ur

ac
y 

ra
te

0.9125

0.066

Fig. 7 The function of the
total accuracy rate versus the
parameter σf for the music
dataset
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2.3

5.9 Human Heart Rhythms Visualization and Clustering

The human heart rhythm signals visualization and clustering experiment was carried
out on the dataset of ECG recordings derived from theMIT-BIH ECGDatabases [7].

In this part of our experiments, we have evaluated the investigated methods on
the basis of the clustering quality of the visualized human heart rhythm (ECG)
recordings. All the methods have been forming three clusters (the correct number of
clusters has been provided to the methods as the input data) representing three types
of human heart rhythms: normal sinus rhythm, atrial arrhythmia, and ventricular
arrhythmia. This kind of clustering can be interpreted as the cardiac arrhythmia
detection and recognition based on the ECG recordings. The total accuracy rate and
uncertainty degree have been used as the evaluation criteria.
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Fig. 8 Human heart rhythms maps (U-matrices). a TASOM. b Proposed adaptive SOM

Dataset Description In general, the cardiac arrhythmia disease may be classified
either by rate (tachycardias—the heart beat is too fast, and bradycardias—the heart
beat is too slow) or by site of origin (atrial arrhythmias—they begin in the atria, and
ventricular arrhythmias—they begin in the ventricles). Our clustering recognizes the
normal rhythm, and also, recognizes arrhythmias originating in the atria and in the
ventricles.

We analyzed 20min ECG holter recordings sampled with the 250Hz frequency.
The entire dataset consisted of 126 ECG signals. Feature extraction was carried out
according to the DFT-based method, as it is described in Sect. 5.5.
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Table 4 Accuracy rates, standard deviations, p-values, and uncertainty degrees for the human heart
rhythms clustering

Investigated
method

qtotal s p-value Ud

TASOM 0.8175 1.1933 <10−4 0.1687

Auto-SOM 0.6905 1.1952 <10−4 0.1270

SOAN 0.6595 1.1865 <10−4 0.2063

Batch SOM 0.7778 1.2164 <10−4 0.1905

ADSOM 0.7857 1.1911 <10−4 0.2063

BTASOM 0.7937 1.2014 <10−4 0.1429

A-GHSOM 0.7302 1.1851 <10−4 0.1190

t-SNE and LDA 0.8095 1.3248 <10−4 0.0079

t-SNE and NMF 0.8071 1.3529 <10−4 0.0079

NeRV and LDA 0.7952 1.1493 <10−4 0.1349

NeRV and NMF 0.7778 1.2349 <10−4 0.1587

Proposed
adaptive SOM

0.9286 1.3334 – 0.0476

Fig. 9 The t-SNE
visualization of the ECG
dataset
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Experimental Results The results of this part of our experiments are presented in
Fig. 8 and in Table4, which are constructed in the same way as in Sect. 5.8. Each of
the examined methods was run 50 times.

The t-SNE and NeRV visualizations (single run of each of them) are depicted in
Figs. 9 and 10, respectively.

Figure11 illustrates the relationship between the total accuracy rate and the values
of the parameter τ . The values of τ belong to the range from 0.0 to 0.08 (with the
step 0.002).
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Fig. 10 The NeRV
visualization of the ECG
dataset
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Fig. 11 The function of the
total accuracy rate versus the
parameter τ for the ECG
dataset
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Figure12 shows the function of the total accuracy rate versus the values of the
parameter σf . The values of σf belong to the range from 2.0 to 4.0M (with the step
0.1M).

In the last part of our empirical study, the t-SNE visualization technique clus-
tered by means of the LDA-based clustering method and the NMF method (i.e., the
combinations t-SNE and LDA and t-SNE and NMF) produced lower values of the
uncertainty degree than our approach (0.0079 and 0.0079 versus 0.0476). However,
our approach provided higher total accuracy rate (0.9286 versus 0.8095 and 0.8071),
and the total accuracy rate is, naturally, the primary and the most important evalua-
tion criterion in our experimental research. Therefore, taking this into consideration
together with the fact of outperforming all the other assessed methods, the overall
results of this part of the experiments may be recognized as satisfactory.
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Fig. 12 The function of the
total accuracy rate versus the
parameter σf for the ECG
dataset
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Defeating the NeRV visualization technique in our experimental study confirms
the observations and conclusions of the work [23], where the authors compare NeRV
and SOM. The comparison leads to a conclusion similar to our outcomes reporting
the superiority of SOM with respect to NeRV. According to the results of [23],
SOM produced the most trustworthy projection by far, compared to other discussed
methods (NeRV, among others), for two real-world datasets analyzed in [23].

6 Conclusion and Future Study

In this paper, a novel adaptive SOM version was proposed. In the introduced
approach, the neurons’ neighborhood widths are determined using the information
about the frequencies of occurrences of input patterns in the input space. The neigh-
borhood widths are determined independently for each neuron in the SOM grid. In
case of input patterns appearing frequently in the input space, the neighborhood of
the corresponding BMU is wider than in case of the input patterns occurring rarely
in the input space. Consequently, the patterns frequent in the input space will receive
larger area for their prototypes in the SOM grid, in contrast to the patterns rare in
the input space, which will get less place for their prototypes in the grid. In this way,
the proposed method provides a proper visualization of the input data, especially,
when there are significant differences in the frequencies of occurrences of input pat-
terns, and consequently, our proposal can be regarded as superior over the traditional
adaptive SOM technique.

The experimental research on real data in three fields (i.e., in the field of words
analysis, in the field of piano music analysis, and in the field of human heart rhythms
analysis) confirmed that the approach developed in this paper outperforms the 11 dif-
ferent visualization and clustering methods. The superiority was ascertained on the



100 D. Olszewski et al.

basis of the clustering performance of the all examined approaches.We investigated 7
reference adaptive SOMversions (clustered bymeans of the k-means clustering algo-
rithm), 2 different visualization techniques (i.e., t-SNE and NeRV), and 2 clustering
competitors (i.e., LDA-based clustering and NMF). In all investigated experimen-
tal cases, all the reference methods remained inferior with respect to the proposed
solution, when taking into account the total accuracy rate. Only in 2 cases (t-SNE
and LDA and t-SNE and NMF) our method returned higher values of the uncertainty
degree.

In the future study, there are two possible directions of research. On one hand,
the SOM neurons’ neighborhood function could be adapted differently, i.e., their
parameters might be updated on the basis of certain other (not only frequency-
based) properties of the input data. That could essentially improve the quality of
the resulting visualization. On the other hand, the information about the frequencies
of occurrences of input patterns in the input spacemight be utilized in order to update
and tune other (not only neurons’ neighborhood width) SOM parameters, and affect
other SOM aspects. In this way, the frequency-based properties of the input data
would have a stronger impact on the form and shape of the generated SOM, and
consequently, a higher accuracy of the final visualization may be obtained.
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Support Vector Machines in Fuzzy
Regression

Paulina Wieszczy and Przemysław Grzegorzewski

Abstract This paper presents methods of estimating fuzzy regression models based
on support vector machines. Starting from the approaches known from the literature
and dedicated to triangular fuzzy numbers and based on linear and quadratic loss,
a new method applying loss function based on the Trutschnig distance is proposed.
Furthermore, a generalization of those models for fuzzy numbers with trapezoidal
membership function is given. Finally, the proposed models are illustrated and com-
pared in the examples and some of their properties are discussed.

Keywords Fuzzy numbers · Fuzzy regression · Loss function · Support vector
machines

1 Introduction

Regression analysis is one of the most often used statistical tools applied in engineer-
ing, biology, economics and other sciences. Its goal is to create a model describing a
relationship between a response (dependent) variable and one or more explanatory
(independent) variables. Many approaches tried to extend the classical regression
into a fuzzy environment to cope with the problems delivered by imprecise data. In
the paper by Tanaka et al. [27], probably the first on this topic, a regression problem
with fuzzy dependent and crisp independent variable was formulated as a mathe-
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matical programming problem. On the other hand Diamond [5, 6] proposed a least
squares approach for both fuzzy inputs and outputs. Some other approaches were
suggested e.g. in [2, 13, 14, 21, 23]. For the review of fuzzy regression models we
refer the reader to [4, 20, 24].

Support vector machines (SVMs), introduced by V.N. Vapnik, appeared very suc-
cessful in many areas of statistical learning including classification, pattern recog-
nition and function estimation problems (see, e.g. [17, 30, 31]). Because of their
interesting properties SVMs they were also found to be useful in regression analysis
or rank regression. Recently, Hong and Hwang [18, 19] applied SVMs for fuzzy
regression. However, in their paper they considered triangular fuzzy numbers only.
Thus, the first goal of our paper is to generalize their approach for trapezoidal fuzzy
numbers. The second aim is to consider another fuzzy regression method utilizing
SVMs with a loss function based on the Trutschnig distance [29] which is recently
commonly used in fuzzy statistics.

The paper is organized as follows: In Sect. 2 we recall basic notation and termi-
nology connected with fuzzy numbers. A short introduction to fuzzy regression and
support vector machines is given in Sects. 3 and 4, respectively. Then, in Sect. 5 we
consider SVMs in fuzzy linear regression with triangular fuzzy numbers. Starting
from the ideas described in [18, 19] for the linear and quadratic loss we propose
another approach utilizing the loss function based on the Trutschnig distance. Next,
in Sect. 6 we generalize the methods shown in the previous section for the trapezoidal
fuzzy numbers. Some examples illustrating our results and comparing the suggested
models are given in Sect. 7.

2 Fuzzy Numbers

Let A denote a fuzzy number, i.e. such fuzzy subset A of the real line R with
membership function μA : R → [0, 1] which is (see [8]):

• normal (i.e. there exist an element x0 such that μA(x0) = 1),
• fuzzy convex (i.e. μA(λx1 + (1 − λ)x2) ≥ μA(x1) ∧ μA(x2), ∀x1, x2 ∈ R, ∀λ ∈

[0, 1]),
• μA is upper semicontinuous,
• supp(A) is bounded, where supp(A) = cl({x ∈ R : μA(x) > 0}), and cl is the clo-
sure operator.

For any fuzzy number A there exist four numbers a1, a2, a3, a4 ∈ R and two
functions lA, rA : R → [0, 1], where lA is nondecreasing and rA is nonincreasing,
such that we can describe a membership function μA in a following manner

μA(x) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 if x < a1
lA(x) if a1 ≤ x < a2
1 if a2 ≤ x ≤ a3
rA(x) if a3 < x ≤ a4
0 if a4 < x.
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Functions lA and rA are called the left side and the right side of a fuzzy number A,
respectively. A space of all fuzzy numbers will be denoted by F(R).

Inmany situations connectedwithmodeling andprocessing imprecise information
we use fuzzy numbers with relatively simple sides. This is obvious since simple
membership functions not only make calculations easier but also simplify computer
applications and give more intuitive and natural interpretation. For this reason fuzzy
numbers with linear sides, called trapezoidal fuzzy numbers, are most frequently
used in practice. The sides of such trapezoidal fuzzy number are linear functions
given as follows

lA(x) = x − a1
a2 − a1

,

rA(x) = a4 − x

a4 − a3
.

Thus it is clear that any trapezoidal fuzzy number is completely defined by four real
values a1 ≤ a2 ≤ a3 ≤ a4. Hence a trapezoidal fuzzy number A based on these four
values we often denote by A = T(a1, a2, a3, a4). Let us denote a subfamily of the
trapezoidal fuzzy numbers by FT (R).

A particular useful subfamily of FT (R) is given by the triangular fuzzy num-
bers, i.e. such trapezoidal fuzzy numbers for which a2 = a3. So the notation
A = T(a1, a2, a3) would indicate that given A is a triangular fuzzy number. Note
also that the family of all closed intervals in the real line is isomorphic with the
subfamily of such fuzzy numbers for which a1 = a2 and a3 = a4, while each real
number can be treated as a particular fuzzy number for such that a1 = a2 = a3 = a4.

Moreover, let Aα = {x ∈ R : μA(x) ≥ α}, α ∈ (0, 1], and A0 = supp(A), denote
an α-cut of a fuzzy number A. As it is known, every α-cut of a fuzzy number is a
closed interval, i.e. Aα = [AL(α),AU(α)], where AL(α) = inf{x ∈ R : μA(x) ≥ α}
and AU(α) = sup{x ∈ R : μA(x) ≥ α}.

The core of a fuzzy number A is the set of all points that surely belong to A, i.e.
core(A) = {x ∈ R : μA(x) = 1} = Aα=1.

Having any two fuzzy numbers we often need a distance between them. A suitable
distance on the familyF(R), a distance that is both not too hard to calculate andwhich
reflects the intuitive meaning of fuzzy sets. The most popular one is the distance
d2 : F(R) × F(R) → [0,+∞) which is actually the L2-distance in F(R) defined for
two arbitrary fuzzy numbers A and B as follows (see, e.g., [10])

d2(A,B) =
√∫ 1

0
(AL(α) − BL(α))2dα +

∫ 1

0
(AU(α) − BU(α))2dα, (1)

where [AL(α),AU(α)] and [BL(α),BU(α)] are the α-cuts of A and B, respectively.
Distance (1) is a particular case of the weighted distance
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dZL(A,B) =
√∫ 1

0
(AL(α) − BL(α))2λ(α)dα +

∫ 1

0
(AU(α) − BU(α))2λ(α)dα

where λ is an integrable and nonnegative weighting function. Some authors assume
that a weighting function λ is increasing on [0, 1] and such that λ(0) = 0. These
properties mean that higher weight and thus greater importance is attributed to higher
α-cuts. Such typical weighted function applied by many authors is simply λ(α) = α
(e.g. [32]). However, non-monotonic weighting function may be also of interest like
bi-symmetrical weighting functions (see [15, 16]).

Another interesting distancewas proposed byBertoluzza et al. [3] and generalized
by Trutschnig et al. [29] which can be expressed in terms of the squared Euclidean
distance between the mids and spreads of the interval level sets of the two fuzzy
numbers involved. For each fuzzy number A ∈ F(R) we define the following two
functions: its mid

mid(A(α)) = 1

2
(AL(α) + AU(α)) (2)

and spread

spr(A(α)) = 1

2
(AU(α) − AL(α)), (3)

which attribute to each α-cut Aαthe center and the half of the length of that α-cut,
respectively. Then for two arbitrary fuzzy numbers A and B we get the distance
δθ : F(R) × F(R) → [0,+∞) as follows

tθ(A,B) =
( ∫ 1

0

([mid(Aα) − mid(Bα)]2 + θ[spr(Aα) − spr(Bα)]2
)
dα

)1/2
, (4)

where θ ∈ (0, 1] is a parameter indicating the relative importance of the spreads
against the mids.

One can easily check that for θ = 1 the Trutschnig distance (4) is equivalent to
the most widespread distance (1), i.e. t21(A,B) = 1

2d2
2(A,B) for any A,B ∈ F(R). It

means that (1) attaches the same importance to mids and spreads. However, it seems
that the distance between mids is often more important than that of the spreads
because especially mids determine the position of the set. Hence distances A ∈ F(R)

with θ < 1 should be rather of interest.As theEuclideanmetric is dominating in fuzzy
number approximation (see, e.g., [11, 12]), the Trutschnig distance is widespread in
fuzzy statistics.

Finally, let us mention that another parametrization of the trapezoidal fuzzy num-
bers is sometimes useful to simplify some operations. Having A = T(a1, a2, a3, a4)
such that a1 ≤ a2 < a3 ≤ a4 let us denote the borders of the core (i.e. a2 and a3) by
m and n, respectively, and moreover, let a = m − a1 and b = a4 − n stand for the
spread of both arms, i.e. a ≥ 0 and b ≥ 0 are the projections of the left and right side
of the fuzzy number A, respectively, onto the real line. Using this notation one may
write down the membership of A as
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μA(x) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 if x < m − a,
x−(m−a)

a if m − a ≤ x < m,

1 if m ≤ x ≤ n,
n+b−x

b if n < x ≤ n + b,
0 if n + b < x,

and denote such trapezoidal fuzzy number by A = T̃(m, n, a, b). It is clear that for
m = n we get a triangular fuzzy number which will be denoted as A = T̃(m, a, b).
Of course, if both m = n and a = b = 0 then our fuzzy number A reduces to the real
number m. Further on, when discussing on fuzzy numbers, we will generally use this
very notation.

3 Fuzzy Regression Analysis

The key idea in regression analysis is to find a relationship between a depen-
dent (response) variable y and some independent (explanatory, predictor) variables
x1, . . . , xp. Knowing such relationship one can predict a value of the response corre-
sponding to given values of the explanatory variables. In the most often used linear
regression model we consider the following relationship

yi = β0 + β1xi1 + · · · + βpxip + εi for i = 1, . . . ,N,

where (yi)i=1,...,N denote observed values of the response obtained for given values
(xij)i,j=1,...,N of predictors and where (εi)i=1,...,N represent random errors which are
assumed to be independent and identically distributed random variables with mean
E(εi) = 0 and variance Var(εi) = σ2.

A method that gives us usually good estimates of the regression coefficients β =
(β0, . . . ,βp) is the method of least squares which minimizes the sum of the squared
errors, i.e.

S(β) =
N∑

i=1

(yi − β0 − β1xi1 + · · · − βpxip)
2.

This way we get the best linear unbiased estimator (BLUE) of β, i.e. the estimator
having the smallest variance among all linear unbiased estimators of β.

In practice one often meets situations where observations are not precise or they
are rather subjective perceptions than strict measurements. Thousands of papers
proved that fuzzy theory might be helpful in modeling such data. In particular, we
can distinguish the following three cases met in regression analysis:
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• CICO (i.e. Crisp-Inputs, Crisp-Output), where both predictors (inputs) and
responses (outputs) are real numbers,

• CIFO (i.e.Crisp-Inputs, Fuzzy-Output), where predictors (inputs) are real numbers
but responses (outputs) are modeled by fuzzy numbers

• FIFO (i.e. Fuzzy-Inputs, Fuzzy-Output), where both predictors (inputs) and
responses (outputs) are modeled by fuzzy numbers.

Two main approaches to fuzzy regression can be found in the literature. The first
one, called sometimes the possibilistic regression, proposed by Tanaka et al. [26],
is based on the extension principle and can be treated somehow as a minimization
of the response spread. The second approach, developed by Diamond [5] and his
followers, generalizes the classical least square method into the fuzzy context.

In fact, possibilistic regression reduces to the particular linear program (see [7]).
The simplest version of the possibilistic regression is interval regression expressed
by

Yi = A1xi1 + · · · + Apxip, i = 1, . . . ,N,

with the interval response Yi, real predictors xip and interval coefficients Ai. Adopting
the following notation of Aj = (acj, awj), where acj is the center of the interval and
awj ≥ 0 its radius, i.e. the half of its width (spread), we may consider Aj as

Aj = {a : acj − awj ≤ a ≤ acj + awj}.

Then, using well-known operations of the interval arithmetic we get

Yi = (ac1xi1 + · · · + acpxip, aw1|xi1| + · · · + awp|xip|).

Additionally, we assume that given output yi should be included in the estimation
interval Yi, i.e.

p∑
j=1

(acjxij − awj|xij|) ≤ yi ≤
p∑

j=1

(acjxij + awj|xij|), (5)

for i = 1, . . . ,N but, on the other hand, the length ofYi should be as small as possible.
Therefore, to estimate intervals Aj we have to minimize the following expression

S(aw1, . . . , awp) =
N∑

i=1

(
aw1|xi1| + · · · + awp|xip|

)

for all acj, awj with respect to constraint (5) and awj ≥ 0 for j = 1, . . . , p.
If the inputs are real numbers but the outputs are intervals wemay, in fact, consider

two regression models: possibility regression model

Y i = A1xi1 + · · · + Apxip
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and necessity regression model

Y i = A1xi1 + · · · + Apxip

for i = 1, . . . ,N . In the possibility regression model the problem is to find such
intervals Ai which satisfy

Yi ⊂ Y i for i = 1, . . . ,N,

and minimize the sum of the widths, i.e.

N∑
i=1

(
aw1|xi1| + · · · + awp|xip|

) −→ min .

Similarly, in the necessity regression model the problem is to find such intervals Ai

which satisfy
Y i ⊂ Yi for i = 1, . . . ,N,

and maximize the sum of the widths, i.e.

N∑
i=1

(
aw1|xi1| + · · · + awp|xip|

) −→ max .

If the given data (Y 0
i , x0i1, . . . , x0ip) for i = 1, . . . ,N , satisfy

Y 0
i = A0

1xi1 + · · · + A0
pxip,

then the intervals obtained from the possibility model are the same as obtained under
the necessity model, i.e. Aj = Aj = A0

j for j = 1, . . . , p.
For more general case with crisp inputs and fuzzy outputs we may consider the

following model (see [28])

Ŷi = A1xi1 + · · · + Apxip dla i = 1, . . . ,N,

where, for simplicity, we assume thatAj = T(aj1, aj2, aj3) are symmetrical triangular
fuzzy numbers. Then, to estimate Aj we will minimize

S(a11, a12, . . . , ap1, ap2) =
N∑

i=1

(
(a12 − a11)|xi1| + · · · + (ap2 − ap1)|xip|

)

with the following constraints: aj2 − aj1 ≥ 0 for j = 1, . . . , p and (Yi)α ⊂ (Ŷi)α for
i = 1, . . . ,N and for each α ∈ (0, 1].
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Another approach, suggested by Diamond [5], consists in the minimization of a
loss function which is usually the square of the distance δ2,1/2 between the observed
and estimated value of the response. Here, we may consider the following model

Ŷi = a0 + a1Xi1 + · · · + apXip for i = 1, . . . ,N,

where Ŷi and Xi1, . . . ,Xip are fuzzy numbers while a0, a1, . . . , ap are reals. In order
to estimate a0, a1, . . . , ap we have to minimize

S(a0, . . . , ap) =
N∑

i=1

(1
2

∫ 1

0
[(Yi)L(α) − (Ŷi)L(α)]2dα + 1

2

∫ 1

0
[(Yi)U (α) − (Ŷi)U (α)]2dα

)

with respect to all a0, a1, . . . , ap (see [2]).

4 Support Vector Machines

Support vector machines are widely used in different areas of statistical learning.
To explain their application in regression analysis let us consider the simple linear
regression.

The main idea of the SVM goes back to the ε-intensive loss function leading
in practise to the best separating hyperplane for the binary data (see [25]). Let us
consider

|y − ŷ|ε =
{
0 if |y − ŷ| < ε,
|y − ŷ| − ε if |y − ŷ| ≥ ε,

where ŷ stands for an estimator of y. We may list some ε-intensive loss functions like

1. linear ε-intensive loss function

L(y, ŷ) = |y − ŷ|ε, (6)

2. quadratic ε-intensive loss function

L(y, ŷ) = |y − ŷ|2ε, (7)

3. the Huber loss function

L(|y, ŷ|) =
{ 1

2 |y − ŷ|2 if |y − ŷ| ≤ ε,

ε|y − ŷ| − ε2

2 if |y − ŷ| > ε.

Note that for ε = 0 the ε-intensive loss functions have their counterparts used in the
classical regression analysis.
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Suppose {xi, yi}i=1,...,N ∈ R
p × R are given training data. We wish to find such

vectorw ∈ R
p and parameter b that minimize the norm ||w||2 := ∑p

j=1 w2
j and empir-

ical risk

Remp(w, b) = 1

N

N∑
i=1

|yi − 〈w, xi〉 − b|kεi
,

where 〈w, xi〉 = ∑p
j=1 wjxij. It is easily seen that for k = 1 we get the risk corre-

sponding to the linear ε-intensive loss function, while for k = 2 to the quadratic
ε-intensive loss function.

Let d denote a hyperplane given by the equation 〈w, x〉 + b = 0 (see Fig. 1).
Then each point x in the area restricted by hyperplanes d − ε and d + ε satisfies
|y − 〈w, x〉 − b|kε = 0.

Thus our problem reduces to the minimization of the expression

S(w, ξ, ξ∗) = 1

2
||w||2 + C

k

N∑
i=1

((ξi)
k + (ξ∗

i )
k) (8)

subject to { 〈w, xi〉 + b − yi ≤ ε + ξi if i = 1, . . . ,N,

〈w, xi〉 + b − yi ≥ −ε − ξ∗
i if i = 1, . . . ,N,

(9)

where ξi, ξ
∗
i ≥ 0 for i = 1, . . . ,N , and C is a positive constant called soft margin

parameter (see [9]).

Fig. 1 Regression with
ε-intensive tube
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5 SVM in Fuzzy Linear Regression with Triangular
Fuzzy Numbers

5.1 Fuzzy Regression with Triangular Fuzzy Numbers

In this section we present the SVM based fuzzy linear regression for the case of
FIFO data and triangular fuzzy numbers. Let {Xi,Yi}N

i=1 denote a training data set,
where Xi=T̃((mXi1 , aXi1 , bXi1), . . . , T̃(mXip , aXip , bXip)) and Yi = T̃(mYi , aYi , bYi).
Moreover, letmXi=(mXi1 , . . . ,mXip),aXi=(aXi1 , . . . , aXip),bXi = (bXi1 , . . . , bXip),B =
T̃(mB, aB, bB) and w = (w1, . . . ,wp).We consider the following model

Y(X) = 〈w,X〉 + B = (〈w,mX〉 + mB, 〈|w|, aX〉 + aB, 〈|w|, bX〉 + bB),

where |w| = (|w1|, . . . , |wp|). Our aim is to minimize the distance between Y and
Y(X). Using d2 norm defined by (1) we get

d2
2(Y ,Y(X)) = 1

3

(
(mY − aY ) − (mY(X) − aY(X))

)2 + 1

3

(
mY − mY(X)

)2

+1

3

(
(mY + bY ) − (mY(X) + bY(X))

)2
.

Note that minimization of d2(Y ,Y(X)) is equivalent to minimization of each of the
addends separately. Hence, the actual difference between SVMmethod for the crisp
and fuzzy linear regression comes down to the constraints.

Below we consider three situations corresponding to the linear, quadratic loss
function and the loss function based on the Trutschnig distance.

5.2 Linear Loss Function

Hong and Hwang [18] by modifying the SVM method for the linear regression and
using linear loss function obtained the optimization problem: minimize

S(w, ξ1, ξ
∗
1 , ξ2, ξ

∗
2 , ξ3, ξ

∗
3) = 1

2
||w||2 + C

3∑
k=1

N∑
i=1

(ξki + ξ∗
ki), (10)

subject to
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

mYi − 〈
w,mXi

〉 − mB ≤ ε + ξ1i,〈
w,mXi

〉 + mB − mYi ≤ ε + ξ∗
1i,

(mYi − aYi) − (
〈
w,mXi

〉 + mB − 〈|w|, aXi

〉 − aB) ≤ ε + ξ2i,

(
〈
w,mXi

〉 + mB − 〈|w|, aXi

〉 − aB) − (mYi − aYi) ≤ ε + ξ∗
2i,

(mYi + bYi) − (
〈
w,mXi

〉 + mB + 〈|w|, bXi

〉 + bB) ≤ ε + ξ3i,

(
〈
w,mXi

〉 + mB + 〈|w|, bXi

〉 + bB) − (mYi + bYi) ≤ ε + ξ∗
3i,

ξki, ξ∗
ki ≥ 0,

(11)

where C is a soft margin parameter.
The Lagrange function for (10) minimization subject to (11) is as follows

L(w,mB, aB, bB, ξ, ξ
∗) = 1

2
||w||2 + C

3∑
k=1

N∑
i=1

(ξki + ξ∗
ki)

−
N∑

i=1

γ1i
(
ε + ξ1i − mYi + 〈

w,mXi

〉 + mB
) −

N∑
i=1

γ∗
1i

(
ε + ξ∗

1i − 〈
w,mXi

〉 − mB + mYi

)

−
N∑

i=1

γ2i
(
ε + ξ2i − (mYi − aYi ) + (

〈
w,mXi

〉 + mB − 〈|w|, aXi

〉 − aB)
)

−
N∑

i=1

γ∗
2i

(
ε + ξ∗

2i − (
〈
w,mXi

〉 + mB − 〈|w|, aXi

〉 − aB) + (mYi − aYi )
)

−
N∑

i=1

γ3i
(
ε + ξ3i − (mYi + bYi ) + (

〈
w,mXi

〉 + mB + 〈|w|, bXi

〉 + bB)
)

−
N∑

i=1

γ∗
3i

(
ε + ξ∗

3i − (
〈
w,mXi

〉 + mB + 〈|w|, bXi

〉 + bB) + (mYi + bYi )
)

−
3∑

k=1

N∑
i=1

(
ηkiξki + η∗

kiξ
∗
ki

)
.

By differentiating the above function we get

∂L

∂w
= w −

N∑
i=1

(
(γ1i − γ∗

1i)mXi + (γ2i − γ∗
2i)(mXi − sgn(w) ∗ aXi)

+(γ3i − γ∗
3i)(mXi + sgn(w) ∗ bXi)

)
,

∂L

∂mB
= −

N∑
i=1

(
γ1i − γ∗

1i + γ2i − γ∗
2i

)
,

∂L

∂aB
= −

N∑
i=1

(
γ2i − γ∗

2i

)
,
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∂L

∂bB
= −

N∑
i=1

(
γ3i − γ∗

3i

)
,

∂L

∂ξki
= C − γki − ηki,

∂L

∂ξ∗
ki

= C − γ∗
ki − η∗

ki,

where (u1, . . . , up)
′ ∗ (v1, . . . , vp)

′ = (u1v1, . . . , upvp)
′. After comparing the above

functions with zero we get

w =
N∑

i=1

(
(γ1i − γ∗

1i)mXi + (γ2i − γ∗
2i)(mXi − sgn(w) ∗ aXi) (12)

+(γ3i − γ∗
3i)(mXi + sgn(w) ∗ bXi)

)
,

N∑
i=1

(
γ1i − γ∗

1i

)
= 0,

N∑
i=1

(
γ2i − γ∗

2i

)
= 0,

N∑
i=1

(
γ3i − γ∗

3i

)
= 0

and γki, γ
∗
ki ≤ C dla ξki = 0, ξ∗

ki = 0.
Hence, we can construct the problem dual to (10) minimization subject to (11) by

putting the above values into the Lagrange function of the previous problem:

W(γ, γ∗) = 1

2

( N∑
i=1

N∑
j=1

(γ1i − γ∗
1i)(γ1j − γ∗

1j)
〈
mXi ,mXj

〉

+2
N∑

i=1

N∑
j=1

(γ1i − γ∗
1i)(γ2j − γ∗

2j)
〈
mXi ,mXj − sgn(w) ∗ aXj

〉

+2
N∑

i=1

N∑
j=1

(γ1i − γ∗
1i)(γ3j − γ∗

3j)
〈
mXi ,mXj + sgn(w) ∗ bXj

〉

+
N∑

i=1

N∑
j=1

(γ2i − γ∗
2i)(γ2j − γ∗

2j)
〈
mXi − sgn(w) ∗ aXi ,mXj − sgn(w) ∗ aXj

〉

+2
N∑

i=1

N∑
j=1

(γ2i − γ∗
2i)(γ3j − γ∗

3j)
〈
mXi − sgn(w) ∗ aXi ,mXj + sgn(w) ∗ bXj

〉

+
N∑

i=1

N∑
j=1

(γ3i − γ∗
3i)(γ3j − γ∗

3j)
〈
mXj + sgn(w) ∗ bXi ,mXj + sgn(w) ∗ bXj

〉 )

+
N∑

i=1

(γ1i − γ∗
1i)mYi
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−
N∑

i=1

(γ1i − γ∗
1i)

( N∑
j=1

(
(γ1j − γ∗

1j)
〈
mXi ,mXj

〉

+(γ2j − γ∗
2j)

〈
mXi ,mXj − sgn(w) ∗ aXj

〉
+(γ3j − γ∗

3j)
〈
mXi ,mXj + sgn(w) ∗ bXj

〉 ))

+
N∑

i=1

(γ2i − γ∗
2i)(mYi − aYi )

−
N∑

i=1

(γ2i − γ∗
2i)

( N∑
j=1

(
(γ1j − γ∗

1j)
〈
mXi − sgn(w) ∗ aXi ,mXj

〉

+(γ2j − γ∗
2j)

〈
mXi − sgn(w) ∗ aXi ,mXj − sgn(w) ∗ aXj

〉
+(γ3j − γ∗

3j)
〈
mXi − sgn(w) ∗ aXi ,mXj + sgn(w) ∗ bXj

〉 ))

−
N∑

i=1

(γ3i − γ∗
3i)

( N∑
j=1

(
(γ1j − γ∗

1j)
〈
mXi + sgn(w) ∗ bXi ,mXj

〉

+(γ2j − γ∗
2j)

〈
mXi + sgn(w) ∗ bXi ,mXj − sgn(w) ∗ aXj

〉
+(γ3j − γ∗

3j)
〈
mXi + sgn(w) ∗ bXi ,mXj + sgn(w) ∗ bXj

〉 ))

−ε

3∑
k=1

N∑
i=1

(γki + γ∗
ki)

= −1

2
||w||2 − ε

3∑
k=1

N∑
i=1

(γki + γ∗
ki) +

N∑
i=1

(γ1i − γ∗
1i)mYi

+
N∑

i=1

(γ2i − γ∗
2i)(mYi − aYi ) +

N∑
i=1

(γ3i − γ∗
3i)(mYi + bYi ).

Therefore, the Lagrange multipliers γki, γ
∗
ki can be obtained by maximizing the

following equation

W(w,γ1,γ
∗
1 ,γ2,γ

∗
2 ,γ3,γ

∗
3 ) = −1

2
||w||2 − ε

3∑
k=1

N∑
i=1

(γki + γ∗
ki)

+
N∑

i=1

(γ1i − γ∗
1i)mYi +

N∑
i=1

(γ2i − γ∗
2i)(mYi − aYi) +

N∑
i=1

(γ3i − γ∗
3i)(mYi + bYi)

subject to {∑N
i=1(γki − γ∗

ki) = 0,
γki, γ

∗
ki ∈ [0,C], (13)

for k = 1, 2, 3, i = 1, . . . ,N . The Lagrangian function for the above problem looks
as follows
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R(γ1,γ
∗
1 ,γ2,γ

∗
2 ,γ3,γ

∗
3 ) = −1

2
||w||2 − ε

3∑
k=1

N∑
i=1

(γki + γ∗
ki) +

N∑
i=1

(γ1i − γ∗
1i)mYi

+
N∑

i=1

(γ2i − γ∗
2i)(mYi − aYi ) +

N∑
i=1

(γ3i − γ∗
3i)(mYi + bYi ) +

3∑
k=1

λk

( N∑
i=1

(γki − γ∗
ki)

)
.

By differentiating the above function with respect of γ1,γ
∗
1 ,γ2,γ

∗
2 ,γ3,γ

∗
3 and com-

paring the derivatives with zero we obtain linear equations as follows:

⎛
⎜⎜⎜⎜⎜⎜⎝

S11 −S11 S12 −S12 S13 −S13 −1 0 0
S′

12 −S′
12 S22 −S22 S23 −S23 0 −1 0

S′
13 −S′

13 S′
23 −S′

23 S33 −S33 0 0 −1
1′ −1′ 0′ 0′ 0′ 0′ 0 0 0
0′ 0′ 1′ −1′ 0′ 0′ 0 0 0
0′ 0′ 0′ 0′ 1′ −1′ 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

γ1

γ∗
1

γ2

γ∗
2

γ3

γ∗
3

λ1

λ2

λ3

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎝

mY

mY − aY

mY + bY

0
0
0

⎞
⎟⎟⎟⎟⎟⎟⎠
,

with

S11 = mXm′
X

(
1

2
J + 1

2
I
)
,

S12 = mX(mX − sgn(w) ∗ aX)
′,

S13 = mX(mX + sgn(w) ∗ bX)
′,

S22 = (mX − sgn(w) ∗ aX)(mX − sgn(w) ∗ aX)
′(
1

2
J + 1

2
I),

S23 = (mX − sgn(w) ∗ aX)(mX + sgn(w) ∗ bX)
′,

S33 = (mX + sgn(w) ∗ bX)(mX + sgn(w) ∗ bX)
′(
1

2
J + 1

2
I),

where 1 = (1, . . . , 1)′, 0 = (0, . . . , 0)′ are vectors of lengthN , I is the identitymatrix
of size N × N , J is the matrix of ones of size N × N , i.e. J = [1]N×N .

By (12) we get

w =
N∑

i=1

(
(γ1i − γ∗

1i)mXi + (γ2i − γ∗
2i)(mXi − sgn(w) ∗ aXi)

+(γ3i − γ∗
3i)(mXi + sgn(w) ∗ bXi)

)
,

where only B = (mB, aB, bB) is unknown. By the Karush–Kuhn–Tucker theorem
we get
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⎧⎪⎪⎨
⎪⎪⎩

γ1i(ε + ξ1i − mYi + 〈
w,mXi

〉 + mB) = 0,
γ∗
1i(ε + ξ∗

1i + mYi − 〈
w,mXi

〉 − mB) = 0,
(C − γ1i)ξ1i = 0,
(C − γ∗

1i)ξ
∗
1i = 0,

and {
mB = mYi − 〈

w,mXi

〉 − ε dla γ1i ∈ (0,C),

mB = mYi − 〈
w,mXi

〉 + ε dla γ∗
1i ∈ (0,C).

To obtain aB, bB we solve problems

min
aB≥0

N∑
i=1

(|mYi − aYi − (
〈
w,mXi

〉 + mB − 〈|w|, aXi

〉 − aB)|ε
)
,

min
bB≥0

N∑
i=1

(|mYi + bYi − (
〈
w,mXi

〉 + mB + 〈|w|, bXi

〉 + bB)|ε
)
.

5.3 Quadratic Loss Function

In the case of quadratic loss function all inequality constraints simplify to equality
constraints (since after squaring residuals its sign is no longer significant). Hence the
problem now is to minimize the following function

S(w, ξ1, ξ2, ξ3) = 1

2
||w||2 + C

2

3∑
k=1

N∑
i=1

ξ2ki (14)

subject to

⎧⎪⎨
⎪⎩

mYi − 〈w,mX〉 − mB = ε + ξ1i,

(mYi − aYi) − (
〈
w,mXi

〉 + mB − 〈|w|, aXi

〉 − aB) = ε + ξ2i,

(mYi + bYi) − (
〈
w,mXi

〉 + mB + 〈|w|, bXi

〉 + bB) = ε + ξ3i,

(15)

where C is positive constant. The Lagrangian function now looks as follows

L(w, ξ1, ξ2, ξ3) = 1

2
||w||2 + C

2

3∑
k=1

N∑
i=1

ξ2ki

−
N∑

i=1

γ1i

(
ε + ξ1i − mYi + 〈w,mX〉 + mB

)
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−
N∑

i=1

γ2i

(
ε + ξ2i − (mYi − aYi ) + (

〈
w,mXi

〉 + mB − 〈|w|, aXi

〉 − aB)
)

−
N∑

i=1

γ3i

(
ε + ξ3i − (mYi + bYi ) + (

〈
w,mXi

〉 + mB + 〈|w|, bXi

〉 + bB)
)
,

where γki ∈ R for k = 1, 2, 3, i = 1, . . . ,N . After calculating derivatives and com-
paring them with zero we get

⎛
⎜⎜⎜⎜⎜⎜⎝

0 0 0 1′ 1′ 1′
0 0 0 0′ 1′ 0′
0 0 0 0′ 0′ 1′
1 0 0 S11 S12 S13

1 −1 0 S′
12 S22 S23

1 0 1 S′
13 S′

23 S33

⎞
⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎝

mB + ε
aB − ε
bB + ε

γ1

γ2

γ3

⎞
⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎝

0
0
0

mY

mY − aY

mY + bY

⎞
⎟⎟⎟⎟⎟⎟⎠
,

with

S11 = mXm′
X + I/C,

S12 = mX(mX − sgn(w) ∗ aX)
′,

S13 = mX(mX + sgn(w) ∗ bX)
′,

S22 = (mX − sgn(w) ∗ aX)(mX − sgn(w) ∗ aX)
′,

S23 = (mX − sgn(w) ∗ aX)(mX + sgn(w) ∗ bX)
′,

S33 = (mX + sgn(w) ∗ bX)(mX + sgn(w) ∗ bX)
′,

where1 = (1, . . . , 1)′,0 = (0, . . . , 0)′ are vectors of lengthN , I is the identitymatrix
of size N × N . Hence

w =
N∑

i=1

(
γ1imXi + γ2i(mXi − sgn(w) ∗ aXi) + γ3i(mXi + sgn(w) ∗ bXi)

)

and for a new observation X we get

Y(X) = (〈w,mX〉 + mB, 〈|w|, aX〉 + aB, 〈|w|, bX〉 + bB).

5.4 A Loss Function Based on the Trutschnig Distance

In this section we propose a fuzzy linear regression with the loss function based
on the Trutschnig distance (4). This approach allows to attache more importance to
the distance between mids of the observed and estimated fuzzy number than to the
distance between their spreads.
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Let A = T̃(mA, aA, bA) and B = T̃(mB, aB, bB) be triangular fuzzy numbers. By
(4) we get

t2θ (A,B) =
∫ 1

0

([mid(Aα) − mid(Bα)]2 + θ[spr(Aα) − spr(Bα)]2
)
dα.

Let us introduce the following notation

I1 :=
∫ 1

0
[mid(Aα) − mid(Bα)]2dα,

I2 :=
∫ 1

0
[spr(Aα) − spr(Bα)]2dα.

By the definition of triangular fuzzy numbers we get

I1 = 1

4

(
(2mA − aA + bA − 2mB + aB − bB)

2

+(2mA − aA + bA − 2mB + aB − bB)(aA − bA − aB + bB)

+1

3
(aA − bA − aB + bB)

2)

= 1

4

((
2mA − 1

2
aA + 1

2
bA − 2mB + 1

2
aB − 1

2
bB

)2

+ 1

12
(aA − bA − aB + bB)

2

)
,

I2 = 1

12
(aB + bB − aA − bA)

2.

Hence, the problem ofminimizing the distance t2θ (A,B) for triangular fuzzy numbers
is equivalent to the minimization of

E1 =
(
2mA − 1

2
aA + 1

2
bA − 2mB + 1

2
aB − 1

2
bB

)2

,

E2 = (aA − bA − aB + bB)
2,

E3 = (aB + bB − aA − bA)
2.

Similarly as for the quadratic loss function to estimate a vectorw and fuzzy number
B = T̃(mB, aB, bB) we have to minimize

S(w, ξ1, ξ2, ξ3) = 1

2
||w||2 + C

2

N∑
i=1

(ξ21i + ξ22i + θξ23i) (16)
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subject to

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

2mYi − 1
2aYi + 1

2bYi − 2(
〈
w,mXi

〉 + mB)

+ 1
2 (

〈|w|, aXi

〉 + aB) − 1
2 (

〈|w|, bXi

〉 + bB) = ε + ξ1i,

aYi − bYi − 〈|w|, aXi

〉 − aB + 〈|w|, bXi

〉 + bB = ε + ξ2i,〈|w|, aXi

〉 + aB + 〈|w|, bXi

〉 + bB − aYi − bYi = ε + ξ3i,

(17)

where C is a positive constant. We obtain the following Lagrangian function for the
above problem

L(w, ξ1, ξ2, ξ3) = 1

2
||w||2 + C

2

N∑
i=1

(ξ21i + ξ22i + θξ23i)

−
N∑

i=1

γ1i

(
ε + ξ1i − 2mYi + 1

2
aYi − 1

2
bYi + 2

(〈
w,mXi

〉 + mB
)

−1

2

(〈|w|, aXi

〉 + aB
) + 1

2

(〈|w|, bXi

〉 + 1

2
bB

))

−
N∑

i=1

γ2i

(
ε + ξ2i − aYi + bYi + 〈|w|, aXi

〉 + aB − 〈|w|, bXi

〉 − bB

)

−
N∑

i=1

γ3i

(
ε + ξ3i − 〈|w|, aXi

〉 − aB − 〈|w|, bXi

〉 − bB + aYi + bYi

)
.

After calculating the desired derivatives and comparing them with zero we get

⎛
⎜⎜⎜⎜⎜⎜⎝

0 0 0 1′ 0′ 0′
0 0 0 0′ 1′ 0′
0 0 0 0′ 0′ 1′
1 0 0 S11 S12 S13

0 1 0 S21 S22 S23

0 0 1 S31 S32 S33

⎞
⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎝

mB + 3
4ε

aB

bB − ε
γ1

γ2

γ3

⎞
⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎝

0
0
0

mY

aY

bY

⎞
⎟⎟⎟⎟⎟⎟⎠
,

with

S11 = (2mX − 1

2
sgn(w) ∗ aX + 1

2
sgn(w) ∗ bX)mX

′ + I/(2C),

S12 = (sgn(w) ∗ aX − sgn(w) ∗ bX)mX
′ + I/(4C),

S13 = −(sgn(w) ∗ aX + sgn(w) ∗ bX)mX
′,

S21 = (2mX − 1

2
sgn(w) ∗ aX + 1

2
sgn(w) ∗ bX)(sgn(w) ∗ aX)

′,

S22 = (aX − bX)aX
′ + I/(2C),

S23 = −(aX + bX)aX
′ − I/(2θC),

S31 = (2mX − 1

2
sgn(w) ∗ aX + 1

2
sgn(w) ∗ bX)(sgn(w) ∗ bX)

′,
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S32 = (aX − bX)bX
′ − I/(2C),

S33 = −(aX + bX)bX
′ − I/(2θC),

where 1 = (1, . . . , 1)′, 0 = (0, . . . , 0)′ are vectors of lengthN , I is the identitymatrix
of size N × N . Therefore,

w =
N∑

i=1

γ1i

(
2mXi − 1

2
sgn(w) ∗ aXi + 1

2
sgn(w) ∗ bXi

)

+
N∑

i=1

γ2i
(
sgn(w) ∗ aXi − sgn(w) ∗ bXi

)

−
N∑

i=1

γ3i
(
sgn(w) ∗ aXi + sgn(w) ∗ bXi

)

and for a new observation X we get

Y(X) = (〈w,mX〉 + mB, 〈|w|, aX〉 + aB, 〈|w|, bX〉 + bB).

6 SVM in Fuzzy Linear Regression with Trapezoidal
Fuzzy Numbers

6.1 Fuzzy Regression with Trapezoidal Fuzzy Numbers

In this section we generalize the results presented in Sect. 5 for the SVM fuzzy
linear regression with trapezoidal fuzzy numbers. Let {Xi,Yi}N

i=1 denote a training
data set, where Xi = (T̃(mXi1 , nXi1 , aXi1 , bXi1), . . . , T̃(mXip , nXip , aXip , bXip)) and Yi =
T̃(mYi , nXi1 , aYi , bYi). Moreover, let mXi = (mXi1 , . . . ,mXip), nXi = (nXi1 , . . . , nXip),

aXi = (aXi1 , . . . , aXip), bXi = (bXi1 , . . . , bXip), B = T̃(mB, nB, aB, bB) and w =
(w1, . . . ,wp). We consider the following model

Y(X) = 〈w,X〉 + B = (〈w,mX〉 + mB, 〈w,nX〉 + nB, 〈|w|, aX〉 + aB, 〈|w|, bX〉 + bB),

where |w| = (|w1|, . . . , |wp|). Our goal is to minimize the distance between Y and
Y(X). Using d2 norm definition (1) we get

d2
2(Y ,Y(X)) = 1

4

(
(mY − aY ) − (mY(X) − aY(X))

)2 + 1

4

(
mY − mY(X)

)2

+1

4

(
nY − nY(X)

)2 + 1

4

(
(nY + bY ) − (nY(X) + bY(X))

)2
.
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Hence theminimization of the distance d2(Y ,Y(X)) is equivalent to theminimization
of each of the addends separately. In comparison with the triangular fuzzy numbers
case here we have a one constraint more.

6.2 Linear Loss Function

By modifying the SVM method for the linear regression and linear loss function
assumptions we obtain the following optimization problem: minimize

S(w, ξ1, ξ
∗
1 , ξ2, ξ

∗
2 , ξ3, ξ

∗
3 , ξ4, ξ

∗
4) = 1

2
||w||2 + C

4∑
k=1

N∑
i=1

(ξki + ξ∗
ki), (18)

subject to

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

mYi − 〈
w,mXi

〉 − mB ≤ ε + ξ1i,〈
w,mXi

〉 + mB − mYi ≤ ε + ξ∗
1i,

nYi − 〈
w,nXi

〉 − nB ≤ ε + ξ2i,〈
w,nXi

〉 + nB − nYi ≤ ε + ξ∗
2i,

(mYi − aYi) − (
〈
w,mXi

〉 + mB − 〈|w|, aXi

〉 − aB) ≤ ε + ξ3i,

(
〈
w,mXi

〉 + mB − 〈|w|, aXi

〉 − aB) − (mYi − aYi) ≤ ε + ξ∗
3i,

(nYi + bYi) − (
〈
w,nXi

〉 + nB + 〈|w|, bXi

〉 + bB) ≤ ε + ξ4i,

(
〈
w,nXi

〉 + nB + 〈|w|, bXi

〉 + bB) − (nYi + bYi) ≤ ε + ξ∗
4i,

ξki, ξ∗
ki ≥ 0,

(19)

where C is a positive constant. The Lagrangian function L := L(w,mB, nB, aB, bB,
ξ, ξ∗) for minimizing (18) subject to (19) is

L = 1

2
||w||2 + C

4∑
k=1

N∑
i=1

(ξki + ξ∗
ki)

−
N∑

i=1

γ1i
(
ε + ξ1i − mYi + 〈

w,mXi

〉 + mB
) −

N∑
i=1

γ∗
1i

(
ε + ξ∗

1i − 〈
w,mXi

〉 − mB + mYi

)

−
N∑

i=1

γ2i
(
ε + ξ2i − nYi + 〈

w,nXi

〉 + nB
) −

N∑
i=1

γ∗
2i

(
ε + ξ∗

2i − 〈
w,nXi

〉 − nB + nYi

)

−
N∑

i=1

γ3i
(
ε + ξ3i − (mYi − aYi ) + (〈

w,mXi

〉 + mB − 〈|w|, aXi

〉 − aB
) )

−
N∑

i=1

γ∗
3i

(
ε + ξ∗

3i − (〈
w,mXi

〉 + mB − 〈|w|, aXi

〉 − aB
) + (mYi − aYi )

)
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−
N∑

i=1

γ4i
(
ε + ξ4i − (nYi + bYi ) + (〈

w,nXi

〉 + nB + 〈|w|, bXi

〉 + bB
) )

−
N∑

i=1

γ∗
4i

(
ε + ξ∗

4i − (〈
w,nXi

〉 + nB + 〈|w|, bXi

〉 + bB) + (nYi + bYi

) )

−
4∑

k=1

N∑
i=1

(
ηkiξki + η∗

kiξ
∗
ki

)
.

After differentiating the above function we get

∂L

∂w
= w −

N∑
i=1

(
(γ1i − γ∗

1i)mXi + (γ2i − γ∗
2i)nXi + (γ3i − γ∗

3i)(mXi − sgn(w) ∗ aXi )

+(γ4i − γ∗
4i)(nXi + sgn(w) ∗ bXi )

)
,

∂L

∂mB
= −

N∑
i=1

(
γ1i − γ∗

1i + γ3i − γ∗
3i

)
,

∂L

∂nB
= −

N∑
i=1

(
γ2i − γ∗

2i + γ4i − γ∗
4i

)
,

∂L

∂aB
= −

N∑
i=1

(
γ3i − γ∗

3i

)
,

∂L

∂bB
= −

N∑
i=1

(
γ4i − γ∗

4i

)
,

∂L

∂ξki
= C − γki − ηki,

∂L

∂ξ∗
ki

= C − γ∗
ki − η∗

ki

and comparing the above functions with zero we get

w =
N∑

i=1

(
(γ1i − γ∗

1i)mXi + (γ2i − γ∗
2i)nXi + (γ3i − γ∗

3i)(mXi − sgn(w) ∗ aXi)

+ (γ4i − γ∗
4i)(nXi + sgn(w) ∗ bXi)

)
, (20)

N∑
i=1

(
γ1i − γ∗

1i

)
= 0,

N∑
i=1

(
γ2i − γ∗

2i

)
= 0,

N∑
i=1

(
γ3i − γ∗

3i

)
= 0

N∑
i=1

(
γ4i − γ∗

4i

)
= 0

where γki, γki∗ ≤ C dla ξki = 0, ξ∗
ki = 0. Hence, we can construct a dual problem

by putting the above values into the Lagrange function considered above
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W(γ, γ∗) = 1

2

( N∑
i=1

N∑
j=1

(γ1i − γ∗
1i)(γ1j − γ∗

1j)
〈
mXi ,mXj

〉

+ 2
N∑

i=1

N∑
j=1

(γ1i − γ∗
1i)(γ2j − γ∗

2j)
〈
mXi ,nXj

〉

+ 2
N∑

i=1

N∑
j=1

(γ1i − γ∗
1i)(γ3j − γ∗

3j)
〈
mXi ,mXj − sgn(w) ∗ aXj

〉

+ 2
N∑

i=1

N∑
j=1

(γ1i − γ∗
1i)(γ4j − γ∗

4j)
〈
mXi ,nXj + sgn(w) ∗ bXj

〉

+
N∑

i=1

N∑
j=1

(γ2i − γ∗
2i)(γ2j − γ∗

2j)
〈
nXi ,nXj

〉

+ 2
N∑

i=1

N∑
j=1

(γ2i − γ∗
2i)(γ3j − γ∗

3j)
〈
nXi ,mXj − sgn(w) ∗ aXj

〉

+ 2
N∑

i=1

N∑
j=1

(γ2i − γ∗
2i)(γ4j − γ∗

4j)
〈
nXi ,nXj + sgn(w) ∗ bXj

〉

+
N∑

i=1

N∑
j=1

(γ3i − γ∗
3i)(γ3j − γ∗

3j)
〈
mXj − sgn(w) ∗ bXi ,mXj − sgn(w) ∗ bXj

〉

+ 2
N∑

i=1

N∑
j=1

(γ3i − γ∗
3i)(γ4j − γ∗

4j)
〈
mXj − sgn(w) ∗ bXi , nXj + sgn(w) ∗ bXj

〉

+
N∑

i=1

N∑
j=1

(γ4i − γ∗
4i)(γ4j − γ∗

4j)
〈
nXj + sgn(w) ∗ bXi , nXj + sgn(w) ∗ bXj

〉 )

+
N∑

i=1

(γ1i − γ∗
1i)mYi

−
N∑

i=1

(γ1i − γ∗
1i)

( N∑
j=1

(
(γ1j − γ∗

1j)
〈
mXi ,mXj

〉 + (γ2j − γ∗
2j)

〈
mXi ,nXj

〉

+ (γ3j − γ∗
3j)

〈
mXi ,mXj − sgn(w) ∗ aXj

〉
+ (γ4j − γ∗

4j)
〈
mXi ,nXj + sgn(w) ∗ bXj

〉 ))

+
N∑

i=1

(γ2i − γ∗
2i)nYi −

N∑
i=1

(γ2i − γ∗
2i)

( N∑
j=1

(
(γ1j − γ∗

1j)
〈
nXi ,mXj

〉

+ (γ2j − γ∗
2j)

〈
nXi ,nXj

〉 + (γ3j − γ∗
3j)

〈
nXi ,mXj − sgn(w) ∗ aXj

〉

+ (γ4j − γ∗
4j)

〈
nXi ,nXj + sgn(w) ∗ bXj

〉 )) +
N∑

i=1

(γ3i − γ∗
3i)(mYi − aYi )
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−
N∑

i=1

(γ3i − γ∗
3i)

( N∑
j=1

(
(γ1j − γ∗

1j)
〈
mXi − sgn(w) ∗ aXi ,mXj

〉

+(γ2j − γ∗
2j)

〈
mXi − sgn(w) ∗ aXi ,nXj

〉
+(γ3j − γ∗

3j)
〈
mXi − sgn(w) ∗ aXi ,mXj − sgn(w) ∗ aXj

〉
+(γ4j − γ∗

4j)
〈
mXi − sgn(w) ∗ aXi ,nXj + sgn(w) ∗ bXj

〉 ))

+
N∑

i=1

(γ4i − γ∗
4i)(nYi + bYi)

−
N∑

i=1

(γ4i − γ∗
4i)

( N∑
j=1

(
(γ1j − γ∗

1j)
〈
nXi + sgn(w) ∗ bXi ,mXj

〉

+(γ2j − γ∗
2j)

〈
nXi + sgn(w) ∗ bXi ,nXj

〉
+(γ3j − γ∗

3j)
〈
nXi + sgn(w) ∗ bXi ,mXj − sgn(w) ∗ aXj

〉
+(γ4j − γ∗

4j)
〈
nXi + sgn(w) ∗ bXi ,nXj + sgn(w) ∗ bXj

〉 ))

−ε

4∑
k=1

N∑
i=1

(γki + γ∗
ki)

= −1

2
||w||2 − ε

4∑
k=1

N∑
i=1

(γki + γ∗
ki) +

N∑
i=1

(γ1i − γ∗
1i)mYi +

N∑
i=1

(γ2i − γ∗
2i)nYi

+
N∑

i=1

(γ3i − γ∗
3i)(mYi − aYi) +

N∑
i=1

(γ4i − γ∗
4i)(nYi + bYi).

Therefore, the Lagrange multipliers γki, γ
∗
ki can be obtained by maximizing the

following function

W(w,γ1,γ
∗
1 ,γ2,γ

∗
2 ,γ3,γ

∗
3 ,γ4,γ

∗
4 ) = −1

2
||w||2 − ε

4∑
k=1

N∑
i=1

(γki + γ∗
ki)

+
N∑

i=1

(γ1i − γ∗
1i)mYi +

N∑
i=1

(γ2i − γ∗
2i)nYi

+
N∑

i=1

(γ3i − γ∗
3i)(mYi − aYi ) +

N∑
i=1

(γ4i − γ∗
4i)(nYi + bYi )
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subject to
N∑

i=1

(γki − γ∗
ki) = 0,

γki, γ
∗
ki ∈ [0,C], k = 1, . . . , 4 i = 1, . . . ,N .

The Lagrangian function for the above problem looks as follows

R(γ1,γ
∗
1 ,γ2,γ

∗
2 ,γ3,γ

∗
3 ,γ4,γ

∗
4 ) = −1

2
||w||2 − ε

4∑
k=1

N∑
i=1

(γki + γ∗
ki)

+
N∑

i=1

(γ1i − γ∗
1i)mYi +

N∑
i=1

(γ2i − γ∗
2i)nYi

+
N∑

i=1

(γ3i − γ∗
3i)(mYi − aYi ) +

N∑
i=1

(γ4i − γ∗
4i)(nYi + bYi )

+
4∑

k=1

λk

( N∑
i=1

(γki − γ∗
ki)

)
. (21)

By differentiating (21) with respect to γ1,γ
∗
1 ,γ2,γ

∗
2 ,γ3,γ

∗
3 ,γ4,γ

∗
4 and comparing

the above functions with zero we obtain the following linear equations

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

S11 −S11 S12 −S12 S13 −S13 S14 −S14 −1 0 0 0
S′

12 −S′
12 S22 −S22 S23 −S23 S24 −S24 0 −1 0 0

S′
13 −S′

13 S′
23 −S′

23 S33 −S33 S34 −S34 0 0 −1 0
S′

14 −S′
14 S′

24 −S′
24 S′

34 −S′
34 S44 −S44 0 0 0 −1

1′ −1′ 0′ 0′ 0′ 0′ 0′ 0′ 0 0 0 0
0′ 0′ 1′ −1′ 0′ 0′ 0′ 0′ 0 0 0 0
0′ 0′ 0′ 0′ 1′ −1′ 0′ 0′ 0 0 0 0
0′ 0′ 0′ 0′ 0′ 0′ 1′ −1′ 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

γ1
γ∗

1
γ2
γ∗

2
γ3
γ∗

3
γ4
γ∗

4
λ1
λ2
λ3
λ4

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

mY − ε
nY − ε

mY − aY − ε
nY + bY − ε

0
0
0
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

with

S11 = mXm′
X

(
1

2
J + 1

2
I
)
,

S12 = mXn′
X,

S13 = mX(mX − sgn(w) ∗ aX)
′,

S14 = mX(nX + sgn(w) ∗ bX)
′,

S22 = nXm′
X

(
1

2
J + 1

2
I
)
,

S23 = nX(mX − sgn(w) ∗ aX)
′,

S24 = nX(nX + sgn(w) ∗ bX)
′,
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S33 = (mX − sgn(w) ∗ aX)(mX − sgn(w) ∗ aX)
′(
1

2
J + 1

2
I),

S34 = (mX − sgn(w) ∗ aX)(nX + sgn(w) ∗ bX)
′,

S44 = (nX + sgn(w) ∗ bX)(nX + sgn(w) ∗ bX)
′(
1

2
J + 1

2
I),

where1 = (1, . . . , 1)′,0 = (0, . . . , 0)′ are vectors of lengthN , I is the identitymatrix
of size N × N , J is the matrix of ones of size N × N , i.e. J = [1]N×N .

By (20) we get

w =
N∑

i=1

(
(γ1i − γ∗

1i)mXi + (γ2i − γ∗
2i)nXi + (γ3i − γ∗

3i)(mXi − sgn(w) ∗ aXi)

+(γ4i − γ∗
4i)(nXi + sgn(w) ∗ bXi)

)
,

and now the only unknown value to be found isB = (mB, nB, aB, bB). By theKarush–
Kuhn–Tucker theorem we obtain

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

γ1i(ε + ξ1i − mYi + 〈
w,mXi

〉 + mB) = 0,

γ∗
1i(ε + ξ∗

1i + mYi − 〈
w,mXi

〉 − mB) = 0,

γ2i(ε + ξ2i − nYi + 〈
w,nXi

〉 + nB) = 0,

γ∗
2i(ε + ξ∗

2i + nYi − 〈
w,nXi

〉 − nB) = 0,

(C − γ1i)ξ1i = 0,

(C − γ∗
1i)ξ

∗
1i = 0,

(C − γ2i)ξ2i = 0,

(C − γ∗
2i)ξ

∗
2i = 0,

and ⎧⎪⎪⎪⎨
⎪⎪⎪⎩

mB = mYi − 〈
w,mXi

〉 − ε dla γ1i ∈ (0,C),

mB = mYi − 〈
w,mXi

〉 + ε dla γ∗
1i ∈ (0,C),

nB = nYi − 〈
w,nXi

〉 − ε dla γ2i ∈ (0,C),

nB = nYi − 〈
w,nXi

〉 + ε dla γ∗
2i ∈ (0,C).

Similarly as in case of triangular fuzzy numbers, to find aB, bB we should solve
the following problems

min
aB≥0

N∑
i=1

(|mYi − aYi − (
〈
w,mXi

〉 + mB − 〈|w|, aXi

〉 − aB)|ε
)
,

min
bB≥0

N∑
i=1

(|nYi + bYi − (
〈
w,nXi

〉 + nB + 〈|w|, bXi

〉 + bB)|ε
)
.
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6.3 Quadratic Loss Function

For the quadratic loss function all inequality constraint simplify to equality con-
straints. Hence we have to minimize

S(w, ξ1, ξ2, ξ3, ξ4) = 1

2
||w||2 + C

2

4∑
k=1

N∑
i=1

ξ2ki (22)

subject to

⎧⎪⎪⎨
⎪⎪⎩

mYi − 〈w,mX〉 − mB = ε + ξ1i,

nYi − 〈w,nX〉 − nB = ε + ξ2i,

(mYi − aYi) − (
〈
w,mXi

〉 + mB − 〈|w|, aXi

〉 − aB) = ε + ξ3i,

(nYi + bYi) − (
〈
w,nXi

〉 + nB + 〈|w|, bXi

〉 + bB) = ε + ξ4i,

(23)

where C is a soft margin parameter.
The Lagrangian function for the minimization of (22) subject to (23) looks as

follows

L(w, ξ1, ξ2, ξ3, ξ4) = 1

2
||w||2 + C

2

4∑
k=1

N∑
i=1

ξ2ki

−
N∑

i=1

γ1i

(
ε + ξ1i − mYi + 〈

w,mXi

〉 + mB

)

−
N∑

i=1

γ2i

(
ε + ξ2i − nYi + 〈

w,nXi

〉 + nB

)

−
N∑

i=1

γ3i

(
ε + ξ3i − (mYi − aYi ) + (〈

w,mXi

〉 + mB − 〈|w|, aXi

〉 − aB
) )

−
N∑

i=1

γ4i

(
ε + ξ4i − (nYi + bYi ) + (〈

w,nXi

〉 + nB + 〈|w|, bXi

〉 + bB
) )

,

whereγki ∈ R. After calculating the derivatives and comparing themwith zerowe get

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 1′ 0′ 1′ 0′
0 0 0 0 0′ 1′ 0′ 1′
0 0 0 0 0′ 0′ 1′ 0′
0 0 0 0 0′ 0′ 0′ 1′
1 0 0 0 S11 S12 S13 S14

1 −1 0 0 S′
12 S22 S23 S24

1 0 1 0 S′
13 S′

23 S33 S34

1 0 1 0 S′
14 S′

24 S′
34 S44

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

mB + ε
nB + ε
aB − ε
bB + ε

γ1

γ2

γ3

γ4

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0
0

mY

nY

mY − aY

nY + bY

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
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with

S11 = mXm′
X + I/C,

S12 = mXn′
X,

S13 = mX(mX − sgn(w) ∗ aX)
′,

S14 = mX(nX + sgn(w) ∗ bX)
′,

S22 = nXn′
X + I/C,

S23 = nX(mX − sgn(w) ∗ aX)
′,

S24 = nX(nX + sgn(w) ∗ bX)
′,

S33 = (mX − sgn(w) ∗ aX)(mX − sgn(w) ∗ aX)
′,

S34 = (mX − sgn(w) ∗ aX)(nX + sgn(w) ∗ bX)
′,

S44 = (nX + sgn(w) ∗ bX)(nX + sgn(w) ∗ bX)
′,

where1 = (1, . . . , 1)′,0 = (0, . . . , 0)′ are vectors of lengthN , I is the identitymatrix
of size N × N . Finally, for a new observation X we get

Y(X) = 〈w,X〉 + B = (〈w,mX〉 + mB, 〈w,nX〉 + nB, 〈|w|, aX〉 + aB, 〈|w|, bX〉 + bB).

6.4 A Loss Function Based on the Trutschnig Distance

Similarly as for triangular fuzzy numbers our goal now is to solve the linear fuzzy
regression problem utilizing the Trutschnig distance. Let A = T̃(mA, nA, aA, bA) and
B = T̃(mB, nB, aB, bB) be two arbitrary trapezoidal fuzzy numbers. By (4) we get

t2θ (A,B) =
∫ 1

0

([mid(Aα) − mid(Bα)]2 + θ[spr(Aα) − spr(Bα)]2
)
dα.

Let us denote

I1 :=
∫ 1

0
[mid(Aα) − mid(Bα)]2dα,

I2 :=
∫ 1

0
[spr(Aα) − spr(Bα)]2dα.

For the trapezoidal fuzzy numbers we get

I1 = 1

4

(
(mA + nA − aA + bA − mB − nB + aB − bB)

2

+(mA + nA − aA + bA − mB − nB + aB − bB)(aA − bA − aB + bB)
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+1

3
(aA − bA − aB + bB)

2)

= 1

4

((
mA + nA − 1

2
aA + 1

2
bA − mB − nB + 1

2
aB − 1

2
bB

)2

+ 1

12
(aA − bA − aB + bB)

2

)
,

I2 = 1

4

(
(nA − mA + aA + bA − nB + mB − aB − bB)

2

+(nA − mA + aA + bA − nB + mB − aB − bB)(aB + bB − aA − bA)

+1

3
(aB + bB − aA − bA)

2)

= 1

4

((
nA − mA + 1

2
aA + 1

2
bA − nB + mB − 1

2
aB − 1

2
bB

)2

+ 1

12
(aB + bB − aA − bA)

2

)
.

Hence, the minimization of the distance t2θ (A,B) is equivalent to the minimiza-
tion of

E1 =
(

mA + nA − 1

2
aA + 1

2
bA − mB − nB + 1

2
aB − 1

2
bB

)2

,

E2 = (aA − bA − aB + bB)
2,

E3 =
(

nA − mA + 1

2
aA + 1

2
bA − nB + mB − 1

2
aB − 1

2
bB

)2

,

E4 = (aB + bB − aA − bA)
2.

To find estimators of a vector w and fuzzy number B = T̃(mB, nB, aB, bB), we
have to minimize

S(w, ξ1, ξ2, ξ3, ξ4) = 1

2
||w||2 + C

2

N∑
i=1

(ξ21i + ξ22i + θξ23i + θξ24i) (24)

subject to

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

mYi + nYi − 1
2aYi + 1

2bYi − 〈
w,mXi

〉 − mB − 〈
w,nXi

〉 − nB

+ 1
2 (

〈|w|, aXi

〉 + aB) − 1
2 (

〈|w|, bXi

〉 + bB) = ε + ξ1i,

aYi − bYi − 〈|w|, aXi

〉 − aB + 〈|w|, bXi

〉 + bB = ε + ξ2i,

nYi − mYi + 1
2aYi + 1

2bYi + 〈
w,mXi

〉 + mB − 〈
w,nXi

〉 − nB

− 1
2 (

〈|w|, aXi

〉 + aB) − 1
2 (

〈|w|, bXi

〉 + bB) = ε + ξ3i,〈|w|, aXi

〉 + aB + 〈|w|, bXi

〉 + bB − aYi − bYi = ε + ξ4i,

where C is a positive constant.
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The Lagrangian function for the above problem is

L(w, ξ1, ξ2, ξ3, ξ4) = 1

2
||w||2 + C

2

N∑
i=1

(ξ21i + ξ22i + θξ23i + θξ24i)

−
N∑

i=1

γ1i

(
ε + ξ1i − mYi − nYi + 1

2
aYi − 1

2
bYi + 〈

w,mXi

〉 + mB

+ 〈
w,nXi

〉 + nB − 1

2

(〈|w|, aXi

〉 + aB
) + 1

2

(〈|w|, bXi

〉 + 1

2
bB

) )

−
N∑

i=1

γ2i

(
ε + ξ2i − aYi + bYi + 〈|w|, aXi

〉 + aB − 〈|w|, bXi

〉 − bB

)

−
N∑

i=1

γ3i

(
ε + ξ3i − nYi + mYi − 1

2
aYi − 1

2
bYi − 〈

w,mXi

〉 − mB

+ 〈
w,nXi

〉 + nB + 1

2

(〈|w|, aXi

〉 + aB
) + 1

2

(〈|w|, bXi

〉 + 1

2
bB

) )

−
N∑

i=1

γ4i

(
ε + ξ4i − 〈|w|, aXi

〉 − aB − 〈|w|, bXi

〉 − bB + aYi + bYi

)
.

After calculating all desired derivatives of the above function and comparing them
with zero we get

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 1′ 0′ 0′ 0′
0 0 0 0 0′ 1′ 0′ 0′
0 0 0 0 0′ 0′ 1′ 0′
0 0 0 0 0′ 0′ 0′ 1′
1 0 0 0 S11 S12 S13 S14

0 1 0 0 S21 S22 S23 S24

0 0 1 0 S31 S32 S33 S34

0 0 0 1 S41 S42 S43 S44

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

mB

nB + 3
2ε

aB

bB − ε
γ1

γ2

γ3

γ4

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0
0

mY

nY

aY

bY

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

with

S11 = (mX + nX − 1

2
sgn(w) ∗ aX + 1

2
sgn(w) ∗ bX)mX

′ + I/(2C),

S12 = (sgn(w) ∗ aX − sgn(w) ∗ bX)mX
′ + I/(4C),

S13 = (nX − mX + 1

2
sgn(w) ∗ aX + 1

2
sgn(w) ∗ bX)mX

′ − I/(2θC),

S14 = −(sgn(w) ∗ aX + sgn(w) ∗ bX)mX
′ − I/(4θC),
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S21 = (mX + nX − 1

2
sgn(w) ∗ aX + 1

2
sgn(w) ∗ bX)nX

′ + I/(2C),

S22 = (sgn(w) ∗ aX − sgn(w) ∗ bX)nX
′ + I/(4C),

S23 = (nX − mX + 1

2
sgn(w) ∗ aX + 1

2
sgn(w) ∗ bX)nX

′ + I/(2θC),

S24 = −(sgn(w) ∗ aX + sgn(w) ∗ bX)nX
′ + I/(4θC),

S31 = (mX + nX − 1

2
sgn(w) ∗ aX + 1

2
sgn(w) ∗ bX)(sgn(w) ∗ aX)

′,

S32 = (aX − bX)aX
′ + I/(2C),

S33 = (nX − mX + 1

2
sgn(w) ∗ aX + 1

2
sgn(w) ∗ bX)(sgn(w) ∗ aX)

′,

S34 = −(aX + bX)aX
′ − I/(4θC),

S41 = (mX + nX − 1

2
sgn(w) ∗ aX + 1

2
sgn(w) ∗ bX)(sgn(w) ∗ bX)

′,

S42 = (aX − bX)bX
′ − I/(2C),

S43 = (nX − mX + 1

2
sgn(w) ∗ aX + 1

2
sgn(w) ∗ bX)(sgn(w) ∗ bX)

′,

S44 = −(aX + bX)bX
′ − I/(2θC),

where1 = (1, . . . , 1)′,0 = (0, . . . , 0)′ are vectors of lengthN , I is the identitymatrix
of size N × N .

Therefore,

w =
N∑

i=1

γ1i

(
mXi + nXi − 1

2
sgn(w) ∗ aXi + 1

2
sgn(w) ∗ bXi

)

+
N∑

i=1

γ2i
(
sgn(w) ∗ aXi − sgn(w) ∗ bXi

)

+
N∑

i=1

γ3i

(
nXi − mXi + 1

2
sgn(w) ∗ aXi + 1

2
sgn(w) ∗ bXi

)

−
N∑

i=1

γ4i
(
sgn(w) ∗ aXi + sgn(w) ∗ bXi

)

and for a new observation X we get

Y(X) = 〈w,X〉 + B = (〈w,mX〉 + mB, 〈w,nX〉 + nB, 〈|w|, aX〉 + aB, 〈|w|, bX〉 + bB).
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7 Illustrative Examples and Comparisons

In this section we present two examples of SVM based fuzzy linear regression and
compare the results with different approaches suggested in literature. Let {Xi,Yi}N

i=1
be a training dataset, where Xi = (Xi1, . . . ,Xip) denotes a vector of fuzzy numbers
and Yi is a fuzzy number.

To evaluate the quality of each model we use the RMSE coefficient, i.e.

RMSE =
√√√√ 1

N

N∑
i=1

d2
2(Ŷi,Yi),

where Ŷi is an estimator of Yi and d2 is the metric defined by (1).
We begin with imprecise data modeled by triangular fuzzy numbers.

Example 1 Let us consider a relationship between students’ grades (Yi) and their
family incomes (Xi) using imprecise data given in Table1 (see [7]).
For the above data we construct the following 5 models:

• L-SVM—SVM fuzzy linear model with the linear loss function,
• S-SVM—SVM fuzzy linear model with the quadratic loss function,
• T-SVM—SVM fuzzy linear model with the loss function based on the Trutschnig
distance,

• Diamond—the Diamond’s model described in [7],
• Kao-Chyyu—the Kao and Chyyu model described in [22].

The parameters for all considered SVMmodels were chosen so that RMSEwould
be minimal. Hence, for the SVM model with the linear loss function we obtained
C = 1000; in the SVM model with the quadratic loss function we got C = 1000; in
the SVMmodel with the loss function based on the Trutschnig distance we received
C = 2 and θ = 0.11. In all themodels εwere equal to zero.Estimator of vector sgn(w)
was obtained by constructing a linear model with mX considered as the independent
variable and mY taken as the dependent variable.

Table 1 Fuzzy data on
students’ grades and their
family incomes (Example1)

Yi = (mYi , aYi , bYi ) Xi = (mXi , aXi , bXi )

(4.0, 0.60, 0.80) (21.0, 4.20, 2.10)

(3.0, 0.30, 0.30) (15.0, 2.25, 2.25)

(3.5, 0.35, 0.35) (15.0, 1.50, 2.25)

(2.0, 0.40, 0.40) (9.0, 1.35, 1.35)

(3.0, 0.30, 0.45) (12.0, 1.20, 1.20)

(3.5, 0.53, 0.70) (18.0, 3.6, 1.80)

(2.5, 0.25, 0.38) (6.0, 0.60, 1.20)

(2.5, 0.50, 0.50) (12.0, 1.80, 2.40)
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Fig. 2 SVM based fuzzy
regression model with the
linear loss function

Fig. 3 SVM based fuzzy
regression model with the
quadratic loss function

Figures2, 3 and 4 show the observed data and their estimates. In particular, the
black dots represent cores of the observed points, i.e. (mXi ,mYi), while the red dots
represent their estimates, i.e. (mXi ,mŶi

). On the other hand, four corners of each solid
box are given by (mXi − aXi ,mYi − aYi), (mXi + bXi ,mYi − aYi), (mXi − aXi ,mYi +
bYi) and (mXi + bXi ,mYi + bYi), while four corners of each dotted box are defined
by (mXi − aXi ,mŶi

− aŶi
), (mXi + bXi ,mŶi

− aŶi
), (mXi − aXi ,mŶi

+ bŶi
) and (mXi +

bXi ,mŶi
+ bŶi

).
Looking at the results presented in Table2 we see that the SVM model with the

quadratic loss function and the model with the loss function based on the Trutschnig
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Fig. 4 SVM based fuzzy
regression model with the
loss function utilizing the
Trutschnig distance

Table 2 Results of
Example1

Model RMSE

L—SVM 0.66

S—SVM 0.54

T—SVM 0.55

Diamond 0.71

Kao-Chyyu 0.83

distance have nearly identical RMSE and smaller than the SVMmodel with the linear
loss function. It is worth noting that all three SVM based models have smaller RMSE
than both the Diamond and the Kao-Chyyu models. �

Example 2 In this example we consider the trapezoidal fuzzy data shown in Table3,
discussed earlier in [1] for which we construct five regression models (four of them
discussed also in Example1):

• L-SVM—SVM fuzzy linear model with the linear loss function,
• S-SVM—SVM fuzzy linear model with the quadratic loss function,
• T-SVM—SVM fuzzy linear model with the loss function based on the Trutschnig
distance,

• Diamond—the Diamond’s model described in [7],
• Arabpour-Tata—the Arabpour and Tata model described in [1].

The model parameters were chosen as follows: C = 500 for the SVM model
with the linear loss function, C = 500 for the SVM model with the quadratic loss
function, C = 0.3 and θ = 0.08 for the SVM model with the loss function based
on the Trutschnig distance. In all the models ε was equal to zero. Estimator of
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Table 3 Data used in
Example2

Yi = (mYi , nYi , aYi , bYi ) Xi = (mXi , nXi , aXi , bXi )

(3.5, 3.75, 4.25, 4.5) (1.5, 1.75, 2.25, 2.5)

(5.0, 5.25, 5.75, 6.0) (3.0, 3.25, 3.75, 4.0)

(6.5, 7.00, 8.00, 8.5) (4.5, 5.00, 6.00, 6.5)

(6.0, 6.25, 6.75, 7.0) (6.5, 6.75, 7.25, 7.5)

(8.0, 8.25, 8.75, 9.0) (8.0, 8.25, 8.75, 9.0)

(7.0, 7.50, 8.50, 9.0) (9.5, 10.00, 11.00, 11.5)

(10.0, 10.25, 10.75, 11.0) (10.5, 10.75, 11.25, 11.5)

(9.0, 9.25, 9.75, 10.0) (12.0, 12.25, 12.75, 13)

Table 4 Results of
Example2

Model RMSE

L—SVM 1.87

S—SVM 1.62

T—SVM 1.76

Diamond 3.05

Arabpour-Tata 4.79

vector sgn(w) was obtained by constructing a linear model with mX considered as
the independent variable and mY taken as the dependent variable.

Looking at the results given in Table4 we may conclude that, as in Example1, all
three SVM based models have smaller RMSE than the Diamond and the Arabpour-
Tata models. The smalles RMSE was received by the SVMmodel with the quadratic
loss function. �

To sum up, the fuzzy regression models utilizing SVMs behaved nicely in our
experiments, significantly better than the classical fuzzy regression tools.When com-
paring SVM based models with different loss functions it appeared that those with
the quadratic loss and with the loss function based on the Trutschnig distance were
better than the one with the linear loss. It seems that one of the advantages of the
SVM fuzzy regression models is the presence of the parameters (especially parame-
ter C) which enables to control the fit of the model by introducing something like a
penalty for the estimation errors.

8 Conclusions

The growing need for the decision support in presence of imprecise data and percep-
tions entails in development of various fuzzy methods in data analysis, like fuzzy
regression. This paper is dedicated to the new and promising approach to fuzzy
regression based on the support vector machines. We have presented main ideas and
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some existing solutions for triangular fuzzy numbers. Moreover, we have also gen-
eralized the results known from the literature for the trapezoidal data and suggested
the original new SVMs based fuzzy regression methods.

It is worth noting that in our examples the considered fuzzy regression meth-
ods utilizing SVMs turned out to behave better than the classical fuzzy regression
approaches. However, more studies are still required and this encouraging conclu-
sion should be confirmed in further experiments. It seems also that fuzzy regression
method utilizing the loss function based on the Trutschnig distance should be further
examined since it gives some freedom in choosing model parameters that might be
possibly optimize.

One may ask whether trapezoidal fuzzy numbers deliver enough tools for mod-
eling imprecise information in real-life situations. Of course, one can find examples
where fuzzy numbers with nonlinear sides would fit better to data than trapezoidal
fuzzy numbers. However, due to experience of many researchers and practitioners,
trapezoidal fuzzy numbers in most cases appear as an optimal compromise between
simplicity required for data processing and calculations and the accuracy in describ-
ing imprecise perceptions. This is also the reason that the trapezoidal approximation
of fuzzy numbers is developing so rapidly. Therefore, going back to fuzzy regres-
sion, it seems that in the case of fuzzy data described by complicated membership
functions the trapezoidal approximation of those fuzzy data is recommended before
any method of fuzzy regression would be applied (for the theory and practical algo-
rithms of the trapezoidal approximation we refer the reader, e.g., to [11, 12] and the
literature cited there).
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Quantified Quality Criteria of Contextual
Bipolar Linguistic Summaries

Mateusz Dziedzic, Janusz Kacprzyk, Sławomir Zadrożny
and Guy De Tré

Abstract In our previousworkwe have proposed the concept of a contextual bipolar
linguistic summary. It is an extension of the seminal concept of a linguistic summary
proposed by Yager which is based on the application of Zadeh’s calculus of linguis-
tically quantified propositions to more intuitive and human consistent data mining.
The original Yager’s concept evolved over the years and our recent contribution to
this theory is the inclusion of the concept of bipolarity of information and prefer-
ences. This enrichment of the notion of the linguistic summary calls for specialized
measures of its quality, interestingness, etc. We further study this problem and in this
paper we propose a new approach to assessing the quality of this type of summaries.

Keywords Linguistic summary · Context · Bipolarity ·Measures of quality · Data
mining

1 Introduction

More than 30 years have passed since the seminal work of Yager [33, 34] inwhich the
concept of the linguistic summaries was introduced. Over all these years this concept
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has been further developed [12–14, 21, 31] and is enjoying still growing interest of the
researchers; cf., e.g., [1, 4, 24, 29, 32].Adistinctive feature ofYager’s approach is the
use of natural language securing the intuitive character of the summaries, their easily
interpretable and human-friendly format of presenting the discovered regularities,
founded on Zadeh’s linguistically quantified propositions [35]. According to Zadeh’s
paradigm, the trends and patterns found in data are presented in a formally strict and
well defined, but at the same time easily comprehensible to an end-user form of
(quasi-)natural language expressions. This concept of linguistic summaries has been
further developed in our previous works, cf. [18, 20, 21], and here we continue this
direction of research. Our approach to the linguistic summarization is closely related
to our earlier work on flexible fuzzy queries. The essence of such queries is the use
of natural language expressions to describe the data sought. Recently, a new line of
research on flexible querying has emerged which is based on some psychological
observations of the way humans are carrying out the evaluation of the broadly meant
alternatives what is directly relevant to forming conditions on the data sought in the
realm of a database querying. Namely, it is argued that humans separately consider
the positive and the negative aspects of the considered alternatives. This triggered
the research on queries with conditions of two types corresponding to the positive
(desired) and negative (being avoided) features of data sought, respectively. Starting
with the work of Dubois and Prade [5] such queries are referred to as bipolar queries
and studying them gained significant recognition (cf., e.g., [2, 6–8, 17, 23, 30,
36, 39–41]). In the most popular approach those two assessments, represented by
separate conditions, are not considered as equally important. To allow for an explicit
aggregation of such bipolar conditions, among others, an explicit aggregation was
investigated. As a result, two bipolar operators have been introduced, i.e. the “and
possibly” and “or if impossible” [40, 42] operators, whose purpose is to model
the aggregation of two conditions taking into account a possibility or impossibility
(within the actual data) of satisfying one of them.

Following the peculiar association between flexible queries and linguistic sum-
maries of data, the foregoing bipolarity concept has been introduced into linguistic
summaries. After some necessary modifications, including introduction of a context
of the bipolar query, we proposed concepts of a contextual bipolar query [42, 44]
and a bipolar contextual linguistic summaries [9–11, 26]. The latter of the two is
further developed in the present paper with a particular emphasis on summaries’
quality criteria [9] and quantifiers used therein.

The following parts of the paper are organized as follows. In Sect. 2 we briefly
introduce the flexible querying and linguistic summaries of data. The flexible queries
are extended further in Sect. 3 with concepts of bipolarity and context, which leads to
the introduction of contextual linguistic summaries in Sect. 4. Then, in Sect. 5, quality
criteria of introduced contextual summaries are discussed and further developed.
Finally, some conclusions and overall discussion are provided.
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2 Flexible Fuzzy Queries and Linguistic Summaries

In our approachwe identify a querywith conditions that the data sought have to fulfill.
Referring to the standard query language SQL we assume the notion of the query
in this paper is basically equated with the WHERE clause of its SELECT instruction.
This approach, despite simplified, preserves the most important aspects of a query
which are essential for us.

In classical query languages preferences of users must be expressed precisely.
However, due to the fact that their original form is a natural language expression, in
many practical situations they are imprecise. For example, one (a non-DBMS expert)
may be concerned primarily with the cost while looking for an apartment to rent and
express his or her preference as:

Find cheap apartments for rent in Kraków. (1)

The above observation led tomany studies on representing such imprecise statements
in database queries [27, 37]. In an approach, referred here to as fuzzy linguistic
queries, such imprecise terms as, e.g., cheap are represented by fuzzy sets defined in
the domains of respective attributes.

Usually, a dictionary of linguistic terms is an important part of an implementation
of systems supporting flexible fuzzy querying. Such a dictionary contains predefined
linguistic terms and corresponding fuzzy sets, as well as terms defined by the users,
used in queries; cf., e.g. [19]. Linguistic terms collected in such a dictionary form a
perfect starting point to derive meaningful linguistic summaries of a database.

2.1 Linguistic Summaries of Data

In almost all approaches to the linguistic summarization of data (cf. [25]) as lin-
guistic summaries we understand quasi natural language sentences describing some
characteristic features present in data set under consideration. Those sentences are,
as originally proposed by Yager [33, 34], represented by linguistically quantified
propositions based on Zadeh’s calculus of linguistically quantified propositions [35]
as the underlying formalism. The statement representing a linguistic summary points
out some properties shared by a number of data items and the proportion of these data
items is expressed using a linguistic quantifier. That idea has been further developed
by Kacprzyk and Yager [15], and Kacprzyk, Yager and Zadrożny [16, 18, 20].

Assuming R = {t1, . . . , tn} is a set of tuples (a relation) in a database, representing,
e.g., a set of employees; A = {A1, . . . , Am} is a set of attributes defining schema of
the relation R, e.g., salary, age, education_level, etc. in a database of employees
(A j (ti ) denotes a value of attribute A j for a tuple ti ), the linguistic summary of a set
R is a linguistically quantified proposition which is an instantiation of the following
generic form:
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Qt∈R (U (t), S(t)) (2)

composed of the following elements:

• Summarizer S which is a fuzzy predicate representing, e.g., an expression “an
employee is well-educated”, formed using attributes of the set A;

• Qualifier U (optional) which is another fuzzy predicate representing, e.g., a set of
“young employees”, formally its absence is covered by (2) assuming U = R;

• Linguistic quantifier Q, e.g., “most” expressing the proportion of tuples satisfying
the summarizer (optionally, among those satisfying a qualifier);

• Truth (validity) T of the summary, i.e. a number from [0, 1] expressing the truth
of a respective linguistically quantified proposition.

In what follows we often use an abbreviated form of this notation, i.e. Q(U, S) or
Q(S) if U = R, dropping the t’s where it does not lead to any misunderstanding and
assuming the quantifier Q to refer to the whole relation R.

As already mentioned, in Yager’s original approach the linguistic quantifiers are
represented using Zadeh’s calculus of linguistically quantified propositions. A nor-
mal and monotonically non-decreasing proportional linguistic quantifier Q is repre-
sented by a fuzzy set in [0, 1] and µQ(x) states the degree to which the proportion
of 100×x % of elements of the universe match the meaning of the quantifier Q. For
example, µmost (0.8) = 1.0 means that the 80% of tuples from the universe match
the meaning of “most” to the degree of 1.0.

The truth degree of the linguistic summary (2) is computed as follows:

T (Qt∈R(U (t), S(t)) = µQ

(∑n
i=1 (µU (ti ) ∧ µS(ti ))∑n

i=1 µU (ti )

)
. (3)

where ∧ denotes the minimum operator or, in general, a t-norm operator. In case the
qualifier U is missing the formula (3) is simplified to:

T (Qt∈R S(t)) = µQ

(
1

n

n∑
i=1

µS(ti )

)
. (4)

As a remark, in what follows we will denote by T the truth of any linguistically
quantified expressions, not only the summaries itself.

Linguistic quantifiers may be modeled in many various ways—cf., e.g., a recent
survey by Delgado et al. [3]. These various approaches may be readily adopted in
the framework of the linguistic summarization of data (cf., e.g. [10]). However, due
to the computational simplicity and convenience we adopt in our investigations and
in this paper the original Zadeh’s calculus of linguistically quantified propositions
mentioned above.
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3 Bipolarity in Flexible Querying

As already mentioned, flexible fuzzy queries described above provide a very useful
way of representation of users preferences, mainly allowing for a gradual, not only
binary, character of them. Another view of modeling preferences, cf. [5], assumes
that the decision maker often comes up with somehow independent evaluations of
positive and negative features of alternatives in question.

This leads to a general concept of bipolar query [5] against a database, formed by
two conditions representing the positive and negative assessments. In the approach
most popular in recent studies those two assessments are not equally important: the
negative condition, or rather its complement denoted C , is treated as a constraint,
while the positive condition, P , is only wished to be satisfied.

Such a semantics of the bipolar queries, generically denoted as (C, P), can be
traced back to the seminal work of Lacroix and Lavency, [28]. The evaluation of
such a query results in two degrees corresponding to the satisfaction of the positive
and negative condition(s), which are then aggregated by special operators.

In our previous works (e.g. [36, 38–40] and [42, 43], respectively) we proposed
a pair of two asymmetric operators to combine both conditions, C and P:

1. Conjunction-like “and possibly” operator which aggregates their satisfaction
degrees depending on the possibility of a simultaneous matching of both con-
ditions, somehow favoring the (complement of the) negative condition C ; and

2. Disjunction-like “or if impossible” operator which favors the positive condition P
by taking into account the negative condition’s complement C only if it is not
possible to fulfill the positive one.

3.1 “And Possibly” Operator

The first type of proposed bipolar queries may be written in a general form of:

C and possibly P (5)

and would be denoted C ∧p P in what follows. Such a query may be illustrated with
an example:

Find employees that are young “and possibly” earn a high salary (6)

interpreted two fold:

1. If there is a tuple which satisfies (by satisfying a condition, here and in what
follows, we understand satisfying it to a high degree) both conditions, then and
only then it is actually possible to satisfy both of them and each tuple has to do
so; or

2. If there is no such a tuple, then condition P can be ignored.
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Thus, in the crisp framework, in the former case the query (5) reduces to the regular
conjunction C ∧ P while in the latter it simply reduces to condition C .

In the crisp case the matching degree of the C ∧p P query against a tuple t may
be formalized as [28]:

C(t) ∧p P(t) = C(t) ∧ (∃s∈R (C(s) ∧ P(s)) ⇒ P(t)) . (7)

The execution of such a query in the crisp case boils down to a selection of tuples
satisfying condition C followed by a selection, from among them, those satisfying
condition P , if any. However, in a fuzzy case the situation is much more complicated
and, at the same time, interesting. First of all, the formula (7) may be interpreted in
variousways depending on the operators of the logical connectives. For theminimum,
maximum and the Kleene–Dienes implication one obtains:

T
(
C(t) ∧p P(t)

) = min(µC(t),max(1 − ∃C P, µP(t))), (8)

where ∃C P denotes maxs∈R min(µC(s), µP(s)).

3.2 “Or if Impossible” Operator

Recently we proposed a second type of bipolar operator [42] providing queries gen-
eralized as:

P or if impossible C (9)

in what follows denoted by P ∨i C and exemplified with a query:

Find employees who earn a high salary “or if impossible” are young (10)

interpreted as follows:

1. If there is no tuple (in the dataset) which satisfies positive condition P , then and
only then it is actually impossible to satisfy it and the second condition C is taken
into consideration; on the other hand

2. If there is such a tuple, then only condition P is considered.

Thus, in the crisp framework, in the former case the query (9) reduces to the con-
dition C while in the latter case it reduces to P . This, for the crisp case, may be
formally written as:

P(t) ∨i C(t) = P(t) ∨ (¬∃s∈R P(s) ∧ C(t)) . (11)

For fuzzy conditions P and C one may once again employ the minimum and maxi-
mum operators to interpret the conjunction and disjunction respectively, and obtain:
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T (P(t) ∨i C(t)) = max(µP(t),min(1 − ∃P, µC (t))), (12)

where ∃P denotes maxs∈R µP(s).

3.3 Context in Bipolar Queries

Both operators, the “and possibly” and “or if impossible”, refer to the whole
dataset/database when deciding on the possibility or impossibility of satisfying the
conditions. Thus, the result of this calculation is the same for every tuple in the
dataset. However, one can imagine a situation where the possibility/impossibility
test should be rather performed only on a part of the dataset related to the tuple
considered, e.g. in an employee database one may want to focus on employees of
every department separately.

This tuple-related neighborhood is referred to here as a context of the tuple, or
the query itself, and may be exemplified by:

Find employees that are young “and possibly—with regards to the
context of the colleagues from the same department—” earn a high
salary;

(13)

satisfied by an employee if:

1. He or she satisfies both conditions, i.e. is young and earns a high salary; or
2. He or she is young and there is no other employee in (the context of) his or her

department who is both young and earns a high salary.

Such examples, constructed with any of the two operators led us to the concept of
contextual bipolar queries (or, briefly, contextual queries, see e.g. [42, 44]) and fur-
ther into the concept of contextual bipolar linguistic summaries (contextual linguistic
summaries, see e.g. [10, 11, 26, 43]).

A generic form of the contextual bipolar query with the “and possibly” operator
is formalized as:

C and possibly P w.r.t. context W (14)

in our previous works also noted as (C and possibly P with respect to W ) and in
what follows denoted asC ∧W

p P , where conditionsC and P are interpreted as in (5).
The predicate W denotes the context of a tuple t for which the query is evaluated,
i.e., a part of the database that is related via W to the t and forms the context in which
the possibility of fulfilling both C and P is calculated:

Context(t) = {s ∈ R : W (t, s)} . (15)

In general, the context defining predicate may be fuzzy, characterized by its mem-
bership function µW , and then the context is a fuzzy set of tuples characterized by
the membership function:
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µContext(t)(s) = µW (t, s) (16)

The semantics of the query (14) may be formulated as:

C(t) ∧W
p P(t) = C(t) ∧ (∃s∈R (C(s) ∧ P(s) ∧ W (t, s)) ⇒ P(t)) (17)

and for the minimum, maximum and Kleene-Dienes implication operators one
obtains a fuzzified version:

T
(
C(t) ∧W

p P(t)
) = min(µC(t),max(1 − ∃C PW, µP(t))), (18)

where ∃C PW denotes maxs∈R min(µC(s), µP(s), µW (t, s)).
For the “or if impossible” operator the contextual bipolar query in the generic

form is as follows:
P or if impossible C w.r.t. context W, (19)

further denoted as P ∨W
i C , and may be exemplified by a query:

Find employees that earn a high salary “or if impossible—with
regards to (the context of) the colleagues from the same depart-
ment—” are young;

(20)

satisfied by an employee if:

1. He or she satisfies the former condition, i.e. earns a high salary; or
2. He or she satisfies the latter condition, i.e. is young, and there is no other employee

in (the context of) the same department who satisfies the former one, i.e. earns a
high salary.

This semantics is formally expressed by a formula:

P(t) ∨W
i C(t) = P(t) ∨ (¬∃s∈R(P(s) ∧ W (t, s)) ∧ C(t)) (21)

and modeled for the fuzzy case (following (18)) as:

T
(
P(t) ∨W

i C(t)
) = max(µP(t),min(1 − ∃PW, µC (t))), (22)

where ∃PW denotes maxs∈R min(µP(s), µW (t, s)).
For the clarity, from now on we will use a notion of ∃� (with a combination of C ,

P and W in the place of �) as a generic formula for the existence-quantified parts
of formulas (7), (11), (17) and (21) (as, respectively, ∃C P , ∃P , ∃C PW and ∃PW ),
not only for their fuzzified examples as above.
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4 Contextual Linguistic Summaries

As mentioned in Sect. 3.3 the concept of a contextual linguistic summary, proposed
by us in [11] and further developed and analyzed in [10, 26, 43], is strictly related
to the concept of a contextual query in the same way as the “standard” linguistic
summary is related to a flexible fuzzy query, as shown in [21].

In general, the contextual linguistic summaries follow the form of (2), the novelty
lies in the use of the pair of logical operators “and possibly” and “or if impossible”
(introduced in Sects. 3.1 and 3.2, respectively) in the summarizers.

4.1 Summaries with the ∧W
p Operator

Contextual linguistic summaries, in the form consisting of the modified “and possi-
bly” operator, in what follows shortly denoted as Q

(
C ∧W

p P
)
, describes regularities

in the data exemplified by the pattern: Q of tuples possess some property C “and pos-
sibly” fulfill some other property P, whereas the mentioned possibility is considered
within the context W of each of the individual tuples, as in the case of contextual
queries.

Lets consider the following example over an employees dataset:

Most employees are young, “and possibly—with regards to (the
context of) the colleagues from the same department—” earn a high
salary.

(23)

The summarizer of the above summary is satisfied by an employee if he or she fulfills
the former condition (C), i.e. is young, and one of the following occurs:

1. He or she fulfills also the latter condition, i.e. he or she is young and
earn a high salary; or

2. He or she does not fulfill the latter one and there is no other employee
within (the context of) the same department who fulfills both conditions,
i.e. is young and earn a high salary.

(24)

In the former case it is actually possible to satisfy both conditions within the
specified context of the tuple considered, which makes both of them necessary to be
fulfilled by every other tuple in this particular context to satisfy the summarizer. In
the latter case, as there is no tuple in the specified context fulfilling both conditions,
it is obviously not possible to fulfill them simultaneously, thus for every tuple in
this specific context it is sufficient to satisfy only the former condition to satisfy the
summarizer.
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It is especially worth noting that both cases can occur together in one summary,
but in separate contexts. Lets imagine a simple example of a company with two
“same aged”, but not equally paid departments:

• Dept. A, which employees are not only young, but also highly paid; and
• Dept. B, consisting solely of young employees receiving very moderate salary
(i.e. not high at all).

For this company the summary (23) has truth degree T = 1.0 (with most modeled
by an identity quantifier µQI(x) = x), as every employee of Department A satisfies
both conditions, which results in fulfilling the first case of (24), and every employee
from the Department B satisfies the former one and no one therein satisfy the latter,
exemplifying the second case of (24). Note that, if both departments employ more
or less the same number of employees (and are the only departments in the company,
as assumed earlier) then, at the same time, a standard linguistic summary such as
“Most employees are young and earn a high salary” will be true to the degree equal
at most 0.5.

As showed above, the summaries Q
(
C ∧W

p P
)
cover the tuples which satisfy the

underlying contextual query. According to Sect. 4.1, the truth degree of the summa-
rizer C ∧W

p P for a tuple t is bounded from below and from above as follows:

T (C(t) ∧ P(t)) ≤ T
(
C(t) ∧W

p P(t)
) ≤ T (C(t)) . (25)

The actual truth degree of such a summarizer depends on the truth degree of ∃C PW
for “most of t’s”, which is discussed in more detail in Sect. 5.

4.2 Summaries with the ∨W
i Operator

Themodified version of “or if impossible” operator lets us formulate another form of
contextual linguistic summaries, denoted as Q

(
P ∨W

i C
)
, describing properties of

the pattern: Q of tuples possess some property P “or if impossible” fulfill some other
property C, whereas the mentioned impossibility is considered within the context W
of each of the individual tuples, as in the case of contextual queries.

Following our previous example of an employees dataset and incorporating the
∨W

i operator one may get an exemplary summary:

Most employees earn a high salary, “or if impossible—with regards
to (the context of) the colleagues from the same department—” are
young;

(26)
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where an employee satisfies the summarizer if:

1. He or she satisfies the former condition, i.e. earns a high salary; or
2. He or she meets the latter one, i.e. is young, and there is no employee

within (the context of) the same department who fulfills the former one.
(27)

As in the ∧W
p operator example, both cases can occur together in one summary,

but in separate contexts. As above, lets imagine a simple example of a company with
two departments arranged as follows:

• Dept. A, which employees earn a high salary (their age is irrelevant); and
• Dept. B, consisting solely of insufficiently paid, yet young employees.

For this exemplary company the summary (26) has truth degree T = 1.0 (with most
modeled by an identity quantifier µQI(x) = x), as every employee of Department A
satisfies the former condition, which results in fulfilling the first case of (27), and
every employee from the Department B satisfies the latter one and no one therein
satisfy the former, which exemplifies the second case of (27).

Like in the Q
(
C ∧W

p P
)
case, the summaries Q

(
P ∨W

i C
)
cover tuples which

satisfy the underlying contextual query. As mentioned in Sect. 4.2, the truth degree
of the summarizer P ∨W

i C for a tuple t is bounded from below and from above as
follows:

T (P(t)) ≤ T
(
P(t) ∨W

i C(t)
) ≤ T (P(t) ∨ C(t)) . (28)

The exact truth degree of such a summarizer depends on the truth degree of ∃PCW
of (21) for “most of t’s”, which is further discussed in Sect. 5.

5 Quality Criteria of Contextual Linguistic Summaries

In [10] we stated, for the “and possibly” operator case, that the quality of the con-
text W (t, s) of a linguistic summary Q

(
C ∧W

p P
)
itself and of the premise of the

implication occurring therein, i.e. ∃C PW , have to be taken into account when mea-
suring the quality/interestingness of the contextual linguistic summary. As shown
in [43], the same observation is valid for the second type of contextual linguistic
summaries Q

(
P ∨W

i C
)
, i.e. the one composed of the “or if impossible” operator,

where the quality of the context W (t, s) and the quality of ∃PW has to be also taken
into consideration.

Namely, for the first type of proposed summaries, i.e. Q
(
C ∧W

p P
)
, if the pred-

icates C , P and W are such that the ∃C PW in (18) is true to a very low or a very
high degree for most of t’s, then the summarizer C ∧W

p P does not make much sense
even if the truth value of a summary is high. As we showed in Sect. 3.3, this is due to
the behavior of the contextual query C ∧W

p P which turns locally, for a given tuple
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t , into C or C ∧ P query, respectively, when the truth degree of ∃C PW for this
particular t is close to 0 or close to 1, and thus if this happens for most of the tuples
t then a standard linguistic summary Q(C) or Q(C ∧ P) is then more appropriate
while the contextual linguistic summary is then redundant or even misleading.

The same observation applies to the second type of the proposed summaries, i.e.
Q

(
P ∨W

i C
)
, where if for most of t’s the ∃PW of (21) is true to a very high (close

to 1) or very low (close to 0) degree the summarizer reduces to P or to ¬P ∧ C
respectively, following the interpretation for the contextual query P ∨W

i C shown
in Sects. 3.3 and 4.2. In those situations it is, again, better to simplify the proposed
summaries to Q(P) and Q(P ∨ C), respectively. In fact, the latter summary, referring
to the upper bound defined by (28), may take a more specific form, depending on
some additional assumptions. For example, if W is reflexive, i.e., ∀t µW (t, t) = 1
and, as assumed earlier, for most of t’s the ∃PW is true to a very low (close to 0)
degree and the summary Q

(
P ∨W

i C
)
is true to a high degree then this summary

should be replaced with Q(¬P ∧ C). This stems from the fact that ∃PW low implies
P low due to the assumed reflexivity of W .

From the above remarks an observation regarding the context W itself can be
derived. Namely, if for “most of t’s” there does not exist s such that W (t, s), i.e.,
contexts of tuples defined by W are empty, then:

1. The premise of the implication in (17) is false and the Q
(
C ∧W

p P
)
summary

loses its bipolar character and its truth value is independent of the value of P;
2. The ∃PW of the (21) is false and the Q

(
P ∨W

i C
)
summary analogously loses the

bipolar character and the use of the P ∨W
i C summarizer is no longer meaningful.

In [10, 43] we proposed a solution to this problem in a form of additional quality
measures (besides the summary truth value) expressed using the following linguis-
tically quantified propositions:

Criterion 1:
Qt∈R∃s∈R\{t}W (t, s),

(29)

Criterion 2:
Qt∈R∃s∈R\{t} (C(s) ∧ P(s) ∧ W (t, s)) ,

(30)

Criterion 3:
Qt∈R∃s∈R\{t} (P(s) ∧ W (t, s)) .

(31)

where quantifier Q, following our reasoning, is defined as for “most of t’s”, which
in the simplest case may be represented by the identity quantifier µQI(x) = x .

The truth values of the above linguistically quantified propositions represent the
degree to which given criterion is satisfied. Thus, in what follows we will denote this
degree as T (Crit 1), T (Crit 2) and T (Crit 3), respectively.

As can be easily seen, Criterion 1 concerns only the quality of the context, thus
it is meant to be applied to both types of contextual linguistic summaries—e.g.,
as a preliminary step in the summarization process, while the Criteria 2 and 3 are
intended to evaluate the quality of whole contextual summaries Q

(
C ∧W

p P
)
and

Q
(
P ∨W

i C
)
, respectively.
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The basic idea is to let the end user to define thresholds of acceptance for all three
Criteria. Other possible scenario is to accept contexts with value of Criterion 1 higher
than a user-defined threshold and then take into account the values of Criterion 2 and
3 while selecting the best summaries to be presented to the user.

5.1 Quantifiers in Quality Criteria

After deeper insight into quality measures (29)–(31) we propose to extend them by
using more sophisticated quantifiers (such as “at least a few”, “more than a half ” or
even defined by fuzzy sets with trapezoidal membership functions) in place of the
classical existential quantifier.
Criterion 1: In the Criterion 1, concerning only the context W itself, existential
quantifier used so far allowed for contexts resulting in a high number of very small
“groups”. For example, for a toy dataset from Table1a, where, if context (of the crisp
character for clarity, but the following discussion could easily be extended to fuzzy
contexts as well) is defined as:

W (t, s) = 1 iff A(t) = A(s); 0 otherwise, (32)

then the Criterion 1 is fully satisfied owing to the use of the existential quantifier
as every tuple has “at least one”—and to be precise, just one—other tuple within
its own context. One can easily extend this situation to larger datasets, where this
behavior may be undesirable.

Another drawback of the original form of Criterion 1 is that it allows for a con-
texts W that group all the tuples together (for an example simply replace all A(t)
values in Table1a with 1.0), in which case the usage of contextual summaries is
pointless.

To address this issue we propose to redefine Criterion 1 as follows:

Criterion 1 :
(redefinition)

QI
t∈R QII

s∈R\{t}W (t, s), (33)

where both quantifiers, QI and QII, could be independently defined with fuzzy sets
(although for QI we still assume the identity quantifier µQI(x) = x). From now on
by Criterion 1 we will mean the redefined formula.

Through replacing the existential quantifier with the QII defined by a fuzzy
set with a trapezoidal membership function (cf. Fig. 1 for an exemplary quantifier
Qtrap(x;0.0,0.2,0.6,0.8)) the above issue might be solved. There still exists a need for a
proper definition of such a quantifier, but with some common sense in the background
and an easily implemented participation of the end user this is not an issue.



152 M. Dziedzic et al.

0.0 0.2 0.4 0.6 0.8 1.0
0.0

1.0

Fig. 1 An example of a quantifier Qtrap(x;0.0,0.2,0.6,0.8) defined with a trapezoidal membership
function trap(x; 0.0, 0.2, 0.6, 0.8)

As a safe “rule of thumb”, we propose to start with a previously mentioned quan-
tifier QII = Qtrap(x;0.0,0.2,0.6,0.8) to deal with both drawbacks: it will “accept” con-
texts W which, for “most tuples t”, ensure the appropriate minimum and maximum
sizes of context’s groups. For our exemplary dataset (a) from Table1a extended to
100 tuples, the value of the Criterion 1 would be 0.05, which clearly indicates, that
this particular context W and all summaries based on it should be discarded. On
the other hand, if we choose the context W so that every tuple (from the extended
example, i.e. 100 tuples) has 9 other tuples in its “context group” (i.e. the value of
W (t, s) = 1.0 within the groups) the value of Criterion 1 is 0.45, which should be
acceptable.
Criteria 2 and 3: A similar reasoning can be carried out for the other two measures,
i.e. Criterion 2 (30) and Criterion 3 (31). Through replacing the existential quanti-
fier in their formulas one acquire more flexibility and “smoothness” in summary’s
evaluation—one can define quantifier QII to met his or her demands regarding the
minimal proportion of tuples which have to satisfy simultaneously conditions C
and P for summaries Q

(
C ∧W

p P
)
and condition P for summaries Q

(
P ∨W

i C
)

to meet user’s understanding of “possibility” or “impossibility” referred to in the
contextual summaries.

Let us redefine the Criteria 2 and 3 as follows:

Criterion 2:

(redefinition)

QI
t∈R QII

s∈R\{t} (C(s) ∧ P(s) ∧ W (t, s)) , (34)

Criterion 3:

(redefinition)

QI
t∈R QII

s∈R\{t} (P(s) ∧ W (t, s)) . (35)

where the quantifier QI, as in our original propositions, is defined as for “most
of t’s”—what in the simplest case may be represented by the identity quantifier
µQI(x) = x—and the quantifier QII will be discussed later on. In what follows we
will denote by the Criterion 2 and Criterion 3 this new, redefined formulas.

For those two measures we propose to use as a QII a slightly less demanding
quantifier, e.g. “at least a few t’s”, defined for example as Qtrap(x;0.0,0.1,1.0,1.0). To
support this proposition let us analyze another toy example with a sample dataset (b)
from Table1b.
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Table 1 Exemplary “datasets”

(a)

t A(t)

t1 1.00

t2 1.00

t3 0.98

t4 0.98

t5 0.96

t6 0.96

t7 0.94

t8 0.94

t9 0.92

t10 0.92

. . . . . .

(b)

t C(t) P(t) A(t)

t1 1.0 1.0 1.0

t2 1.0 0.0 1.0

t3 1.0 0.0 1.0

t4 1.0 0.0 1.0

t5 1.0 0.0 1.0

. . . . . . . . . . . .

t50 1.0 0.0 1.0

t51 1.0 0.0 0.0

t52 1.0 0.0 0.0

. . . . . . . . . . . .

t96 1.0 0.0 0.0

t97 1.0 0.0 0.0

t98 1.0 0.0 0.0

t99 1.0 0.0 0.0

t100 1.0 1.0 0.0

For the purpose of the analysis of the redefinitions of Criteria 2 and 3 let us
assume that the data are divided by the “crisp” context (32) into two context groups
(tuples t1–t50 and tuples t51–t100, respectively). Please note that in both groups there
is exactly one tuple with simultaneously satisfied conditions C and P (tuples t1 and
t100, respectively).

The original formula of the Criterion 2, i.e. (30), will almost completely accept the
context of a summary Q

(
C ∧W

p P
)
as the value of this criterion is 0.98. However, it

may be not in line with the semantics of the contextual “possibility” to satisfy C ∧ P
as only 2% of the tuples do satisfy conditions C , P and W simultaneously. This
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behavior is especially undesirable for the scenario of aggregation of the summaries’
truth values and corresponding values of Criterion 2, where the latter have direct
impact on the quality assessment of the whole summary.

When using the individual thresholds for all criteria, including Criterion 2 and 3,
this impact is softened as even if the summary will be “let through” the Criterion 2 its
low truth value T will directly indicate that it is not correct and will not be accepted
in the final set of summaries. However, both approaches may be combined and the
“virtual” high value of Criterion 2 can have direct influence on the quality measure
of the summary, artificially overstating it, even when the thresholds will be used.

A similar motivation can be shown for the old formula of Criterion 3, i.e. (31),
and the summaries Q

(
P ∨W

i C
)
. Using the same example from Table1b as above,

the two tuples satisfying condition P will result in fulfilling the existential quantifier
in ∃PW for every other tuple and thus will give high values of Criterion 3 (also 0.98
to be precise) for the whole summary which might be seen as rather inappropriate
as only 2% of tuples fulfill the conditions P and W simultaneously, and thus the
possibility of fulfilling them both should be treated as low.

The redefined formulas for Criterion 2 and 3, i.e. (34) and (35) respectively,
address the above issue. A proper definition of the quantifier QII, e.g. as a “at least
a fews” with a trapezoidal membership function trap(x; 0.0, 0.1, 1.0, 1.0) may help
to adjust the impact of the cardinality of a set of tuples fulfilling relevant conditions
on the values of additional criteria, e.g., by specifying that “at least around 10%
of tuples” have to met them to state the possibility or impossibility of meeting the
bipolar conditions.

5.2 Note on Quantifiers in “and Possibly” and “or, if
Impossible” Operators Itself

Following our approach for summaries’ quality criteria one may incorporate more
sophisticated quantifiers than the existential one into the bipolar operators (14)
and (19) itself. As a motivational example let us recall the dataset (b) from Table1b,
for which the truth values of the summaries Q

(
C ∧W

p P
)
and Q

(
P ∨W

i C
)
is equal

0.02 due to the fact that there are only two tuples (out of 100) actually fulfilling both
conditions C and P simultaneously (for the former summary) or the condition P (for
the latter). Even for such a small dataset it feels like the influence of the single tuples
is excessive, and the existential quantifier in (17) and (21) projects this influence to
datasets of larger sizes.

Through replacement of the existential quantifier with a softer one, e.g. “at least
a few t’s” as in Criteria 1–3, one achieves that the larger proportions of tuples have to
meet the appropriate conditions to confirm the possibility or impossibility of fulfilling
them in the “overall view” of the contexts as satisfied. Formally, the contextual
summaries may be redefined as follows:
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Qt
(
C(t) ∧W

p P(t)
)
= QI

t∈R

(
C(t) ∧ (

QII
s∈R (C(s) ∧ P(s) ∧ W (t, s)) ⇒ P(t)

))
(36)

and

Qt
(
P(t) ∨W

i C(t)
) = QI

t∈R

(
P(t) ∨ (¬QII

s∈R(P(s) ∧ W (t, s)) ∧ C(t)
))
, (37)

where quantifier QI is a part of the summary (i.e. is chosen from a set of available
quantifiers) and quantifier QII serves as the above mentioned “at least a few t’s”
quantifier, exemplified, e.g., as Qtrap(x;0.0,0.1,1.0,1.0), which seems to be a good point
of departure for more sophisticated tuning, including an end-user’s contribution.

6 Conclusions

In this paper we have further developed the concept of the contextual linguistic sum-
maries and their derivation. In particular, we have proposed some extensions to the
earlier proposed quality measures regarding the contexts itself as well their combina-
tions with the predicates of the summary. The main point of the proposed extensions
is the idea to replace the existential quantifier what provides for the more flexibil-
ity in defining the possibility and impossibility of the satisfaction of the predicates
involved. We illustrate the proposed concepts on some simple examples to better, in
a more intuitive way, present their essence.

What concerns further research, it may include the more in-depth study of the
relation between the discussed quality measures and the properties of the context, in
the spirit of our earlier papers [40, 44] as well as a more thorough experimental veri-
fication of the usefulness of the proposed solutions.Moreover, an important direction
seems to be the analysis of the new contextual linguistic summaries from the point
of view of their comprehensiveness as proposed by Kacprzyk and Zadrożny [22].
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36. Zadrożny, S.: Bipolar queries revisited. In: Torra, V., Narukawa, Y., Miyamoto, S. (eds.) Mod-

elling Decisions for Artificial Intelligence (MDAI 2005). LNAI, vol. 3558, pp. 387–398.
Springer, Berlin (2005)
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Part III
Multi-agent Based Technologies



Microgrids and Management of Power

Weronika Radziszewska and Zbigniew Nahorski

Abstract The advancements in technology, changes in power usage patterns and
the pressure on the renewable technologies are forcing changes in the electric power
grids and the electric infrastructure. The new challenges appear and also new ways
of dealing with problems. The concepts of prosumer and microgrid emerged. To
make these feasible and safe, the management of power usage and production is
required to maintain the balance of power. Demand side management and production
side management consider techniques to deal with cost-effective power balancing
problems. In this article, the concept of complex energy management system is
presented; a specific case study for a research and education center is considered.
This limits the scope of the management, as the demand side management should
not limit the users in performing their professional duties, this restriction is less
present in the case of households. The outline of the system is presented with the
short description of its elements.

Keywords Energy management system · Demand side management · Production
side management · Task scheduling · Short-time balancing · Multi-agent system

1 Introduction

Renewable power sources are perceived as a solution that can help fight climate
change. The renewable power sources are sources that produce energy from natural
processes, such as irradiance, water, wind, waves, etc. These power sources have the
advantage of having non exhaustible fuel. The disadvantage lies in the unpredictabil-
ity of production and sometimes short lifespan of the devices. The existence of such
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sources boosted the changes in the power grid, introducing the bi-directional power
flow, which lead to introduction of prosumers.

Prosumer is a concept thatwas originally defined in economyas a junctionbetween
words professional and consumer. It was adapted by the energy sector and changed
its origin to words ‘producer’ and ‘consumer’. A prosumer is a unit (connected to the
grid) that internally produces and consumes energy.Usually the termprosumer is used
regarding small structures (households, city districts, villages) with microsources or
renewable sources connected. Such configuration has a rational economical expla-
nation: the cost of construction of such facility is smaller than expected revenue. As
the production and consumption of the power within the prosumer grid do not always
balance, a prosumer can be seen by the external grid as a source that delivers energy
to the grid or as a load that consumes it, depending on a current power flow. Due
to the small production and consumption abilities such prosumer would be mostly
exchanging very limited amounts of power with external power grid.

Usually prosumers are small energy units and individually they do not impact a
lot on an overall balance of the grid, but in numbers they can improve the state of
the power grid by avoiding using power during peak hours. To do this, the prosumer
has to be aware of the situation and, if necessary, actively limit its usage or shift it
to different time. At the moment, there is a lot of research done to develop system
that would help manage the power production (if possible) and optimize the usage
of power, see e.g. [3, 4, 12, 20, 31].

In this article the problem ofmanagement of the prosumermicrogrid is considered
(the concept of microgrids is described in the following section). The problem of
power balancing is presented in Sect. 3. The approaches for power management, both
from consumption and production point of view are presented in Sects. 4 and 5. A
complex energy management system elaborated for specific microgrid is presented
in Sect. 6. It takes into consideration the specific requirements and limitations of the
microgrid. Described in Sect. 6.1, it is a research and education center equipped with
renewable and non-renewable power sources. The last section concludes the article.

2 Microgrid

Amicrogrid is a group of consumers, producers, prosumers, or energy storage devices
located on small area, that can operate autonomously. The microgrid usually consti-
tutes a low (400/230 V) or medium (1–60 kV) voltage network. Very often, micro-
grids are equipped with power sources (e.g. gas microturbines, micro wind turbines,
photovoltaic panels) or power storage (e.g. batteries, flywheels). Such infrastructure
poses a big challenge to the management of energy, as the small changes in power
production or consumption have big influence on the state of microgrid. In spite of
that, microgrids have a number of advantages, especially when equipped with small
energy sources (renewables or not) and when there is a possibility to store power,
even in limited amount. A characteristic feature of a microgrid is that it can be treated
as one entity from the point of view of the larger network. This work considers the
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power issues inside a microgrid, for discussion of additional advantages of using
microgrids see [16]. Some realized projects connected to microgrid research, are
described in [10].

A microgrid can work in ‘synchronous mode’, meaning that it is connected to a
larger grid and exchanges power with it. However, microgrid can work disconnected
from the main grid; this is a so called ‘island mode’ operation. Microgrid can be in
such state when the external grid is unavailable or if it is possible to perfectly balance
production and consumption of electricity internally.

A microgrid is not just a smaller version of a macrogrid. The issue has been
discussed in detail in [13]. The physical effects in low-voltage grids are different
than in high voltage grids, which are less vulnerable to small fluctuations of power.
Moreover, a possible autonomous (island) operation of a microgrid requires solving
of additional problems. For example, subsistence of the frequency, which is normally
controlled by the external grid, has to be solved. In the island operation mode a
microgrid often does not have enough power to support a usual load all the time;
there should be a mechanism of switching off the loads with lower priorities.

3 Power Balancing

Power produced by some renewable sources (especially micro sources, which might
lack the ability to manage their current production level) fluctuates dynamically due
to sudden changes in e.g. wind and solar irradiance. Predictors, to some extent, can
forecast the production and help minimizing the imbalances, but the predictions are
not perfect. Consumption of energy is also very changeable and often unpredictable,
especially in smallmicrogrids,where a single device canmake a noticeable difference
in overall power usage. This means that the actions of a single person can make a
noticeable disruption from a typical daily power usage profile.

The power in the microgrid has to have good properties, which means that the
parameters of the power as e.g. phase angle and voltage have to be within certain
limits, to ensure that the microgrid is in balance. The microgrid is in balance when
the amount of power produced or delivered to the microgrid equals the usage of this
power plus the possible loses of power.

Balancing should make the amount produced:

s(Δtk) =
∫

t∈Δtk

s(t)dt

for a given time period (Δtk), equal to the amount consumed:

d(Δtk) =
∫

t∈Δtk

d(t)dt



164 W. Radziszewska and Z. Nahorski

at that time. The real energy balancing is a continuous process, but from the opera-
tional point of view it can be quantified to a number of short time periods Δt .

n∑
i=0

si (Δtk) =
m∑

j=0

d j (Δtk) + L(Δtk), Δtk ∈ T

where n ∈ N is the number of active producers and m ∈ M is the number of active
consumers. The losses of power during transmission (L(Δtk)) are relatively small
for microgrids, their amount depends on network structure. While their absence does
not influence the theoretical solution, it does allow for a simplification of the model.

A microgrid in general can consist of producers, consumers and prosumers. Each
of these can be considered a controllable or uncontrollable unit. Uncontrollable
devices are those which are not manageable by the grid or by a management system.
To this category belong most of the power consuming devices and small renewable
power sources (in which power production depends on weather conditions). It is
important to note that controllable/uncontrollable in this context are considered in
relation to a management system: a lamp is controllable by a person, but as we do not
want the system to decide on switching it on or off, for the system it is uncontrollable.
The balancing problem reverts to a decision problem of setting the operating point
of controllable devices in the microgrid, so that supply and demand are equal. To
simplify a model, all uncontrollable devices can be aggregated to a single value: this
value is either 0 (perfect balance within the group of uncontrollable devices), positive
(behaves as producer) or negative (behaves as consumer), but this aggregated value
is not constant over time.

The power sources have physical limitations: a minimal and maximal operating
point, a time necessary for changing the operation point, etc.Managing a controllable
power source means deciding if the device will be active in the next time period
(si (Δtk)), and if so, determine the amount of power it will provide.

The time for achieving balance is limited, and this time does not increase for a
bigger microgrid. This is a problem that cannot only be solved by adding more com-
puting power, but requires a more intelligent approach. Distributed optimizations,
such as provided by agent systems, are often proposed, as their behavior tends to
provide a good enough solution within the time constraints set.

There have been many papers dealing with problem of power balancing, see
for example [14]. However, as pointed out in [38], due to a dynamic generation
and demand of the electric power, and need to obtain the power balance, the grids
with renewable energy sources require application of even more complex control
systems. They are usually called the energy management systems (EMS). General
architectures of energy management systems might be found in [27, 28, 38]. These
systems often include such modules as a control module oriented to optimization of
the grid operating costs, amodule cooperatingwith the distribution grid operator, and
amodule ensuring reliable supply of energy. Inmost real life installations, amicrogrid
is connected to an external power grid, which can provide or absorb a large amount
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of power. In large power grids, a constant reserve of production power is kept in
order to cover occurring imbalances.

The problem of power balancing is slightly different on each level of the power
grid. Balancing power in the high voltage network can benefit from big aggregation
of consumption. There the daily and weekly cycles dominate [15] and the inertia of
the grid is much larger. In microgrids, the changes in consumptions still have visible
cycles, but the random behavior plays a bigger role and the inertia of devices is
smaller. This requires fast decision making regarding change of the operation point
of sources and consumers in the grid. That poses a computation challenge, especially
when the number of nodes is large and an energy management system has to balance
the energy in all nodes, considering also all the physical limitation of the devices
within a defined time period.

Effective balancing requires some kind of schema of cooperation between the
producers of energy. The most straightforward schema is the centralized manage-
ment: it is then possible to have one predictor of demand (e.g. that which gives the
smallest errors), based on which the plan for production is made and the system
distributes the power production. Centralized systems offer the possibility of, earlier
mentioned, optimal production distribution [36], possibly considering multi-criteria
decision making. Centralized systems unfortunately have a number of different dis-
advantages: sensitivity to central controller failure, poor scalability, and requirement
of full control over the sources. Full control may not be a problem in microgrids with
a single owner, but may be unacceptable in a more general situation. A centralized
system might also not be able to consider specific preferences of the source owners
or might give unacceptable results when a source owner happens to actively make
decisions on its own (although that should not happen in a well designed system).

Non-centralized solutions have been also developed and showed promising
results. Among them agent-based power balancing systems are quite a popular
approach. Due to the intrinsic characteristics of the agents, these system are dis-
tributed. A classification of different energy management schemes for agent-based
systems can be found in [29]. Agents can represent single devices, nodes in the power
grid, subsets of nodes or even single microgrids. The presented categories of man-
agement schemes are: central-hierarchical control structure, distributed-hierarchical
control structure, and decentralized control structure (peer-to-peer relation). The hier-
archical organization of agents introduces an order and defines agent’s functions in
optimization and decision making. This can speed up the processing of the data, by
dividing and distributing the tasks for calculation. The hierarchy can handle power
distribution in a similar way as centralized systems. Completely decentralized con-
trol structures are extremely robust to failures and can quickly adapt to changing
conditions. However, because there is a larger exchange of data and more intensive
communication, such systems tend to operate slower, which might be the cause of
imbalances not being resolved in time.

The last group of control systems are the ones based on market structures. The
market is the central element of the balancingprocess, but the participants decidewhat
kind of offer is placed on the market. In such approaches, money and cost functions
play the role of ordering the power frommost desired sources (i.e. cheapest and most
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efficient) down to the sources that are used only in emergency (i.e. more expensive
power producers). And vice versa, if loads to be powered are considered, the more
important (with higher price) are chosen first. Presentation of market based energy
control systems can be found in [21, 37, 38].

The information shared between producers is a property of a used communication
scheme, which can depend on the level of cooperation, the size of the microgrid
or other factors, such as cost of power production, ownership, regulations, etc. In
microgridswith oneowner, there canbe full cooperationwith full flowof information;
allowing for central balancing to be used. When competition of producers is present,
the flow of information may be constrained to the minimal level that is necessary for
the balancing process.

4 Demand Side Management and Demand Response

With the development of smart grids, the ideas for optimizing energy consumption
went even further: to ensure the stable parameters for the current and to ensure ratio-
nal prices for the power, the consumers could actively take part in managing the
energy usage. A new interdisciplinary research area called Demand Side Manage-
ment (DSM) emerged. DSM has several main goals: to convince people to take part
in energy optimization (also energy saving), to find the best way to communicate
them the current status of the network and to develop appliances that would optimize
power usage without the human intervention.

The first problem lies in explaining the problems and making users realize that
they can make a difference by actively managing the energy usage. However, such
actions require that people adjust their lifestyle to the current situation. A peak in
demand can be caused by many people doing the same thing at the same time (e.g.
switching on home appliances, cooking lunch), which usually requires additional
power sources.Getting people to shift their energy consumption lowers the peaks, and
lower peaks are easier and cheaper to maintain (lower requirements to the additional
power sources to cover the short time peaks). To convince people to make such
effort, they should be clearly informed about the status of the power grid. The most
popular way of informing people is by introducing different prices. When there is
a peak of consumption, the price of energy is high, and it is lower when there is
an excess of energy. That idea was behind introducing peak and off-peak tariffs
[32], which currently is done by providing the consumers with fixed intervals where
peaks are known to occur. Financial incentives are the most common one and easily
understandable, but as Cialdini shows in [5] an even better incentive is the feeling of
being in competition (e.g. between neighbors).

The action of changing the prices of energy more dynamically to influence the
demand has its own name: demand response. This is a very promising technol-
ogy that can be introduced in near future. It spans over the innovations in auto-
matic responsiveness of the devices, managing of reserves, market strategies and
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introducing different incentives. A review of currently ongoing research in demand
response and partly in DSM is presented in [2].

To simplify the consumption management, there is the idea to create intelligent
appliances that would actively delay or modify their operation cycles to reduce the
power peak. Such devices exist (e.g. some washing machines), but they are still very
unpopular due to lack of trust of people—they do not like the feeling that something
is happening outside of their knowledge—which partly is caused by the lack of
understanding of how such systems work and what they do. What is more, such
devices have limited applicability, as most of the usage is human-driven. In [4] the
problem of interactive and background power usage is discussed and a method to
control background loads (e.g. refrigerator, dehumidifier) to reduce the power peaks
is presented.

The biggest obstacle for introducing DSM technologies, is the lack of prepara-
tion of the legislation that would allow introducing a market mechanism for this
communication. The legislation also lacks clear rules about exchange of informa-
tion from the smart grid, and it should introduce simpler rules for the installation of
microsources (both renewable and not).

DSM is somewhat linked to optimizing energy efficiency.While purely optimizing
energy efficiency is not an active DSM, it may be the result of e.g. price incentives.
Lowering energy usage can not only be achieved by using more energy efficient
devices, but also by optimizing the activities of the devices present in the infrastruc-
ture. One example is the network infrastructure; the authors in [18, 19], describe
algorithms to route network traffic differently, in order to minimize the amount of
network hardware, and thus power, used.

5 Production Side Management

Production side management deals with deciding which of the available power
sources and power storage units are used. This can be done for many purposes,
e.g. balancing, maintaining good quality of power, or minimizing cost. While bal-
ancing adds a time aspect, thus adding speed of adjustment as a criterion, even the
other purposes of production side management already pose problems. A common
factor in these problems is the presence of uncertainty as neither the production of
other power units nor the exact consumption is known.

The biggest cost for owners of uncontrollable microsources (like wind turbines,
water turbines, photovoltaic panels) is the installation of devices and maintenance.
The exploitation cost, except for repairs, are negligible, so the best strategy for the
owner is to produce as much as possible. The power that is overproduced must be
used or send to the power grid (assuming the microgrid is not in the island mode).

The owners of controllable power microsources (like micro gas turbines, recip-
rocating engines on biogas or cogenerations units) are in different situation. In their
case producing power or even operating in the idle state means using the fuel, which
has to be produced or purchased. Considering that switching on or off of the power
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source takes time (depending on the characteristic of the device), the first decision of
the micro power source owner is when to switch the source on, and then at what oper-
ating point. Similar decisions problem arouse when the source can be switched off.
If the microgrid operates in the island mode, the source owners decisions are crucial
for proper operation of the microgrid. There are a number of methods and strategies
to solve this issue. Some of them are centralized, treating the power production as
multi-criteria optimization problem (considering cost, fairness and special require-
ments of the owners of the microsources), other solutions consider more distributed
approach where owners have to cooperate or compete to reach the balance of power.
Because the solution presented in this work is distributed, a deeper analysis of such
an approach will be presented.

In a distributed approach, the amount of public information and what informa-
tion are being exchanged is an important issue. For various reasons, as e.g. safety,
competition, willingness to make profit, the producers tend to keep certain informa-
tion private. The lack of information exchange can make it impossible to perform
balancing. Such situation was considered in [1], where a method to deal with such
ill-defined problem is suggested. It was called the El Farol Bar Problem. The exten-
sion of this problem, called the Potluck Problem, considers the supply and demand
balancing with almost lack of information exchange [7]. Discussion about this topic
has been presented in [24].

6 Complex Management of Power in the Microgrid

6.1 Case Study

The concept of the EMS presented in this work considers both demand side manage-
ment and production side management, but within the limits given by the considered
model of the microgrid. The microgrid used in the research is based on the original
plans for the Research Center of the Polish Academy of Sciences ‘The Conversion
of Energy and Renewables’ in Jabłonna. The simplified schema of the microgrid
is presented in Fig. 1. The diagram shows all production and storage nodes in the
different buildings. The consumption nodes are not presented in the figure. The
Research Center is located in a group of five buildings equipped with power sources:
renewable (photovoltaic panels, micro wind turbines, micro water power plant) and
non-renewable (reciprocating engine, gas micro combined heat and power plant).

The research center was conceived to study applications of renewable energy
and new technologies. As such, in the description, the center aims to research energy
generation, energy storage but also energy in the formof heat and transfer of heat. The
EMS focuses on the electrical energy side of the research center. The main source of
heat are condensing gas boilers (CGB), installed in four of the buildings. Electricity
and heating are interdependent: air-conditioning and ventilation use power to operate
and impact temperature, while on the other hand a reciprocating engine and a gas
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Fig. 1 The microgrid is composed of five buildings and a water power plant, connected together
and sharing one connection to the external grid (top of the figure)

microturbine are combined heat and power (CHP) units, the heat from exhaust gases
is recuperated and used for heating. Temperature change and water heating is much
slower process than the flow of electricity. Heating management is simpler and well
recognized; consequently this research focuses solely on electrical energy.

This work was done in the context of a common project, in which, among others,
the group from Warsaw University of Technology and the present authors partici-
pated. The models of the grid and its devices were designed by a group fromWarsaw
University of Technology, described in [22, 39]. All the technical and economical
aspects of the grids according to the Polish Energy Law [34] have been taken into
account to make the model as realistic as possible. Also current developments such
as integration of distributed energy resources [13], AC-coupled hybrid systems [6]
and island mode operation [30] has been considered.

All of the loads are divided into two groups: the ones that have to be powered in
any conditions—unconditionally supplied (unconditionally reserved) and the ones
that can be switched off under power deficit—conditionally supplied (conditionally
reserved). All equipment that have priority in receiving power, such as e.g. controllers
of sources and power network, important computer equipment and emergency lights,
are connected to the unconditionally supplied group. Those devices that can be
switched off in the event of power deficit are connected to the conditionally supplied
group. This differs from the classification to the controllable and uncontrollable
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devices. The criterion here is necessity of getting power at any cost or not. In [39],
authors suggest even that the unconditional supplying section should be outside of
the control of energymanagement system. The EMS should not disturb the operation
of unconditionally supplied equipment so it does not manage them. The monitoring
of such nodes is still available and they also should be registered in the EMS as all
remaining nodes.

In total, there are 128 nodes (production and consumption nodes together), of
which 54 are unconditionally reserved.

6.2 Model of the Energy Management System

Due to the complexity of the management problem described here, a two-phase
optimization of the power in the grid is applied. The general structure of the system
is presented in Fig. 2. The system comprise of a set of specialized systems. Themodel
of the microgrid was described in [21, 27], the simulators of production in [26], the
simulators of consumption in [25]. The energy management system is composed
by three main systems: Planner, Short-Time Energy Balancing and Energy trading
system. In the next sections the parts of EMS are described with more details.

Fig. 2 Simplified schema of the model of the microgrid and the energy management system
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6.3 Planner

The Planner realizes the first stage: optimization of power usage and production
using the predictions and data available (realizes demand side management). It uses
the planned tasks of activities and forecasts of uncontrollable production and con-
sumption of energy in the grid. The Planner suggests the best time for the realization
of submitted events, taking into account limitations defined by the user. The Planner
also schedules the optimal operating point of the power generators in the micro-
grid and helps defining the conditions of long term deals with the external power
provider. The Planner uses a simulated annealing, which is a heuristic algorithm, to
find the best scheduling of events. The aim is minimization of the cost of operat-
ing the research center. The model and algorithms of the Planner were published in
[8, 9].

Because the research and conference center considered in the project has specific
aim and purpose, the aspects of demand side management had to be adjusted to the
characteristics of the microgrid. The priority of the research center is to perform
research, educate and organize scientific events. While demand side aspects can be
taken into consideration, the research and operation of the research center has to take
priority over power efficiency. Scheduling activities and knowledge on recurring
tasks can contribute to adjustment of demand without disturbing daily operations.
The Planner collects data about the events via the room and equipment reservation
system. A user reserving the conference room has to give constraints about the time
of the event (lecture, conference, etc.), the system shows the best time for the event,
when the energy can be provided in a cheapest way. If the time does not fit the user,
she/he has to insert different constraints and request the Planner to recalculate the
schedule.

The Planner can determine the usage of power for a given schedule and for each
moment calculate the optimal (for balancing power) operating point of the controlled
power sources. Knowing these operating points, the Planner can calculate the cost
of the schedule, which is then minimized using a metaheuristic method.

The Planner can never be totally accurate, especially due to the long term schedule
calculation. The temporary deviations from the schedule are taken care of by the
Short-Time Energy Balancing system. The Short-Time Energy Balancing system
is responsible for automatically adjusting the operating point of the controllable
devices, in order to equalize supply and demand of power in the microgrid. The
power should be balanced at any point in time, requiring that the system should work
almost real-time. Due to the architecture of the system, it is not possible to formally
prove that the system is a real-time system, consequently the operation of it will be
referred to as a on-line balancing.
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6.4 Short-Time Energy Balancing System

The Short-Time Energy Balancing system is the second component in the two stage
optimization performed by the EMS. In this work, the Short-Time Energy Balancing
system is a multi-agent system in which each node is represented by an autonomic
agent. A node groups a set of devices, it can contain either energy consumers, uncon-
trollable energy sources (e.g. photovoltaic panels), controllable sources (e.g. micro
gas turbine) or energy storage (e.g. batteries). This approach to short-time energy
balancing is a distributed approach, where every node communicates with others
and makes a decision. The multi-agent paradigm was considered to be very useful in
this situation: agents can be given the necessary intelligence to make a decision, and
communication between agents is one of the main aspects in a multi-agent system.

The balancing mechanism is initiated by a node connected with an energy con-
sumer or an uncontrollable source, whose operating point changes: a light gets
switched on or off, or the output of a photovoltaic panel increases or decreases.
When the operating point of a consumer increases, the effect on the system is the
same as if the operating point of an uncontrollable source decreases: there will be a
deficit of power (a negative imbalance), and additional power needs to be supplied.
The reverse happens when the operating point of a consumer decreases or that of an
uncontrollable source increases. At this point, the node that causes the imbalances
signals to all other devices that an imbalance occurs and requests offers from devices
to solve this imbalance. The only devices that are possibly capable of dealing with
the imbalance are the controllable sources, they answer the request for offers: for
a negative imbalance each controllable source provides the amount of power it can
supply and its cost, for a positive imbalance this will be the amount of power they can
decrease and the profit. From this list of offers, the node that caused the imbalance
chooses the preferred option (e.g. with the lowest cost or highest profit) potentially
selecting multiple devices to cover the imbalance.

6.5 Energy Trading System

The microgrid defined in the project cannot be fully self-sustainable, as the planned
production abilities are much smaller than the possible peak consumption. The esti-
mated amount of power that can be produced in perfect weather conditions and with
all power sources activated, is around 250kW. The possible consumption can reach
twice that value (in the project the sum of maximum consumption for each node was
estimated to around 950kW, which is nearly impossible to happen). The real differ-
ence between production and consumption of power is expected to vary between a
possibly small overproduction (in which case power has to be sold to the power grid)
and a possibly large deficit of power that has to be compensated by the power from
the external network.
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This implies that themicrogrid will have to trade with the external power network.
Under the present law, the only way themicrogrid can trade power is bymaking deals
with the power provider, without the possibility of negotiating short term changes.
Current deals of small magnitudes are priced according to fixed tariffs and the pre-
sented microgrid would fall in this category, and as such, active participation in the
market would not be possible.

Due to the properties of electric current, its trading on a level of high and middle
voltages is realized using different types of deals and levels of markets. Electric
power is a special type of commodity: it cannot be easily and losslessly stored,
supply and demand have to balance and the availability of power is changing in
time. To manage the balancing problem, the power is traded on different levels: there
is a long-term market, where bilateral deals are made; there is a real-time market,
where power is traded on a stock market; and there is a balancing market where the
occurring imbalances are settled. The detailed description of power markets can be
found in [17, 23, 35]. Energy markets were opened not long ago [17] and are still
under subsequent development in many countries. Challenges with new technologies
give incentives to redefine the power electricity market, e.g. in [11] authors suggest
treating electric energy markets as multicommodity markets.

Even though real markets are not yet prepared for trading with the microgrids, in
this project some level of price negotiation was assumed. First, the long-term deals
for power are considered available. This possibility is supported by the Planner, in
its schedule the amount of power that should be purchased or sold to the external
power grid is defined. The market for such small amounts of power does not exist so
the way of determining the fluctuation of prices had to be designed. It was assumed
that the microgrid offers too little power to influence the structure and prices on the
market. In this case, the prices on the market were modeled using neural networks
and the price of the power from the external power provider more or less fluctuated
according to this pattern. The system was described in details in [33].

The Short-Time Energy Balancing system is trading small amounts of energy
with external power grid. At the moment, short-time trading is realized using fixed
prices of power per kW, but the extension of using varied prices is easily added. In
that case, the system could have a different goal: instead of minimizing the power
exchange between external power grid and microgrid, it would optimize the price
of power. Then, a situation can be possible when the microgrid lowers the operating
point of its microsources to buy more cheaper energy from the external power grid.

6.6 Example

The example of the Planner operation is schematically outlined in Fig. 3. The exem-
plary tasks in the figure are the aggregation of a number of nodes needed for the
tasks and these tasks represent various events in the microgrid. For example, the
Tasks D and E are the general (averaged) consumption of the groups of nodes (such
as lights, socket usage, ventilation). Tasks A, B and C represent short lasting events,
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Fig. 3 Example of the planner schedule and forecast of consumption

such as a meeting, a lesson and operation cycles of some laboratory equipment. The
forecasted consumption in the figure is the sum of the aggregated consumption of a
number of tasks. This consumption profile is generated by the Planner. However, in
reality, the consumption profile deviates from this forecasted consumption. Solving
this deviation is the task of the Short-Time Energy Balancing system, which deals
with the on-line changes.

In Fig. 4 the outcome of the Short-Time Energy Balancing system is presented.
The simulation was done without the consideration of the Planner preset operating
points of the controllable devices. The system managed to balance power and the
figure presents the changes in operating point of the devices. As can be seen, the
system first uses the power from the cheapest source and when it cannot produce
more power, more expensive sources are used. In the last minutes of the experiment,
the consumption of power is below the minimal operating point of the controllable
power sources, so the microgrid needs to send the excess power to the external power
grid. This means that the microgrid for this short period sells power to the network.
The amount sold is small, which limits the possibility to negotiate prices on the power
market.
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Fig. 4 Example of the management of controllable power sources by the Short-Time Energy
Balancing system

7 Conclusion

The presented here case study is an example of energy management in a microgrid.
The solution described outlines the issues that might be solved by the new technolo-
gies. The character of the research and education center limits the use of demand
side management, while allows for more advanced production side management.

The developed EMS consists of a number of modules that work together in order
to achieve energy balancing. Models of the devices and of the microgrid are the base
to perform power optimization. The system for energy trading is a basic attempt
to model a still non-existent market for power trading in microgrids. The Planner
realizes the scheduling of the defined tasks to realize partial demand sidemanagement
and also to collect data about the power usage. It works based on the data given by
the users and requires their cooperation. The Planner is equipped with a number of
predictors to estimate the background consumption level and forecast production
from renewable power sources.

The Short-Time Balancing system is a multi-agent, distributed system that man-
ages the controllable sources (including the connection of external power grid) to
balance the power almost real-time. In this system every node (grouping one or
more devices) in the microgrid is represented by an agent. In literature, the scenar-
ios without controllable sources dominate (like in [37]), in which case the agents
of the consumption devices either request a load-level, or are imposed a load level.
Contrary to those approaches, the presented approach includes controllable energy
sources which also take part in the negotiation process: the consumption devices
change their load level, send a signal that they cause an imbalance, after which it
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will be decided in negotiations which production device(s) will change its output to
compensate for it.

The work presented provides a basis for further research. One of the problems
that should be considered is the more advanced management of power storage units.
In the current scenario, the power storage units are mainly reacting to imbalances
when they occur, they could however take part in a more long-term planning. The
possibility of scheduling charging and discharging batteries by the Planner might
help to decrease imbalances and provide a cheaper solution. Another interesting
aspect is the introduction of electric cars which, when connected to the grid, may
also impact policies for energy balancing.
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Transaction Protocol and Mechanisms
for Adaptive Management
of Long-Running Tasks

Marcin Stępniak

Abstract Execution of real-world services can lead to many unexpected events that
need to be handled. So that failures of tasks composed of such services frequently
occur. Mechanisms for automated task accomplishment and failure handling in open
andheterogeneous systems are proposed. They are based ongeneral protocols derived
from thewell knownOASISWeb Services Transaction standardWS-TX for business
transactions. The protocols andmechanisms are implemented in the prototypeAutero
multi-robot system in which the robots cooperate so as to accomplish complex tasks.

Keywords Business transaction · Business service · Automated task realization

1 Introduction

The term service can be defined as a valuable action, deed, or effort performed to
satisfy a need or to fulfill a demand [23]. In this paper, the business services will
refer to services that are specific activities carried out by service providers for clients.
A clientwhouses a business service has adequate resources required for its realization
(the most common is money). The client also expects the service to be performed in
a given time period.

Tasks commissioned by a client can also be performed by a composition of busi-
ness services as a business process. The business process may also include the ser-
vices realized only in computer systems (they need to have a common representation).

It is necessary to distinguish a business service from a traditionalWeb service exe-
cuted solely within a computer system. Aweather service which returns specific data
(e.g. temperature, humidity, wind speed) for provided inputs (e.g. the location and
date) may be an example of a Web service. Room painting, designing a website, and
translation of a text are examples of business services. Each service can be classified
as a certain type (category of action). As a result, one type can be assigned tomultiple
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Fig. 1 The difference between a Web service and a business service

services with different parameters. The Fig. 1 visualizes the concept of a business ser-
vice. Bricklayer requires a supply of materials for the construction (preconditions).
From these materials he builds a wall ordered by a client (postconditions).

A client, who wants a task to be accomplished, is usually interested only in the
results. The details of the task realization, and the process management can be an
unnecessary burden. For that reason, task automating mechanisms are proposed.

Realization of a task is called a transaction. In Information Technology the term
transaction means “the interaction and managed outcome of a well-defined set of
tasks” [11]. The history of a transaction management can be viewed from a temporal
perspective from the Stone Age to modern times [22]. The Stone Age is the time
period without transactions. In classic history people realized the need for mech-
anisms to ensure the proper operation of applications that support multiple users
working concurrently. Thus, the first transaction mechanisms saw the light. In the
Middle Ages business applications grew more complex and hence the requirements
for heterogeneous distributed systems and databases increased. Consequently, dis-
tributed transactions were developed. The Renaissance brought a combination of
process control systems with transaction support, which led to the development of
many transaction models suited to such systems. In the Renaissance, main emphasis
was on reliability in processes execution. In modern times, we see the emergence
of new application domains, in which the Internet plays a major role. To allow the
proper operation of business processes in such an environment, transaction manage-
ment must be adjusted accordingly. The processes are still a key component in this
era, but greater emphasis is placed on a cooperation of independent parties, usually
represented by loosely coupled web services. The solutions presented in this paper
are part of a current trend, but also take into account future needs. The growing
importance of the Internet and automation of processes and services may result in
an increase in the number of clients interested in commissioning tasks. This creates



Transaction Protocol and Mechanisms for Adaptive Management … 181

a need to develop universal mechanisms and protocols to manage such processes,
which will allow independent parties to cooperate in order to realize complex tasks.

Conventional transaction processing in tightly-coupled systems ensures ACID
properties (Atomicity, Consistency, Isolation, Durability). It requires a close rela-
tionship between a transaction coordinator and participants. Ensuring all of these
properties for long-running business processes may be impossible or at least imprac-
tical.

Transactions for business processes will be referred to as business transactions.
Business transaction is defined as a set of actions carried out by services leading
to the task accomplishment. Special transaction mechanism for handling failures is
designed that has the following properties.

1. Failed services may be replaced with other services during task realization.
2. General plan may be changed.
3. The transaction ends after successful completion of the task, or inability to com-

plete the task, or cancellation of the task.

2 Service Definition and Realization Phases

Since services cooperate in open, dynamic and heterogeneous environments, there
is a need for a common representation of the domain. Therefore, the representation
of the environment is realized in a form of an ontology to enable collaboration
and semantic compatibility of communication in such environment. The ontology
consists of concepts and relations between them, i.e. objects, object attributes, and
the relations between objects. Each object is of a certain, pre-defined type. The object
type is defined by its attributes, and by the internal (hierarchical) structure, i.e. object
may consist of sub-objects and relations between these sub-objects. An elementary
type has no internal structure, so it is defined only by attributes. A complex type
has a hierarchical structure of subtypes. The ontology is defined as a hierarchical
collection of types of objects (see [2]). Primitive attributes and relations are the key
elements for constructing the types. The object itself, as an instance of its type, is
defined by assigning specific values to its attributes and by specifying relations.

The ontology is common for all services and components of the system, and it
is also used to specify tasks and define types of services called service interfaces
consisting of the following elements.

• Type of service, i.e. type of action that the service performs.
• Specification of the inputs and outputs of the service.
• The conditions required for input of the service (preconditions), and the effects
of its execution (postconditions) specifying the output. These conditions are
expressed as relations between objects in the environment (ontology).

• Service attributes.
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Service attributes contain information about the static features of a service and are
used during planning and arrangement, for example, operation range for a trans-
port service, and an average realization time. Ideas of using ontologies for service
interfaces definitions can be easily found in the literature [13]. Service and task
definitions can be expressed in various languages, e.g. OWL-S [16], Web Service
Modeling Ontology [21], and Entish [1].

The way a service is executed often depends on client requirements, as well as
the current state of the environment. Therefore, it is important to establish these
conditions before the actual execution of the service. This operation is called an
arrangement. In an arrangement phase, a request with client requirements is sent
to the service. The request contains the information about available resources and
the expected time of completion, as well as the current state of the environment and
the specific requirements of other services in the business process. Service provider
determines whether it can perform the task in accordance with the received para-
meters. If so, it sends a description of the conditions which must be met in order to
execute it. If service provider does not agree to the client requirements, it sends a
refusal. This process is repeated for all the services of the given type. Then client
selects the best offer. Requirements sent to the service provider in the arrangement
phase will be referred as an intention, and the response as a commitment.

Penalties for service providers and clients for violating the agreed contract should
also be set during the arrangement phase. This could be a penalty for the client
resignation, for withdrawing from the contract by the service provider or violation
of other terms of the contract (failing to meet a contractual obligation in a timely
fashion, poor quality, etc.).

During the execution phase, the service is executed in accordance with the agree-
ment made in the arrangement phase. After execution phase, the service provider
notifies the client about results of the service execution.

3 The System Architecture

The system architecture is an extension of the SOA paradigm (see [5, 12]). The addi-
tional elements are: Planer, Arrangement Module and Ontology. This architecture is
depicted in Fig. 2.

Task Manager (TM for short)—represents a client, and provides a GUI for
the client to define tasks and monitor their realization. It uses Planning Module for
business process composition and Arrangement Module in the arrangement phase.

Service Manager (SM)—is a service provider interface for providing its services
for an external client, in this case, TM is the client. SM controls the execution of the
subtask delegated by TM.

Arrangement Module (AM)—is responsible for carrying out the arrangement
phase. May implement various service selection mechanisms (e.g. a genetic algo-
rithm [8]). AMmay be implemented to be able to automatically select the best offer.
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Fig. 2 The system architecture

Service Registry (SR)—stores information about services currently available in
the system. Each service, so as to be available, must be registered by its manager
in Service Registry. SR may filter the registered services taking into account their
attributes.

Planner—is responsible for generating a set of abstract plans based on a client’s
task. These plans are transformed by Task Manager into a business processes.

Ontology—model containing definitions of types of services and related types
of objects. It is a specific semantics of the domain. In fact, this element will be a
module or application that enables a creation of a model (representation) of services
environment, manages the ontology, and provides access to it by the other system
components.

4 The Transaction Protocol

Communication between Task Manager and Service Manager is done accord-
ing to the transaction protocol which defines the states of services and messages
used to change them (see Fig. 3). It allows Task Manager to initialize particular
phases of service invocation, monitor their progress, and perform additional actions,
e.g. compensation. Service uses messages of the protocol to notify Task Manager
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Fig. 3 Transaction protocol state transition diagram

about successful and unsuccessful events in the process of its realization. Each state
is described in more detail below.

• Inactive—state that occurs only on the side of the Task Manager. It means that
the node representing the service is part of the process, but the arrangement phase
has not started yet.

• Arranging—on the Task Manager side no service is yet assigned to the node in
the process. The service is in an arrangement phase.

• Arranged—state after accepting a commitment. From this point a particular ser-
vice is associated with a corresponding node of the business process.

• Rearranging—rearranging conditions of the already arranged service. In this
state, the service provider generates a new commitment to amended intentions of
the client.

• Executing—the service performs its job.
• Completed—the service has successfully done its job.
• Failed—state after an unsuccessful execution of the service.
• Compensating—in this state, the service performs actions to compensate for
previously performed actions.

• Compensated—state after successful completion of a compensation.
• CompensationFailed—if a compensation process fails, the service proceeds to
this state.

• Aborting—in this state the service terminates the job.
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• Aborted—state after termination of the execution.
• Withdrawn—state indicating that the service was withdrawn after completion of
the arrangement phase.

• Ended—this state indicates that the client (Task Manager) will not request any
additional actions. The service in this state can remove the information about the
context of the transaction.

All necessary data required for a task execution is a part of the transaction pro-
tocol message (see Table1). This method ensures the greater consistency of the
system state. During the task execution, messages are sent according to the specific
sequences. They can create different combinations, but a set of possible messages in
a given state of the service is strictly defined in the transaction protocol.

The actual situation may include information about the state of the environment
related to the service. It can be also a fragmentary data generated by the service. This
information can be helpful for Task Manager to restore a proper realization of the
task.

To ensure a consistent system state, the protocol messages must be submitted in
accordancewith the specified sequence. In addition, the partiesmust save information
about whether the message has been acknowledged by the other party, as well as the
message sent time. This information is used to decide if and when sender should
retry sending the message. The Fig. 4 is a sequence diagram illustrating the process.

The diagram on Fig. 5 shows the complete sequence of the messaging protocol
for the single-step business process. There are three services registered in Service
Registry. All of them agree to perform services according to the specified parameters
and send their offers (commitments). Task Manager chooses one offer and rejects
the rest with the Cancel message. Then the selected service is executed and after the
successful completion Task Manager is notified by sending a Completed message.
Endmessage ends the transaction. After receiving themessage of this type the service
does not have to store the transaction context.

Table 1 Data sent with messages

Message Data

Arrange Intention

Rearrange New intention

Terms Commitment

Execute Input data

Completed Output data

Failed Failure description and actual situation

CompensationFailed Failure description and actual situation

Compensated Actual situation

Aborted Actual situation
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Fig. 4 Transaction protocol message sending sequence diagram

Fig. 5 Sequence diagram of an example transaction
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Fig. 6 An example of a plan

5 Task Realization

A client must define the task to be accomplished. The way of defining tasks and the
format of their description depends on the specific implementation of Task Manager.
While specifying the tasks, objects and relations defined in an ontology are used.

For a given task, Planner returns abstract plans that when arranged and executed,
may realize the specified task. An abstract plan is represented as a directed graph
where nodes are service types and edges correspond to a causal relationship between
the output of one service and the input of the second service. The relationships
determine the order of arrangement and then the execution of a concrete plan that
has also a form of a directed graph (called business process) however, its nodes are
concrete arranged services. Sometimes it is not possible to arrange thewhole business
process before the start of execution phase. In this case, the business process includes
the unassigned nodes for which the arrangement is carried out later on.

In a concrete plan its node may represent a composed service (as a subprocess)
consisting of already arranged services. Plan may also include handlers responsible
for a compensation and failure handling. Figure6 shows an example of a plan in a
graphical form.
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Fig. 7 An arrangement phase of a single service

Fig. 8 Task realization phases

During the arrangement phase Task Manager passes a prepared intention to
Arrangement Module. AM sends it to all registered services (Service Managers).
Service Managers, for each of the obtained intentions, prepare commitment and
send it back to AM. Once this phase of collecting commitments is complete, AM
selects the best commitment or forward the set of commitments to TM, where a
specific commitment can be selected automatically or by the user. This procedure is
shown in the diagram in Fig. 7.

In the execution phase Task Manager invokes a service sending a complete input
data to appropriate ServiceManager. SM sends a responsewith the output data, being
a service product or a confirmation of successful completion (e.g. changing situation
in the environment).

Task Manager can stop the service execution before its completion. This may be
caused by the task cancellation by the client, a failure during execution of parallel
services in the plan (that cannot be replaced), or by changes in the environment
making the current plan infeasible.

The general flow of task realization is shown in Fig. 8. The arrows pointing right
show the normal flow, while the arrows pointing left illustrate the procedure in case
of inability to perform a particular phase.
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Fig. 9 Time diagram of a service failure with notification

Fig. 10 Time diagram of service a failure without notification

6 Failure Handling

Services provided in the real world are exposed to the occurrences of unexpected
situations that prevent their proper execution. Therefore, the fault tolerance is an
important aspect for systems using such services (see [19]). Task realization should
be possible to complete after a failure of some services participating in it. Task
Manager is responsible for handling such situations.

If the service cannot be executed properly, SM informs the Task Manager about
the failure. TM can take appropriate actions at that moment. The Fig. 9 shows the
sequence of events on a time-line.

Task Manager may not obtain notification about the service failure. In this case,
this situation is detected after expiration of the time allocated for the service execution
(see. Fig. 10).

TaskManager is equipped with a failure handling mechanism based on the simple
algorithm shown inFig. 11. Set S contains services included in the sub-process,which
will be replaced. Set N contains services that are connected by execution order to
the services from the set S. If a failure of a service performing a subtask occurs (fail
message), the rearrangement procedure is invoked for searching for other services
of the same type that can perform the subtask. If such services are available, the best
offer will be chosen, and the subtask realization will be continued. Otherwise, the
failed service is added to the set S. Then, preconditions and postconditions (PPC)
are determined for services from the set S. For these conditions, a new abstract plan
is generated by the Planner, and arranged into a sub-process attached to the main
process (replacing the failed services from set S). If Planner does not return any
plans, then the set N is created that contains all the services that are direct successors
(in the execution order) of the failed services in set S. Then, set N is added to set S.
The union of S and N becomes the new set S. The preconditions and postconditions
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Fig. 11 Service failure handling algorithm

are determined for the new set S. Then the procedure is repeated. It ends either with
the successful generation of a new plan or when the set N is empty. Empty set N
means inability to carry out the task.

7 Prototype Implementation of the System

The designed transaction protocol and mechanisms have been implemented in the
Autero system. It is a software platform for delegating tasks (by human users) to be
accomplished in a multi-robot system. The system architecture is shown in Fig. 12
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Fig. 12 The Autero architecture

Fig. 13 Service replacement—Service 2 completes the task after the failure of the service 1

(for details, see [4]). Services are provided by heterogeneous robots. Repository
stores ontology and provides access to it by the other system components. It also has
a graphical user interface (GUI) for developing the ontology, and its management.

The system has been tested in a universal simulated environment implemented in
Unity 3D. Simulation allows analyzing implemented algorithms for different scenar-
ios. The scenarios with unexpected situations during a task realization are discussed
below.

To illustrate the mechanisms of handling service failures in the simulated envi-
ronment, a simple task of cargo transportation from point A to point B is used as an
example. The original plan consists of one service that can accomplish the task.

Figure13 shows the first step of the failure handling algorithm, i.e. replacing the
failed service by a service of the same type. In the arrangement phase service 1 (of the
robot 1) was chosen. The robot transported object only to point C, then it reported
the failure and sent information to Task Manager that the transported object is at
point C. Task Manager selected a service of the same type (robot 2) that transported
the object from point C to destination point B accomplishing the task (Fig. 14).
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Fig. 14 An example
scenario carried out in the
simulation—Robot 2
completes the task after the
failure of the robot 1
(damaged wheel)

Other unexpected situations may also occur and cause failures, for example, a
robot may face an unknown obstacle impossible to bypass for the robots of that type.
To recover from this failure, a service of other type is needed. In this situation, a new
plan should be generated. The Fig. 15 shows the described situation and a possible
solution. To complete the task, two services (of type T2 and T3) were selected,
which will replace service 1 in order to transport the object from point C to point
B. In the arrangement phase services 2 and 3 were selected. Service of type T2 can
overcome the obstacles impossible for service of type T1, but also has a limited range.
Therefore, it transports cargo only to the point D. The final step is accomplished by
using service of type T3, which transports cargo by air, that is, a quad-copter robot
can be used. All services are performed within a transaction that contains a dynamic
set of participants. The transaction does not require all participants to successfully
complete their tasks. The failure of a single service does not require the termination
of the transaction. Termination is only necessary when it is not possible to continue
the task.

Compensation is performed after an abortion of a subtask execution or the occur-
rence of a failure that interrupts the execution phase. It restores the state of the
environment before start of the execution. Since restoring that situation is sometimes
impossible, the compensation may change the situation resulting from the failure to

Fig. 15 Replacement of a failed service with a new plan
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Fig. 16 Compensation procedure

a situation from which the task realization can be continued. Note that even for such
simple tasks (that seem to be trivial) a universal failure recovery mechanism and
corresponding compensations are not easy to design and implement.

The Fig. 16 shows a compensation procedure for the above task. Robot (transport-
ing a cargo from A to B) received a message from TM ordering SM to compensate
the performed actions. The compensation should be implemented as returning of the
cargo back to the starting point A. It should be noted that in this case the internal
service compensation procedure is used. This does not mean, however, that the same
robot will be used to transport the cargo back. SM is responsible for controlling
robots, and it may choose another robot to perform the compensation.

Task realization plan may contain predefined procedures for a failure handling
and compensations. The Fig. 17 shows a simulated scenario of such a procedure.
After a failure (spilled granules—C) of a granule transport service performed by a
robot (A), TM invokes a proper failure handling procedure. In the above example
the procedure contains a cleaning robot service (B) that collects the spilled granules.

Fig. 17 Predefined failure handling procedure
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8 Related Work

There are many protocols andmechanisms to handle transactions for loosely coupled
distributed services. This section will discuss the most important of them and their
limitations.

The ATOGS [15] (Adaptability in Transaction Oriented Grid Service) model
enables transaction oriented services to execute in an adaptive way so as to han-
dle failure problems (such as hardware faults, communication faults, software faults,
and service expiry faults) using fault-tolerance techniques (i.e., check-pointing and
replication). This model, however, is only suitable for atomic transactions.

Two-phase commit protocol is used for short-term transactions. It is not suitable
for use with the long-term transaction because it blocks the resources until the com-
pletion of the execution of all operations in the transaction. It can be used only for
arrangement phase to make it feasible to arrange the whole business process at once.
However, the arrangement method described in this paper is usually sufficient, and
the introduction of 2PC would benefit only in a few cases. If necessary, it is possible
to expand the proposed protocol.

The TIP [14] protocol, like the 2PC protocol ensures atomicity condition for the
transaction which entails limitations discussed above. Although the TIP protocol is
designed to support business services, they are not represented as an electronic ser-
vices. TIP transactions support only selected phases of a business service realization.

The main purpose of Tentative Hold Protocol [20] is non-blocking reservation
of services (mainly their resources) prior to execution phase. This functionality can
be easily implemented by Service Managers. After sending commitment SM may
pre-book resources, but do not block them entirely. After receiving the commitment
acceptance from a client, the resources would be blocked for the particular client,
intended to be used in the execution phase. The use of THP gives no warranty of the
service realization. The service provider can at any time withdraw the reservation.

WS-Coordination [7] together with theWS-Business Activity [9] protocol can be
used to manage long-running tasks. The designed transaction protocol derives from
these specifications. However, due to their limitations and different assumptions it
has been significantly changed and the present state does not comply with those
specifications. According to WS-Coordination specification, services must register
to participate in the task. For this reason, they must have information about the task
in which they participate.

Specifications included in theWS-CAF [6] are very similar to those in theWS-TX,
as both are based on OTS [17] extensions. For this reason, they have the limitations
discussed above.WS-CAF specifications are also less popular than competitive solu-
tions.

BTP [18] protocol can be compared to the arrangement phase. The essence of this
solution is getting commitment to perform a particular task. Supported transactions
can be long-running, but this only applies to the duration of reservation or duration
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of a contract. It is not possible to control an execution phase, which is a significant
limitation, because the execution phase usually lasts longer and generates the actual
costs. The BTP protocol enables the operation of compensation, but this only applies
to the reservation.

Agent Based Transaction (ABT) [10] allows replacement of individual partici-
pants in the transaction for their functional equivalents, which can increase chances
of success and avoid costs of failure. ABT also allows services to create a hierarchy
of transactions. ABT has been developed for traditional web services, and uses a
simple 2PC protocol which is not suitable for business services performed in the real
world.

9 Conclusions

A business transaction protocol and recovery mechanisms were proposed for tasks
accomplishment carried out in the real world. They use an adequate representation
of services and reflect real phases of a business service realization. The proposed
protocol has a richer set of states (compared to WS-TX), so that it also supports
the arrangement phase and allows for better management of a service execution.
The recovery mechanisms of transactions adapt the task realization process to an
actual state of the environment. This is especially important in a dynamic and open
environments where services are provided by independent service providers, and it
is not possible to guarantee their proper execution.

Early versions of the protocol and mechanisms have been implemented in the
SOA-enT [3] system developed under the IT-SOA project. The current version has
been significantly changed and improved, but still can be used in that system, yielding
better task execution management.

The prototype system Autero verified that the proposed mechanisms of transac-
tions are useful in the systems of heterogeneous robots in a simulated environment,
and may improve their reliability. Tests performed in a real environment are always
limited by the devices (robots) and their limited range and capabilities. From the
point of view of the proposed information technology (the protocols) the fact that
the environment is simulated is irrelevant.
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cue and exploration robots”, grant NRDC no PBS1/A3/8/2012. Marcin Stępniak was partially
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Abstract In this paper, we investigate the concept of a parallelization of Monte
Carlo Tree Search applied to games. Specifically, we consider General Game Play-
ing framework, which has originated at Stanford University in 2005 and has become
one of themost important realizations of themulti-game playing idea.We introduce a
novel parallelizationmethod, called LimitedHybrid Root-Tree Parallelization, based
on a combination of two existing ones (Root and Tree Parallelization) additionally
equipped with a mechanism of limiting actions available during the search process.
The proposed approach is evaluated and compared to the non-limited hybrid version
counterpart and to the Tree Parallelization method. The advantages over Root Paral-
lelization are derived on a theoretical basis. In the experiments, the proposed method
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1 Introduction

Monte Carlo Tree Search (MCTS) [5] is renowned for being the state-of-the-art algo-
rithm of searching a game tree in a variety of domains. It is particularly useful in
complex games with high branching factors such as Go [12], Hex [2], Havannah [27]
or Arimaa [26] where no good evaluation function exists. Since the introduction
of MCTS to a domain of General Game Playing (GGP) [13] in 2007, it has also
become a backbone of almost all the strongest players [25]. GGP deals with creating
autonomous agents capable of playing many games with a high level of competence.
The termwas proposed by Stanford Logic Group in 2005, together with the introduc-
tion of the General Game Playing Competition as the official world championships.
Our player, calledMINI-Player [22, 24], has been our annual entry to the competition
since 2012.

Parallelization is understood as making the program run simultaneously on many
computers and/or processing cores. In this paper, we are concerned with the paral-
lelization of the MCTS algorithm in the GGP framework, specifically. The MCTS
is relatively easy to parallelize compared to any classic Depth-First Search algo-
rithm [19] (e.g., alpha-beta, min–max, MTD-f) because it contains fewer synchro-
nization points. The synchronization can be less frequent because there is a simulation
phase in MCTS, which is usually very time-consuming and isolated, i.e., the game
tree does not need to be accessed in this phase. However, running multiple simula-
tions in parallel steps away from the original idea of MCTS where for each iteration
of the algorithm there is one simulation. Therefore, parallelization is not only an
implementation issue but also a design choice.

The main motivation behind parallelization is to increase implementation effi-
ciency of the Monte Carlo Tree Search algorithm. Naturally, the more simulations
are performed themore accurate statistics of actions are collected. InGGP, each game
is written in a universal logic language which is very slow to interpret compared to
any game-dedicated representation. Utilizing many CPU cores is especially impor-
tant in the GGP Competition scenario, where every participant runs the program on
their own computational facilities. Parallelization in GGP area brings an additional
difficulty stemming from the fact that the approach needs to be universally good, i.e.
suitable for a variety of games.

This paper is organized as follows. In the next section, we briefly introduce the
GGP competition setting and describe our MINI-Player and the MCTS algorithm
in more details. In Sect. 3, related parallelization methods are presented which are
the entry points to our method. The following section contains description of the
proposed novel method applied in MINI-Player. The last two sections are devoted to
results and conclusions, respectively.
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2 Background

2.1 General Game Playing

As already mentioned in the introduction, General Game Playing refers to the area of
creating autonomousmulti-gameplaying agents. Eachgame in theGGP framework is
defined in the Game Description Language (GDL) [15], which allows for describing
any finite, synchronous, deterministic and perfect-information game. Apart from
these constraints, games have no limitation, e.g., they can feature any number of
players (including only one), can be of various genres (not only board games) can
be cooperative, competitive or partially both.

GDL is a first-order logic language based on Datalog [1] and Prolog [4]. It is
relatively easy to convert a GDL description to a Prolog program. A complete game
state of any game is defined by a set of facts (predicates) which hold true. When
designingmethods of parallelization, onemust keep inmind that theGDLdescription
must be sent to all remote units in the system.Moreover, manymethods require game
states to be sent frequently.Although certain compression of the state is possible (e.g.,
conversion of strings to numbers), the representation is still less compact, in a general
case, than a game-specific one [23]. Therefore, not only simulations are slower but
also the communication overhead is higher in GGP.

InGGP, the communication takes place throughmessages sent viaHTTPprotocol.
Players do not communicate with each other directly, but with a special component
called the Game Manager (GM). The GM can be started locally or provided by
the organizers of the GGP Competition. The defined messages are START, PLAY,
STOP, ABORT, PING and INFO.

The START message is sent by the GM to each player when a game starts. It
may look as follows: (START match1 white ((role white) (role black)....) 40 10).
The message contains the keyword “START”, an identifier of the played match
(to differentiate between matches), a role for the player (which must exactly match
one of the roles defined in a game), the complete GDL description of a game and a
pair of clocks (in seconds). The START-clock defines the initial preparationmeasured
from sending the rules until the game starts. Players are expected to respond with
“(ready)” before the START-clock expires. The PLAY-clock defines time available for
players to make a move. After the successive PLAY-clock, PLAY messages are sent
and the game state is updated by the GM. In the GGP competition, the START-clock
is usually set to somewhere between 20 and 120s whereas thePLAY-clock to 10–30s.
These relatively low settings significantly limit the possible approaches to creating
and parallelizing a GGP agent.

The START message, which is sent only once, is followed by a number of PLAY
messages at even intervals equal to the PLAY-clock. Before each PLAY-clock expires,
each player has to send their chosen move. When it expires, the GM sends the PLAY
message that contains moves chosen by all players (called a joint move) to all the
players so they can update their game state accordingly. The GM is also responsible
for checking whether the submitted moves are legal in the game. If not, it chooses
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random ones instead and/or disqualifies the illegally playing players. A playmessage
may look as follows: (PLAY match1 (move a 1) noop).

Technically, the STOP message is the last PLAY message with the additional
meaning that the game has reached the conclusion. Players should update their state
for the last time and check the outcomeof the game. TheABORTmessagemeans that
game has been terminated prematurely—either by manual intervention or a failure
at the GM side.

The PING and INFO messages are used to check whether players are online.
They should respond with “(available)” or “(busy)”.

2.2 MINI-Player

MINI-Player [22, 24] has been designed and implemented as part of the Ph.D. the-
sis [20] and with the aim of taking part in the official GGP championships. All of
parallelization methods investigated in this paper were implemented inMINI-Player.
The key features of the program are:

1. Monte Carlo Tree Search. MCTS, which is the main routine of the player, is
described in Sect. 2.3.

2. Simulation strategies. MINI-Player uses seven policies to bias the search in the
simulation phase of the MCTS algorithm. The policies are Random, Approxi-
mate Goal Evaluation (greedily trying to fulfill a goal condition), History Heuris-
tic (exploiting past good actions), Mobility (maximizing the relative number of
available actions), Exploration (prioritizing novel game states during search),
Statistical Symbols Counting [16] (dynamically constructed material-inspired
evaluation function) and Score (detection of explicitly defined scoring condition
in the GDL rules).

3. Adaptive mechanism of selection of strategies. The strategies are evaluated
dynamically based on their empirical performance. A strategy is assigned to
guide a simulation based on its evaluation and a confidence of the evaluation. The
better or the less simulated the strategy the higher the probability of choosing it.

4. Fast GDL interpreter. We developed a dedicated GDL interpreter [21] which is
faster than known Prolog distributions.

5. Three-time (2012–2014) participation in GGP competition. In 2012 and 2014,
MINI-Player achieved the 7–8th place.

2.3 Monte Carlo Tree Search

TheMCTS algorithm is an iterative simulation-based approach to searching the game
tree. Each iteration consists of four phases depicted in Fig. 1.
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Fig. 1 Four phases of the MCTS algorithm. The figure is reproduced from [8]

Selection: start the search from the root node. Traverse the tree down until reaching
a leaf node. In each node, choose the child node with the highest average score. More
sophisticated approaches replace the average score with a specialized formula for
determining the node to choose.

Expansion: if a state in the leaf node is not terminal choose a continuation which
falls out of the tree and allocate a new child node. Typically, in the basic version of
the method, just one new node is added per each expansion step.

Simulation: starting from a state associated to the newly expanded node, perform a
full game simulation (i.e. to the terminal state).

Backpropagation: fetch the result of the simulated game. Update statistics (scores,
visits) of all nodes on the path of simulation starting from the newly expanded node
up to the root.

When the time budget is up, an action leading to the highest average score is chosen.
In the selection phase, MINI-Player uses the Upper Confidence Bounds Applied

for Trees (UCT) [14] method. The purpose of the algorithm is to maintain a balance
between exploration and exploitation in the selection step. Instead of sampling each
action uniformly or choosing always the best action so far, the selection of the best
action is made as follows:

a∗ = arg max
a∈A(s)

{
Q(s, a) + C

√
ln [N (s)]

N (s, a)

}
(1)

where a—is an action; s—is the current state; A(s)—is a set of actions available
in state s; Q(s, a)—is an assessment of performing action a in state s; N(s)—is a
number of previous visits to state s; N(s, a)—is a number of times an action a has
been sampled in state s; C—is a coefficient defining a degree to which the second
component (exploration) is considered.
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The first remarkably successful application of MCTS in games referred to Go.
Amajority of the strongest programs, e.g., MoGo [11] or CrazyStone [9] use variants
of MCTS. In contrast to all the variations of min–max alpha-beta search, the MCTS
is an aheuristic method. The aheuristic property means that there is no game-specific
knowledge (heuristics) required so the method can be applied to a wide selection of
problems.

3 Related Methods of Parallelization in GGP

There have been threemajormethods proposed for the task of parallelizing anMCTS-
based player, i.e. Leaf Parallelization (LP) [6], Root Parallelization (RP) [6, 17]
and Tree Parallelization (TP) [6, 7, 18]. These methods can also be called At-the-
leaves Parallelization, Single-Run Parallelization andMultiple-Runs Parallelization,
respectively. Ourmethod is based on two of them, so we decided to dedicate a section
for a short review of all the methods.

3.1 Leaf Parallelization

In Leaf Parallelization (LP), there is a single game tree with exclusive access from
the master process (a distinguished thread on one of the machines). TheMCTS/UCT
algorithm is performed by the master process. When it reaches a leaf node, the state
associated to that node is sent to all remote processes. Then, a simulation starting
from that state is executed in parallel in each of these processes. The master process
waits for the simulations to finish and collects the results. In Leaf Parallelization,
only simulation and back-propagation phases differ in comparison to the original
(sequential) MCTS formulation. The simulation phase consists of multiple indepen-
dent simulation starting from the same state, whereas the back-propagation phases
updates statistics aggregated from these multiple runs instead of one.

A simple idea and easy implementation are the biggest advantages of the Leaf Par-
allelization method. However, although many simulations performed from the same
node increase the confidence of its statistics, it is not the most effective approach.
The original MCTS/UCT algorithm chooses the node to simulate after each sim-
ulation, because every time the statistics are updated, a new node might be more
suitable for the next simulation. In the LP approach, even the meaningless state has
to be simulation at least K times, where K is the chosen number of remote processes.
Moreover, the tree does not grow quicker than in the single-threadedMCTS. Figure2
shows how Leaf Parallelization works.
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Fig. 2 An illustration of the
Leaf Parallelization method
with 3 parallel processes.
The parallel simulations start
from the marked node and
the MCTS algorithm waits
until all of them are
completed

3.2 Root Parallelization

The main idea of Root Parallelization (RP) is to expand the game trees on each
remote process individually and synchronize them occasionally. In the most typical
approach, the master process passes raw messages (START, PLAY, STOP, ABORT )
received from the GM to all connected machines. Each machine acts as a regular
GGP player with the following two exceptions: (1)—they respond to the master node
instead of to the GM; (2)—instead of the chosen action, they send MCTS statistics
(total score, visits) stored in the top-most level of the game. The top-most level of the
game tree contains the nodes related to all possible actions in the current state. The
master process performs synchronization by aggregating the gathered statistics to its
own game tree to compute the global average scores for actions. The most frequently
chosen method of aggregation is a sum but certain other are possible, e.g., a sum of
the best K or majority voting.

The biggest advantage of the method is a minimal communication overhead. The
statistics gathered from the trees expanded by independent UCT algorithms are more
confident but theymay also be too overlapping (similar). In overall, themethod scales
relatively well and was successfully used by a GGP player called Ary [17].

Three variants of aggregating the resultswere tested:Best (select the best evaluated
move from a distributed node), Sum (sum total scores and total visits and compute
a global average scores), Sum10 (Sum performed only for the top ten best evaluated
moves) and Raw (send only average scores of moves from nodes without weighting
by the number of total visits). The best results were reported for Sum and Sum10
with no significant difference between them. Figure3 shows howRoot Parallelization
works.
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Fig. 3 An illustration of the Root Parallelization method with 3 parallel processes. Each process
maintains an independent tree constructed in a sequential fashion. Statistics of the root’s children
are aggregated during a synchronization point

3.3 Tree Parallelization

Tree Parallelism (TP) resembles the idea of the sequential MCTS/UCT as closely
as possible. There is a single game tree expanded by the master process. Whenever
the MCTS/UCT algorithm schedules a new simulation, the master process checks
for the first available process which is either a local thread (the preferred case) or
a remote process. Once the master process sends the simulation request it proceeds
to the next iteration of the MCTS/UCT. The simulation count (visits) of the previ-
ously selected node is incremented immediately but the scores are updated when the
simulation is actually completed (therefore, until it happens, it is a virtual loss for
all players). If no parallel unit is available, the system will wait or place the simula-
tion request into a waiting queue, depending on the implementation. The advantage
of Tree Parallelization over both Root and Leaf Parallelization is that more unique
states are visited. The MCTS algorithm converges faster in the Leaf Parallelization
approach. However, the communication overhead is significantly higher than in Root
Parallelization. Figure4 shows how Tree Parallelization works.

Fig. 4 An illustration of the
Tree Parallelization method
with 3 parallel processes.
When a simulation is
finished, statistics are
updated in the tree and a new
simulation is scheduled
based on the currently
observed statistics
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4 Our Hybrid Approach: Limited Root-Tree Parallelization

The idea of our method is to combine the best of both words. Within one machine
we use Tree Parallelization which is then mixed by Root Parallelization between the
machines. TP can be relatively efficiently performed on a single computer, because of
the benefits gained from a sharedmemory. TP on remotemachines, however, not only
requires network communication but also serialization and deserialization of states
which simulations start from. With the shared memory available in one program’s
instance, all the necessary synchronization can be put into a critical section or even
a lock-free fashion can be pursued. The lock-free version [10] assumes that some
synchronization errors (often called faulty updates) are possible. The idea is to detect
such cases and ignore result from the simulation if a fault was encountered. In our
implementation, the safer approach with the lock is used.

Although the shared game tree has to be accessed twice in one iteration of
the MCTS algorithm (first during Selection/Expansion and next during Back-
Propagation), both phases can reside within the same lock when a smart reordering
of the MCTS phases is applied. Figure5 shows how Hybrid Parallelization works.

A unique feature of theMINI-Player’s parallelization approach is that each remote
node operates on a subset of the tree to increase the variety of search. Each remote
node (a computer) is assigned aunique identifier I D ∈ [1, N ]. Themaximumnumber
(N ) is globally available to all nodes. On the first possible level in the tree, where
MINI-Player has more than one available action we narrow the search of each remote
machine to the portion of the total moves defined by:

[
I D − 1

N
,

I D + 1

N

]
(2)

These intervals overlap to keep some redundancy in case a machine disconnects. The
last interval iswrappedback to the beginning. For instance, if N = 5, the intervals are:
[0, 2

5 ][ 15 , 3
5 ][ 25 , 4

5 ][ 35 , 1] and “[ 45 , 6
5 ]” = [ 45 , 1] ∪ [0, 1

5 ].

Fig. 5 An illustration of the Hybrid Parallelization method with 3 parallel nodes and 3 parallel
processes in each node
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These intervals are used on remote nodes to constrain the available actions to theUCT
algorithm in the selection phase. If M is the total number of moves, then only actions
with indices from the range as computed by Formula 3 are available to choose.

[⌊
M ∗ I D − 1

N

⌋
,

⌊
M ∗ I D + 1

N

⌋]
(3)

The redundancy caused by overlapping intervals can be further strengthened in two
ways:

1. By increasing the overlapping margin i.e.
[

I D−k
N , I D+k

N

]
, where k > 1.

2. By having multiple machines assigned the same I D. For instance, with 8
machines, N can be set to 4 and each value of I D can be assigned to a pair
of machines. In such a case, the same subset of actions will be checked twice
due to redundancy. Since the MCTS algorithm is non-deterministic, repeated
simulations may increase confidence of the statistics.

Actions of MINI-Player are limited only in the first node on each path coming
from the root in which our player has more than 1 action available. The root is
included, so if MINI-Player has more than 1 action in the root then it is the only node
with limited actions. There are no limitations of actions chosen for the simulated
opponents. There are two sample trees shown in Fig. 6 where the mechanism is
illustrated. The set of allowed moves is limited only for MINI-Player because in
this approach the assessment of actions in distributed programs is fair by means of
being evaluated against all possible opponents’ actions. If the search was limited to
certain subsets of moves for all players, then some of them could have too promising
assessment if they happened to be simulated together with only weak actions of the
opponents. To solve this issue, each combination of players’ actions would have to
be simulated by some remote node what vastly increases complexity of the problem.

In the proposed parallelization approach, three types of nodes are used. The setup
is presented in Fig. 7. Each physical computer is running one node at a time which
can be the Master, a Hub or a Worker Node.

Fig. 6 An illustration of
how MINI-Player’s actions
are limited in the UCT
algorithm. The nodes are
labeled by the number of
legal moves for MINI-Player.
Circles marked in green are
the first nodes on each path
from the root with more than
1 action available, so the
limiting takes place there.
Branches ending with three
dots are not relevant to the
algorithm’s presentation
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Fig. 7 A data flow in the proposed Hybrid Parallelization algorithm

1. Master Node—the main program, which communicates with the Game Man-
ager. It passes START, PLAY, STOP and ABORT messages without any process-
ing further to other types of nodes. The MCTS/UCT algorithm is used here to
construct the game tree. Within a scope of the machine, the algorithm uses Tree
Parallelization. Before aPLAY-clock elapses, the statistics are gathered and aggre-
gated as in Root Parallelization method.

2. Hub Node—an intermediate layer passing messages back and forth between the
Master Node and Worker Nodes. Hub Nodes are used only in situations, where
there are so many computers available that maintaining connections between the
Master Node and each of them would be infeasible. Each Hub Node gathers sta-
tistics from a certain group ofWorker Nodes and sends them, already aggregated,
to the Master Node. A high number of connections to the main machine active at
same time (just before a move is made) renders it vulnerable to time-outs, which
in turn can lead to game losses. This is important in the GGP Competition sce-
nario. However, with the intermediate layer the responsibility of communicating
with Worker Nodes is shared among Hub Nodes and the main machine is not
overloaded.

3. Worker Node—a procedure of work is similar to the Master Node’s one. The
difference is only that Workers do not pass messages any further and respond
with the statistics of level one nodes (just below the root) instead of the action to
play.

4.1 Aggregation of Statistics

Worker Nodes send statistics computed for all currently available actions of all play-
ers by local MCTS/UCT algorithms. Because the current state in the game is stored
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in a tree root, the nodes which contain these statistics are the root’s children. The
total scores computed for all players and the number of visits are sent twice per
each PLAY-clock interval. The first synchronization is when 80% of the PLAY-clock
elapses whereas the second one occurs right before it elapses. TheMaster Node sums
the obtained data for every node which is present in its own game tree. This operation
affects the average score which is now updated. Since the nodes are close to the root,
the only situation in which they are not present is when a game has an enormously
huge branching factor or the PLAY-clock is extremely small. Please recall that the
UCT algorithmwill prioritize actions which were never visited before, so K children
of the root are sure to be visited in the first K simulations.

After the first aggregation, the Master Node propagates the aggregated statistics
back to Hub Nodes which are further passed to Worker Nodes. Statistics on each
machine become synchronized in the first levels of the game trees. From now on,
until the PLAY-clock expires, the remote nodes are allowed to sample all actions, i.e.,
the search narrowing algorithm is switched off. In the remaining portion of thePLAY-
clock, all game trees have the chance to expand in direction of the highest evaluated
actions. If the narrowing mechanism was not switched off at any point, the machines
which did not have access to the eventually chosen move, would have to build the
game tree starting from the root only after every PLAYmessage. If only there are no
more actions in a current state than available machines, Formula 3 guarantees that
each action (the played action, in particular) is available to exactly two machines,
therefore, all but two would have a degenerated game tree at each step.

4.2 Disadvantages of Using Intermediate Layers

A huge advantage of the Hybrid Parallelization method is that it can utilize a lot of
threads and computers relatively easily. As depicted in Fig. 5, it has a hierarchical
structure, where the Root component is higher in the hierarchy. In comparison to Tree
Parallelizationmethod, where a communication cost quickly becomes an issue, it can
harvest significantly more power due to less frequent need of sending data. In TP,
each request for a simulation generates a message, which can count to thousands per
step between a single pair of machines. In HP only two messages are exchanged per
step between a pair of machines. The utilization of computers can be even increased
by adding more intermediate, i.e., Hub Node, layers. There is no difference whether
a Hub Node passes messages to a Worker Node or another Hub Node. A downside
of adding intermediate layers is that each such a layer has to include a small time
margin—Δ—for communication. To avoid time-outs, the Master Nodes responds
with the chosen action with a time margin—m. An i th layer Hub Node sends the
gathered statistics to the Master Node with a margin equal to m + i ∗ Δ. A Worker
Node sends the final statistics with a margin of m + (K + 1) ∗ Δ, where K denotes
the number of intermediate layers.
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4.3 Advantages over Root Parallelization

In comparison with Root Parallelization, the hybrid method scales better because the
aggregation mechanism treats one computer, instead of one thread as in the original
RP, as one parallel unit. For instance, if quad-core computers are considered, HP
can employ approximately four times more machines with the same communication
overhead. Moreover, game trees constructed by the Hybrid Parallel algorithm are of
higher quality than in the Root Parallel one.

A predominance of the hybrid method over RP can be derived theoretically. For
a given pair (game, parallelization method) there always exists a saturation point
beyond which adding more threads does not increase the performance. Eventually,
the synchronization and/or communication cost will be even detrimental to the over-
all player’s strength. Let us denote this boundary number of parallel instances for
(game1, RP) by B. For a given game, the Root component of Hybrid Paralleliza-
tion will stop scaling around approximately the same number of units. However, the
communication costs imposed by this component are completely unaffected by the
synchronization costs from the Tree components running on each remote unit. In
the case of a classic RP, the remote units are simply threads. In the case of HP, the
remote units are k-core machines parallelized via TP. This concludes, that Hybrid
Parallelization scales asymptotically better up to k times.

Root Parallelization has a chance to be more effective only with a small numbers
of computers, when it is not yet saturated. In general, it is more valuable to compare
HP and TP methods than HP and RP methods. The former are simply more different
whereas the latter use the same parallelization idea when analyzed top-down (Figs. 3
and 5).

5 Results

We performed two experiments in the following hardware setup: 16 identical
machines equipped with Intel(R) Core i7-2600 processors (4 physical, 8 logical
cores), 8GB of RAM and Windows 7 64-bit operating system. In both experiments,
two players parallelized on 32 threads (8 machines × 4 cores), play a series of 100
matches against each other. The number ofmatches is limited to 100 due to significant
amount of time required to complete the experiment.

In GDL, the obtained scores for players are defined by integer numbers from the
[0, 100] interval. These scores, called goals, are valid only in terminal states. In order
to make comparison of results from various games easier, we define the concepts of
a win, draw and loss. One player wins the match if it achieves a higher score than the
opponent it is tested against. In such a case, the latter loses the game. A draw occurs if
both tested agents achieve equal scores. In both experiments, the total score for each
player is calculated as shown in Eq.4. The number of their wins is summed with a
half of the number of draws. This method of calculating scores has been widely used
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in GGP, e.g., in [3], where multiple games are involved in an experiment. After 50
repetitions, the roles in the game are swapped to avoid any bias related to a starting
position.

Score = (|WINS| + |DRAWS| ∗ 0.5) (4)

The first experiment was aimed at testing Limited Root-Tree Parallelization
(Limited-RT) against the regular Root-Tree Parallelization (RT). In such a case,
we can measure the impact of the proposed actions limiting mechanism and verify
its usefulness.

Nine significantly different games, including chess-like games, connection games,
market-inspired games, of various complexity (in terms of the numbers of possible
unique states and actions) were chosen. For these selected games, Table1 presents
two game properties which are very important from the parallelization point of view:
the average time required to perform one Monte Carlo simulation and the average
number of possible moves (branching factor).

Table2 presents the experimental results. Using 75% confidence intervals, the
total result (measured inwins-draws-losses) is 4-1-4whereas within 95% confidence
intervals, the outcome is 3-3-3. The average score is slightly higher for the Limited
Root-Tree variant, but it is not significant by margins with at least 75% confidence.
We can conclude that both methods are similarly strong but suitable for different
games. Limiting actions on a machine seems to work well for Farming Quandries,
because in this game usually the last actions computed by the GDL interpreter are
the best, so the last two machines can take full advantage of that. Good performance
of this method in Farmers and Pentago is probably caused by high average branching
factors in that games, around 1000 and 100 respectively. Both games feature some
universally goodmoves such as the buy/sell actions near the start/end, respectively, in
Farmers or placing stones in the middle of four sub-boards in Pentago. Hex, having
a relatively high branching factor too, features no universally good moves in the

Table 1 The average time required to complete one game simulation in our framework (on a single
thread) and the approximate average branching factor of each game

Game 1-sim time (ms) Branching factor

Breakthrough 4.6 20*

Checkers 20.7 2.8

Connect4 0.9 4

Farmers 1.7 1000

Farming quandries 1.5 8*

Hex 9×9 0.8 79*

Othello 298.5 10

Pentago 13.9 97.3

Pilgrimage 20.3 9.2*

The branching factors marked with a ∗ were computed empirically based on massive simulations
in large UCT trees
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Table 2 Evaluation of Root-Tree Parallelization (Limited-RT) against the plain Root-Tree Paral-
lelization (RT)

Game Clock (s) Limited-RT
versus RT

75% conf.
interval

95% conf.
interval

Breakthrough 45 8 42.00 [4.16] � [9.67]
Checkers 60 10 51.00 [3.99] [9.30]
Connect4 40 5 37.50 [3.64] � [8.47] �
Farmers 45 5 57.00 [3.86] � [8.98]
Farming quandries 60 8 77.00 [3.49] � [8.13] �
Hex 9×9 60 10 40.00 [4.12] � [9.60] �
Othello 90 15 39.00 [4.06] � [9.46] �
Pentago 45 8 63.00 [3.93] � [9.15] �
Pilgrimage 90 10 61.00 [3.79] � [8.83] �
Average 51.94

The results above 50, which are shown in bold, are in favor of the first player appearing in the table,
which is Limited-RT in this case. Values in columnClock represent the time alloted for START-clock
(the left value) and PLAY-clock (the right value). There are both 75 and 95% confidence intervals
put in square brackets. Confident wins by either player are marked with ticks next to confidence
intervals

above-mentioned sense. Connect Four has the second lowest branching factor, and
there are no move patterns like in Farming Quandries, what is the reason for the
plain Hybrid Method being stronger there. The same (low branching factor and no
move ordering patterns), is true for Othello. In a game-dependent scenario, both
parallelization methods should be initially verified (before choosing the right one),
because neither is universally stronger.

In the second experiment (see Table3), the proposed parallelization method
(Limited-RT) was evaluated against a player using Tree Parallelization (Tree).
The total result (wins-draws-losses) is 6-1-2 in favour of the former method when

Table 3 Evaluation of Root-Tree Parallelization (Limited-RT) against Tree Parallelization (Tree)

Game Clock (s) Limited-RT
versus Tree

75% conf.
interval

95% conf.
interval

Breakthrough 45 8 60.00 [4.12] � [9.60] �
Checkers 60 10 62.50 [3.88] � [9.02] �
Connect4 40 5 57.00 [3.47] � [8.08]
Farmers 45 5 83.50 [2.67] � [6.21] �
Farming quandries 60 8 86.00 [2.80] � [6.51] �
Hex 9×9 60 10 64.00 [4.04] � [9.41] �
Othello 90 15 24.00 [3.60] � [8.37] �
Pentago 45 8 52.00 [4.21] [9.79]
Pilgrimage 90 10 38.00 [3.91] � [9.10] �
Average 58.60

See the description of Table2 for the interpretation of results
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the 75% confidence intervals are applied and 5-2-2 with the 95% confidence. More-
over, the average score of Limited-RT—58.60—is significantly higher than that of
Tree. The Tree approach appears to be generally better in slowly simulated games
(with the exception of checkers). Please notice, that RT as well as Limited-RT, con-
tain Tree as a subsystem limited to 4 CPU cores (in our case). The biggest gain of
parallelization measured after adding an additional thread is noticed with the lowest
number of threads. The more cores (threads), the worse scalability of Tree, so the
hybrid methods are much more promising in maintaining scalability.

6 Conclusions

In this paper, a new method of parallelization of the MCTS algorithm was presented.
The method was applied to a GGP program called MINI-Player. Its underpinning
ideas are a combination of Root and Tree Parallelization and narrowing the search
to only certain subsets of actions on remote units. We proposed a mechanism of
data aggregation coming from the remote machines. The combination of the two
mentioned parallelization methods appears to be more suitable for GGP scenario
than Tree Parallelization alone (shown empirically) and Root Parallelization alone
(discussed theoretically). Themechanism of narrowing actions is beneficial in certain
class of games, especially with high branching factor and repetitive move patterns
(e.g., when the last moves with respect to specific ordering are stronger in average).

A dynamic detection of the most suitable parallelization method based on game
rules analysis in the START-clock time is one of the future goals. We also plan to
perform further tests with a higher number of games using the proposed methods.
In general, parallelization of the MCTS algorithm is a robust and promising way to
increase its performance. The methods discussed in this paper in the scope of GGP
should be easily adapted to any game or even beyond the game domain where the
MCTS algorithm is used.
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A Consensus Reaching Support System
for Multi-criteria Decision Making Problems

Dominika Gołuńska and Janusz Kacprzyk

Abstract Wepresent an extension of a consensus reaching support systempresented
in our previous works to additionally accommodate a multi-criteria evaluation of
options and importance weights of all criteria given by each agent (individual). The
multi-criteria setting implies a need for some modification of concepts, tools and
techniques proposed in our previous works with a single criterion. To improve the
efficiency of the process we use some additional suggestions/hints provided for the
moderator in the form of linguistic summaries, modified to the multi-criteria setting.
We present an application for a real world problem which involves reaching of a
sufficient agreement in the small group of human agents. The results obtained are
intuitively appealing, and promising in terms of time and costs of opinion changes
to reach a sufficient consensus.

Keywords Multi-criteria decision making · Consensus reaching process · Group
decision support system · Linguistic data summaries · Degree of consensus · Lin-
guistic preferences · Moderator · Measures of agreement

1 Introduction

Consensus canbemeant in variousways—cf. [1, 12–14, 22, 29, 32–36], and the same
concerns group decisionmaking—cf., e.g., [2, 4, 14, 15, 22]. Basically, consensus—
asmeant inmany constructive approaches, also here—aims at reaching an agreement
of the participants of a decision making process by accommodating views and opin-
ions of all agents (decisionmakers) involved to attain a decision, usually to choose an
option or a course of action, that will yield what will be beneficial to the entire group.
Therefore, consensus is based on a cooperation of the agents involved and involves
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changes of testimonies of the group that should result in reaching a consensus with
respect to those testimonies. Virtually all consensus reaching processes proceed in
a multistage setting, i.e., the agents change their preferences step by step until some
consensus is reached [1, 3, 20, 21, 37]. In our works, we focus on the consensus
reaching approaches in which there is a moderator, a “super-agent” who runs the
process, as they are more promising in practice, i.e., a consensus reaching process is
usually more effective and efficient in such a setting, and are the most often used in
the literature [3, 13, 20, 24, 25, 31].

Basically, the comparison of different options or courses of action according to
their utility or desirability in decision problems cannot be done by using a single
criterion or by a single agent [1]. Thus, in this paper we assume a decision problem
to be supported in the following setting. We assume that there is a set of options
characterized by a set of attributes/criteria, and a group of agents (decision makers).
The agents discuss the options under consideration and present their testimonies
by providing values for the attributes/criteria of all options, as well as importance
weights for the particular criteria [23]. We assume further that these values may ini-
tially belong to a set of linguistic terms in line with the linguistic direction presented
in, e.g. [11, 13]. Then, based on such information the system automatically generates
a preference structure that corresponds to, and results from the agents’ testimonies
provided, taking into account both multiple agents and multiple attributes/criteria.

In this paper, we concentrate on the derivation of a degree of (soft) consensus in
the sense of [16–18] within the group of agents according to a generated preference
structure. Furthermore, we consider the derivation of some suggestions/hints for a
group discussion that could lead to a higher degree of consensus. Finally, we present
an implementation of the system’s session for a simple decision making problem
with multiple criteria in which we first attain a consensus and then find a solution (a
best accepted option).

2 Linguistic Representation of Data

We assume amultiple criteria decisionmaking (MCDM) problemwith the use of lin-
guistic terms for the description of values of various entities. This should facilitate
the expression of human judgments and assessments. The general multiple crite-
ria decision problem as considered here consists of a group of agents (individuals,
decision makers,…), denoted as E = {em} = {e1, . . . , eM} and a set of options
which are potential solutions to the decision problem under consideration, denoted
as S = {sn} = {s1, . . . , sN }. Moreover, each option is characterized by a set of eval-
uation criteria C = {ck} = {c1, . . . , cK } and an importance weighting vector Wm

for these criteria is provided by each agent em, Wm = {wm
k } = {wm

1 , . . . , wm
K}, wm

k ∈
[0, 1], m = 1, . . ., M, representing the importance of the criteria as in the opinion of
this agent. For simplicity, we consider the same set of criteria for all decision mak-
ers and all options but the importance weights are assigned to the particular criteria
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independently by each agent. This should best serve the purpose of this paper which
is meant to propose a new model.

Each agent assesses qualitatively how good a potential option (solution) si(i =
1, . . . , N) is with respect to each criterion ck(k = 1, . . . , K). The criteria are classi-
fied as the subjective in the sense that they are evaluated by the humans and that is
why these assessments may be naturally presented using linguistic values, i.e. terms
in natural language which should yield a needed human consistency and ease of use.
For instance, terms like Very good, Good, Bad, etc. [11, 13] may be employed. We
assume that each agent is able to provide such an evaluation.

Let:
Em : S × C → LL (1)

be a mapping representing the evaluation of all options along all criteria as given
by agent em, where LL = {Excellent, Very good, Good, Fair, Bad, Very Bad}. We
assume that there is a linear order� defined on the set LL of linguistic values (terms)
such that ∀l1, l2 ∈ LL, l1 � l2 means that term l1 denotes a better performance of an
option than term l2. In what follows, and in particular in the example given at the end
of the paper, we assume the numerically expressed evaluations/assessments, i.e., LL
= [0, 1]. However, the approach is in fact general and the linguistic ally expressed
evaluations may be easily plugged-in.

A set of linguistic labels may be assumed also to express importance weights of
the criteria. For example, the following set of linguistic terms may be used:

the most important � very important � important � medium important �
less important � weakly important

Formally these weights can be modelled as fuzzy sets I in the interval [0, 1].

3 Derivation of a Corresponding Preference Structure

In the previous section we have distinguished such preference related data as weights
of criteria and evaluations of each option with respect to all criteria. Notice that
these data are directly provided by each agent. In this step, the system automatically
generates for each agent a preference structure corresponding (equivalent) to the
input data each decision maker has given. This will now be dealt with.

We adopt here the approach proposed in [38], with some simplifications. A fuzzy
structure is a pair of fuzzy binary relations (P, I) each defined on the Cartesian
product S ×S. The fuzzy binary relations in the pair correspond to the classic notions
of the strong preference (P) and indifference (I). Usually, the properties required for
these relations are the antisymmetry for P and the symmetry for I . The completeness
of the fuzzy preference structure is stated as μP(., .)+μPt (., .)+μI(., .) = 1, where
Pt is the transpose of P, i.e. Pt(si, sj) = P(sj, si) .
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A fuzzy preference structure is automatically generated for an agent em by the
following reasoning.

We define for each pair of options (si, sj) four following indices (we denote here
the order relation with “>” for simplicity and due to the further use of numerically
expressed evaluations, as mentioned earlier, but in general this relation may refer to
the order relation “�” defined on LL being an ordered set, in particular an ordered
set of linguistic terms such as the one mentioned at the end of the previous section.):

ALLCm =
∑

k∈1..K
wm

k (2)

FFCm : S × S → [1, K] ; FFCm
(
si, sj

) =
∑

k: Em(si,ck)>Em(sj,ck)

wm
k (3)

FSCm : S × S → [1, K] ; FSCm
(
si, sj

) =
∑

k: Em(si,ck)<Em(sj,ck)

wm
k (4)

FBCm : S × S → [1, K] ; FBCm
(
si, sj

) =
∑

k: Em(si,ck)=Em(sj,ck)

wm
k (5)

The above formulas may be best analyzed when treated as referring to some fuzzy
sets of criteria, with their membership degrees defined in terms of the importance
weights wk of the particular criteria. Thus, ALLC is equal to the cardinality (in the
sense of Zadeh, i.e. the�Count) of the fuzzy set of all criteria. All the three remaining
indices count (in the same sense as ALLC) the criteria favoring the first option from
the given pair of options (FFC), favoring the second option from the given pair of
options (FSC), and indifferent with respect to both options (FBC).

Then, the above formulas are used to calculate the membership functions of the
particular fuzzy preference relations constituting our fuzzy preference structure of
the agent em:

μm
P (si, sj) = FFCm(si, sj)/ALLCm (6)

μm
Pt (si, sj) = FSCm(si, sj)/ALLCm (7)

μm
I (si, sj) = FBCm(si, sj)/ALLCm (8)

That is, the degree of strong preference, P, of option si over option sj should be
proportional to the fraction of the (weighted) number of criteria for which option
si yields a better score than sj. The same idea is applied for the computation of a
membership degree of a pair options for the transposed strong preference relation.
On the other hand, the degree of indifference of a pair of options is assumed to be
proportional to the fraction of the (weighted) number of criteria for which the score
for both options is equal.
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4 Consensus Evaluation

Herewe further develop the concept of a consensus reaching support systemproposed
in [8, 9]. Hence, the main goal here is to provide a framework for the selection of
consensual solutions to the decision problem. We apply the idea of the soft degree of
consensus [16–18] meant as “the agreement of most of the pairs of agents as to most
pairs of the options”. Thus, we employ in the definition of consensus some flexible
linguistic quantifiers, Q1 [39, 40].

In Zadeh’s approach [40], a fuzzy linguistic quantifier Q1 is assumed to be a fuzzy
set in [0, 1]. For instance, Q1 = “most” may be defined as:

μ“most”(x) =
⎧⎨
⎩

1 for
2x − 0.6 for

0 for

x > 0.8
0.3 ≤ x ≤ 0.8

x < 0.3
. (9)

what means, e.g., that a subset of E comprising at least 80% agents definitely forms
a majority corresponding to the notion of “most”, a subset comprising less than 30%
of agents definitely does not form such a majority, while subsets of all intermediate
cardinalities form such a majority to some extent, expressed by μ“most”(x).

In the previous work we have concentrated on the evaluation of consensus with
respect to the fuzzy preference relations of all agents via their pairwise comparison
of options. In this section, we extend the previous approach to a richer form with
a preference structure and other aggregation techniques, while preserving the basic
idea of the soft consensus degree.

Basically, we follow the approach proposed in [16–18], i.e. in the first step, for
each pair of options we calculate a degree of agreement among most of the agents
due to the fuzzy preference relation from our fuzzy preference structure. Thus, for a
given pair of options (si, sj) we define three fuzzy properties of agents (effectively:
three fuzzy sets of agents): XPij, XPt

ij, XIij which correspond to the three types a
preference relations. The membership functions of the fuzzy sets representing these
fuzzy properties are:

μXPij (em) = μm
P (si, sj) (10)

μXPt
ij
(em) = μm

Pt (si, sj) (11)

μXIij (em) = μm
I (si, sj) (12)

Then, the degree of consensus of most agents as to the pair of options (si, sj) is
expressed as:

conQ1

(
E, si, sj

) = max
{
Q1XPij (em) , Q1XPt

ij (em) , Q1XIij (em)
}

(13)
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where Q1 denotes a linguistic quantifier “most” meant in the sense of the Zadeh’s
approach; cf. (9), the index m varies from 1 to M, and the choice of the maximum
operation is implied by the very essence of the problem.

Finally, we aggregate the results obtained above, for most (Q2) pairs of options,
finding the ultimate consensus degree:

conQ1,Q2 (E, S) = Q2{conQ1

(
E, si, sj

)}(i,j):i<j (14)

Notice, that we take into account only those pairs of options (si, sj) for which i < j
because the relation I is symmetric, while P and Pt are the transposes of each other.

5 Supporting Consensus Reaching Process via Linguistic
Data Summaries

The consensus degree (14) is the basic indicator which may guide the consensus
reaching process in the group.However, there should be an additional support tomake
consensus reaching process more efficient and faster. Since we apply the approach
which is more promising in practice, namely the one in which a moderator plays
an important role, we ought to facilitate the work of the moderator to get the group
closer to the sufficient agreement. Usually, the moderator carries out two main tasks:
checking the level of agreement and producing some advice for those agents that
should change their minds. Thus, our task is to provide the moderator with some
additional knowledge about the current state of the group, i.e. how far the group is
from the consensus, which options are the most preferable, whose preferences are in
the highest agreement and disagreement with the rest of the group, etc.

We propose a natural language based support in the form of linguistic summaries
of data in the sense of Yager [39], what was first suggested in [22, 26] and extended
in [19, 28]. Furthermore, as proposed in our recent papers [7, 8] we use here linguis-
tic data summaries as a set of indicators measuring the current state of agreement
concerning either the agents or options. These consensusmeasures assess how far the
group is from consensus, determine those agents and options that are main obstacles
in reaching consensus, and help to focus the discussion on issues which may resolve
the conflict of opinions in the group, etc.

5.1 Additional Consensus Indicators

To effectively support the consensus reaching process in the setting of amulti-criteria
evaluation of options, we had to adjust the consensus indicators used in our previous
works [5–10] to the new type of preference related data. Due to some significant
differences between the new type of input data and those implemented in the single
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criteria decision making problem in those previous works, in the first attempt we
have adapted two additional consensus reaching relatedmeasures:Option Consensus
Degree, and Response To Omission. Then we implement the third indicator Criterion
Consensus Degree to simplify rules of recommendation given by the moderator in
this specific multi-criteria decision making problem

Namely:

1. Option consensus degree [27, 30] for option si, OCD(si) ∈ [0, 1], is the degree
of truth of the statement (linguistic summary):

“Most (Q1) pairs of agents agree in their preferences with respect

to option si”.

The OCD index may take values from 0, implying that the preferences of Q1 (e.g.
most) agents differ fundamentally for a given option; to 1 when there is a widespread
agreement among Q1 (e.g. most) agents as to these preferences for the option in
question.

The degree of truth of the statement above is now calculated in two steps:

vi(em1 , em2) = 1

N − 1

N∑
j=1;j �=i

vα
ij(em1 , em2) (15)

OCD (si) = μQ1

(
2

M(M − 1)

M−1∑
m1=1

M∑
m2=m1+1

μQ2(vi(em1 , em2))

)
(16)

Here, vα
ij(em1, em2) denotes the degree of a sufficient agreement (at least to degree

α ∈ [0, 1])between agents em1 and em2 as to their preferences between options (si, sj).
This agreement indicator for the numeric assessments scm

ik = Em(si, ck) ∈ [0, 1] (cf.
(1)) may be defined as follows:

vα
ij

(
em1 , em2

) =
{
1 if ∀k∈1...K

∣∣sc1ik − sc2ik
∣∣ ≤ 1 − α

0 otherwise

}
(17)

2. Criterion consensus degree, for criterion ck , CCD(ck) ∈ [0, 1], is the degree of
truth of the statement:

“Most (Q1) pairs of agents agree in their preferences with respect

to criterion ck”.

Likewise the OCD indicator, the CCD index might take values from 0, denoting that
the preferences/evaluations of most agents differ substantially for a given criterion;
to 1 when there is a substantial agreement among the agents as to this criterion.
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The degree of truth of the statement above is now calculated analogously to
formulas (15)–(17) with appropriate modifications:

uk(em1 , em2) = 1

N

N∑
i=1

uα
ik(em1 , em2) (18)

CCD (ck) = μQ1

(
2

M(M − 1)

N∑
i=1

M∑
m2=m1+1

μQ2(uk(em1 , em2))

)
(18a)

Here, uα
ik(em1, em2) denotes the degree of a sufficient agreement (at least to degree

α ∈ [0, 1]) between agents em1 and em2 as to their assessments of option si with
respect to the criterion ck . This agreement indicator for the numeric assessments
scm

ik ∈ [0, 1] may be defined as follows:

uα
ik

(
em1 , em2

) =
{
1 if

∣∣sc1ik − sc2ik
∣∣ ≤ 1 − α

0 otherwise

}
(18b)

3. Response to omission of agent em ∈ E, RTO(em) ∈ [−1, 1], is determined as a
difference between the consensus degree computed for the whole group and the
consensus degree for the group without taking into account agent em.

RTO (em) = conQ1,Q2 (E, S) − conQ1,Q2(E − {ek} , S) (19)

This index makes it possible to assess the contribution to consensus of a given agent.
The range of values is from −1, for an absolutely negative influence, through 0 for
lack of effect, to +1 for a definitely positive influence.

5.2 Rules of Recommendation

The use of the indicators OCD, CCD and RTO for the support of the consensus
reaching process follows the general scheme proposed by Kacprzyk and Zadrożny
[27, 30], and in the context of this paper can be summarized as follows. If the
degree of agreement is not sufficient, our system, by providing some additional
tools mentioned earlier, helps the moderator to control the decision making session
according to some flexible strategy. With a full access to the values of the OCD,CCD
and RTO indicators, the moderator sticks to the following scenario:

1. Chooses an agent with the lowest value of theRTO indicator, i.e., so called “out-
sider”, an agent whose current opinion has a negative effect on the agreement in
the group.

2. Selects an option with the lowest value of the OCD indicator, i.e., option that is
the main obstacle to reaching consensus.
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3. Chooses a criterion with the lowest value of the CCD indicator, i.e. a criterion
which has a negative influence on the consensus degree.

4. Finally, to get the group closer to the sufficient agreement, suggests the agent who
was selected in step 1 to change his/her opinion as to the option selected in step 2
according to the criterion chosen in step 3What matters here is that the suggested
change of evaluation aims at minimizing the distance between decision makers
and leading the group closer to the consensus in the most effective and efficient
way.

According to Kacprzyk et al. [30], we follow the scheme {sc1ik, . . . , scm
ik} → scik ,

i.e., we assume a straightforward approach where the social opinion is given from
the set of individual opinions by:

scik = 1

M

M∑
m=1

am
ik (20)

where

am
ik =

{
1 if scm

ik > 0.6
0 otherwise

(21)

Thus, the evaluation of a chosen option given by the agent who is a major obstacle
to the reaching of the agreement most should be replaced by a new evaluation as
follows: if scm

ik < scik, then scm
ik := min (scm

ik + scik, 1), otherwise scm
ik := max

(scm
ik − scik, 0).
For the further analysis of the proposed system,when the evaluation of a particular

option with respect to a particular criterion of some agent is replaced by other one
by a change of value (opinion) of 0.2 (or, e.g., “one linguistic term” in case the
evaluations are expressed linguistically), it is assumed to constitute 1 point of cost.
The motivation is simple: people usually do not want to change their opinions so that
a change results in a “pain” or cost. Such a scenario should lead us effectively and
efficiently to a satisfactory degree of consensus [7, 8]. In other words, we would like
to get the largest increase in the degree of agreement as soon as possible and with
the lowest cost of changes.

6 An Example of Implementation

6.1 Outline of the Problem

The decision problem concerns the simple selection of a proper candidate for the
head of students’ council at a university. A group of three students/electors needs
to evaluate the quality of three candidates with respect to the following criteria:
patience, experience, and communication skills. We assume that this set of criteria
has been chosen taking into account to the personality traits required for a personwho
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represents students and provides feedback to the university staff.We also assume that
the agents (decision makers) know some facts about each candidate which allows for
some justified evaluations. As mentioned, each decision maker may assign different
weights to the particular criteria, depending on their own preferences. Notice that
we assume, in general, the use of linguistic values from an ordered set to be used for
options evaluation. Thus, in our example we use linguistic terms but, for simplicity,
we interpret them as some real numbers from [0, 1], for instance 0.0, 0.2, 0.4, 0.6,
0.8, and 1.0. This is obviously a result of the granulation needed.

Then, the part of the source data may look as follows (options are identified by
the first names of the candidates):

S = {Monika, Mateusz, Renata}
C = {Patience, Experience, Communication Skills}
W1 = {important, less important, the most important}
W2 = {less important, medium important, very important}
W3 = {the most important, less important, very important}

and, obviously, the particular linguistic terms are represented as some real numbers
as mentioned above.

Although the initial evaluation of particular options given by particular agents is
expressed using the values from the set of linguistic terms, i.e. LL = {Excellent, Very
good, Good, Fair, Bad, Very Bad}, in further calculations we will replace them by
real numbers, as mentioned earlier, what leads to the following matrices:

[
sc1ik

]
i=1..N,k=1..K =

⎛
⎝ 0.4 0.6 0.8
1.0 0.2 0.8
0.2 0.8 0.6

⎞
⎠

[
sc2ik

]
i=1..N,k=1..K =

⎛
⎝ 0.4 0.6 0.0
0.0 0.4 0.8
0.2 1.0 0.4

⎞
⎠

[
sc3ik

]
i=1..N,k=1..K =

⎛
⎝ 1 1 1
0 0 0
0 0 0

⎞
⎠

where scm
ik = Em(si, ck); cf. (1).

The implementation proposed makes it possible to:

• set weights of the particular criteria by each agent,
• evaluate the quality of each option according to each criterion, and by each agent,
• compare opinions of the agents and automatically compute the consensus degree.
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6.2 Results

Results of the application of the proposed consensus reaching support system for the
example shown in Sect. 6.1 are as follows.

1. The first iteration of the system yields (the empty entries of matrices mean that
the values do not matter):

ALLC1 = 1.6 ALLC2 = 1.8 ALLC3 = 2.0

Here and later on in this section, if not otherwise specified, for each agent a particular
indicator, i.e., FFC, FSC, FBC, is defined as a matrix for each pair of options (si, sj):

FFC1 =
(
0.2 1.4

1.4

)
, FFC2 =

(
0.6 0.2

0.8

)
, FFC3 =

(
2.0 2.0

0

)

FSC1 =
(
0.6 0.2

0.2

)
, FSC2 =

(
0.8 1.2

0.6

)
, FSC3 =

(
0 0
0

)

FBC1 =
(
0.8 0

0

)
, FBC2 =

(
0 0
0

)
, FBC3 =

(
0 0
2.0

)

Likewise all properties given below are represented by matrices calculated for each
pair of options (si, sj); cf. formulas (13) and (14):

Q1XP (em) =
(
0.52 0.67

0.48

)
, Q1XPt (em) =

(
0.32 0.33

0.18

)

Q1XI (em) =
(
0.16 0

0.33

)

conQ1

(
E, si, sj

) =
(
0.67 0.33

0.33

)

where the linguistic quantifier Q1 is a unitary linguistic quantifier, i.e., µQ1(x) = x
while in what follows the quantifier Q2 is represented by the membership function
(9).

The degree of consensus among the group of agents equals:

conQ1,Q2 (E, S) = 0.51

The degree of consensus equals 0.51 what indicates that the group is far from the
agreement. Therefore, according to the assumed scenario, the moderator suggests
agent 2 (with the lowest value of the RTO indicator; cf. Table3) to change his/her
opinion about options “Monika” and “Mateusz” (the lowest value of the OCD indi-
cator; cf. Table1) with respect to the criterion “Communication skills” (the lowest
value of the CCD indicator; cf. Table2).
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Table 1 Values of the OCD
indicator for each option after
the first iteration

Option, s OCD (s)

“Monika” 0.0

“Mateusz” 0.0

“Renata” 0.14

Table 2 Values of the CCD
indicator for each option after
the first iteration

Criterion, c CCD (c)

“Patience” 0.42

“Experience” 0.11

“Communication skills” 0.0

Table 3 Values of the RTO
indicator for each agent after
the first iteration

Agent, e RTO (e)

3 −0.02

1 −0.07

2 −0.22

The evaluations of the agent e2 that should be changed according to the reasoning
given above are as follows:

s1
s2
s3

c1
−

c2
−

c3
×

− − ×
− − −

Thus; cf. (20) and (21) agent 2 is suggested to change his/her opinion in the following
way: we use here, for illustrative purposes, and comprehensiveness, linguistic values
instead of numeric ones:

(Monika, Communication skills): Very bad ➔ Good
(Mateusz, Communication skills): Very good ➔ Bad

2. The second iteration of the system yields (the bold entries indicate what has been
changed):

[sc2ik]i=1..N,k=1..K =
⎛
⎝ 0.4 0.6 0.6
0.0 0.4 0.2
0.2 1.0 0.4

⎞
⎠

FFC2 =
(
1.4 1.0

0.0

)
, FSC2 =

(
0.0 0.4

1.4

)
, FBC2 =

(
0.0 0.0

0.0

)

Q1XP (em) =
(
0.71 0.86

0.29

)
, Q1XPt (em) =

(
0.12 0.14

0.38

)
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Table 4 Values of the OCD
indicator for each option after
the second iteration

Option, s OCD (s)

“Renata” 0.15

“Monika” 0.11

“Mateusz” 0.0

Table 5 Values of the CCD
indicator for each option after
the first iteration

Criterion, c CCD (c)

“Patience” 0.42

“Experience” 0.11

“Communication skills” 0.0

Table 6 Values of the RTO
indicator for each agent after
the second iteration

Agent, e RTO (e)

3 0.03

2 −0.03

1 −0.27

Q1XI (em) =
(
0.17 0

0.33

)

conQ1

(
E, si, sj

) =
(
0.86 0.38

0.33

)

The degree of consensus among the group of agents equals:

conQ1,Q2 (E, S) = 0.7

After this iteration, the degree of consensus has grown from 0.51 → 0.7 but this level
of agreement is still considered insufficient. According to the scenario, themoderator
suggests agent 1 (with the lowest value of the RTO indicator; cf. Table6) to change
his/her opinion about option “Mateusz” (with the lowest value of the OCD indicator;
cf. Table4) with respect to the criteria “Communication skills” (the lowest value of
the CCD indicator; cf. Table5).

The evaluations that should be changed according to the reasoning given earlier
are as follows:

s1
s2
s3

c1
−

c2
−

c3
−

− − ×
− − −

Thus; cf. (20) and (21), agent 1 is suggested to change his/her opinion in the following
way:

(Mateusz, Communication skills): Very bad ➔ Fair
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3. The third iteration of the system.

Matrices that have changed after modification of agent’s 1 evaluation:

[
sc1ik

]
i=1..N,k=1..K =

⎛
⎝ 0.4 0.6 0.8
1.0 0.2 0.4
0.2 0.8 0.6

⎞
⎠

FFC1 =
(
1.0 1.4

0.6

)
, FSC1 =

(
0.6 0.2

1.0

)
, FBC1 =

(
0 0
0

)

Q1XP (em) =
(
0.86 0.86

0.13

)
, Q1XPt (em) =

(
0.12 0.14

0.54

)

Q1XI (em) =
(
0 0
0.33

)

conQ1

(
E, si, sj

) =
(
0.87 0.54

0.33

)

The degree of consensus among the group of agents equals:

conQ1,Q2 (E, S) = 0.92

After the third iterationwewere able to obtain the sufficient degree of total agreement
equal 0.92, and the session may be finished. Cost of all these changes, mentioned in
the Sect. 5.2, equals 8 points, which constitute a satisfactory result in respect to the
efficiency of the system proposed.

7 Conclusion

We presented an extension of a consensus reaching support system proposed in our
previous work [5–10] meant to accommodate a multi-criteria evaluation of options
and importance weights of all criteria given by each agent. Clearly, this implies
some modifications of the concept, tools and techniques proposed in our previous
papers. To improve the efficiency of the process we designed some additional sug-
gestions/hints for the moderator in the form of linguistic summaries, adapted to the
multi-criteria setting. We presented an application of the proposed techniques for a
real world problem.

Our work was intended to attain the best increase in the consensus degree within
some time limit. For that, we defined some tactic for the rules of moderator rec-
ommendations to guide the consensus reaching process towards the highest degree
of agreement. However, our efficiency-oriented procedures [8] are only a point of
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departure for a further extension in the direction of multi-criteria evaluations. These
may include novel agent-based computational models, for example, new direction in
the analysis of multiagent systems related to human group and societies, notably an
idea of fairness [5, 6, 10] or the concept of the ideal and anti-ideal point [7] which
should make the consensus reaching process faster.
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5. Gołuńska, D., Hołda, M.: The need of fairness in the group consensus reaching process in a
fuzzy environment. Tech. Trans. Autom. Control 1–AC, 29–38 (2013)
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21. Kacprzyk, J., Zadrożny, S.: An internet-based group decision and consensus reaching support
system. Management 7(28), 4–10 (2003)
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Improving Spatial Estimates of Greenhouse
Gas Emissions at a Fine Resolution:
A Review of Approaches

Joanna Horabik-Pyzel and Zbigniew Nahorski

Abstract The paper presents a review of the methods which can be useful in quantifi-
cation of greenhouse gas (GHG) emissions at a fine spatial resolution. The discussed
approaches include: spatial disaggregation of GHG emissions based on proxy data
and/or statistical modeling of spatial correlation, an estimation of fossil fuel emission
changes from measuring rates (mixing ratios) of tracer (like 14CO2) concentrations
in the atmosphere, the atmospheric inversion methods, and flux tower observations.

Keywords CO2 emission fluxes · Spatial resolution · Disaggregation · Emission
inventory

1 Introduction

Quantification of CO2 emissions at fine spatial (and time) scales is advantageous for
many environmental, physical, and socio-economic analyzes; in principle, it can be
easily integrated with other data in a gridded format. This is especially important for
improved assessment of carbon cycle and climate change. Of particular importance
are estimations of fossil fuel CO2 fluxes, which are used to quantitatively estimate
CO2 sources and sinks, see e.g. [6]. A few institutions gather data on emissions from
fossil fuels at national levels, like the US Department of Energy Carbon Dioxide
Information Analysis Center (CDIAC) [7, 39]; the International Energy Agency
(IEA), IEA [28]. IPCC gathers data from national GHG inventories within the Kyoto
Protocol agreement and its continuation, IPCC [29]. British Petroleum company
compiles energy statistics, BP [8] that, can be conveniently used for estimation of
national CO2 emissions. These datasets have been used for estimating global sources
and sinks on a regional (e.g. continental) scale, [3, 11, 22, 48, 52, 54].
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Much less data are available on emissions in the sub-national scales. Some coun-
tries publish data for provinces, but their scale is still too rough compared with other
contemporary studies, like those presented in the sequel. The need for such fine res-
olutions comes from requirements of other applications, for example modeling of
GHG dispersion at a local scale. Spatial disaggregation of emissions introduces addi-
tional uncertainty to a developed inventory. This is why the option of using additional
information to reduce this uncertainty is of great interest.

A common approach to disaggregation of emissions is a usage of proxy data,
most often areas of fine grids or population therein. However, independent estimates
of carbon fluxes, like inverse modeling or eddy covariance, provide opportunity to
incorporate additional knowledge and provide more comprehensive spatial quantifi-
cation of carbon budget. Evidently, there is a mismatch between distinct approaches
to estimation of CO2 fluxes. In general, there are two kinds of estimates: it can be
either accounting of emissions (bottom-up) or by measuring concentrations of CO2

and inferring about original emission fluxes (top-down). As a result, merging such
datasets is a challenging task due to incomplete accounting and uncertainties under-
lying each of the methods. Moreover, one should take into account various spatial
scales and different scarcity of data. This paper outlines several relevant methods, and
discusses advantages and limitations of using them for improving inventory emission
estimates in fine scales. The review highlights the issues related to spatial dimension
of the task.

The paper is organized as follows. Section 2 comments on traditional disaggre-
gation with a usage of proxy data. Among them, independent emission assessments
can be obtained with the methods that use nighttime lights observations. Section 3
presents a statistical method based on spatial correlation of emissions. Observations
of 14CO2 are discussed in Sect. 4, the atmospheric inversion method in Sect. 5, and
flux tower observations in Sect. 6. Section 7 concludes with an outline of possibilities
for integration of knowledge coming from different observations.

2 Disaggregation Based on Proxy Data

There exist few national inventories of high resolution, like the Vulcan inventory,
[23], compiled for United States with the spatial resolution 10 km × 10 km and the
time resolution 1 month; this one has been considered as the most accurate in many
publications, see e.g. [19, 42, 50]. Different disaggregation methods have been used
to obtain high-resolution emissions. This is typically done using proxy data available
in finer scales. The most straightforward approach to estimate data in a fine scale is
to disaggregate national emissions proportionally to gridded population information,
see e.g. [1, 43, 58]. These data are typically compiled with the resolution 10 × 10

(approximately 100 km × 100 km). The resolution admitted there cannot be much
finer since various emissions, like those from power stations, are not correlated well
with population distribution. Another easily applicable approach is to disaggregate
emissions proportionally to area. This can provide satisfactory results provided that
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the emission sources are homogenous in space, which can be approximately true
only in some cases. When more kinds of proxy variables are available, a regression
model can be used, provided a method for estimating parameters of the regression
function is invented. Such a method, in a more general formulation, is presented in
the next section.

This way of disaggregation requires gathering very detailed information about
emissions or activities generating emissions. In this context, the role of institutions
gathering and publishing relevant data becomes crucial. For instance, a very high
resolution of emission cadasters (2 km × 2 km grid) was obtained for Poland within
the 7th FP GESAPU project [13]. It resulted from a detailed analysis of information
from various sources, published by governmental and research agencies, as well as
energy or industry plants (e.g. taking part in emission trading scheme); the analysis
was followed by precise modeling. At present, this approach to disaggregation seems
to provide the best results. Nevertheless, the relevant procedure, and particularly
gathering data from numerous sources and publications, requires immense input of
human work—especially for big regions.

Another proxy data used for disaggregation are the satellite observations of night-
time lights, like those obtained by the Defense Meteorological Satellite Operational
Line Scanner (DMSP-OLS) and released by the scientific community, see [27]. Early
experiments, [14, 15], showed that the CO2 emissions obtained are underestimated
in comparison with the CIDIAC data for most countries. A few improvements have
been then made. Rayner et al. [50] used a modified Kaya identity, in which emissions
are modeled as a product of population density, per capita economic activity, energy
intensity of economy, and carbon intensity of energy. This formula is used to predict
emissions from several sectors, namely energy, manufacturing, transport (broken to
land, sea, and air emissions), and other, with 0.250 resolution. Next, the predictions
are constrained using statistics of national emissions, distribution of nightlights and
population. Comparison with the Vulcan inventory showed better performance than
the models based only on population or only on nightlight data.

Oda and Maksyutov [42] extracted emissions from point sources before disag-
gregating the non-point emissions proportionally to the nightlight distribution, and
integrated them again to obtain 1 km×1 km emission data. The information on loca-
tions of high point sources and their emissions was taken from the Carbon Monitoring
and Action database (CARMA, http://carma.org), and national emissions were cal-
culated from the BP data on usage of fossil fuels.

Ghosh et al. [19] investigated two models. In the first one, the correlation between
the nighttime lights and the Vulcan data is calculated and then used to calculate dis-
aggregated emissions for other countries. This model did not provide satisfactory
results. One of the reasons for discrepancies was underestimation of emissions in
dark areas of the nightlight maps. Then, a second model was developed, in which
both nighttime lights and population data were used. The CO2 total emission data
from the US Environmental Protection Agency (EPA) were used. Firstly, high point
(electrical power plant) emissions were subtracted from the original data, and the dif-
ference (so-called non-utility CO2 emissions) was disaggregated taking into account
the nighttime lights and population distribution. For this, the nightlight map has been

http://carma.org
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divided into lit and dark areas. Secondly, the dark areas were halved, and “mean”
aerial emission was calculated dividing total non-utility CO2 emission by the sum
of the lit and halved dark areas. The “total emissions” from the lit areas were cal-
culated multiplying the mean emission by the areas, while those for the dark areas
were calculated by multiplying the halved mean emission by the areas. Then, the
calculated non-utility CO2 emissions in the lit areas were distributed proportionally
to the nighttime lights, and those in the dark areas proportionally to the population.
Finally, point emissions and non-utility emissions were integrated into the final grid.

The most troublesome aspect of the satellite observations of nighttime lights
is connected with different habits of using lights in different regions. Usually, less
developed regions use less nighttime lights compared to the usage of fossil fuel energy
there. This can be observed not only on a country level, but also between regions
of bigger countries, and even districts of big cities, which may become important
in case of high resolution maps. In either case, the nightlight maps carry valuable
information that can help in disaggregation of national emission totals.

Nighttime lights cannot, however, indicate the variability existing among sectors,
like residential, commercial and industrial or transportation, at least within a usual
observation resolution. Radiation from different sectors does not relate in the same
way to the CO2 emissions. With very high resolutions of disaggregated emission
maps, this effect may introduce biases.

To find locations of point sources, the databases on world installations, like
CARMA, are typically used. These databases do contain errors. For example, not all
existing power plants may be listed or emission estimates may be only approximate.
Also locations of point sources may be erroneous, see e.g. discussion in [42].

3 Inclusion of a Neighborhood Correlation

Spatial disaggregation of emission data can be also approached by means of the
statistical inference methods that account for spatial correlation. In the context of
national GHG inventories, spatial allocation is performed for activity data, and those
are usually disaggregated from district or municipal level to smaller, regular grids.
For some sectors or subsectors, activity data are highly correlated in space; this is for
instance the case of agricultural datasets. The approach presented in [24] is to allocate
the data to finer spatial scales conditional on covariate (proxy) information observable
in a fine grid, and accounting for a neighborhood correlation. Spatial dependence is
modeled with the conditional autoregressive (CAR) structure introduced into a linear
model as a random effect.

First, the model is specified on a level of fine grid. Let Yi denote a random variable
associated with an unknown value of interest yi defined at each cell i for i = 1, . . . , n
of a fine grid (n denotes the overall number of cells in a fine grid). The random
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variables Yi are assumed to follow the Gaussian distribution with the mean μi and
variance σ 2

Y
Yi|μi ∼ Gau

(
μi, σ

2
Y

)

Given the values μi and σ 2
Y , the random variables Yi are assumed independent.

The mean μ = {μi}n
i=1 represents the true process underlying emissions, and the

(unknown) observations are related to this process through a measurement error
with the variance σ 2

Y . The approach to modeling μi expresses an assumption that
available covariates explain part of the spatial pattern, and the remaining part is
captured through a spatial dependence. The CAR scheme follows an assumption of
similar random effects in adjacent cells, and it is given through the specification of
full conditional distribution functions of μi for i = 1,…,n

μi|μi ∼ Gau

⎛
⎜⎝xT

i β + ρ
∑n

j = 1
j �= i

wij

wi+

(
μj − xT

j β
)
,

τ2

wi+

⎞
⎟⎠

where μi denotes all elements in μ but μi, wij are the adjacency weights (wij if j is a
neighbour of i and 0 otherwise, also wii = 0); wi+ = ∑

j wij is the number of neigh-
bours of an area i; xT

i β is a regression component with proxy information available
for area i and a respective vector of regression coefficients; τ 2 is a variance parameter.
Thus, the mean of the conditional distribution μi|μ−i consists of the regression part
and the second summand, which is proportional to the average values of remainders
μj − xT

j β for neighbouring sites (i.e. when wij = 1). The proportion is calibrated
with the parameter ρ, reflecting strength of a spatial association. Furthermore, the
variance of the conditional distribution μi|μ−i is inversely proportional to a number
of neighbours wi+.

The joint distribution of the process μ is the following (for derivation see e.g. [5])

μ ∼ Gaun
(
Xβ, τ 2 (D − ρW)−1

)
(1)

where D is an n × n diagonal matrix with wi+ on the diagonal; and W is an n × n
matrix with adjacency weights wij. Equivalently, we can write (1) as

μ = Xβ + ε, ε ∼ Gaun (0,�) (2)

with � = τ 2 (D − ρW)−1.
The model for a coarse grid of (aggregated) observed data is obtained by mul-

tiplication of (2) with the N × n aggregation matrix C, where N is a number of
observations in a coarse grid

Cμ = CXβ + Cε, Cε ∼ Gaun
(
0,C�CT

)
(3)
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The aggregation matrix C consists of 0’s and 1’s, indicating which cells have to
be aligned together. The random variable λ = Cμ is treated as the mean process
for variables Z = {Zi}N

i=1 associated with observations z = {zi}N
i=1 of the aggregated

model (in a coarse grid)
Z|λ ∼ GauN

(
λ, σ 2

Z IN
)

Also at this level, the underlying process λ is related to Z through a measurement
error with variance σ 2

Z .
Model parameters β, σ 2

Z , τ 2 and ρ are estimated with the maximum likelihood
method based on the joint unconditional distribution of observed random variables Z

Z ∼ GauN
(
CXβ, σ 2

Z IN + C�CT)
(4)

The log likelihood function associated with (4) is formulated, and the analytical
derivation is limited to the regression coefficients β; further maximization of the
profile log likelihood is performed numerically.

As to the prediction of missing values in a fine grid, the underlying mean process
μ is of our primary interest. The predictors optimal in terms of the mean squared error
are given by conditional expected value E (μ|z). The joint distribution of (μ, Z) is

[
μ

Z

]
∼ Gaun+N

([
Xβ

CXβ

]
,

[
� �CT

C� σ 2
Z IN + C�CT

])
(5)

The distribution (5) yields both the predictor ̂E (μ|z) and its error ̂Var (μ|z)

̂E (μ|z) = Xβ̂ + �̂CT
(
σ̂ 2

Z IN + C�̂CT
)−1 [

z − CXβ̂
]

̂Var (μ|z) = �̂ − �̂CT
(
σ̂ 2

Z IN + C�̂CT
)−1

C�̂

The standard errors of parameter estimators are calculated with the Fisher infor-
mation matrix based on the log likelihood function, see [25]. Both the expected and
observed Fisher information matrices are developed as two alternative approaches.
To this end, respective elements of the second derivative matrix of the log likeli-
hood function are calculated. All required derivatives are evaluated analytically, thus
no numerical differentiation is needed. Due to numerical properties, the usage of
the expected Fisher information matrix is recommended for accuracy assessment of
parameters in the disaggregation model.

In comparison with the regression methods described in the previous section and
based solely on proxy data, this approach can be regarded as a kind of generaliza-
tion since in the regression methods the modeled values are assumed independent
in space, i.e. μi = xT

i β, and variance σ 2
Y is a constant value. The above model is

particularly useful for areal data, highly correlated in space, and it is not applica-
ble for point sources. In [24] it has been applied for forecasting ammonia (NH3)

emissions from fertilization, and clear improvement has been obtained for the CAR
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Data – 5km 10km   15km 

Fig. 1 Ammonia emissions: inventory data in 5 km grid, and aggregated values in 10 and 15 km
grids

model over a regression. Figure 1 presents the map of original ammonia data in 5 km
grid as well as the values to be disaggregated from 10 to 15 km grids. For the disag-
gregation from 10 km × 10 km to 5 km × 5 km grids, the mean square error (MSE)
was 0.064 (CAR model) and 0.186 (regression). For the disaggregation from 15 km
× 15 km to 5 km × 5 km grids, the MSE values were 0.136 and 0.189, respectively.
Resulting maps of predicted values for the analysed settings were visually hardly
distinguishable (not shown), but respective scatterplots of predicted values versus
observations (for disaggregation from 10 km grid) clearly illustrate the difference,
see Fig. 2. Introduction of spatial dependence evidently improved accuracy of pre-
diction. In addition, the applied spatial CAR structure considerably limited a number
of highly overestimated predictions i.e. the points below the straight line.

Currently, the main limitation of this approach is that it does not account for
skewness of the data. The model assumes the Gaussian distribution of observations
and usually this is quite far from reality, particularly for the values zero or close to zero
in some cells. Overcoming this obstacle in the model proposed is not a straightforward
task, since the procedure requires the usage of an aggregation matrix C, which in turn

CAR model Linear regression

Fig. 2 Predicted (y∗) versus observed (y) values
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calls for summation of random variables. The closed skew normal distribution [21],
being closed under summation and conditioning, might be potentially considered
here.

4 Estimation of Fossil Fuel Emission Changes from 14CO2
Observations

Observations of atmospheric concentrations can be helpful in improving disaggrega-
tion accuracy. Emissions (or absorptions) of CO2 fluxes cannot be measured directly
in the atmosphere due to the fact that it is impossible to distinguish the sources from
which they are released. However, fossil fuel emissions are characterized with a lack
of the 14C isotope. The 14C isotope is produced by cosmic radiation in the upper
atmosphere, and then it is transported down and absorbed by living organisms. The
14C isotope decays in time of a few hundred years (its half-life equals approximately
5700 years), while the fossil fuels come from organisms which lived million to hun-
dred million years ago. Intensive burning of the fossil fuels dilutes the atmospheric
concentration of the 14C isotope [56]. This way (a lack of) 14C isotope may be used
as a tracer of fossil fuel originated CO2 emissions, and the rate of dilution can be
used to assess local/regional/global emissions of fossil fuel CO2.

The 14C isotope has not been the only tracer of CO2 emissions considered. Also,
SF6 and CO have been investigated [18, 34, 61], but 14C has been found to be the most
useful and directly available. Lopez et al. [38] used additional tracers of CO, NOx,
and 13CO2, besides that of 14CO2, to estimate relative fossil fuel (from liquid and gas
combustion) and biospheric fossil fuel (from biofuels, human and plant respiration)
CO2 in Paris, and got good agreement.

Estimation of the fossil fuel CO2 basically comes from two mass balance equa-
tions, for CO2 and 14C (or 14CO2), which are presented in the concentration form
(or, more often, in the mixing ratio form; the mixing ratio s is defined as s = ρc/ρa,
where ρc is a CO2 density and ρa is the air density)

COobs
2 = CObg

2 + COff
2 + CObio

2 + COother
2 (6)

14Cobs = 14Cbg + 14Cff + 14Cbio + 14Cother (7)

where the superscripts stand for, respectively, the observed (obs) mixing ratio, back-
ground (bg) mixing ratio—without the local fossil fuel emission, fossil fuel (ff) mixing
ratio, biosphere (photosynthesis and heterotrophic respiration) component (bio), and
other components, like those coming from burning of biomass, nuclear industry or
ocean (other). The 14C isotope is typically measured as a relative difference between
the (13C corrected) sample and absolute rate [31, 55]
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�14C =
(

14C
C

)
obs

−
(

14C
C

)
abs(

14C
C

)
abs

(8)

where the absolute (abs) value is the absolute radiocarbon standard (1.176 × 10−12

mol14C/molC), related to oxalic acid activity. Equation (8) is usually expressed in
per mill (�) and written as

�14C =
⎡
⎣

(
14C
C

)
obs(

14C
C

)
abs

− 1

⎤
⎦ × 1000[�] (9)

Equation (7) can be easily transformed to the �14C form. Dividing both sides of (7)

by
(

14C
C

)
abs

and subtracting (6) converted to the equation in C, we get for the left

hand side

14Cobs(
14C
C
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abs

− Cobs =
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14C
C
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abs

− 1
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⎦ × Cobs =
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obs(

14C
C
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abs

− 1

⎤
⎦ × Cobs

By similar transformation of the terms on the right hand side, back conversion of C
after square brackets to CO2 and multiplication of both sides by 1000, we obtain the
final equation

�14CobsCOobs
2 = �14CbgCObg

2 + �14CffCOff
2 + �14CbioCObio

2 + �14CotherCOother
2
(7’)

From (6), the concentration of one component can be calculated and inserted to
(7’). The choice of the eliminated component depends in principle on possibility of
measuring the values in the equations, and the case considered. For example, [44, 62]
eliminate COobs

2 , while [37] eliminate CObio
2 . Having eliminated COobs

2 , the equation
for COff

2 is found as follows

COff
2 = (�14Cobs − �14Cbg) × CObg

2

�14Cff − �14Cobs + (�14Cobs − �14Cbio) × CObio
2

�14Cff − �14Cobs

+ (�14Cobs − �14Cother) × COother
2

�14Cff − �14Cobs

As the concentration (and mixing ratio) of 14C in the fossil fuel CO2 is equal to 0, then
from (9) we have �14Cff = −1000. It is often assumed that COother

2 = 0, particularly
when a site is far from other sources. Yet, for greater areas with small biosphere
component, the influence of ocean may be important. Some authors have assumed
�14Cbio = �14Cbg [62] and others �14Cbio = �14Cobs [32, 51]. Other assumptions
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may be appropriate for the area considered, as this methodology can be applied to
the studies of different scales, ranging from the global ones to small-scale, such as
flux tower measurements of CO2.

Various authors discuss assumptions and assess underlying uncertainties. Turnbull
et al. [62] present a systematic discussion and quantify uncertainties using modelling
and the above equations. Uncertainty of the �14Cobs measurements is very important;
at best it amounts about 2�, which gives an uncertainty in COff

2 of 0.7 ppm for a
single measurement [62]. The uncertainty of the monthly mean of �14Cobs may be
about ±1.5 ppm, and annual mean 0.3–0.45 ppm [37].

Another important aspect is the choice of location for measurements of back-
ground values. Since the measurements are usually taken for long time periods, the
background values are taken from observations at high-altitude sites. In Europe,
commonly used background observations come from the High Alpine Research sta-
tion Jungfraujoch at 3450 m a.s.l. in the Swiss Alps. Other local sites considered in
Europe are the Vermunt station in Austria (1800 m a.s.l.) and the Schauinsland in
Germany (1205 m a.s.l.). In Poland, there is an observation site at Kasprowy Wierch
(1989 m a.s.l.) in the High Tatra Mountains, which can be used as a regional reference
station [32]. Turnbull et al. [62] estimate differences of 1–3 � due to the choice of
a background site.

Discussion of other kinds of uncertainties, particularly in the global modelling,
can be found in [62]. They estimate that the total uncertainty in the calculation of
COff

2 is about 1 ppm for a single observation.
The resolution of COff

2 determination depends, first of all, on a spatial distribu-
tion of �14Cffmeasurements. The �14Cff measuring observation stations are rather
scarce. For instance, there are only 10 measurement sites in Europe [44]. As a con-
sequence, only rough spatial resolution can result from them. Levin & Rödenbeck
[37] attempted to answer the question of detecting reduction of fossil fuel CO2 emis-
sions from measurements done at two sites in Germany: at the earlier mentioned
Schauinsland station, and in the Suburbs of Heidelberg in upper Rhine valley. They
used the t-test statistic for comparison of 5-year mean 14CO2 concentrations in the
first and last years of the Kyoto Protocol treaty. To test the difference between the
means of 5 year base and 5 year commitment periods, they assumed their statistical
independence and the Gaussian distributions, and then applied a statistical t-test.
With the 95 % confidence level, they found that the changes of emissions would have
to be larger than 36 % to be detectable (with 5 % significance) at Schauinsland, and
10 % to be detectable in Heildelberg, while the real changes were much smaller.
Rayner et al. [50] used measurements from 194 stations and a transport model to
conclude from the Monte Carlo analysis that this way they can get a reduction of
uncertainty on pixel (0.250 resolution) level fluxes only about 15 %, but a reduction
of the uncertainty on national emission level of 70 %.

Much better spatial resolution can be obtained using measurements in plant mate-
rials, like corn leaves [26], rice [53], grape wine ethanol [10, 44], grass [46, 51], tree
leaves [36], and tree rings [2, 35, 57]. Most of them allow only for annual estima-
tion, so measurements have to be done for many years to get longer time series. Only
wine ethanol and tree rings enable historical records. This way Palstra et al. [44] was
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able to measure 14C in 165 different wines from 32 different regions in 9 different
European countries. The measurements were compared with those obtained from a
regional atmospheric transport model, predicting fossil fuel CO2 with the resolution
55 km × 55 km, with a good compatibility. Riley et al. [51] used measurements from
winter annual grasses collected at 128 sites across California, USA, to model trans-
port of fossil fuel CO2 by using a regional transport model with the resolution 36 km
× 36 km.

Above examples show that, at present, the 14C measurements are not readily useful
for high resolution disaggregation of emissions. They can provide some constraints
on regional values, which can be somehow helpful in checking conformity of the
disaggregation results, or as additional source of information. The measurements
might be also useful for time disaggregation.

5 Atmospheric Inversion for Estimating CO2 Fluxes

The main idea of the inversion methods is to use the atmosphere measurements to
estimate CO2 fluxes. For this, the Bayes estimator is generally applied [16, 59]. We
begin with the basic linear model, which has been used in the IIASA RAINS project

yobs = Hx + ψ (10)

where yobs is an m-vector of the measured atmospheric concentrations (mixing ratios)
in the receptor points, in space and time, above the background value, x is an n-vector
of fluxes (emissions) from sources in the region considered, and H is the matrix that
relates emissions in sources to the measurements. The elements of the m × n matrix
H are computed using a transport model. It is assumed that they are constant in the
considered time period, which may be a rough approximation. ψ is an m-vector of
uncertainties of the relation (10); it is modeled as a random variable with the Gaussian
distribution

p (ψ) = [
(2π)m det Cy

]−1
exp

{
−1

2
ψT C−1

y ψ

}
(11)

The real fluxes are unknown but it is assumed that uncertain information on fluxes
xprior is given, so that

x = xprior + ϑ (12)

where again, the uncertainty is modeled as a random vector with the Gaussian dis-
tribution, independent on p (ψ),

p (ϑ) = [
(2π)m det Cx

]−1
exp

{
−1

2
ϑT C−1

x ϑ

}
(13)
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We are looking for the conditional probability p(x|yobs). From the Bayes theory we
have

p
(
x|yobs

) = p
(
yobs|x

)
p(x)

p(yobs)
(14)

As the Jacobians in the transformations (10) and (12) equal 1, then

p
(
yobs|x

) = [
(2π)m det Cy

]−1
exp

{
−1

2

(
yobs − Hx

)T
C−1

y

(
yobs − Hx

)}
(15)

p (x) = [
(2π)m det Cx

]−1
exp

{
−1

2

(
x − xprior

)T
C−1

x

(
x − xprior

)}
(16)

Thus, the conditional probability p
(
x|yobs

)
is proportional to

p
(
x|yobs

) ∼ exp

{
−1

2

[(
yobs − Hx

)T C−1
y

(
yobs − Hx

) + (
x − xprior

)T C−1
x

(
x − xprior

)]}

(17)

Now, assuming that it is unique, the value x̂ which maximizes the above conditional
probability is taken as the estimator. Namely, it is the value which minimizes the
following cost function

J = (
yobs − Hx

)T
C−1

y

(
yobs − Hx

) + (
x − xprior

)T
C−1

x

(
x − xprior

)
(18)

The cost function has an appealing interpretation. The final estimate, i.e. a prediction
of atmospheric concentrations, should be as close as possible to the prior estimate
(the second summand) and agree as closely as possible with the measurements (the
first summand). The weights of both subcriteria depend inversely on error estimates
of the priors and measurements.

For a nonlinear dependence of yobs on x, the cost function has to be minimized
numerically. For the linear case, as the one above, the solution can be found analyt-
ically. Since the matrices Cy and Cx are symmetric, the derivative of J with respect
to x is

1

2

dJ

dx
= −HT C−1

y

(
yobs − Hx

) + C−1
x

(
x − xprior

)
(19)

Supposing that the below inverted matrix is nonsingular, the derivative is zero for

x̂ = (
HT C−1

y H + C−1
x

)−1 (
HT C−1

y yobs + C−1
x xprior

)
= (

HT C−1
y H+C−1

x

)−1 [
HT C−1

y

(
yobs − Hxprior

) + (
HT C−1

y H+C−1
x

)
xprior

]
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which finally gives the Bayes estimator of the fluxes

x̂ = xprior + (
HT C−1

y H+C−1
x

)−1
HT C−1

y

(
yobs − Hxprior

)
(20)

If the matrix HT C−1
y H+C−1

x is singular, then a singular value decomposition (SVD)
can be used.

It can be demonstrated that having inserted x̂ to (17), one gets the Gaussian
distribution. Then, as the expression under the exponent in the Gaussian distribution
is quadratic, we can find the inverse of the covariance matrix Ĉx of the estimator
from the second derivative of J . Differentiating (19) gives

1

2

d2J

dx2
= HT C−1

y H + C−1
x

thus

Ĉx = (
HT C−1

y H + C−1
x

)−1 = Cx − CxHT
(
HCxHT + Cy

)−1
HCx (21)

This matrix allows us to estimate statistical uncertainty of the Bayesian estimator.
The most right expression in (21) is more convenient for numerical calculations since
only m × m matrix has to be inverted, while in the middle expression it is necessary
to invert n × n matrices; usually, there is n � m.

Let us look at interpretation of the expressions (20) and (21). The estimate x̂
is the sum of the prior estimate plus a correction, which depends on the deviation
of observations from their predicted values. This correction improves the initial
estimate of fluxes (e.g. obtained from disaggregation of the inventory estimates).
The expression (21) informs us that the errors of the improved estimates (the values
on the diagonal of Ĉx) are not bigger (and very likely smaller) than the errors of the
á priori estimate.

To use the above expressions, one has to know estimates of the covariance matri-
ces Ĉx and Cy. This issue is discussed in numerous papers (e.g. [33, 45, 52]). Various
methods of finding appropriate values have been proposed; very often diagonal matri-
ces have been used. Exponential decay of covariance values, both in space and/or
time, has been found to match the reality better. Michalak et al. [41] develop a max-
imum likelihood method for estimating the covariance parameters. The likelihood
function is formulated and the Cramér–Rao bound is derived. However, the likelihood
function is nonlinear, and it has to be minimized numerically.

The idea to use the likelihood function approach has been also used in the so-
called geostatistical inverse modelling [20]. In this setting, instead of using prior
information, emissions are modelled as linear combinations of trends

x = Xb + ξ (22)

where X is a pre-specified matrix defining the trends, b is a vector of parameters,
and ξ is a vector of errors. The parameters and model structure are estimated using
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observations yobs in the relation

yobs = HXb + ζ (23)

where ζ is a linear function of ξ and ψ , see (10). Looking for a linear estimator

ẑ = 
yobs (24)

and requiring its unbiasedness, the following equation is obtained

(
HX − X) b = 0

which is satisfied when

HX − X = 0 (25)

Assuming the Gaussian distributions, maximization of the likelihood function
reduces to minimization of the loss function

J1 = (
yobs − Hx

)T
C−1

y

(
yobs − Hx

) + (x − Xb)T C−1
x (x − Xb) (26)

over x and b. Following the geostatistical approach, this minimization is subject to a
vector equality constraint (25) arising from the requirement of unbiased prediction
of the model. Its solution enables finding the vectors x̂ and b̂ which minimize the
problem, as well as the estimates of their covariance matrices. Details are given in
[20] and are not discussed here.

More advanced modelling of the fluxes has been proposed in the so-called assim-
ilation data method proposed in Kaminski et al. [30], and then used e.g. in [49]. In
this method, a more thorough model of emissions from the biosphere is included.
The models depend on unknown parameters which are estimated using the Bayesian
approach. Instead of a simple linear dependence of concentrations (mixing ratios)
in the receptor points on fluxes, they use an atmospheric transport model. Then, the
following cost function is optimized

J2 = [
yobs − M(p)

]T
C−1

y

[
yobs − M(p)

] + (
p − pprior

)T
C−1

p

(
p − (

x − xprior
)T

× C−1
x

(
x − xprior

))
(27)

where M(·) is the model, p is the vector of parameters, and xprior is the vector of
prior parameter estimates. To minimize this cost function, it is necessary to use a
numerical nonlinear optimization method.

The above expressions have been used mostly in flux inversion studies. Ciais et
al. [12] provide various comments on practical applications of this sort of methods.
Peylin et al. [45] use them for estimating monthly European CO2 fluxes and report
60 % reduction of errors. Rivier et al. [52] apply them for estimating monthly fluxes of
CO2 from the biosphere and ocean for the global and European scale. The Bayesian
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estimate errors are reduced therein by 76 % for the western and southern Europe,
and by 56 % for the central Europe. Lauvaux et al. [33] give inversion results for a
300 km × 300 km region in the South-West of France near Bordeaux with the 8 km
× 8 km resolution of CO2 fluxes, reporting about 50 % error reduction. Continuous
measurements were taken in two towers, and two aircrafts measuring CO2 were used.
Thompson et al. [60] estimated the N2O fluxes in the western and central Europe.
With only one in-situ measurement point used for inversion, they obtained between
30 and 60 % error reduction for Germany.

The idea of atmospheric inversion methods is very general, and it can be
used for improving estimates given any additional information in a suitable form.
Atmospheric measurements are rather rare in space, so it may be difficult to obtain
significant improvement for a very fine spatial grid. Some expectations could be
associated with assimilation data method having suitable parameterization. Never-
theless, atmospheric inversion methods are nowadays the most important approaches
used to constrain estimates of emission fluxes from the biosphere.

The Bayesian methodology proposed in the atmospheric inversion may be applied
for combining very high resolution space estimates of the fossil fuel with information
from the nighttime lights. These two sources give independent information, which
can complement each other. In this case, the cost function (18) takes a simpler form

J = (
yobs − x

)T
C−1

y

(
yobs − x

) + (
x − xprior

)T
C−1

x

(
x − xprior

)
(28)

where yobs is the vector of the emission estimates from the nighttime observations
and xprior is the vector of estimates from disaggregated inventories. The solution of
the minimization problem is

x̂ = xprior +
(

C−1
y + C−1

x

)−1
C−1

y

(
yobs − xprior

) = xprior + Cx
(
Cy + Cx

)−1 (
yobs − xprior

)
(29)

and the estimate of the improved estimate covariance matrix takes the form

Ĉx = (
C−1

y + C−1
x

)−1 = Cx − Cx
(
Cx + Cy

)−1
Cx (30)

Particularly simple computations are obtained for diagonal covariance matrices
Cx and Cy. In this case the above formulae read

x̂i = xi,prior + cii,x

cii,x + cii,y

(
yi,obs − xi,prior

)
, i = 1, . . . , n (31)

ĉii,x = 1
1

cii,x
+ 1

cii,y

= cii,xcii,y

cii,x + cii,y
, i = 1, . . . , n (32)

It is readily seen that ĉii,x ≤ cii,x and ĉii,x ≤ cii,y. Rayner et al. [50] assess roughly
the uncertainty of their disaggregation method as 50 %, and of earlier nightlight
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observation methods as approaching 100 % for high emissions and greater than 100 %
for small values. These values give about 30 % reduction of the covariance values.
However, the elements of the covariance matrices may considerably vary in space.

6 Flux Tower Observations

Flux towers offer possibility of direct measurements of emission source and sink
fluxes, usually those coming from the biosphere. The measurements are taken above
the plant canopies, and use the so-called eddy covariance method. The basic idea of
the eddy covariance is as follows, see also [9].

Let Fz be the vertical flux of a gas. In a turbulent flow, the flux can be represented as

Fz = vρc = ρavs (33)

where v is the vertical wind velocity, ρc is the gas (CO2) density,ρa is the air density,
and s = ρc/ρa is the earlier introduced mixing ratio. The bar above the variables
means averaging over all flows coming from different turbulences (different eddies).
Introducing the mean values of each variable (denoted by bar) and its deviation
from the means (denoted with � before the variable), the above expression can be
written as

Fz = (ρa + �ρa)(v̄ + �v)(s̄ + �s)

= ρ̄av̄s̄ + ρ̄av̄�s + ρ̄a�vs̄ + ρ̄a�v�s + �ρav̄s̄ + �ρav̄�s + �ρa�vs̄ + �ρa�v�s

But the mean values of deviations equal zero, so we obtain

Fz = ρ̄sv̄s̄ + ρ̄a�v�s + �ρsv̄�s + �ρa�vs̄ + �ρa�v�s

Now, under the assumption that the deviations of the air density are negligible
(equal 0), the expression reduces to

Fz = ρ̄av̄s̄ + ρ̄a�v�s

Finally, assuming zero average wind velocity v̄ we get

Fz = ρa�v�s = ρ̄a�v�s (34)

This expression is often further simplified by reducing ρ̄a with the denominator in
the definition of s to obtain

Fz = �v�ρc = (v − v̄)(ρc − ρ̄c) (35)
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In probability theory, the above expression is the covariance of v and s, from which
the name of the method has been coined.

It is further assumed that the stochastic flow processes are ergodic, and then the
averaging over the flows is turned over to averaging in time. In practical applications
the means are calculated by averaging the values v and ρc for half an hour, and
covariances are calculated from very frequent measurements of v and ρc (with the
frequency 10–20 Hz).

Many of the assumptions taken in deriving the formula (34), may be not satisfied
in practical measurements. Foken & Wichura [17] discuss the errors connected with
them.

The flux tower observations could be a perfect way to provide very high resolution
emission fluxes from the biosphere both in space and time provided that a net of flux
towers is dense enough. Unfortunately, flux towers are rather scarce. Even over the
large area of USA and Canada, only 36 flux tower observations are reported [47].
In Poland there is only one experimental flux tower. Their use can be therefore
considered in the future, when more flux towers are constructed. At present, they are
used mainly for an assessment of biosphere emission models, see [4] or [47].

7 Conclusions

As mentioned, additional observations can be used for improving disaggregation
results, but this is effective rather for larger grids. Out of the presented methods,
only a single one provides the results comparable with those obtained for a very
fine disaggregation, like that of 2 km × 2 km for Poland in the GESAPU project
[13]—namely, the one based on nighttime lights. For example, ODIAC inventory
provides data with the resolution 1 km × 1 km. However, nighttime lights allow only
for estimation of energy emissions. To reliably integrate both datasets, the estimates
of uncertainties are needed, and precise estimates are missing. Another problem to
be solved in such a case is a mismatch of the grids, compare Fig. 3.

Atmospheric tracer measurements have been used for estimation of fossil fuel
emissions. Dilution of 14CO2 in the atmosphere due to fossil fuel combustion allows
for constraining emissions, particularly from bigger areas and/or bigger sources. The
approach allows also to get a reduction of uncertainty using a transport model; see
e.g. Rayner et al. [50], where the area grid of 0.250 resolution was used. However,
applying their method for a much higher resolution would bring problems with inten-
sive computation expenses and much smaller improvement. Another issue is how to
properly define the areas from which fossil fuel emissions arise. Additionally, the
estimates of fluxes obtained from the atmospheric tracer measurements are much
more uncertain than those obtained from inventories. On the other hand, the mea-
surements can be regarded as more “objective”, while inventories are much more
subject to human error or expert biases.

Atmospheric inversion for estimating fluxes is another method that can help to
improve inventory results. It has been used mainly for estimation of CO2 fluxes from
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Fig. 3 Fossil fuel CO2 emissions in Warsaw agglomeration and its surroundings [Gg CO2]—
assessments from two projects in two different grids

biospheric sources and oceans, assuming the fossil fuel emissions as exact, or at
least much less uncertain. Acknowledging relatively low uncertainty of biospheric
inventory estimates, the inversion methods may introduce useful additional infor-
mation. They can help to improve inventory assessments and to reduce underlying
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uncertainty. As before, the problems stem from scarce measurement sites, and uncer-
tainty as to the area from which emissions arise. Due to those reasons, the method
was applied to the tasks of rough spatial resolution. Nevertheless, Lauvaux et al. [33]
have been able to get the results with the 8 km × 8 km resolution, although for a
relatively small region (300 km × 300 km) and with intensive measurement efforts,
including aircrafts. The inverse methods are quite general, and can be used for other
greenhouse gases as well. For example, it was used in [60] for estimation of N2O
fluxes. Following this idea, also other gridded information can be incorporated into
inventory estimates.

Probably the most promising results for comparison and assessment of inventory
emissions for the biosphere fluxes can be obtained from flux tower observations.
Unfortunately, at present existing nets of flux towers are scarce. The measurements
from a flux tower can be representative for a single cell or, at most, for a few cells
of very high resolution. With this respect, flux tower measurements can be more
useful for calibration of biosphere emission models applied for inventorying, rather
than to significantly improve annual inventories given in a form of high resolution
grids. Given very high uncertainty of the biosphere emissions, any additional precise
information can introduce valuable knowledge.

Independent sources of spatial data often have mismatched grids; this problem is
practically unavoidable when two maps overlay. This incompatibility introduces
errors that can form a substantial part of uncertainty resulting from a common
processing of maps. As of now, solutions to this problem are still under development.
Usually, the approach is simply to partition emissions proportionally to area or to
some other proxy variables, like population. Typically, a lot of additional information
is available, which can be used for more efficient, and potentially more accurate, allo-
cation of emissions. When this knowledge is given in a non-numerical form, it may
be difficult, and in a strict sense even impossible, to apply probability terms and sta-
tistical methods. In this context, intelligent computation and fuzzy logic approaches
are being developed, see e.g. [63].
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2014, Springer International Publishing, Berlin, pp. 661–668 (2014b)

26. Hsueh, D.Y., Krakauer, N.Y., Randerson, J.T., Xu, X., Trunbore, S.E., Southon, J.R.: Regional
patterns of radiocarbon and fossil fuel-derived CO2 in surface air across North America. Geo-
phys. Res. Lett. 34, L02816 (2007). doi:10.1029/2006GL027032

27. Huang, Q., Yang, X., Gao, B., Yang, Y., Zhao, Y.: Application of DMSP/OLS nighttime light
images: a meta-analysis and a systematic literature review. Remote Sens. 6, 6844–6866 (2014).
doi:10.3390/rs6086844

28. CO2 Emissions From Fuel Combustion: 1971–2005. International Energy Agency, Paris (2007)
29. IPCC Revised IPCCC 1996 guidelines for national greenhouse gas inventories. Technical

Report IPCC/OECD/IEA, Paris (1996). http://www.ipcc-nggip.iges.or.jp/public/gl/invsl.html
30. Kaminski, T., Knorr, W., Rayner, P.J., Heimann, M.: Assimilating atmospheric data into a

terrestrial biosphere model: A case study of the seasonal cycle. Global Biogeochem. Cycles
16(4), 1066 (2002). doi:10.1029/2001GB001463

31. Karlen, I., Olsson, I.U., Kilburg, P., Kilici, S.: Absolute determination of the activity of two
14C dating standards. Arkiv Geophysik 4, 465–471 (1968)

32. Kuc, T., Rozanski, K., Zimnoch, M., Necki, J., Chmura, L., Jelen, D.: Two decades of regular
observations of 14CO2 and 13CO2 content in atmosphere carbon dioxide in Central Europe:
Long-term changes of regional anthropogenic fossil CO2 emissions. Radiocarbon 49(2), 807–
816 (2007)

33. Lauvaux, T., Uliasz, M., Sarrat, C., Chevallier, F., Bousquet, P., Lac, C., Davis, K.J., Ciais, P.,
Denning, A.S., Rayner, P.J.: Mesoscale inversion: first results from the CERES campaign with
synthetic data. Atmos. Chem. Phys. 8, 3459–3471 (2008)

34. Levin, I., Karstens, U.: Inferring high-resolution fossil fuel CO2 records at continental sites
from combined 14CO2 and CO observations. Tellus. Ser. B 59, 245–250 (2007)

35. Levin, I., Kromer, B.: Twenty years of atmospheric 14CO2 observations at Schauinsland station
Germany. Radiocarbon 39(2), 205–218 (1997)

36. Levin, I., Münnich, K.O., Weiss, W.: The effect of anthropogenic CO2 and 14C sources on
the distribution of 14C sources on the distribution of 14C in the atmosphere. Radiocarbon 22,
379–391 (1980)

37. Levin, I., Rödenbeck, C.: Can the envisaged reductions of fossil fuel CO2 emissions be detected
by atmospheric observations? Naturwissenshaften 95, 203–208 (2008). doi:10.1007/s00114-
007-0313-4

38. Lopez, M., Schmidt, M., Delmotte, M., Colomb, A., Gros, V., Janssen, C., Lehman, S.J.,
Mondelain, D., Perrussel, O., Ramonet, M., Xueref-Remy, I., Bousquet, P.: CO, NOx, 13CO2
as tracers for fossil fuel CO2: results from a pilot study in Paris during winter 2010. Atmos.
Chem. Phys. 13, 7343–7358 (2013). doi:10.5194/acp-13-7343-2013

39. Marland, G., Boden, T.A., Andres, R.J. Global, regional, and national fossil fuel CO2 emissions.
In: Trends: A Compendium of Data on Global Change, Carbon Dioxide Information Analysis
Center. Oak Ridge National Laboratory, Oak Ridge, Tennessee (2008)

http://dx.doi.org/10.1021/es900806c
http://dx.doi.org/10.1029/2006GL027032
http://dx.doi.org/10.3390/rs6086844
http://www.ipcc-nggip.iges.or.jp/public/gl/invsl.html
http://dx.doi.org/10.1029/2001GB001463
http://dx.doi.org/10.1007/s00114-007-0313-4
http://dx.doi.org/10.1007/s00114-007-0313-4
http://dx.doi.org/10.5194/acp-13-7343-2013


258 J. Horabik-Pyzel and Z. Nahorski

40. Meijer, H.A.J., Smid, H.M., Perez, E., Keizer, M.G.: Isotopic characterisation of anthropogenic
CO2 emissions using isotopic and radiocarbon analysis. Phys. Chem. Earth 21(5–6), 483–487
(1996)

41. Michalak, A., Hirsch, A., Bruhwiler, L., Gurney, K.R., Peters, W., Tans, P.P.: Maximum like-
lihood estimation of covariance parameters for Bayesian atmospheric trace gas surface flux
inversion. J. Geophys. Res. 110, D24107 (2005). doi:10.1029/2005JD005970

42. Oda, T., Maksyutov, S.: A very high-resolution (1 km × 1 km) global fossil fuel CO2 emission
inventory derived using a point source database and satellite observations of nighttime lights.
Atmos. Chem. Phys. 11, 543–556 (2011). doi:10.5194/acp-11-543-2011

43. Olivier, J.G.J., Aardenne, J.A.V., Dentener, F.J., Pagliari, V., Ganzeveld, L.N., Peters, J.A.H.W.:
Recent trends in global greenhouse gas emissions: Regional trends 1970–2000 and spa-
tial distribution of key sources in 2000. Environ. Sci. 2(2–3), 81–99 (2005). doi:10.1080/
15693430500400345

44. Palstra, S.W., Karstens, U., Streurman, H.J., Meijer, H.A.J.: Wine 14C as a tracer for fossil
fuel CO2 emissions in Europe: measurements and model comparison. J. Geophys. Res. 113,
D21305 (2008). doi:10.1029/2008JD010282

45. Peylin, P., Rayner, P.J., Bousquet, P., Carouge, C., Hourdin, F., Heinrich, P., Ciais, P., AERO-
CARB contributors, : Daily CO2 flux estimates over Europe from continuous atmospheric
measurements: 1, inverse methodology. Atmos. Chem. Phys. 5, 3173–3186 (2005)

46. Quarta, G., D’Elia, M., Rizzo, G.A., Calganile, L.: Radiocarbon dilution effects induced by
industrial settlements in southern Italy. Nucl. Instrum. Methods Phys. Res. Sec. B 240, 458–462
(2005)

47. Raczka, B.M., Davis, K.J., Hutzinger, D., Neilson, R.P., Poulter, B., Richardson, A.D., Xiao,
J., Baker, I., Ciais, P., Keenan, T.F., Law, B., Post, W.M., Ricciuto, D., Schaefer, K., Tian, H.,
Tomelleri, E., Verbeeck, H., Viovy, N.: Evaluation of continental carbon cycle simulations with
North American flux tower observations. Ecol. Monogr. 83(4), 531–556 (2013)

48. Raupach, M.R., Marland, G., Ciais, P., Le Quéré, C., Canadell, J.G., Klepper, G., Field, C.B.:
Global and regional drivers of accelerating CO2 emissions. Proc. Natl. Acad. Sci. 104(24),
10288–10293 (2007). doi:10.1073/pnas.0700609104

49. Rayner, P.J., Scholze, M., Knorr, W., Kaminski, T., Giering, R., Widmann, H.: Two decades
of terrestrial carbon fluxes from a carbon cycle data assimilation system (CCDAS). Glob.
Biogeochem. Cycles 19, GB2026 (2005). doi:10.1029/2004GB002254

50. Rayner, P.J., Raupach, M.R., Paget, M., Peylin, P., Koffi, E.: A new global gridded dataset if
CO2 emissions from fossil fuel combustion: methodology and evaluation. J. Geophys. Res.
115, D19306 (2010). doi:10.1029/2009JD013439

51. Riley, W.G., Hsueh, D.Y., Randerson, J.T., Fischer, M.L., Hatch, J., Pataki, D.E., Wang, W.,
Goulden, M.L.: Where do fossil fuel carbon dioxide emissions from California go? an analysis
based on radiocarbon observations and an atmospheric transport model. J. Geophys. Res. 113,
G04002 (2008). doi:10.1029/2007JG000625

52. Rivier, L., Peylin, P., Ciais, P., Gloor, M., Rödenbeck, C., Geels, C., Karstens, U., Bousquet, P.,
Brandt, J., Heimann, M., Aerocarb experimentalists, : European CO2 fluxes from atmospheric
inversions using regional and global transport models. Clim. Change 103(1–2), 93–115 (2010)

53. Shibata, S., Kawano, E., Nakabayashi, T.: Atmospheric [14C]CO2 variantions in Japan during
1982–1999 based on 14C measurements in rice grains. Appl. Radiat. Isot. 63, 285–290 (2005)

54. Stephens, B.B., Gurney, K.R., Tans, P.P., Sweeney, C., Peters, W., Bruhwiler, L., Cias, P.,
Ramonet, M., Bousquet, P., Nakazawa, T., Aoki, S., Innoue, T.M.G., Vinnichenko, N., Lloyd, J.,
Jordan, A., Heimann, M., Shibistova, O., Langefelds, R.L., Steele, L.P., Francey, R.J., Denning,
A.S.: Weak northern and strong tropical land carbon uptake from vertical profiles of atmospheric
CO2. Science 316, 1732–1735 (2007)

55. Stuiver, M., Polach, H.A.: Discussion. Reporting of 14C data. Radiocarbon 19(3), 355–363
(1977)

56. Suess, H.E.: Radiocarbon concentration in modern wood. Science 122, 415–417 (1955). doi:10.
1126/science.122.3166.415-a

http://dx.doi.org/10.1029/2005JD005970
http://dx.doi.org/10.5194/acp-11-543-2011
http://dx.doi.org/10.1080/15693430500400345
http://dx.doi.org/10.1080/15693430500400345
http://dx.doi.org/10.1029/2008JD010282
http://dx.doi.org/10.1073/pnas.0700609104
http://dx.doi.org/10.1029/2004GB002254
http://dx.doi.org/10.1029/2009JD013439
http://dx.doi.org/10.1029/2007JG000625
http://dx.doi.org/10.1126/science.122.3166.415-a
http://dx.doi.org/10.1126/science.122.3166.415-a


Improving Spatial Estimates of Greenhouse Gas … 259

57. Tans, P.P., se Jong A.F.M., Mook W.G., : Natural atmospheric 14C variation and the Suess
effect. Nature 208, 826–828 (1979)

58. Tans, P.P., Fung, I.Y., Takahashi, T.: Observational constraints on the global atmospheric CO2
budget. Science 247, 1431–1438 (1990)

59. Tarantola, A.: Inverse Problem Theory and Methods for Model Parameter Estimation. SIAM,
Philadelphia (2005)

60. Thompson, R.L., Gerbig, C., Rödenbeck, C.: A Bayesian inversion estimate of N2O emissions
for western and central Europe and the assessment of aggregation error. Atmos. Chem. Phys.
11, 3443–3458 (2011). doi:10.5194/acp-11-3443-2011

61. Turnbull, J.C., Miller, J.B., Lehman, S.J., Tans, P.P., Sparks, R.J.: Comparison of 14CO2, CO
and SF6 as tracers for recently added fossil fuel CO2 in the atmosphere and implications for
biological CO2 exchange. Geophys. Res. Lett. 33, L01817 (2006). doi:10.1029/2005GL024213

62. Turnbull, J., Rayner, P., Miller, J., Naegler, T., Ciais, P., Cozic, A.: On the use of 14CO2 as a
tracer for fossil fuel CO2: quantifying uncertainties using an atmospheric transport model. J.
Geophys. Res. 14, D22302 (2009). doi:10.1029/2009JD012308

63. Verstraete, J.: Solving the map overlay problem with a fuzzy approach. Clim. Change 124(3),
591–604 (2014)

64. Zondervan, A., Meijer, H.A.J.: Isotopic characterization of CO2 sources during regional pol-
lution events using isotopic and radiocarbon analysis. Tellus Ser. B 48, 601–612 (1996)

http://dx.doi.org/10.5194/acp-11-3443-2011
http://dx.doi.org/10.1029/2005GL024213
http://dx.doi.org/10.1029/2009JD012308


A New Approach to the Multiaspect
Text Categorization by Using the Support
Vector Machines

Sławomir Zadrożny, Janusz Kacprzyk and Marek Gajewski

Abstract In our earlier work we introduced the concept of the multiaspect text
categorization (MTC) task which has its roots in relevant practical problems of man-
aging collections of documents at many, if not all, commercial companies and, above
all, public institutions. Specifically, it is a well defined general problem which boils
down to the classification of textual documents at two levels: first, to a general cat-
egory, and—second—to a specific sequence of documents within such a category.
While the former task may be dealt with the use of some standard text categorization
techniques, the latter one is more challenging due to, first of all, a limited number
of training documents. On the other hand, it is assumed that there is some natural
logic, for instance, resulting from rules and regulations, behind the succession of
documents within the sequences which can be exploited to make a decision as to
the assignment of a new document to a proper sequence. We have studied the MCT
problem in a number of papers and proposed some solutions to it. Here we propose a
new solution which is based on the use of the support vector machines (SVMs) which
are known as a very effective technique to solve various classification tasks. We con-
sider the application of SVMs in a specific context, determined by the characteristics
of the MTC problem, and by a specific data set used for the experimentation. The
use of the SVMs has implied a new, more sophisticated representation of the doc-
uments and their sequences which has made it possible to obtain promising results
in computational experiments. Moreover, the proposed approach is flexible and may
be considerably modified and extended to cover many possible problem versions.
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1 Introduction

Manual management of large document collections is a tedious and error-prone task,
in most non-trivial cases even impossible due to the sheer size of those collections.
Luckily enough, techniques proposed and implemented in the framework of informa-
tion retrieval (IR),which are gettingmore andmore effective and efficient, havemade
automatically solvable many problems in this area, and their number is constantly
increasing. In particular, text categorization (TC), c.f. e.g., [17], provides us with
tools to automatically classify documents depending on their topics, genre, intended
audience, authorship, etc. There are, however, still some complex problems which
call for some dedicated solutions since general solutions may be too complicated or
even intractable.

Recently, we have defined [22–24] a new, “unorthodox” problem of text cate-
gorization, referred to as the multiaspect text categorization. It is rooted in some
relevant practical problem of document management in a company that is faced by
its employees. It basically consists in the need to classify a document, which arrives
and has to be handled, according to two interrelated categorization schemes. The
initial part of this classification well fits the standard text categorization setting but
the second is less liable to classic approaches. Namely, it boils down to the assign-
ment of the document, in scenarios usually occurring in practice, to short sequences
of documents, referred to as cases and related to some topic, purpose, etc. Thus,
on the one hand, we have potentially some extra information which may be used to
properly classify documents and which is related to some assumed logic, for instance
resulting from some regulations or procedures, that implies the succession of docu-
ments within the cases. On the other hand, the training datasets which are needed,
for automatic classification algorithms that are in the problem considered usually
to be based on the supervised learning, are of a limited size, for obvious reasons.
Moreover, in the MTC problem, by the very essence, the number of cases is not fixed
in advance, i.e., a document may initiate a new case within a category rather than to
be just assigned to one of the existing cases. The list of the categories is, on the other
hand, assumed to be fixed. Thus, classic tools and techniques may be difficult to be
applied to this kind of conceptually different problem.

In our previous work we proposed a number of methods to deal with the MTC
problem, c.f., e.g., [21–24]. In this paper we propose a new solution technique based
on the use of the support vector machines (SVMs) which are known for excellent
performance in many traditional text categorization problems. For the assignment of
a category to a document we use the same technique as in [23], i.e., the k-nearest
neighbors classifier. Hence, in this paper we focus on the second stage, i.e. the
classificationof a document to a case. Thedirect application of anSVMto amulticlass
problem in which each class corresponds to a case (within a given category), and
the data to be classified are represented in the space of keywords does not seem to
work as in our experiments we have obtained poor results. Thus, we propose a new,
more sophisticated representation of the data to be classified. Basically, the idea boils
down to the classification of a document in question separately combined with each
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case candidate. Such a pair is further represented in terms of several measures of
similarity between the document and the case. Only the data represented in such a
way are processed by the SVM in the usual way.

The paper is organized as follows. InSect. 2webriefly remind the formal definition
of the multiaspect text categorization problem (MTC). In Sect. 3 we discuss some
possible ways to use the support vector machines to solve the problem andwe present
in detail our new approach. Finally, we discuss some preliminary results of the
computational experiments and concluding remarks.

2 Multiaspect Text Categorization: A Brief Problem
Statement

We consider a collection of documents D:

D = {d1, . . . , dn} (1)

which belong to some predefined categories from the set C :

C = {c1, . . . , cm} (2)

A multiclass single label classification task is considered at the level of categories,
i.e., each document d ∈ D belongs to exactly one class c ∈ C and the cardinality of
C is, in general, greater than 2.

Documents are further organized within particular categories. Each document
d ∈ D belongs additionally to exactly one case σ , i.e., a sequence of documents:

σk =< dk1 , . . . , dkl > (3)

and the set of all cases is denoted as Σ :

Σ = {σ1, . . . , σp} (4)

Thus, again, at the level of cases we are dealing with the multiclass single label
classification problem but this time the number of classes may be growing and, as
we noticed earlier, the number of training documents for particular classes (i.e.,
cases) may be small.

Let us denote as d∗ a new document which has to be classified, both to a proper
category c ∈ C and to a case σ ∈ Σ within category c. Different strategies may be
employed during this classification. First, the document may be classified directly to
the case as this implies also the classification to a category. Second, the document
may be first classified to a category and then it may be easier to classify it to a proper
case, provided the correct category has been assigned. This is the approach adopted
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in this paper as well as in our previouswork [23]. Finally, classifications at both levels
may be carried out in parallel and support each other; c.f. our approach proposed
in [24].

The classification of a document d∗ to a category c ∈ C seems to be an easier
task as the set of categories C is fixed in advance and each category is assumed to
be represented by a sufficient number of documents in the collection D. Thus, the
standard text categorization techniques may be employed; c.f., e.g., [17].

We have introduced at the conceptual level the problem of the multiaspect text
categorization, as meant here, in [21, 22], however not using this name explicitly. It
may be considered as a kind of the hierarchical text categorization (c.f., e.g., [5]),
however it possesses, as mentioned earlier, a specific characteristic feature due to the
combination of the following inherent properties: lack of a fixed list of categories, and
a relatively small number of training documents at the lower level of classification.
Moreover, it is assumed that the documents follow some logical succession within a
case whichmay be specific for a category to which the case belongs. This may clearly
be related to what the particular case represents, deals or is concerned with, etc. This
may help in classifying a document to a case if this logic is discovered. However
it may also make such a classification more difficult as different cases within the
same category may look equally attractive as a proper match for the document as
all they follow the same logic as meant above. Obviously, the Topic Detection and
Tracking (TDT) [1] problem shares some properties of our MTC problem. The basic
task considered in the TDT is the grouping together of news stories concerning the
same events/topics. The set of events is not fixed and thus, as in case of the MTC, the
classifier has to decide if a new story belongs to an existing topic or starts a new one.
Several subproblems are distinguished within the TDT. For example, the problem of
deciding if a story starts a new topic or not is referred to as the first story detection.
We study the relationship between our MTC and the known TDT in more depth in
[9, 23]. The reader can also find there a brief review of better known, and more
effective and efficient methods to solve the TDT related problems, some of which
may be also applicable to some extent to our MTC problem.

3 Solution by Using the Support Vector Machines

In the new approach proposed in this paper, we follow the general concept of a
two-level solution technique adopted by us earlier in [23]. In fact, we leave the first
step of the method proposed in [23] intact and we focus on the second step, i.e. the
classification of a document to a case. Our motivation is the fact that, in general, this
is the more difficult of the two steps, and – from an analytical and practical points of
view—a more effective and efficient, and more flexible solution, easier adjustable to
a specific application—is desired.

Themain idea is to employ the support vector machines (SVMs) which are known
as a very effective and efficient classification tool. We start, as previously, with
the vector space model based standard representation of documents. Namely, the
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tf × IDF weighting scheme [16] is employed. This is accompanied by standard
text operations such as stemming or stopword elimination as well as the dimension
reduction (we assume that the documents in question are rather short and thus the
original document-term matrix is very sparse). Details are described in the next
section, reporting the results of computational experiments.

The collection of documents D, introduced in (1), is structured as described earlier,
i.e., each document belongs to a category and within a category to a case. Moreover,
there are cases which are completed/closed and other which are still on-going.

In the first step, as in [23], we employ the k-nearest neighbors classifier (k-NN) to
classify a new document d∗ to a category c∗. Thus, no special representation for the
categories is adopted—all training documents from D participate in determining the
category for a document. The k documents closest to d∗, in the sense of a selected
distance measure, are used to decide the category to which d∗ is to be assigned.
Namely, the category to which the majority from among the k closest documents
belong to, is chosen for d∗. Formally, using the notation introduced in (1)–(4), the
category c∗ assigned to the document d∗ is defined as follows:

c∗ = argmax
ci

|{d ∈ D : Category(d) = ci ∧ d ∈ NNk(d∗)} (5)

where Category(d) denotes the category c ∈ C assigned to a training document d
and NNk(d∗) denotes the set of k documents d ∈ D which are the closest to d∗.

The second step, which is the main subject of this paper, consists in the choice
for document d∗ of one of the on-going cases belonging to a category that has been
selected earlier. In this paper we do not consider the counterpart of the first story
detection problem.

3.1 Support Vector Machines

The support vector machine (SVM) is a popular supervised learning technique,
known to be effective and efficient in many application domains, notably for the
classification, regression as well as novelty detection tasks [12, 19]. Here, we will
employ them for the classification only. It is assumed that the objects to be classified
are represented by vectors in some space endowed with the inner product. The most
basic case is that of the binary classification, i.e., where there are only two classes of
objects considered and thus each training vector is assigned to one of these classes.
Then, the learning process of the SVM boils down to the solution of an optimization
problem which yields the parameters of a hyperplane that satisfies two conditions:
separates vectors belonging to two classes, and is located as far as possible from the
closest training vector (i.e., there is as wide as possiblemargin around the hyperplane
not containing any training vectors). If such an optimal hyperplane exists, it is then
used to classify new vectors depending on the side of the hyperplane they are located
in. In order to decide that, it is enough to compute and combine the inner products of
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the vector to be classified and the support vectors of the computed hyperplane, i.e.,
those training vectors that are the closest to this hyperplane. Thus, both the learning
step and the classification step may be executed effectively and efficiently.

A hyperplane separating training vectors belonging to two classes may, however,
not exist. This problem may be addressed in the two ways. Firstly, the hyperplane
may be allowed to imperfectly separate the vectors of two classes. However, a better
hyperplane is the one for whichmore training vectors lie on its correct side. Secondly,
the vectors may be mapped to a higher dimensional space hoping that there it will
be easier to find a separating hyperplane. The mapping is usually not carried out
explicitly becausewhat is really needed is the possibility to compute the inner product
between the vectors in this higher dimensional space. And for some mappings, the
inner product in the higher dimensional spacemay be computed in the original, lower
dimensional space, and is expressed in this space by a so-called kernel function.

The concept of the support vector machines may be fairly easy extended to the
case ofmultiple classes. The simplest solution consists in building in the learning step
an ensemble of binary SVM classifiers according to either the “one-against-one” or
“one-against-all” paradigms and then the execution of all of them in the classification
step. Another approach is to form and solve the optimization problem which yields
multiple hyperplanes separating vectors of particular classes.

In our works we have considered first a “quick-and-dirty” application of the SVM
to solve the problem of the assignment of a document to a case. Namely, in this
attempt each case is treated as a separate class and each document is represented as
a vector in the space of the keywords. Then, an SVM is constructed in a standard
way using one of the possible extensions to the multiclass problem. Our experiments
have shown that this approach may be inadequate. Presumably, the reasons are the
following. Firstly, there are not enough training documents representing particular
classes (i.e., cases) and, secondly, the logic behind the grouping of documents into
cases may be quite subtle and is expressed by the order of the documents within
cases what may be difficult to discover by an SVM using such a straightforward
representation of documents and cases.

Next, we decided to experiment with a different representation of training data
which eventually has proven to be effective and efficient enough. It will be described
in detail, with its further transformation, in the next section, together with the presen-
tation of the new overall approach we have proposed here. In the beginning, however,
we have used it in a different setting which will be briefly presented in what follows.

The original training data set consisting of a set of on-going and completed cases
Σc = {σ1, . . . , σq},Σc ⊆ Σ belonging to a category c ∈ C (c.f. Sect. 2) is trans-
formed to a set of pairs: (prefix of case, document) which will be denoted in what
follows as (σ, d) since a prefix of a case may be treated as a case on its own. The
resulting transformed training data set is meant for a binary (two-class) classification
problem. The positive class comprises such pairs (σi , d j ) in which the document d j

actually occurs as the continuation of σi , i.e., there exists σ+
i such that

σ+
i =< di1 , . . . , di f , di f +1 , . . . , dil > (6)
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and σi is its prefix, i.e.,
σi =< di1 , . . . , di f > (7)

and the document d j appears in σ+
i as document di f +1 .

The negative class, on the other hand, comprises such pairs (σ, d) that document
d is not a continuation of case σ while σ is the prefix of a case belonging to the
training data set and d also belongs to the training data set. Then, the idea is to
train the SVM to distinguish the positive examples from the negative ones. Then,
during the classification step, the document d to be classified, and first recognized as
belonging to the category c, is added to each on-going case belonging to the category
c, and all these pairs are classified as positive or negative by the SVM that has been
trained earlier (wewill provide details and a formal presentation of the whole process
in the next section). However, in order to employ the SVM technique we have to turn
the pairs (σ, d) into vectors of features. The simplest solution would be to use the
concatenation of the vectors representing the particular documents of the case σ

and the document d as they are assumed to be represented in the same space of
keywords. However, vectors resulting from this concatenation would be of different
lengths as the cases occurring therein may be composed of a different number of
documents. Thus, we decided to precompute the kernel function which yields the
inner product for any two training pairs of (σ, d j ). Having such a kernel function
we can train the SVM and then use it for the classification as sketched earlier. We
will omit here the details as this approach has not yielded satisfactory results in our
preliminary computational experiments. However, it has provided a starting point to
our final proposal which is described in the next section, and which has proven to be
successful.

3.2 A New Solution Proposed

As mentioned in the previous section, to solve the problem of classification of a
document to a case, we use the SVM and a special representation of training data
by the pairs (case, document). Briefly stating, the SVM is trained to distinguish the
positive examples from the negative examples which is described in Sect. 3.1; c.f.
(6) and (7).

We will now formally present the steps executed to classify a document to one of
the on-going cases, assuming that it has been earlier classified to a category c ∈ C .

3.2.1 Generating Positive and Negative Examples

The idea of the training data construction is presented in Sect. 3.1—c.f. formulas (6)
and (7) and the explanation following them. Here we will describe this construction
in a more precise and complete way.
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A positive example is constructed for each document, except for the first one, in
each of the on-going and completed cases belonging to a given category c ∈ C in
the following way:

σi =< di1 , . . . , dil >�−→ {(< di1 , . . . , dik−1 >, dik )} k = 2, 3, . . . , l ∀σ ∈ Σc

(8)
where Σc ⊆ Σ denotes the set of all completed and on-going cases belonging to the
category c. Thus, the set of all generated positive examples, denoted E pos , may be
expressed as:

E pos =
⋃

σi ∈Σc

gpos(σi )

where gpos denotes the mechanism used to generate sets of positive examples for a
given case, as described by (8).

The negative examples are generated in a similar way, with the exception that the
document in the pair is randomly selected from among all documents belonging to
other cases, that is:

σi =< di1 , . . . , dil >�−→ {(< di1 , . . . , dik−1 >, d jm )} k = 2, 3, . . . , l ∀σ ∈ Σc

(9)
where Σc ⊆ Σ , as previously, denotes the set of all completed and on-going cases
belonging to the category c and d jm denotes a randomly selected document belonging
to a randomly selected case σ j ∈ Σc and σ j 	= σi . The document d jm is randomly
selected each time a negative example is generated. Thus, the set of all generated
negative examples, denoted Eneg , may be expressed as:

Eneg =
⋃

σi ∈Σc

gneg(σi )

where gneg denotes the mechanism used to generate sets of negative examples for a
given case, as described by (9).

3.2.2 Transforming the Training Data

The sets of positive and negative examples together form the training data set for
the binary classifier. However, as argued earlier, it cannot be directly applied for
the SVM training. Thus, this set is transformed in the following way. Each pair
(case, document) is transformed into an n-dimensional vector in which one of the
dimensions corresponds to the binary class of the example: positive or negative.
The remaining dimensions correspond to some measures of matching between the
document and the case. The very idea of such a transformation is inspired by the
feature functions used in the conditional random fields [13] or by the use of so-called
re-writing rules in an approach to sentence-rewriting learning proposed in [4]. In both
cases, the original data are replaced by their transformations using sets of mappings.
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In the latter case this is specifically employed in the context of the kernel function
application.

We propose to use the following measures of similarity between a document and
(the prefix of) a case:

1. Jaccard index between the document and a representation of the case, both treated
as fuzzy sets of keywords,

2. Jaccard index between the document and the last document of the case, both
treated as fuzzy sets of keywords,

3. amore sophisticated version of thefirstmeasure, definedusing theSugeno integral
(c.f., e.g., [10])

The detailed form and the motivation for the use of the particular measures
is the following. Let us consider a pair consisting of a case and a document,
denoted as (σ, d∗). Let d∗ =< d1∗ , . . . , d K∗ > and σ =< d1, . . . , dk > where di =<

d1
i , . . . , d K

i > and d j is the tf × IDF weight of the j th keyword in the representation
of a given document, and K is the total number of keywords used for the represen-
tation of the whole collection of documents. Then, the Jaccard index for the pair
(σ, d∗) is defined as follows. First, the representation of the case σ is defined as

dσ =< max
i=1,...,k

d1
i , max

i=1,...,k
d2

i , . . . , max
i=1,...,k

d K
i > (10)

and then:

Jaccard1(σ, d∗) =
∑K

j=1 min(d j
σ , d j

∗ )∑K
j=1 max(d j

σ , d j
∗ )

(11)

Thus, the classic definition of the Jaccard coefficient for two crisp sets A and B,
given by Jaccard(A, B) = |A∩B|

|A∪B| is here employed but sets A and B are assumed

fuzzy and the the so-called ΣCount [20] is adopted as the cardinality of a fuzzy
set. This measure indicates the similarity of a document to the case if most of the
keywords representing d∗ are also present in at least one of the documents comprising
the case. At the same time, those pairs (σ, d∗) are favored where there are not too
many keywords with high weights in dσ which are absent in d∗. If this measure is
high we can be strongly convinced about the similarity of the case and the document.

The second measure, denoted as Jaccard2 is defined in a similar way as
Jaccard1 but this time the similarity is measured between document d∗ and the
last document of the case. Thus, formally:

Jaccard2(σ, d∗) =
∑K

j=1 min(d j
k , d j

∗ )∑K
j=1 max(d j

k , d j
∗ )

where σ =< d1, . . . , dk >.
The motivation for using this measure are our earlier results [23] showing that the

similarity of neighboring documents within a case may be expected to be high.
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The third measure employed may be seen as a modification of the first one (11).
One can expect that it is enough to declare thematching between the document and the
case if most of the important keywords present in the representation of the document
are also present in the representation of the case. It may be stated in a slightly different
way as the requirement that there should exist a set of keywords containing most of
the keywords important for the representation of the document such that all of them
are also important for the representation of the case. The importance of a keyword for
the representation of a document or case is expressed by its weight in this document
or in the representation of the case. The degree to which a set of keywords contains
most of the keywords which are important for the representation of a document is
equated with the truth of the appropriate linguistic proposition [11, 20]. Thus, for
each set of keywords one obtains the degree towhich it containsmost of the keywords
important for the representation of the document and the degree to which they are
also important for the representation of the case. All these degrees are proposed to
be aggregated using the Sugeno integral [10]. Formally, the measure sketched above
may be presented as follows.

Let us denote as T = {t1, . . . , tK } the set of all keywords (terms) used to represent
the whole collection of documents. The importance of a keyword t j for the repre-
sentation of the document d∗ is equated with the weight of t j in d∗, i.e., it is equal
to d j

∗ . Let us define the importance measure of a (crisp) set of keywords A ⊆ T ,
denoted as μd∗ , as the truth degree of the linguistic proposition “A contains most of
the keywords important for the representation of the document d∗”:

μd∗(A) =
∑

t j ∈A d j
∗∑

t j ∈T d j
∗

(12)

Formula (12) is a special case of the general formula for the truth value of the
proposition “Most x’s satisfying A satisfy also B” [11, 20]:

truth(Q A′s are B) =
∑

x∈U min(B(x), A(x))∑
x∈U A(x)

(13)

where A and B are fuzzy sets defined in the universe U and representing gradual
properties denoted by the same symbols; A(x), B(x) denote the values of their mem-
bership functions. The set A in (12) is a crisp set of keywords (A(x) ∈ {0, 1}) while
B is a fuzzy set representing all keywords which are important to represent the doc-
ument d∗, i.e., B(t j ) = d j

∗ . Let us note that μd∗ is a fuzzy measure on T [10], i.e., if
A1 ⊆ A2 then μd∗(A1) ≤ μd∗(A2).

Now we will define a function:

oσ,d∗ : T −→ [0, 1] (14)
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which expresses the degree to which the keyword present in the representation of
the document d∗ is also present in (the representation of) the case σ . The semantics
of such a function is the following: if the keyword t j is not important at all for the
representation of the document d∗, i.e., its weight is d j

∗ = 0, then it does not matter
at all if it is present in the representation of the case, i.e., o(t j ) = 1, no matter what
the weight of t j in the representation of the case is. On the other hand, if t j ’s weight
d j

∗ is high, then we require t j to also have a high weight in the representation of the
case σ . Such a requirement may be conveniently expressed using a fuzzy implication
operator [6, 8], i.e.:

oσ,d∗(t j ) = d j
∗ → d j

σ (15)

where dσ is the representation of the case defined by (10) and “→” is an operator rep-
resenting a fuzzy implication, i.e., →: [0, 1] × [0, 1] −→ [0, 1], “→” is monotonic
in both arguments and, using the infix notation, ∀y 0 → y = 1 , ∀x x → 1 = 1,
and 1 → 0 = 0. We tested a number of well known implication operators and have
finally chosen the Gougen operator [8] defined as

x → y =
{
1 for x ≤ y
y
x otherwise

(16)

So, we have defined how a keyword t j contributes to the matching between the case
σ and the document d∗, which is expressed by oσ,d∗(t j ) in (15), and how a set of
keywords A ⊆ T covers the set of all keywords important for the representation of
the document d∗, which is expressed by μd∗(A) in (12). Now, using the Sugeno
integral we aggregate these matching degrees to obtain the degree to which there
exists a subset of keywords which gathers most of the keywords important for the
representation of the document d∗ and which are also present in the representation of
the case σ . Let us first briefly remind the definition of the discrete Sugeno integral,
using the notation suitable for the context considered here.

Definition 1 ([10]) Let μ be a fuzzy measure defined on T = {t1, . . . , tK }. The
discrete Sugeno integral of a function o : T −→ [0, 1], o(t j ) = h j with respect to
a measure μ is the function Sμ : [0, 1]n −→ [0, 1] such that

Sμ(o) = Sμ(h1, . . . , hn) = max
j=1,...,n

min(hδ( j), μ(Tj )) (17)

where δ is such a permutation of the set {1, . . . , n} that hσ( j) is j th lowest element
among all the elements h j , and Tj = {tδ( j), . . . , tδ(n)}.

Thus, we define this similarity measure between a case σ and a document d∗ as

Sugeno(σ, d∗) = Sμ(oσ,d∗) (18)

where μ is defined as in (12) and oσ,d∗ is defined as in (15).



272 S. Zadrożny et al.

Summarizing, a pair (σ, d∗) is in fact finally represented in the proposed approach
as a triple (extended with the binary class assignment for the training data but we
will omit it here for clarity of the notation):

(σ, d∗) �−→ (Jaccard1(σ, d∗), Jaccard2(σ, d∗), Sugeno(σ, d∗)) (19)

and thus the SVM may be directly used to classify such data.

3.2.3 Classification

In order to classify a new document d∗ we construct an SVM using the training
data set obtained as described in Sects. 3.2.1–3.2.2. As mentioned earlier, such an
SVM is constructed for each category separately. While classifying the document
it is assumed that its category c ∈ C is known and the corresponding SVM is used.
The classification of a document d∗ proceeds as follows

1. the test data set is constructed which comprises a pair (σ, d∗) for each on-going
case σ belonging to the category c,

2. each pair is transformed to a triple (19), as described in Sect. 3.2.2,
3. the triples are classified using the SVM and the result is expressed for each triple

as a pair of the probabilities: that it is a positive example and that it is a negative
example, respectively (which sum up to one, of course),

4. the document d∗ is classified to the case corresponding to that triple for which
the probability of being a positive example is the highest.

In step 3., basically, the binary classification is carried out. Namely, it is checked on
which side of the hyperplane, in a possibly high-dimensional space, the given triples
are located. However, it may happen that either none of them or more than one will
be classified as positive. In both cases it is not clear to which case the document d∗
should be classified. The former case may happen when the document is actually
starting a new case, i.e., is a first story (c.f. Sect. 2). However, here we assume that in
both cases the document d∗ should be classified to an on-going case. Thus, the SVM
is assumed to yield the probability of a triple to be positive, basically using Platt’s
approach [14].

4 Computational Experiments

4.1 The Data Set

No benchmark datasets has been constructed so far for the multiaspect text catego-
rization problem considered in this paper. Thus, in our work we are using a collection
of scientific articles (ACL ARC) [3] which are preprocessed to obtain a set of cases
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(c.f. also [22–24]). The ACL Anthology Reference Corpus (ACL ARC) [3] consists
of selected scientific papers on computational linguistics. The papers are available
in the XML format with the Section elements comprising explicitly distinguished
sections. We transform the whole collection of papers in such a way that each paper
is turned into a case, documents of which are sections of the paper in exactly the
same order as they appear within the paper. We are using a subset of the ACL ARC
comprising 113 papers and thus we get 113 cases gathering 1453 documents. First,
however, we group the papers in 7 categories using the standard k-means algorithm.
This number of categories have been chosen after a series of experiments so as to
obtain possibly high number of categories but comprising a reasonable number of
cases. This way the categories are also assigned to the particular cases as each case
is created from a paper.

Thus, the obtained collection of documents ordered within the cases is split into
the training and testing data sets. This is done by randomly choosing some percentage
of cases as the on-going cases (in the following we report the results for 50% of cases
chosen as on-going). Then, each of the cases selected as on-going is split into two
parts: the documents preceding the split point are the training data while the rest are
kept for testing. The whole training data set comprises also all cases which have not
been selected as on-going (and thus are treated as completed) and their documents.

All the steps of data preprocessing and documents classification are implemented
using the R platform [15] with the help of several packages, including the tm pack-
age [7] to preprocess the collection of text documents, FNN package [2] to cluster
the papers and the kernlab package [12] to perform classification using its imple-
mentation of the SVM (ksvm function). The code preparing the data collection and
implementing the categorization algorithm takes the form of a few R scripts.

The document collection is prepared in the following steps, as described in our
previous papers (c.f. [23]):

1. creation of the corpus of all selected papers using the tm::Corpus function;
for this purpose the whole papers are reconstructed from text files representing
their sections;

2. the corpus created is normalized, i.e., punctuation, numbers and multiple white
spaces are removed, stemming is applied, the case is changed to the lower case,
stopwords and words shorter than 3 characters are eliminated;

3. a document-term matrix is constructed for the normalized corpus using the
tm::DocumentTermMatrix function and tf × IDF termsweighting scheme;
sparse keywords, i.e. appearing in less than 10% of papers are removed from the
document-term matrix; finally, the vectors representing papers are normalized in
such a way that each coordinate is divided by the norm of the vector;

4. the documents, i.e., the whole papers of the ACL ARC collection, are then clus-
tered using the k-means algorithm implemented in R via the stats::kmeans
function; this way 7 clusters are obtained which define the categories of particular
documents in our collection;
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5. another corpus is created, this time comprising all documents, i.e., sections of the
papers of the ACL ARC collection; it is normalized as previously, i.e., via the
punctuation, numbers and multiple white spaces removal, stemming, changing
all characters to the lower case, stopwords and words shorter than 3 characters
elimination;

6. a document-termmatrix is constructed for the above corpus using tf × IDF terms
weighting scheme; sparse keywords, i.e. appearing in less than 10%of documents
are removed from the document-term matrix resulting in 125 keywords left in the
representation of the documents; the vectors representing documents are normal-
ized as in step 3;

7. the set of documents is divided into the training and testing parts as described
earlier and that completes the data collection preparation.

4.2 Classification and Results

The approach proposed in Sect. 3 has been tested on the data set described earlier.
Several runs of the algorithm have been executed using each time a data set randomly
split into the testing and training parts.

For each category of documents a separate SVM has been constructed. The SVM
employed has been trained using the following parameters, selected after an extensive
testing. The type of the kernel is the laplacedot, i.e., the kernel function has the
form: k(x, y) = exp(−σ ‖x − y‖). The parameter σ is automatically estimated by
the package. The parameter C , expressing the cost of the soft margin violation, is
set to 10. The SVM is executed in the C-svc mode, i.e., for classification, with the
parameter yielding class probabilities as a part of the output.

For comparison, we have employed the k-NN algorithm to classify documents
also to the cases (k-NN is used also to assign a category to a document, as described
earlier; c.f. (5)). Therefore, each case is treated as a distinct class and the document
d∗ is assigned to the case to which there belongs themajority of 10 closest documents
to d∗ documents in the sense of the Euclidean distance.

In Table1 we show the summary of the obtained results. The first column shows
the fraction of properly assigned categories (this is given for completeness although
in this paper we are mostly interested in classifying documents to cases). The second

Table 1 The averaged results of 100 runs of the proposed algorithm, compared to the direct
application of the k-NN classifier (first row shows the mean value over the all runs of the fraction of
documents properly assigned to its case; second row shows the standard deviation of the fractions)

Category assignment accuracy Case assignment accuracy (our
approach)

Case assignment accuracy
(k-NN)

0.5386 0.4846 0.4661

0.0373 0.0684 0.0590
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column shows the fraction of the documents properly assigned to their cases using
our approach described in Sect. 3. Finally, the third column shows the fraction of
the documents properly assigned to their cases using the k-NN technique. All frac-
tions mentioned are averaged over all 100 runs. The second row shows the standard
deviation of these fractions over all 100 runs.

It should be noted that only the documents at the cut-off point randomly chosen
during the data set split are classified (56 in total in each run). Moreover, while
classifying a document to the case it is assumed that it has been properly classified
to its current category (via the first application of the k-NN technique).

The results of the experiments show a promising potential of the proposedmethod.
They are comparable to those obtained using the k-NN classifier. However, our
approach has much more parameters to set which may be, on the one hand, a bit
cumbersome but, on the other hand, makes it possible to adjust the method to the
characteristics of a given collection of documents. The proposed technique also
provides a framework for finding a good solution for the difficult first story detection
problem. For example, the use of the SVM in the mode of the novelty detection [18]
may be conceived. Our first attempts in this direction have not succeeded so far but
the further work is under way.

5 Concluding Remarks

We have proposed a new approach to the problem of the multiaspect text catego-
rization (MTC) in which textual documents have to be classified along different
schemes, referred to as a set of categories and a set of cases. We focused on the
solution of the latter classification as it is more difficult to carry out due to, among
others, a limited number of training documents. From the technical point of view,
the new solution is based on the use of the support vector machines. However, the
novelty of the approach consists mainly in the proposal of a new representation of
the data to be classified. A two-level representation is proposed which starts with
the pairs of cases and documents which exemplify positive and negative matching,
and then transforming them to low-dimensional representation with the use of some
case/document similarity measures.

We present the results of some computational tests which are encouraging. Further
research will concentrate on studying the properties of the proposed representation,
selection of parameters of the method and extending the approach to also address
the problem of the first story detection.
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Content Data Based Schema Matching

Marcin Szymczak, Antoon Bronselaer, Sławomir Zadrożny
and Guy De Tré

Abstract A novel automatic method for detecting corresponding attributes in
schemas based on content data is studied. More specifically, our proposed method
for the detection of coreferent attributes in schemas is based on a statistical and
lexical comparison of content data and detected coreferent tuples across multiple
datasets, which increase the possibility of correct schema matching. We will show
that knowledge of even a small number of coreferent tuples is sufficient to establish
correct matching between corresponding attributes of heterogeneous schemas. The
behaviour of the novel schemamatching technique has been evaluated on several real
life datasets, giving a valuable insight in the influence of the different parameters of
our approach on the results obtained.

1 Introduction

The existence of coreferent content data (coreferent tuples, duplicates) which
describe the same entity but in a different way across multiple, related databases
significantly lowers data quality and should be avoided. However, a small number
of coreferent tuples can be useful in the data integration process, which involves
importing data from one source to another. Namely, coreferent tuples may be helpful
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Table 1 Example of objects extracted from the source dataset S

Key Name Lon. Lat. Category Address

1 Belfry & Cloth
Hall

3.724911 51.053653 Tourist attract Sint-Baafsplein,
9000 Ghent

2 Saint Bavo 3.797826 50.984194 Church Sint-Baafsplein,
9000 Ghent

3 Cafe-Restaurant
De Ster

4.050876 51.281777 Restaurant Grotestraat 91,
7471 BL Goor

4 Het Kouterhof 3.665122 51.034331 Lodging Stoopkensstraat
24, 3320
Hoegaarden

5 Borluut B&B 3.657992 51.018882 Lodging Kleine Gentstraat
69, 9051
St-Denijs-Westrem

6 Gravensteen
Hotel

3.719741 51.056485 Hotel Jan Breydelstraat
35,9000,Ghent

7 Carlton Hotel 3.713951 51.036280 Lodging Chartreuseweg 20,
8200 Brugge

8 Vlaamse Opera 3.722336 51.049746 Theater Schouwburgstraat
3, 9000 Ghent

in establishing a true matching between the corresponding attributes of heteroge-
neous database schemas. This is known as the schema matching problem, which is
the first step in data integration and is investigated in this paper.

1.1 Problem Illustration

As amotivating example let us consider the schemamatching scenario of two datasets
of points of interest (POIs) in which corresponding attributes in the source dataset
S in Table1 and the target dataset T in Table2 have to be aligned as in Fig. 1.1 The
attributes “Key”, “Name”, “Lat”, “Lon” and “Category” inTable1 have to bematched
to the attributes “ID”, “POI”, “Geo1”, “Geo2” and “Type” in Table2, respectively. It
is obvious that matching techniques which are based on the attributes’ names are not
capable to establish all of these matchings. Semantical matching of corresponding
attributes has to be established as coreferent attributes may have different names.
Moreover, an attribute “Address” in the left part of Fig. 1 and inTable1 is decomposed
into a number of (sub)attributes: “Street”, “City”, “ZipCode” in the right part of
Fig. 1 and in Table2. Thus, a one-to-many matching between these attributes is
required; namely, a concatenation function has to be applied to solve the attribute

1The order of datasets does not matter, i.e., there exists schema matching between corresponding
attributes from the source dataset and the target dataset, and vice versa.
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Table 2 Example of objects extracted from the target dataset T

ID POI Geo1 Geo2 Type Street City ZipCode

1 Belfort en
Lakenhalle

51.054898 3.721675 Bell tower Emile Braunplein Gent 9000 BE

2 Sint-Bavokerk 51.054898 3.721675 Church Sint-Baafsplein Gent 9000 BE

3 Cafe Theatre 51.049830 3.722015 Restaurant Schouwburgstraat
5-7

Gent 9000 BE

4 Het Kouterhof 51.034379 3.665140 Hotel Stoopkensstraat
24

Hoegaarden 3320 BE

5 Borluut Bed
Breakfast

51.018938 3.657975 Hotel Kleine Gentstraat
69

St-Denijs-
Westrem

9051 BE

6 Hotel
Gravensteen

51.056465 3.719741 Hotel Jan Breydelstratt
35

Gent 9000 BE

Fig. 1 Example of schema matching. Arrows represent matchings of coreferent schema attributes

granularity problem. In general also the coverage problem of matched different
attributes exists, i.e., coreferent attributes do not necessarily completely have to
represent the same information; for example, the attribute “Address” in Fig. 1 and
in Table1 does not contain information about the country. Moreover, due to errors,
inaccuracies and lack of standard, coreferent data are not bound to be equal, i.e.,
the Belfry in Ghent has a different category in the considered tables. It should be
clear that detected coreferent tuples do not guarantee perfect schema matching, i.e.,
the attributes “Name” and “Type” may contain similar values, e.g., cafe or theatre,
which may mislead the matching system. Therefore, all of this makes the finding of
coreferent data in schemas using content data a challenging task.

Examples of coreferent tuples are the objects described in the first, second, fourth,
fifth and sixth rows in Tables1 and 2, respectively. They have slightly different
names, similar geographic coordinates and different categories and addresses, but
they are still describing coreferent objects. These detected coreferent tuple pairs in
the considered datasets are used to derive schema matching, known as horizontal
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matching. The same or similar attribute values among coreferent tuple pairs imply
coreference of the corresponding attributes of the schemas.

However, detecting coreferent tuple pairswithout having knowledge about the cor-
respondences between the attributes of heterogeneous schemas (known as schema
alignment) is time-consuming and error prone. It requires the comparison of the
values of each attribute from one schema with the values of each attribute from the
other schema. Thus, one of the main challenges in the efficient detection of coref-
erent tuple pairs is the reduction of the set of attributes involved in the comparison
to those that may correspond to each other. For this purpose our content data-based
approach statistically and lexically compares the attributes’ effective domains and
selects potentially corresponding (coreferent) attributes which are called candidate
attributes. This method is known as vertical matching. It significantly decreases the
number of comparisons and increases the quality of coreferent tuple pairs detection.
Candidate attributes give the first tips of the coreference among attributes, which
is confirmed or rejected by detected coreferent tuples or even may be the basis to
establish schema matching in case of a lack of coreferent tuples. However, it should
be clear that vertical matching is necessary but not sufficient for efficient attribute
coreference identification. Thus, our approach is a combination of vertical and hor-
izontal schema matching methods used to establish the matching of corresponding
attributes.

Many problems have to be addressed while devising such a schema matching
algorithm. To sum up, the most important among them are the following:

• How can content data be useful in schema matching?
• How can one-to-one and one-to-many semantic matching be established between
corresponding attributes?

• How can attribute granularity and the coverage matching problems occurrence be
recognized?

1.2 Contributions

The objective of this paper is to propose a novel automatic semantical matching
method of corresponding (coreferent) attributes in schemas based on data and meta-
data. More specifically, the detection of coreferent attributes in schemas is based on
statistical and lexical analysis of content data and detected coreferent tuples across
pairs of datasets,which increases the confidence in schemasmatching. In otherwords,
our method is a combination of vertical and horizontal schema matching techniques
that applies possibilistic truth values (PTVs) and a kind of cardinality of a set of PTV
to express the uncertainty about the matchings. Apart from this, our approach copes
with the attribute granularity problem and the information coverage problem.

Wewill show that even a small number of coreferent tuples is sufficient to establish
a correctmatching between corresponding attributes of heterogeneous schemas. Such
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methods can then later be used to improve the coreference detection of data described
by schema which are considered as metadata of content data.

1.3 Outline

The remainder of this paper is organized as follows. In Sect. 2, an extensive overview
of work related to the topic of this paper is provided. Next, in Sect. 3, some prelimi-
nary concepts are introduced that serve as a theoretical foundation of this paper. In
Sect. 4.2, an overview of our novel content data-based schema matching algorithm
is presented. In Sects. 5 and 6, the details of the algorithm are studied. In Sect. 7
an experimental study of the proposed methods and techniques is reported. Finally,
Sect. 8 summarizes the most important contributions of this paper.

2 Related Work

Schema matching can be established by using different methods. Some methods use
only data (e.g., duplicates [1, 10]), others use only metadata (e.g., schema informa-
tion [17, 25–27], knowledge base [24]), whereas other methods use both data and
metadata, e.g., [8, 9]. In this paper the content data-based schemamatching approach
is proposed which uses coreferent tuples. There is a large body of work on schema
matching which uses content data [21]; for example, LSD [10] extracts information
from a training set and consists of a learning and classification phase. More specif-
ically, given a user-supplied mapping between schema elements, the learning step
looks at content data to train the classifier, thereby discovering characteristic con-
tent data patterns and matching rules. Next, these patterns and rules can be applied
to match other schema elements. Moreover, the approach in [18] captures valuable
knowledge about the domain of the attribute. This approach uses regular expressions
as a formalism to characterize a set of attribute values. Having these expressions,
the corresponding attributes are detected by matching the regular expression of one
attribute with the value of another attribute using the match function. In many cases
it is still not clear which attributes correspond to each other. Thus, regular expres-
sions are a valuable and useful tool but should be supported by other techniques.
As opposed to most instance-based solutions which use summary information (e.g.,
average value) for attribute classification, we derive schema matching from detected
coreferent tuples in the datasets. One schema matching approach using duplicates
is ILA [19], which is a domain-independent program that learns the meaning of
external information by explaining it in terms of internal categories. ILA considers
a pair of objects as duplicates if both objects contain at least one attribute value in
common and relies on a high extensional overlap (a number of coreferent tuples). In
our opinion these assumptions are unrealistic.
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IMap [8] is based on both schema and instance information as well as on a domain
ontology and uses past matchings. The duplicates are identified by the user and only
exact matches of attribute values are considered by a matcher. IMap copes with
various attribute granularities, as in Chua et al. [6] and Lu et al. [16], but the focus is
on numerical and differently scaled data (as opposed to our approach which focuses
on textual data). Statistical analysis is employed to data in duplicates which are
assumed to be identified by a common ID attribute. This means that at least one
attribute is already aligned. The approach of Chua et al. [6] classifies attributes into
domain classes (e.g., categorical) and forms attribute groups (sets of attributes from
the same relation which may correspond one to another) based on predefined rules.
Then, the correspondence scores of pairs of attribute groups are calculated. Finally,
attributes are matched based on these scores. The approach of Lu et al. [16], one the
other hand, uses correlation analysis techniques (supervised by the user) to identify
attributes which are potentially semantically related; secondly, they apply regression
analysis to generate the relevant conversion function that allows the attribute values
of one database to be transformed into attribute values of the other database.

DUMAS [1], just as in our approach, drops several of the assumptions that
were made in the above works: coreferent tuples are automatically detected using
unaligned schemas; a few coreferent tuples being sufficient to establish schema
matching (low extensional overlap). Moreover, it does not use any external source
of information, such as an ontology; it is a content data-based approach. In contrast
to our approach, DUMAS does not apply possibility theory and does not combine
vertical and horizontal schema matching methods to detect coreferent tuples and
establish schema matching.

3 Preliminaries

Before we present the details of elaborated algorithms we will first introduce some
relevant basic concepts.We start with themultiset definition. Then, wemore formally
define the problem of coreference detection, which is the main problem addressed
in this paper, and the cardinality of a set of pairs of coreferent objects.

3.1 Necessity Measure

In possibility theory, the certainty concerning the statement that the value of X is in
A, denoted Necessity(X is A), is expressed by the necessity measure NX(A), defined
with respect to a possibility measure ΠX(A) as follows:

Necessity(X is A) � NX(A) � 1 − ΠX(A) (1)

with A denoting the complement of the fuzzy set A [30].



Content Data Based Schema Matching 287

3.2 Multisets

Within the context of this work, the framework of set theory (which is the basis
of the relational model) will not suffice to present our approach. Instead, the more
general framework of multisets (also called bags) will be used where necessary and
the definitions by Yager [29] are adopted here. A multiset A over a universe U is
defined by a function A : U → N. For each u ∈ U, A(u) denotes the multiplicity
(i.e., the number of occurrences) of u in A. The set of all multisets drawn from a
universe U is denotedM(U). Yager has defined some basic operations on multisets.
The j-cut of a multiset A is a regular set, denoted as Aj and is given by Aj = {u|u ∈
U ∧A(u) ≥ j}. Counterparts of classical set intersection, union operations and of the
notion of subsethood are defined as follows:

∀u ∈ U : (A ∪ B) (u) = max (A(u), B(u)) (2)

∀u ∈ U : (A ∩ B) (u) = min (A(u), B(u)) (3)

A ⊂ B ≡ ∀u ∈ U : A(u) < B(u) (4)

A ⊆ B ≡ ∀u ∈ U : A(u) ≤ B(u). (5)

The theory of multisets provides also an addition operator and a subtraction operator:

∀u ∈ U : (A ⊕ B) (u) = A(u) + B(u) (6)

∀u ∈ U : (A � B) (u) = max (A(u) − B(u), 0) . (7)

The cardinality of a multiset A is calculated as the sum of all multiplicities:

|A| =
∑
u∈U

A(u). (8)

Finally, it is said that an element u belongs to the multiset A, denoted as u ∈ A, if
A(u) ≥ 1.

3.3 Object Coreference Detection

Considering a more abstract view of entity representation, denoting the universe of
the ith feature of an object by Ui, we can model the universe O of objects by:

O = U1 × · · · × Un. (9)

Two objects o1 ∈ O and o2 ∈ O are said to be coreferent (denoted o1 ↔ o2) if
and only if they describe the same real world entity.
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Two elementary operators play an important role in establishing the coreference
of objects: a comparison operator working at the level of object features (ormetadata
features, e.g., tags, paths) and an aggregation operator combining the comparison
scores obtained for particular features.

Definition 1 (Comparison operator) A comparison operator on the universe O is
defined by a function C:

C : O2 → L (10)

where (L,≤) is a totally ordered and bounded lattice.

A comparison operator C compares (a feature of) two objects o1 and o2 and
expresses the result of this comparison as a matching degree. This matching degree
may be interpreted as expressing how certain it is that both objects are coreferent
and belongs to a totally ordered and bounded lattice L. In the case of probabilistic
methods, L can be instantiated with the unit interval [0, 1] in order to express the
result of comparison as a probability of coreference of the objects. Other practical
examples of L are the set of truth values B = {T , F}, where T and F denote full
certainty of the match and mismatch, respectively or the set of possibilistic truth
values (PTVs) [2].

In our approach we use PTVs to express the confidence (certainty) in the validity
of themappings produced by an algorithm. Hereby, a PTV is a normalized possibility
distribution [30] defined over the set of Boolean values B [20]:

PTV �−→ π : B → [0, 1]

A PTV expresses the uncertainty about the Boolean value of a proposition p. We will
often use the notation μ(T) and μ(F) instead of π(T) and π(F) assuming that the
(un)certainty as to the truth of a proposition is expressed as “certainly true”, “true or
false” etc., represented by appropriate fuzzy sets in B; e.g., respectively, μ(T) = 1
and μ(F) = 0, and μ(T) = μ(F) = 1, for the previous examples. In the context
considered here, the propositions p of interest are of the form:

p ≡ o1 and o2 are coreferent

where o1 and o2 are two objects.
Let P denote a set of all propositions under consideration. Then each p ∈ P

can be associated with a PTV denoted p̃ = {
(T ,μp̃(T)), (F,μp̃(F))

}
, where μp̃(T)

represents the possibility that p is true and μp̃(F) denotes the possibility that p is
false. In what follows, PTVs are often noted in couple notation as (μp̃(T), μp̃(F)). It
is assumed that each PTV is normalized, which means that max(μp̃(T), μp̃(F)) = 1.
The domain of all possibilistic truth values is denoted F(B), i.e., is the fuzzy power
set of (normalised) fuzzy sets over B.
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Let us define the order relation ≥ on the set F(B) by:

p̃ ≥ q̃ ⇐⇒ if((μp̃(F) ≤ μq̃(F)) and (μp̃(T) = μq̃(T) = 1)) or (μq̃(T) ≤ μp̃(T))

(11)

Moreover, two thresholds (thresholdT and thresholdF) are employed to decide on
object coreference. Ifμp̃(F) is lower than the thresholdF , then coreference is declared.
If μp̃(T) is lower than the thresholdT , then a lack of coreference is declared. Finally,
if both of the thresholds are exceeded then the coreference status is declared as being
unknown.

Comparison of complex objects is usually a two-stage process. First, parts of
objects, notably values of their features, are compared using a comparison operator.
Thus, we extend our definition of the comparison operator (10) so as to make it
applicable also to scalar feature values:

Ci : U2
i → L (12)

In this way a separate comparison operator Ci can be defined for each feature. Then,
the results of those comparisons are aggregated to obtain an overall matching degree
reflecting the coreference of the whole objects being compared. Therefore, another
elementary operator, an aggregation operator, is needed.

Definition 2 (Aggregation operator) An aggregation operator on L is defined by a
function A:

A : Ln → L (13)

where (L,≤) is a totally ordered and bounded lattice.

For more information on aggregation operators the reader is referred to [5]. We
assume an aggregation operator A to be idempotent:

∀ l ∈ L : A(l, l, . . . , l) = l (14)

Besides that, we assume that A is monotone in the following sense:

∀ (l, l′) ∈ L
n × L

n : l ≤ l′ ⇒ A(l) ≤ A(l′) (15)

where the relation ≤ is generalized from L to vectors from L
n in a point wise way.

Based on the definition of these two elementary operators, a comparison of two
objects can be generally written as:

C(o1, o2) = n
A
i=1

(Ci (ui1, ui2)) (16)

where ui1 and ui2 denote the value of the ith feature of o1 and o2, respectively.
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In our approachL is the space of all PTVs endowedwith the relation given in (11).
Aggregation of PTVs may be carried out using the Sugeno integral for possibilistic
truth values as defined in [3]; cf. also [23] for the original, general definition of the
Sugeno integral. This integral uses two fuzzy measures (γT and γF) which are defined
below. Let us first remind briefly the definition of a fuzzy measure.

Definition 3 (Fuzzy measure) A fuzzy measure on a finite universeU is a set function
γ : P(U) → [0, 1] that satisfies the following properties:

γ(∅) = 0 (17)

γ(U) = 1 (18)

A ⊆ B ⇒ γ(A) ≤ γ(B) (19)

Then, in the context considered here, the measure γT (A) (resp. γF(A)) provides the
assessment of certainty that two complex objects are (not) coreferent, given that the
set of (metadata) features A are (not) coreferent. As required by the definition of
fuzzy measures, γT and γF are monotonic and satisfy the boundary conditions of a
fuzzy measure.

Definition 4 (Sugeno integral for PTVs [3]) Given a set of propositions P =
{p1, . . . , pn} and a corresponding set of PTVs P̃ = {p̃1, . . . , p̃n}, let γT and γF

be two fuzzy measures defined on P which satisfy the condition:

∀Q ⊆ P : min(γT (Q), γF(Q̄)) = 0 (20)

where Q̄ denotes the complement of Q.
Then the Sugeno integral of P̃ with respect to γT and γF is defined by:

SγT ,F (P̃) : F(B)n → F(B) : P̃ �→ p̃, where (21)

μp̃(T) = 1 −
n∨

i=1

Np̃(i)

(
F

)
∧ γF

(
P(i)F

)
(22)

and

μp̃(F) = 1 −
n∨

i=1

Np̃(i)

(
T
)

∧ γT
(

P(i)T

)
(23)

where (·)T (respectively (·)F) is a permutation that orders the elements of P̃ non-
increasingly (non-decreasingly), while P(i)F and P(i)T are sets of propositions pj with,
respectively, i largest values μp̃j (F) and i largest values μp̃j (T).
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Remark. The motivation to use PTVs and the Sugeno integral is the following. We
would like to show that taking into account similarity and dissimilarity of objects in
each step separately may be advantageous. In fact, De Cooman [7] has shown in his
formal analysis of PTVs that it is essential that possibilities for true and false can be
measured separately. To this aim, the aggregated PTVs indicate both the coreference
and the lack of coreference of paths/schemas. The choice for the Sugeno integral
is motivated by the ability of the related fuzzy measures to model complex prefer-
ences in the regular case, making the Sugeno integral a very powerful and flexible
aggregation operator [3]. The research on the aggregation of bipolar information
(here: for and against the coreference) is not that developed in the literature and the
Sugeno integral is a prominent example of an aggregation operator adopted for this
setting. Besides that, the experimental results confirm that this is a promising choice.
An alternative aggregator can be, e.g., an OrderedWeighted Conjunction (OWC) [2]
which is in fact a special case of the Sugeno integral.

3.4 Cardinality of a Set of Pairs of Coreferent Objects

In this paper we will often use (multi)sets of Boolean propositions, certainty of truth
of which will be expressed with a PTV associated with each proposition. We will
then use the concept of a kind of the cardinality of such a (multi)set which counts
those propositions fully certain to be true (i.e., with a PTV (1, 0) assigned) as 1,
does not count at all propositions fully certain to be false (i.e., with a PTV (0, 1)
assigned), and counts the remaining propositions to some degree belonging to [0, 1]
and depending on how their PTVs are close to (1, 0) or (0, 1). In fact, this cardinality
is similar to a fuzzy cardinality of fuzzy sets and will be expressed as a possibility
distribution on the set of integers.Wewill denote this cardinality as πN (provided that
from the context it will be clear which set of propositions it concerns). We will call
it also sometimes as a fuzzy integer due to the fact that its possibility distribution is
assumed to be a convex function, in the same sense as membership functions of fuzzy
numbers are assumed, i.e., every α-cut of this function (interpreted as a membership
function of a fuzzy set) is an interval, i.e., contains all integers between the lowest
and highest integers belonging to this α-cut.

In [12], a method is proposed to construct such a possibility distribution (fuzzy
integer) for a (multi)set of propositions associated with PTVs P̃. In fact, this method
may be treated as constructing a possibility distribution which expresses the possi-
bility that an integer k represents the number of true propositions in P.

Definition 5 (Cardinality of a set of PTV qualified propositions) Let P be a multiset
of independent Boolean propositions and let P̃ be the multiset of corresponding
possibilistic truth values, i.e., ∀p ∈ P : p̃ is the PTV associated with p and expressing
the (un)certainty as to the truth of p and let p̃(i) denote the ith largest possibilistic
truth value with respect to the order relation defined by Eq.11. The quantity of true
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propositions in P is given by the following possibility distribution on the set of all
integers (fuzzy integer):

πN(k) =
⎧⎨
⎩

μp̃(1) (F), k = 0
μp̃(k)

(T), k = |P|
min

(
μp̃(k)

(T),μp̃(k+1) (F)
)
, else.

(24)

This definition states that πN(k) is the minimum of the possibility that at least k
propositions are true and the possibility that at least |P| − k propositions are false.

Let us define an order relation ≺sup on the set of such possibility distributions
(fuzzy integers).

Definition 6 (Sup-order of fuzzy integers) For two fuzzy integers, ñ and m̃, the order
relation ≺sup is defined as:

ñ ≺sup m̃ ⇔ sup ñα < sup m̃α (25)

Hereby, ñα is the α-cut of ñ, which is treated here as a fuzzy set, and α is chosen
such that:

α = sup{x| sup ñx �= sup m̃x} (26)

4 Content Data-Based Schema Matching

Before we continue to describe our method for schema matching, first of all we
should define the problem more formally.

4.1 Problem Definition

Within the scope of this paper it is assumed that entities from the real world are
described as objects (tuples) which are characterised by a number of attributes (fea-
tures). A schema R of a given dataset, which consists of tuples, is identified by a
set of attributes A. For each attribute a ∈ A, let dom(a) denote the domain of a (the
set of possible values for attribute a) and let dom′(a) denote the subset of dom(a)

comprising the values of a that are actually present in the (tuples of the) dataset.
Two datasets are considered. The source dataset over the schema RS with the

set of attributes AS = {aS
1, . . . , aS

n} is denoted as S, while the target dataset over
the schema RT with the set of attributes AT = {aT

1 , . . . , aT
m} is denoted as T . The

one-to-many schema matching is defined as follows.
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Definition 7 (One-to-many schema matching) A relationM is a schemamatching if:

M ⊆ 2AS × 2AT × M̃ (27)

where M = {mi} = {(A′
S, A′

T , m̃)}, A′
S ⊆ AS , A′

T ⊆ AT and A′
S or A′

T is a singleton
set, M̃ is the set of PTVs and m̃ ∈ M̃ expresses the certainty degree to which A′

S
matches A′

T .

Some additional properties may be associated with each matching m ∈ M. For
example, the local matching cardinality, denoted cardl

m, is the number of matched
attributes in m, i.e., cardl

m = |A′
S| + |A′

T | (e.g., cardl
m is equal to 2 for a one-to-one

matching).Moreover, particular matchings may be classified to a type. The following
matching types are distinguished:

• full matching (coverage level 1): corresponding attributes have the same meaning
and cover completely the same concept, e.g., “Name” and “POI” or “Type” and
“Category” in Fig. 1;

• inclusion matching (coverage level 0.5): corresponding attributes have partially
the same meaning and do not cover completely the same concept, e.g., “Address”
in the source S in Fig. 1 represents the address of a POI which consists of a street,
house number, city and zip code, and this is a part of the concatenation of the
attributes “Street”, “City” and “ZipCode” in the target T in Fig. 1, which consists
of the same information as address from the source but is extended by a country
code. “Street” in the target T in Fig. 1 represents only a part of the address from
the source. Thus, two sub-types of matching are considered: the source is a part
of the target and the target is a part of the source, respectively;

• has a common part matching (coverage level 0.3): corresponding attributes have
partially the same meaning, do not cover completely the same concept and are
not an inclusion matching. E.g., the matching between “Address” in the source
S and “ZipCode” in the target T in Fig. 1. “Address” represents the address of a
POI which consists of a street name, house number, city and zip code without the
country code; while “ZipCode” in the target T in Fig. 1 represents the zip code
and country code of a POI, thus only the zip code is a common part.

• unknown (coverage level 0): if attributes do not match.
• concatenation. This is a special case of attribute matching which combines two or
more attributes. Combining matching types might result in another matching type.
For instance, a combination of two inclusion matchings may give a full match-
ing (of attributes) or an inclusion matching. E.g., let assume inclusion matchings
between attributes from the source S and the target T in Fig. 1: “Address” and
“Street”; “Address” and “City”; “Address” and “ZipCode”. Concatenation of these
matchings gives a full matching.

The matching m ∈ M can be interpreted as a one-to-one matching of correspond-
ing attributes if the cardinalities of A′

T and A′
S are equal to 1 or as a one-to-many

matching of corresponding attributes if the cardinalities ofA′
T orA′

S are greater than 1.
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Furthermore, in the context of a one-to-many schema matching M, we consider
a set D of coreferent tuple pairs which is defined as follows.

Definition 8 (A set D of coreferent tuple pairs) A set D of coreferent tuple pairs
consists of 4-tuples d = (tS, tT , MV , d̃) where tS and tT are coreferent tuples from
the source and target datasets, respectively, MV is a set of attributes matchings for
which there are coreferent values in both particular tuples tS and tT , and d̃ is a PTV
representing the (un)certainty that two tuples tS ∈ S and tT ∈ T are coreferent.

4.2 Algorithm

The novel content data-based schema matching Algorithm 1 creates matchings
between corresponding attributes AS and AT of the source dataset S and the target
dataset T , respectively, using content data. Therefore, the inputs for the algorithm
are the source and target datasets (S and T , respectively), and a set of parameters
(PV and PH for each phase) which are used to establish a schema matching. The
objective of our algorithm is to establish as many valid one-to-one or one-to-many
schema matchings M for coreferent attributes as possible.

Algorithm 1 SchemaMatchingAlgorithm

Require: Dataset S, Dataset T , Parameters PV , Parameters PH
Ensure: Schema Matching M
1: MV ← getVerticalMatchings({dom′(aS)}aS∈AS

, {dom′(aT )}aT ∈AT
,PV )

2: M ← getHorizontalMatchings(S,T ,MV ,PH )

TheAlgorithm1 is composedof twomainphases. First, vertical schemamatchings
are established by the method getVerticalMatchings which compares the domains
of particular attributes (line 1 in Algorithm 1, which is further discussed in Sect. 5).
Second, the established vertical matchings MV are used to detect coreferent tuple
pairs in the heterogeneous data sources which, in turn, constitute a basis to generate
horizontal schema matchings M by using the method getHorizontalMatchings (line
2 in Algorithm 1, which is further discussed in Sect. 6). These steps are described in
detail in the following sections.

5 Phase I: Vertical Matching

The first phase of our novel schema matching approach is the generation of one-
to-one and one-to-many vertical matchings between corresponding attributes. These
matchings are established by Algorithm 2 based on statistical analysis and lexical
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comparison of attribute domains. Thus the input for the algorithm are the subsets
of the domains consisting of these values that actually occur in tuples of respective
datasets, {dom′(aS)}aS∈AS

and {dom′(aT )}aT ∈AT , and also a setPV of parameters which
define the thresholds and submatcher settings and is detailed further on. This phase
consists of three steps.

In the first step, “Statistical analysis of content data”, the subsets of the attribute
domains are statistically compared by the statistical matcher, and if particular subsets
are coreferent, then the matching between their corresponding attributes is estab-
lished (lines 2–18 in Algorithm 2); otherwise the attribute domains are lexically
compared in the second step called “Overlapping” by the lexical matcher (lines 19–
25 inAlgorithm 2).More specifically, each pair of attributes is processed sequentially
by the following techniques. First, the results of the statistical analysis of the subsets
of the attribute domains (such as the analysing the average length, average values,
called attribute properties) are compared, which is a relatively computationally non-
expensive statistical technique. Second, only if coreference between two attributes
is not declared then the intersection of the subsets of their domains, which are rep-
resented by multisets of terms, is calculated based on the equality relation, i.e., two
terms are added to the intersection if they are equal. Thus, two attributes are con-
sidered as coreferent if a cardinality of the intersection exceeds threshold. Third,
if coreference between the attributes is still not declared, then the subsets of their
domains are calculated analogously to the second technique but based on the low-
level string comparison technique [2] instead of the equality relation. This is the
most computationally expensive method of the three, but it is also the most valuable
because non-equal but coreferent terms can be detected. The established matchings
are added to the set M1:1

V of the one-to-one schema matchings. Next, in the third
step, called “Generalization”, from the established one-to-one schema matchings
in M1:1

V , a one-to-many schema matching (∈ M1:n
V ) is generated (line 28 in Algo-

rithm 2). Finally, the vertical schema matching MV is composed of the one-to-one
schema matchings M1:1

V and the one-to-many schema matchings M1:n
V (line 29 in

Algorithm 2). These steps are described in detail in the following subsections.

5.1 Step 1: Statistical Analysis of Content Data

In the first step the attribute domains of each schema are statistically analysed sep-
arately using predefined Data Analysers PV .AN (lines 2–8 in Algorithm 2). This
returns a set of properties for each attribute which are considered as a basis for some
heuristics for determining the coreference of attributes. There is a large body of work
of such properties and heuristics [13–15, 22]. Thus, we give only some examples of
such properties and also give an example of an application. These aspects are subject
to further research and outside the scope of the work. The proposed examples of such
heuristics are the following:
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Algorithm 2 VerticalMatchingAlgorithm

Require: {dom′(aS)}aS∈AS
, {dom′(aT )}aT ∈AT

, Parameters PV
Ensure: Schema Matching MV
1: Schema Matching M1:1

V ← null
2: Properties PS[], PT []
3: for all aS ∈ AS do
4: PS[aS] ← getProperties(dom′(aS),PV .AN)
5: end for
6: for all aT ∈ AT do
7: PT [aT ] ← getProperties(dom′(aT ),PV .AN)
8: end for
9: for all aS ∈ AS do
10: for all aT ∈ AT do
11: Matching m ← null
12: if compareStats(PS[aS],PT [aT ]) > PV .thrStats then
13: m.A′

S ← aS

14: m.A′
T ← aT

15: m.πN ← π1
N

16: M1:1
V ← M1:1

V ∪ m
17: continue
18: end if
19: m.πN ← compareDom(dom′(aS),dom′(aT ),PV )
20: FuzzyInteger πthr

(domS ,domT )
← getThr(PV .thrOverlap)

21: if πthr
(domS ,domT )

≺sup m.πN then

22: m.A′
S ← m.A′

S ∪ aS

23: m.A′
T ← m.A′

T ∪ aT

24: M1:1
V ← M1:1

V ∪ m
25: end if
26: end for
27: end for
28: Schema Matching M1:n

V ← getGeneralization(M1:1
V )

29: MV ← M1:1
V ∪ M1:n

V

• average, minimum and maximum length as a number of characters in a value
without white spaces (numbers are considered as character strings, e.g., telephone
numbers, bank accounts, etc.);

• average, minimum and maximum number of tokens for alphabetic and alphanu-
merical data types. Each value is tokenised, which results in a set of substrings
which are called tokens. In most cases, the tokens are separate words. In our
approach, the tokenisation of a value is equivalent to subdividing the value in a
multiset of tokens and deleting all white spaces in a value;

• average, minimum and maximum value for numerical data types;
• data type: numerical (values contain only numbers), alphabetic (values contain
only letters and special characters), alphanumerical (values contain any charac-
ters);
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Next, attributes aS and aT that have similar properties are considered as potentially
coreferent (candidate attributes, line 12 in Algorithm 2) and the establishedmatching
m between them is added to the set of matchings M1:1

V (lines 13–16 in Algorithm 2,
similarity for all properties is assumed here). The statistical criteria are very strict,
thus this matching is assigned a full certainty which is expressed by the fuzzy integer
π1
N
that∀x ∈ Nπ1

N
(x) = 1.Thebasis to decide if properties are similar is the similarity

function. We use a simple function that calculates the similarity of properties for
particular attributes as a normalised difference of property values. The returnedvalues
are within the unit interval [0, 1], where 1 means strong similarity and 0 means a
complete lack of similarity. Properties with a similarity above threshold PV .thrStats
are considered to be similar. The similarity function is defined by Eq. (28) and is
applied for all properties, except for data type property which is considered similar
only if compared data types are the same.

simProp(aS, aT ) = 1 − |propVal(aS) − propVal(aT )|
|propVal(aS)| + |propVal(aT )| (28)

Hereby aS ∈ AS and aT ∈ AT , and propVal is a method which gets the value of
a particular property, e.g., the maximum length of the values for an attribute aS

(or aT ).

Remark. Information from the schema, e.g., maximum value, etc., is not consid-
ered because it might be too general and may mislead the matching algorithm. For
instance, let assume a database of students with an attribute “Age” of type INTEGER
in the range of −231 to 231 − 1. This statistical analysis of the values of the attribute
“Age” which are actually present in the database may return a range of 20–29. This
information can be more useful than data type restriction which is defined in the
database schema.

Example Let us consider the attributes from the source dataset in Table1 and the
target dataset in Table2. The calculated properties of the subsets of the attribute
domains from these datasets are presented in Tables3 and 4, respectively. Next, the
similarities between these properties are calculated by Eq.28, e.g., for the attributes
aS = “Lon” and aT = “Geo2” we obtain:

MinLength: simProp(aS, aT ) = 1 − |8−8|
|8|+|8| = 1

MaxLength: simProp(aS, aT ) = 1 − |8−8|
|8|+|8| = 1

AvgLength: simProp(aS, aT ) = 1 − |8−8|
|8|+|8| = 1

MinValue: simProp(aS, aT ) = 1 − |3.657992−3.657975|
|3.657992|+|3.657975| = 0.999998

MaxValue: simProp(aS, aT ) = 1 − |4.050876−3.722015|
|4.050876|+|3.722015| = 0.957691

AvgValue: simProp(aS, aT ) = 1 − |3.756594−3.701370|
|3.756594|+|3.701370| = 0.992595

(29)

Assuming that the thresholdPV .thrStats is equal to 0.8, these attributes are considered
as being coreferent because the similarity of all properties of these attribute domains
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Table 3 Properties of attribute domains from the source dataset in Table1

Property Name Lon. Lat. Category Address

Min length 10 8 9 5 27

Max length 23 8 9 15 44

Avg length 14.86 8 9 8 31.36

Min #tokens 2 – – 1 3

Max #tokens 4 – – 2 5

Avg #tokens 2.38 – – 1.13 3.86

Min value – 3.657992 50.984194 – –

Max value – 4.050876 51.281777 – –

Avg value – 3.756594 51.064419 – –

Data type str num num str str-num

Num means numerical datatype, str means alphabetic data type, and str-num means alphanumeric
datatype

Table 4 Properties of attribute domains from the target dataset Table2

Property POI Geo1 Geo2 Type Street City ZipCode

Min
length

12 9 8 5 15 4 7

Max
length

21 9 8 10 20 17 7

Avg
length

16.17 9 8 8.83 18.17 7.17 7

Min
#tokens

1 – – 1 1 1 2

Max
#tokens

3 – – 2 3 1 2

Avg
#tokens

2.16 – – 1.17 2.16 1 2

Min value – 51.018938 3.657975 – – – –

Max value – 51.056465 3.722015 – – – –

Avg value – 51.044901 3.701370 – – – –

Data type str num num str str-num str str-num

Num means numerical datatype, str means alphabetic data type, and str-num means alphanumeric
datatype

exceeds 0.8. The same holds for the attribute pair “Lat” and “Geo1”. Thus, these two
attribute pairs determine two one-to-one matchings which are added to the set M1:1

V
of one-to-one matchings. However, the other attribute pairs are not coreferent based
on the statistical information, therefore they are further processed in the next step of
our algorithm.
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5.2 Step 2: Overlapping

The attributes aS and aT , whose statistical properties are not similar enough, are con-
sidered in this step. More specifically, a lexical comparison of the subsets dom′(aS)

and dom′(aT ) of the attribute domains is conducted using soft strings comparison.
For that purpose, the method compareDom is used which works as follows (lines
19–25 in Algorithm 2).

First, special characters that appear in the values of dom′(aS) and dom′(aT ), i.e.,
dash, semicolon, dot, etc., are replaced by a space character, which results in strings
of terms separated by space. This way, each attribute is described by a multiset of
obtained terms (WaS and WaT , respectively). Next, the intersection I of thesemultisets
is calculated according to formula (3). Thus, multiset I contains the common terms of
WaS and WaT , which are assigned a PTV (1, 0) and are the basis for further checking
whether the particular attributes aS and aT are coreferent or not. Namely, these
associated PTVs multiplied by the term multiplicity form a multiset P̃ which is used
to construct a possibility distribution πN (a fuzzy integer) introduced in Definition 5.

The fuzzy integer πN of intersection I reflects the possibility that two attribute
domains are coreferent. Hence, if πN is greater than the threshold πthr

(domS ,domT )
with

respect to the order relation of Definition 6, then the attributes aS ∈ AS and aT ∈ AT

are considered to be potentially coreferent (candidate attributes, line 21 in Algo-
rithm 2), and the established matching m between them is added to the set M1:1

V of
matchings (lines 22–24 in Algorithm 2). The threshold πthr

(domS ,domT )
is a fuzzy integer

and is dynamically calculated by the method getThr (lines 20 in Algorithm 2). This
threshold depends on the particular attribute domains and the predefined parameter
PV .thrOverlap, which specifies the percentage of domain terms that overlap. More
specifically, πthr

(domS ,domT )
is constructed from n PTVs (1, 0), where n is calculated by

the following equation:

n = �min(|WaS |, |WaT |) × PV .thrOverlap� (30)

However, if a fuzzy integer m.πN of matching is not larger than the threshold
πthr

(domS ,domT )
, then the domains of the considered attribute aS and aT are analogously

compared again, but the equalness relation, which decides on the coreference of the
terms, is replaced by the low-level string comparison method proposed in [2]. This
low-level comparison method estimates the possibility that two given terms (strings)
are coreferent or not and is based on an approximation of weak string intersections
which is the set of longest common subsequences. It uses the concept of a moving
window to construct the intersection of the two input strings. More specifically, the
algorithm starts at the beginnings of both strings of a pair and moves a window over
each of them. Each time common characters are detected under the moving windows
they are added to the intersection, which is the largest set (in terms of set cardinality)
that is a subset of both strings.

For example, consider a pair of strings s1 = tracks and s2 = tracklist. The con-
struction of the intersection goes then as follows. We start with two one-character
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wide windows. Initially each window is at the beginning of a respective string and
contains a character ‘t’. This character is common so it is added to the intersection
and both windows move to their next position. Similarly for ‘r’, ‘a’, ‘c’ and ‘k’. In
the next step the windows contain different characters, ‘s’ and ‘l’, respectively. Thus,
the window size is increased by one. This is repeated until the windows contain a
common character, here ‘s’, or there are no more characters in both of the strings.
Next, the common character is added to the intersection, windows are shrunk to
one character and moved to the position where the common character was found
increased by 1. This construction of the intersection is repeated until the windows
reach the ends of strings. Finally, the resulting intersection is ‘tracks’. The non com-
mon characters are counted (considered as errors) and decrease possibility that steps
are coreferent.

This methodmarks out four different types of errors during comparison. These are
prefix, suffix, gap and mismatch. The prefix is an error where one of the input strings
contains a prefix before the matched substring, for instance a letter ‘d’ is a prefix for
dtitle and title. Analogously for suffix. The gap consists of missing characters in the
middle of a string, for instance ‘li’ is a gap and ‘t’ is a suffix for strings tracklist and
tracks. Finally, a mismatch is an unmatched character in both strings. These errors
have different importance and influence on the final matching result. Because of
that, the importance of each error type is expressed by predefined weights between
0 and 1 and are problem dependent. The higher the weight of an error the lower
degree of matching of two strings for which such an error occurs. In our case, where
abbreviations are very popular, the crucial error types are prefix and mismatch so
their weights are set to 1, gap has a weight 0.3 and suffix 0.1 is the minor error.

Our algorithm then compares pairs of strings from the domains of the considered
attribute aS and aT . It generates PTVs which express the uncertainty about the coref-
erence of the compared strings as described above. The possibility that a proposition
p, stating that two strings are coreferent, is true (μp̃(T)) and the possibility that p is
false (μp̃(F)) are calculated by the following equations:

μp̃(T) = possT

factor
(31)

μp̃(F) = possF

factor
(32)

where possT, possF and factor equal:

possT = |intersection|
max(s1.length, s2.length)

(33)

possF =
|errors|∑

i=0

(errorsi.size × wi) (34)
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factor = max(possT , possF) (35)

where |intersection| denotes the number of common characters, an |errors| is the
number of types of the errors, errorsi.size is the number of the errors of a given type.

On the one hand, possT is the ratio between the number of characters that are
found to be common for a pair of strings (cardinality of the intersection) and the
length of the longer string. On the other hand, possF is computed as the sum of the
product of the number of the errors of a given type (from errors that are found during
comparison) and predefined weight wi of specific error type. Finally, factor is the
maximum of possT and possF and is used to normalize both possibilities.

Two terms are considered as coreferent if μp̃(F) of the resulting PTV is lower
than μp̃(F) of the predefined threshold PV . ˜thr (see Sect. 3.3).

This terms comparisonmethod thus takes into account misspellings and abbrevia-
tions and, moreover, has a low computational complexity. This technique was chosen
due to its efficiency [2]. In the literature a multitude of algorithms for string com-
parison has been proposed and these may also be employed here. An example of an
interesting survey concerning strings in general is [11]. An example of an approach
employing fuzzy logic which might also be of interest to the reader is [31].

Example Let us consider the attribute aS = “Address” from the source dataset in
Table1 and the attribute aT = “City” from the target dataset in Table2. Let us assume
that these attributes have not been indicated as coreferent based on the analysis carried
out in Step 1. After preprocessing the subset dom′(aS) of the attribute domain, the
resulting multiset WaS contains the terms: “Sint-Baafsplein” (multiplicity 2), “9000”
(3), “Ghent” (4), “Hoegaarden” (1), “St-Denijs-Westrem” (1), “Gentstraat” (1), etc.
Whereas, the multiset WaT of the subset dom′(aT ) of the attribute domain consists
of the terms: “Gent” (4), “Hoegaarden” (1) and “St-Denijs-Westrem” (1). Next, the
intersection I of the multisets WaS and WaT is calculated which contains two terms,
“Hoegaarden” and “St-Denijs-Westrem”, both with a multiplicity equal to 1 (the
multiplicity of an element in the intersection of two multisets is the minimum of the
multiplicities of that element in both multisets, see Sect. 3.2). Both returns are given
an associated PTV (1, 0). Thus, the fuzzy integer of this intersection is constructed
from the multiset of PTVs {(1,0); (1,0)} by Eq.24.

Figure2 (the top left-most graph) shows the multiset of possibilistic truth values,
where a circle denotes the possibility of T and a triangle denotes the possibility of
F. The derived possibility distribution πN (the fuzzy integer) is shown below the
possibilistic truth values. The middle graph of Fig. 2, in turn, shows the multiset
of PTVs which are used to construct the threshold πthr

(domS ,domT )
which depends on

the particular attribute domains and the predefined parameter PV .thrOverlap and
is shown in the graph below the multiset of PTVs. Following the specification, the
multiset of PTVs which is used to construct the threshold πthr

(domS ,domT )
consists of n

PTVs equal to (1, 0), where n is calculated by Eq.30 with PV .thrOverlap = 0.35
and equals to n = �min(33, 6) × 0.35� = 2. The fuzzy integer πN is not larger than
πthr

(domS ,domT )
(w.r.t. Definition 6), because the 1-cuts of both fuzzy integers have the

same supremum equal 2. So, the domains of the considered attributes aS and aT are
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Fig. 2 Fuzzy integers derived from the possibilistic truth values of the attribute matching
(“Address”; “City”) based on the equality relation, the threshold πthr

(domS ,domT )
and the attribute

matching (“Address”; “City”) based on the low-level string comparison method

next compared using the low-level string comparison method with μp̃(F) = 0.5 as
the predefined threshold PV . ˜thr. That comparison returns an intersection I , which
consists of the following elements: (“Gentstraat”, “Gent”) with an associated PTV (1,
0.3) and multiplicity 1; (“Ghent”, “Gent”), (1, 0.12), 4; (“St-Denijs-Westrem”, “St-
Denijs-Westrem”), (1, 0), 1; and (“Hoegaarden”, “Hoegaarden”), (1, 0), 1. Figure2
(the right-most top graph) shows themultiset of PTVs {(1,0); (1,0); (1,0.12); (1,0.12);
(1,0.12); (1,0.12); (1,0.3)}, which are used by Eq.24 to construct a fuzzy integer πN

and is shown below the PTVs in Fig. 2. Now, it turns out that, the fuzzy integer
πN is larger than the threshold πthr

(domS ,domT )
(w.r.t. Definition 6), because the 1-cut of

the right-most fuzzy integer has a higher supremum, equal 7, than the middle fuzzy
integer threshold, which has the supremum2. This is the same fuzzy integer threshold
as above because it depends on the same particular attribute domains—we consider
the same attributes. Thus, the attributes “Address” and “City” are considered as being
potentially coreferent and the established matching m between them is added to the
set M1:1

V of matchings.

5.3 Step 3: Generalization

The last step of the vertical matching phase derives a one-to-many schema matching
M1:n

V by using the method called getGeneralization based on one-to-one schema
matching M1:1

V (line 28 in Algorithm 2). Afterwards, the vertical schema matching
MV is composed of the schema matching M1:n

V and M1:1
V (line 29 in Algorithm 2).

The method getGeneralization is implemented by the Algorithm 3 which works as
follows.
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The input schema matching M1:1
V , which is generated in steps 1 and 2 (Sects. 5.1

and 5.2, respectively), is the basis to generate a set M ′
1:n of one-to-many matchings

by combining a number of one-to-one matchings which have the same attribute from
AS or AT , i.e., a one-to-many matching has either the form: (line 1 in Algorithm 3):

(
A, aT

j

)
, where A ⊆ AS ∧ |A| ≥ 2 ∧ ∀aS

i ∈ A ∃ (
aS

i , aT
j

) ∈ M1:1
V (36)

or, (
aS

i , A
)
, where A ⊆ AT ∧ |A| ≥ 2 ∧ ∀aT

j ∈ A ∃ (
aS

i , aT
j

) ∈ M1:1
V (37)

Afterwards, for each matching m1:n ∈ M ′
1:n, the extended domains are compared

by the compareDom method (line 3 in Algorithm 3). This is done analogously as
in the “Overlapping” step of Sect. 5.2. An extended domain is constructed by the
method getDom and contains concatenated values of all attributes that are specified
in the parameters, i.e., of all attributes forming the set A in m1:n (cf. (36) and (37)).
The values are concatenated one by one and separated with a white space into a new
value which belongs to the extended domain.

Next, alternative matchings M1:1
alt ⊆ M1:1

V are selected by the method getAlterna-
tives (line 4 in Algorithm 3). An alternative matching m1:1 ∈ M1:1

alt for m1:n should
have at least one attribute in common with the matching m1:n ∈ M ′

1:n, i.e., (a
S
k , aT

l ) is
an alternative matching with respect to (A, aT

j ) if aS
k ∈ A or aT

l = aT
j , and similarly

for (aS
i , A). Finally, if the fuzzy integer πN of the one-to-manymatching m1:n is larger

(w.r.t. Definition 6) than the fuzzy integer of any alternative matching m1:1 ∈ M1:1
alt

(line 6 in Algorithm 3), then the matching m1:n is added to the schema matching M1:n
V

(line 7 in Algorithm 3).

Algorithm 3 GeneralizationAlgorithm

Require: Schema Matching M1:1
V

Ensure: Schema Matching M1:n
V

1: Schema Matching M ′
1:n ← getCombination(M1:1

V )
2: for all Matching m1:n ∈ M ′

1:n do
3: m1:n.πN ← compareDom(getDom(m1:n.A′

S),getDom(m1:n.A′
T ))

4: Schema Matching M1:1
alt ← getAlternatives(M1:1

V ,m1:n)
5: for all Matching m1:1 ∈ M1:1

alt do
6: if m1:1.πN ≺sup m1:n.πN then
7: M1:n

V ← M1:n
V ∪ m1:n

8: break
9: end if
10: end for
11: end for

Remark. This generalization is specified for alphanumerical data, where numerical
data are considered as character data. For numerical data more sophisticated con-
catenation method (such as aggregation or transformation function, e.g., a function
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Table 5 Example of the
vertical schema matching
M1:1

V

Matching m Source Target

1 Name Type

2 Name POI

3 Lon. Geo2

4 Lat. Geo1

5 Category Type

6 Key Id

7 Address ZipCode

8 Address Street

9 Address City

which calculates average value) of values of all attributes that are specified in the
matching parameters, i.e., of all attributes forming the set A in m1:n (cf. (36) and
(37)), is required and it is out of the scope of this paper.

Example Let us consider the one-to-many matching m1:n ∈ M ′
1:n as a combination

of the one-to-one matching M1:1
V in Table5. Namely, m1:n establishes a matching

of the attribute aS = “Address” (aS ∈ AS) from the source dataset in Table1 and
the attributes A′

T = {“Street”, “City”, “ZipCode”} from the target dataset in Table2
(A′

T ⊆ AT ). This matching is derived as a combination of the one-to-one (candidate,
alternative) matchings 7, 8 and 9 of Table5.

First, the extended domains are constructed by using the method getDom. These
domains contain the values of all attributes forming the set A in a one-to-many
matching; cf. (36) and (37). The extended domain domext(A′

S) = dom(aS) =
dom(“Address”) contains the values: “Sint-Baafsplein, 9000 Ghent”, “Grotestraat
91, 7471 BL Goor”, “Jan Breydelstraat 35, 9000, Ghent”, etc. The extended domain
domext(A′

T ) = domext({“Street”, “City”, “ZipCode”}) contains the concatenated val-
ues: “Emile Braunplein Gent 9000 BE, “Sint-Baafsplein Gent 9000 BE”, “Jan Brey-
delstraat 35 Gent 9000 BE”, etc. Both extended domains domext(A′

S) and domext(A′
T )

are compared by the compareDom method just as in the “Overlapping” step in
Sect. 5.2. More specifically, after preprocessing the attribute domains, the multi-
set WA′

S
= WaS contains the terms: “Sint-Baafsplein” (multiplicity 2), “9000” (3),

“Ghent” (4), “Hoegaarden” (1), “St-Denijs-Westrem” (1), “Gentstraat” (1), etc. The
multiset WA′

T
contains the terms: “BE” (6), “Gent” (4), “9000” (4) “Hoegaarden”

(1), “St-Denijs-Westrem” (1), “Sint-Baafsplein” (1), etc. Next, the intersection I of
these multisets is determined which contains the terms: “Kleine” with associated
PTV (1, 0) and multiplicity 1; “Gentstraat”, (1, 0), (1); “24”, (1, 0), (1); “5”, (1, 0),
(1); “69”, (1, 0), (1); “3320”, (1, 0), (1); “9051”, (1, 0), (1); “Schouwburgstraat”, (1,
0), (1); “9000”, (1, 0), (4); “Stoopkensstraat”, (1, 0), (1); “Sint-Baafsplein”, (1, 0),
(1); “Jan”, (1, 0), (1), “St-Denijs-Westrem”, (1, 0), (1); “Hoegaarden”, (1, 0), (1). All
associated PTVs are (1, 0) because all the compared terms are equal. Next, the fuzzy
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Fig. 3 Fuzzy integers derived from possibilistic truth values of the attribute matching (“Address”;
“Street”, “City”, “ZipCode”)

integer expressing the cardinality of the multiset of matching terms is constructed
from the resulting multiset of PTVs multiplied by the term multiplicity by Eq.24.

Figure3 shows the set of possibilistic truth values, where a circle denotes the
possibility of T and triangle denotes the possibility of F. The derived possibility
distribution πN (the fuzzy integer) is shown below the possibilistic truth values.

Next, alternative matchings M1:1
alt ⊆ M1:1

V are selected by the method getAl-
ternatives, i.e., one-to-one matchings that have at least one attribute in common
with the constructed one-to-many matching m1:n. Namely, (“Address”; “ZipCode”),
(“Address”; “City”), and (“Address”; “Street”). Finally, it turns out that the fuzzy

Fig. 4 Fuzzy integers derived from possibilistic truth values of the alternative attribute matchings
for the attribute “Address”: (“Address”; “City”), (“Address”; “Street”) and (“Address”; “ZipCode”)
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integer πN related to the one-to-many matching m1:n is larger than the fuzzy integer
(w.r.t. Definition 6) related to each alternative matching in Fig. 4, because the 1-cut
of the fuzzy integer resulting from concatenation m1:n has a higher supremum (17 in
Fig. 3) than the fuzzy integers of the alternative matchings (2, 9, 6, respectively in
Fig. 4). So, the matching m1:n is added to the schema matching M1:n

V .
Finally, the union of sets of matchings M1:1

V and M1:n
V forms the final set of can-

didate matchings MV , which is the basis to detect coreferent tuples and to establish
the final matching between corresponding attributes in the next phase.

6 Phase II: Horizontal Matching

In this phase, the candidate vertical schema matching MV from the previous phase
is used to establish the horizontal schema matching M by the method getHorizon-
talMatchings (line 2 in Algorithm 1). More specifically, in step 1 of this phase the
vertical schema matching MV is used to efficiently detect coreferent tuples across
heterogeneous data sources (Sect. 6.1). This significantly reduces the number of com-
parisons and the complexity of the approach and in turn is the basis for generating
the final schema matching in the second step of this phase (Sect. 6.2). The following
subsections describe both steps of the horizontal matching phase.

6.1 Step 1: Coreferent Tuples Detection

The coreferent tuples detection Algorithm 4 for schema matching searches for the
n-most coreferent tuple pairs D across tuples in the source dataset S and the target
dataset T using the candidate vertical schema matching MV as follows. First, each
tuple from the source is compared with each tuple from the target. More precisely,
the values of the corresponding attributes, which are matched by MV , are compared
by the method compareTuples (line 3 in Algorithm 4) which inter alia calculates
the possibility that two given tuples are coreferent (expressed by a PTV denoted
as d̃) and returns a pair of coreferent tuples d. The details of this comparison are
presented in Algorithm 5 and described in the next Paragraph “Tuples comparison”.
Next, coreferent tuple pair d is added to the set D of coreferent tuple pairs (line 4
in Algorithm 4). Finally, the detected coreferent tuple pairs d ∈ D are sorted by d̃
using Eq.11 and the PH .n most coreferent tuple pairs are the result of this algorithm
(line 7 and 8 in Algorithm 4, respectively). Using a fixed threshold on the matching
degree would be unreasonable because the (un)certainty of tuples coreference varies
along with the number of corresponding attributes [1], i.e., if only a few attributes
are truly coreferent then the certainty will be low. Thus, instead, our method ranks
coreferent tuple pairs by their PTVs and gets the n-most coreferent tuple pairs. It has
to be clear that the goal is not to detect all coreferent tuples. These coreferent tuple
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pairs serve as the basis to establish horizontal schema matching, what is discussed
in the next Sect. 6.2.

Algorithm 4 CoreferentTupleDetectionAlgorithm

Require: Dataset S, Dataset T , Schema Matching MV , Parameters PH
Ensure: n-most Coreferent Tuple Pairs D
1: for all Tuple tS ∈ S do
2: for all Tuple tT ∈ T do
3: Coreferent tuple pair d ← compareTuples(tS ,tT ,MV ,PH )
4: D ← D ∪ d
5: end for
6: end for
7: D ← sort(D)
8: D ← getMostCoreferent(PH .n,D)

Tuples Comparison A comparison of two tuples is conducted by Algorithm 5 and
works as follows. First, the input tuples tS and tT from the source dataset and the
target dataset, respectively, form a pair of candidate coreferent tuples (d.tS, d.tT )

(line 1 and 2 in Algorithm 5, respectively). Second, a comparison of attribute values
for eachmatchingm ∈ MV computed in the previous stepworks as follows. An initial
matching d.m is initialized as a copy of amatchingm (line 4 inAlgorithm5).Next, for
each attribute(s) m.A′

S (m.A′
T ) of a candidate matching m ∈ MV the value(s) vS or vT

from tuples d.tS and d.tT are respectively extracted (lines 5 and 6 in Algorithm 5). In
case of 1:n matching of attributes (see Sect. 5.3), the extracted values can be vectors
of values vS[] or vT [] whose coordinates are concatenated into vS or vT before they
are compared. Afterwards, the extracted values vS and vT are compared using a data
type-specific method which estimates the possibility d.m̃ that two given values are
coreferent (line 7 inAlgorithm5).More precisely, a numerical and an alphanumerical
matchers are considered as follows.

Numerical matcher. Numerical values are compared by a method which is
based on the difference (diff ) of the considered values and a difference threshold
(PH .thrDiff ). The difference threshold is a real number which defines the maximum
allowed difference of values, and depends on the range of values of a particular
attribute and the predefined parameter PH .thrNum, which specifies the percentage of
difference for average range of the considered attributesm.A′

S andm.A′
T (1:n attribute

matching does not apply for numerical data, thus, m.A′
S = aS and m.A′

T = aT ). More
specifically, PH .thrDiff is calculated by the following equation:

PH .thrDiff =
⌊
range(dom′(aS)) + range(dom′(aT ))

2
× PH .thrNum

⌋
(38)

where range is a difference between the maximum and minimum value of dom′(aS)

or dom′(aT ) from the source or the target. If the difference diff between values is
smaller than the difference threshold PH .thrDiff , then the possibility that a propo-
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sition p stating that the two values are coreferent is true (μp̃(T)) equals 1, and the
possibility that p is false (μp̃(F)) is a fraction of the difference diff and the difference
thresholdPH .thrDiff ; otherwise, a lack of coreference is declared, i.e.,μp̃(T) = 0 and
μp̃(F) = 1.

Alphanumerical matcher. Alphanumerical values are transformed into sets of
substringswhich are inmost cases separate words. The string is split at the position of
a white space, comma, dot or other special character. The usefulness of this approach
follows from the fact that character-based methods are typically not well suited for
longer strings. Next, the substrings are compared with one another by the low-level
string comparison method [2] (see Sect. 5.2). This gives PTVs which are aggregated
by the Sugeno integral [3, 4, 23]. Aggregation results in a single PTV which reflects
the possibility that two given values are coreferent (see Sect. 3.3). More specifically,
the aggregation operator for the comparison of two values, vS and vT , is defined by
the Sugeno integral for PTVs, where:

• P = {pi} is a set of propositions stating coreference of pairs of substrings,
• P̃ is the set of selected PTVs corresponding to the above-mentioned propositions
representing the uncertainty about their truth values computed by the low-level
string comparison method,

• the fuzzy measure γT is defined by:

γT (Q) =
k∑

j=1

wj, Q ⊆ P, Q = {p1, . . . , pk} (39)

where wj is the weight of the jth pair (sj
S , sj

T ) of substrings, computed by:

wj = 1

|P| (40)

• the fuzzy measure γF is defined by

γF(Q) =
{
1 if Q = P
0 otherwise

(41)

what is implied by condition (20) is that for each Q which is a subset of P.

Moreover, pairs of substrings with the selected PTVs are grouped into two sets.
The first set contains substrings which have an associated PTV that is larger than
PH . ˜thr w.r.t. Eq. 11, and are called coreferent tokens. The second set contains sub-
strings which have an associated PTV that is not larger than PH . ˜thr and are called
non-coreferent tokens. These two sets are the basis for deriving the type of matching.
The type type of matching d.m (see Sect. 4.1) is specified based on the number of
coreferent and non-coreferent tokens (substrings) of the values vS and vT by amethod
which is presented in the Sect. “Matching type of tuples” (line 8 in Algorithm 5).
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Next, the matching d.m is added to the set d.MV of matchings for the coreferent
tuples pair d.

Finally, the set d.MV contains matchings d.m of coreferent attributes A′
S and A′

T
for the particular tuples d.tS and d.tT . Each matching d.m ∈ d.MV has an associated
PTV (d.m̃), which expresses the possibility that attributes A′

S and A′
T are coreferent

for the particular tuples d.tS and d.tT based on their values, and is the basis for
further checking whether the particular tuples d.tS and d.tT are coreferent or not.
Namely, these associated PTVs form a multiset d.M̃V and are aggregated by the
Sugeno integral [3, 4, 23]. The aggregation returns a single PTV d̃ which reflects
the possibility that two given tuples are coreferent (line 11 in Algorithm 5). More
specifically, the aggregation operator for the comparison of two tuples, d.tS and d.tT ,
is defined by the Sugeno integral for PTVs, where:

• P = {pi} is a set of propositions stating coreference of attributes A′
S and A′

T for the
particular tuples d.tS and d.tT , represented by d.MV = {d.mi},

• P̃ is the set of PTVs corresponding to the above-mentioned propositions, repre-
sented by d.M̃V ,

• the fuzzy measure γT is defined by:

γT (Q) =
k∑

j=1

wj, Q ⊆ P, Q = {p1, . . . , pk} (42)

wherewj is the weight of the jth pair (A′
S , A′

T ) of attributes for the particular tuples,
computed by:

wj = ∀d.m̃ ∈ d.M̃V : wd.m̃ = 1

|d.MV | . (43)

These weights are equal for each PTV and depend on the number of matchings.
• the fuzzy measure γF is defined by

γF(Q) =
{
1 if Q = P
0 otherwise

(44)

what is implied by condition (20) is that for each Q which is a subset of P.

Matching Type of TuplesThematching types, which are defined in Sect. 4.1, depend
on the factors ratioS and ratioT . These factors represent the completeness of each
matching d.m ∈ d.MV for the particular tuples tS and tT and are based on the number
of coreferent tokens (substrings) of compared values vS ∈ tS and vT ∈ tT . The factor
ratioS (ratioT ) is the fraction of the number of coreferent tokens over the number of
tokens of the value vS (vT , respectively). Thus, the following conditions have to be
considered:

• if ratioS = 0 and ratioT = 0 then m ∈ M is an “unknown” matching
• if ratioS = 1 and ratioT = 1 then m ∈ M is a “full” matching
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Algorithm 5 CompareTuplesAlgorithm

Require: Tuple tS , Tuple tT , Schema Matching MV , Parameters PH
Ensure: Coreferent tuple pair d
1: d.tS ← tS

2: d.tT ← tT

3: for all Matching m ∈ MV do
4: Matching d.m ← m
5: var vS ← d.tS[m.A′

S]
6: var vT ← d.tT [m.A′

T ]
7: d.m̃ ← compare(vS , vT , PH . ˜thr, PH .thrNum)
8: d.m.type ← mType(vS , vT )
9: d.MV ← d.MV ∪ d.m
10: end for
11: d̃ ← aggregate(d.M̃V )

• if ratioS = 1 and ratioT �= 1 then m ∈ M is a “source is part of target” matching
• if ratioS �= 1 and ratioT = 1 then m ∈ M is a “target is part of source” matching
• if ratioS �= 1 and ratioT �= 1 then m ∈ M is a “a common part” matching

Example Let us consider coreferent tuple pairs detection for the following case. The
input is the verticalmatchingMV ofTable6,which is the basis for detecting coreferent
tuple pairs across the source and target datasets, of Tables1 and 2, respectively. Each
tuple from the source dataset is compared to each tuple in the target dataset which
results in the set D of coreferent tuple pairs. For example, let us consider that tuple tS

Table 6 Example of the
vertical schema matching MV

Matching m Source Target

m1 Name Type

m2 Name POI

m3 Name Type, POI

m4 Name, Category Type

m5 Lon. Geo2

m6 Lat. Geo1

m7 Category Type

m8 Key Id

m9 Address ZipCode

m10 Address Street

m11 Address City

m12 Address ZipCode, Street

m13 Address ZipCode, City

m14 Address Street, City

m15 Address ZipCode, Street,
City
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in row 2 in Table1 is compared to tuple tT in row 2 in Table2. First, the values of the
matched attributes (byMV ) are compared in sequence, e.g., the value “Saint Bavo” of
the attribute “Name” in tS is comparedby the alphanumericalmatcher to the following
values in tT w.r.t. the matchings m1, m2 and m3 in Table6: “Church” (of the attribute
“Type”), “Sint-Bavokerk” (of the attribute “POI”) and “Church Sint-Bavokerk” (of
the concatenation of the attributes “Type” and “POI”). This comparison results in
d.MV which contains all the attributes matchings m ∈ MV , namely d.m ∈ d.MV

(with associated PTVs d.m̃ which form a multiset d.M̃V ) for the particular tuples
tS and tT , e.g., d.m̃1 = (0, 1), d.m̃2 = (1, 0.12), d.m̃3 = (1, 0.16), etc. Next, the
matching type for each d.m ∈ d.MV for particular tuples is derived: d.m1.type is
an “unknown” matching (no common tokens), d.m2.type is a “full” matching (all
tokens are common), d.m3.type is a “source is part of target” matching (all tokens
from the source are common, but not all from the target), etc. Next, the PTVs in d.M̃V

are aggregated by the Sugeno integral with equal weights w = 1/15 (calculated by
Eq.43). This results in a single PTV d̃ that equals (1, 0.5)which reflects the possibility
that the two given tuples tS and tT are coreferent.

Finally, the detected coreferent tuple pairs D are sorted by d̃, and the PH .n (in
our case 3) most coreferent tuple pairs are returned. Namely, the pairs of tuples from
rows 2, 4 and 5 of Tables1 and 2 are returned as the 3 most coreferent tuple pairs
and are used to establish the final schema matching, what is discussed in the next
section.

6.2 Step 2: Schema Matching

The n most coreferent tuples pairs of D detected in the previous step and the vertical
schema matching MV established in the first phase of our approach are used to infer
the final horizontal schema matching M. Our novel approach is implemented by
Algorithm 6, which works as follows. First of all, for each matching m ∈ MV , the
cardinality cardm of this matching is calculated (lines 2–6 in Algorithm 6). This
cardinality is the number of coreferent tuple pairs whose values of attributes m.A′

S
and m.A′

T are coreferent. Hereby coreference is considered if μp̃(F) of d.m̃ is lower
than μp̃(F) of the predefined threshold PH . ˜thrDup = (0.5, 0.5) w.r.t. Eq. 11.

Next, if a particular matching m returns most of the coreferent tuple pairs
(line 7 in Algorithm 6), i.e., m.cardm/|D| is greater than the predefined threshold
PH .thrMajority, then m is added to the final schema matching M (line 8 in Algo-
rithm 6). Next, the propositions evaluated using PTVs of the matching m across all
coreferent tuple pairs ofD (i.e., ∀d ∈ D : d.m̃) are aggregated by the Sugeno integral.
This results in a possibility degree m̃ (PTV), which expresses the uncertainty of that
matching m ∈ M (line 9 in Algorithm 6) [3, 4, 23] (see Sect. 3.3).

More specifically, the aggregation operator for matching m ∈ M is defined by the
Sugeno integral for PTVs, where:
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• P = {pi} is a set of propositions stating coreference of attributes m.A′
S and m.A′

T
across all coreferent tuple pairs of D, represented by D[m] = {di.m},

• P̃ is the set of PTVs corresponding to the above-mentioned propositions, repre-
sented by D̃[m] = {di.m̃},

• the fuzzy measure γT is defined by:

γT (Q) =
k∑

j=1

wj, Q ⊆ P, Q = {p1, . . . , pk} (45)

where wj is the weight of the jth duplicate dj, computed by:

wj = 1

|D| . (46)

Theseweights are equal for each PTV dj.m̃ and depend on the number of coreferent
tuple pairs.

• the fuzzy measure γF is defined by

γF(Q) =
{
1 if Q = P
0 otherwise

(47)

what is implied by condition (20) is that for each Q which is a subset of P.

Moreover, a possibility degree m̃ of that matching m ∈ M can be used to resolve
schema matching conflicts. The schema matching M contains conflicts if there exists
more than one matching m ∈ M (called alternative matching) for any attribute
aS ∈ AS or aT ∈ AT . Thismeans that amatchingwhich is donatedwith the larger PTV
than alternative matchings is preferable and another alternative matchings should be
removed. However, the conflict resolution is subject to further research and outside
the scope of this paper.

Finally, thematching types of thematchingm ∈ M across all coreferent tuple pairs
D are unified by themethod unifyType in line 10 in Algorithm 6. This method returns
for eachm ∈ M themost popular matching type across all coreferent tuple pairsD. In
the case of indistinguishablematching types, i.e., if maximum frequency ofmatching
type for matching m ∈ MV over all coreferent tuple pairs of D is not unique, the
matching type with the predefined lowest coverage level is selected (see Sect. 4.1).
For example, if full matching (with coverage level 1) and inclusion matching (with
coverage level 0.5) types are specified for the same number of coreferent tuple pairs
then inclusion matching type is selected. The unified matching types inform about
matching completeness and can be used to resolve schema matching conflicts but it
is out of the scope of this paper.

Example Let us consider the coreferent tuple pairs in D which were detected in the
previous step. The set D of coreferent tuples pairs consists of 3 pairs, each composed
of rows 2, 4, 5 from Tables1 and 2. The matching cardinality cardm is calculated
for each matching m ∈ MV in Table6. For example, the cardm of the matching
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Algorithm 6 HorizontalMatchingAlgorithm

Require: Coreferent tuple pairs D, Schema Matching MV , Parameters PH
Ensure: Schema Matching M
1: for all Matching m ∈ MV do
2: for all Coreferent tuple pair d ∈ D do
3: if d.m̃ > PH . ˜thrDup then
4: cardm ← cardm + 1
5: end if
6: end for
7: if cardm/|D| > PH .thrMajority then
8: M ← M ∪ m
9: m̃ ← aggregate(D̃[m])
10: m.type ← unifyType(D[m].type)
11: end if
12: end for

m10 = {“Address”; “Street”} equals 2 because only the attribute values of two tuple
pairs are coreferent for the thresholdPH . ˜thrDup equal to (0.5, 0.5).More specifically,
the value “Stoopkensstraat 24, 3320 Hoegaarden” is similar to “Stoopkensstraat 24”,
and “Kleine Gentstraat 69, 9051 St-Denijs-Westrem” is similar to “Kleine Gentstraat
69”. The certainty as to their similarity is expressed for both of them by a PTV
(1, 0.33). The similarity of values “Sint-Baafsplein, 9000Ghent” and “Sint-Baafsplein”
is expressed by a PTV (1, 0.5), but this does not exceed the threshold. In contrast,
cardm of the matching m15 = {“Address”; “Street”, “City”, “ZipCode”} is equal to 3,
because the attribute values of all coreferent tuple pairs are coreferent. This confirms
that the concatenation of attributes makes sense.

Next, if cardm of m satisfies the majority condition in line 7 of Algorithm 6, then
the matching m is added to M. The predefined threshold PH .thrMajority = 0.3 and
|D| = 3, thus if cardm of m is greater than 0.9, then m is considered as a matching
in M. This means that M contains only matchings which are confirmed by at least
one coreferent tuple pair. Matchings m4, m9 and m11 in Table6 are not included
in M because they do not satisfy this condition. Next, the PTVs for matching m
across all coreferent tuple pairs D are aggregated by the Sugeno integral. For the
matching m10, the PTVs (1, 0.33), (1, 0.5), (1, 0.33) are aggregated with equal
weights w = 1/|D| = 1/3 to a single PTV equal to (1, 0.33). This PTV reflects
the possibility that the attributes “Address” and “Street” are coreferent. Finally, the
matching types of the matching m ∈ M across all coreferent tuple pairs D are unified
by themethod unifyType. For thematchingm10, the unifiedmatching type is “t is part
of s” (target is part of source) because the matching type of all considered coreferent
tuple pairs is “t is part of s”.

This gives us the schema matching M in Table7 with alternative matchings (con-
flicts) for some of the attributes, e.g., m10–m15 in Table7. These conflicts can be
resolved based on cardinality (cardm), certainty (m̃) and/or type of matching but it is
out of the scope of this paper.
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Table 7 Example of the schema matching M with alternative matchings

Matching m Source Target cardm typem m̃

m1 Name Type 1 t is part of s (1, 0.67)

m2 Name POI 1 Has a
common part

(1, 0.5)

m3 Name Type, POI 1 Has a
common part

(1, 0.6)

m5 Lon Geo2 2 Full matching (1, 0.33)

m6 Lat Geo1 2 Full matching (1, 0.33)

m7 Category Type 1 Full matching (1, 0.67)

m8 Key id 3 Full matching (1, 0)

m10 Address Street 2 t is part of s (1, 0.33)

m12 Address ZipCode,
Street

3 Has a
common part

(1, 0.03)

m13 Address ZipCode, City 1 Has a
common part

(1, 0.5)

m14 Address Street, City 3 t is part of s (1, 0.12)

m15 Address ZipCode,
Street, City

3 s is part of t (1, 0.12)

7 Evaluation and Discussion

In this section we describe an experimental evaluation of our method which shows
the influence of the parameters and the benefits of using content data (compared to
schema information-only-based methods).

7.1 Datasets

To illustrate the proposed approach we consider different real-world datasets, respec-
tively, containing information about ‘compact discs’, ‘restaurants’ and ‘points of
interest’.

Compact disc (CD) data are contained in two datasets which are defined in two
schemas. The first schema is extracted fromFreeDB2 and consists of 8 attributes. The
second schema is extracted from Discogs3 and consists of 24 attributes, of which 6
have been identified manually as being coreferent with the FreeDB schema attributes
and act as the ground truth for our experiments. The FreeDB dataset contains 124
tuples which are extracted from the CD dataset,4 while the Discogs dataset contains

2FreeDB, http://www.freedb.org/.
3Discogs, http://www.discogs.com/data/.
4http://hpi.de/naumann/projects/repeatability/datasets/cd-datasets.html.

http://www.freedb.org/
http://www.discogs.com/data/
http://hpi.de/naumann/projects/repeatability/datasets/cd-datasets.html
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132 tuples which are extracted from Discogs.5 The number of coreferent tuples in
these datasets is equal to 33, which are detected manually.

Restaurant data are represented by two famous datasets [28]. One dataset stems
from the on-line guide ‘Zagat’, while the other dataset stems from the on-line guide
‘Fodor’. Zagat contains 331 tuples and Fodor contains 533 tuples, where 112 coref-
erent tuples are counted (i.e., 112 restaurants occur in both lists). These datasets are
defined in two pairs of schemas, called R1 and R2, respectively. Both schemas of
the first pair R1 consist of 6 attributes, of which all 6 have been identified manually
as being coreferent, i.e., each attribute in the Fodor schema corresponds to exactly
one attribute in the Zagat schema, and vice versa. More specifically, 6 one-to-one
matchings are established. The Fodor schema in the second schemas pair R2 is iden-
tical to the Fodor schema in the first schema pair R1. But the Zagat schema in the
second schemas pair R2 consists of 5 attributes, of which the attribute “street-city” is
a concatenation of the attributes “street” and “city”. Thus, each of the 4 attributes in
the Fodor schema corresponds to exactly one attribute in the Zagat schema, and the
concatenation of the attributes “street” and “city” in the Fodor schema corresponds
to the attribute “street-city” in the Zagat schema. So, four one-to-one matchings
and one-to-many matching are present. The truly coreferent schema attributes act as
ground truth for our experiments.

Points of interest data are represented by two datasets which are defined in two
schemas. The first dataset is made available by the Belgian company RouteYou,6

which is an on-line provider of cycling routes. In order to support their routing
algorithms, RouteYou manages a database with POIs. This database is defined by a
schema which consists of the attributes latitude, longitude, POI name, POI category,
POI internal name (which is a copy of the POI name extended by location infor-
mation) and the language in which the name and category are given. An important
characteristic of the given POI database is that data is mostly contributed by inde-
pendent users of the website. Hereby, a user can pinpoint a location on the map,
type in the name of the POI he/she wants to add and associate one of the predefined
POI categories to it. From the complete POI database, we inferred one dataset by
selecting tuples in English and in a specific area: the center of Ghent. This resulted
in the RouteYou dataset which consists of 136 tuples. The second dataset contains
945 tuples which were extracted from the Google Maps database and are related to
the same specific area. The tuple extraction has been done using the Google Places
API.7 The resulting dataset is defined by a schema which consists of the attributes id,
name, vicinity, lat, lng, googleId and type, of which 6 have been identified manually
as being coreferent with the attributes of the RouteYou dataset.

Table8 contains a summary of all datasets considered in the experiments. The
number of attributes in the data varies between 5 and 24 (column 2 in Table8), while
the number of truly coreferent attributes varies between 5 and 6 (column 5 in Table8).
The number of detected coreferent tuple pairs varies between 33 and 112 (column

5Discogs, http://www.discogs.com/data/.
6http://www.routeyou.com.
7Google Places, http://developers.google.com/places/.

http://www.discogs.com/data/
http://www.routeyou.com
http://developers.google.com/places/
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Table 8 Real-world datasets

Datasets # attributes # tuples # dup # coreferent attr.

S: CD.FreeDB 8 124 33 6

T: CD.Discogs 24 132

S: R1.Fodor 6 533 112 6

T: R1.Zagat 6 331

S: R2.Fodor 6 533 112 5

T: R2.Zagat 5 331

S: POI.RouteYou 9 136 51 6

T: POI.Google 7 945

4 in Table8), while the number of tuples varies between 124 and 945 (column 3 in
Table8).

7.2 Evaluation Setting

To determine the quality of our approach, we compared its result against themanually
derived results. Based on the standard confusion matrix, we will consider the follow-
ing three sets. The first set, denoted as B, contains the truly coreferent objects which
are discovered by our approach, i.e., so-called true positives. The second set, denoted
as A, contains truly coreferent objects which are not identified, i.e., so-called false
negatives. The last set, denoted as C, contains objects which are falsely identified as
coreferent, i.e., so-called false positives.

Precision is defined as the fraction of truly coreferent objects among all objects
classified by a given algorithm as being coreferent:

Precision = |B|
|B| + |C| . (48)

Recall is another important quality measure which in our case can be defined as
the fraction of true positive objects among all coreferent objects present in a test
dataset:

Recall = |B|
|A| + |B| . (49)
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7.3 Experiment: Configuration of Parameters of the Vertical
Matcher

Goal. Our vertical matching Algorithm 2 in Sect. 5 employs the parameters
PV .thrStats and PV .thrOverlap. PV .thrStats specifies the threshold above which
statistical properties of attribute domains are considered as similar. PV .thrOverlap
specifies the percentage of the domains overlap. This experiment evaluates the impact
of these parameters on the precision and recall of the established vertical schema
matching.

Procedure. For the parameter PV .thrStats, a range from 0 to 1 with a step equal to
0.01 is considered. For the parameter PV .thrOverlap, a range from 0 to 1 with a step
equal to 0.1 is considered. Mean recall and precision for each value of PV .thrStats
and PV .thrOverlap over all datasets are calculated. Statistical matcher is executed
before the lexical matcher, thus, the overlap threshold does not have to be considered.

Result. Figure5 shows the mean precision and recall over all datasets for the dif-
ferent values of the parameter PM .thrStats (uninterested results are omitted). For
PM .thrStats values between 0.08 and 0.96 the statistical comparison of content data
gives the highest precision of matching. In this case, precision is more important
than recall because non matched truly coreferent attributes can be matched by the
lexical matcher. Besides that, the criteria of the statistical matcher are strict (all prop-
erties have to be similar) because statistical information may mislead the matcher,
i.e., there can exist domains which have similar properties but may describe non
coreferent attributes. We choose PM .thrStats equal to 0.9 for the further evaluations.

Figure6 shows themeanprecision and recall obtainedover all datasets for different
values of the parameter PM .thrOverlap in the lexical matcher. For PM .thrOverlap
values equal to 0.3 and 0.4 the lexical comparison of content data gives matchings
with the highest precision and recall. The establishedmatchings are the basis to detect
coreferent tuple pairs, which in turn are used to derive the final schema matching,

Fig. 5 Mean precision and
recall over all datasets in
function of PV .thrStats and
PM .thrOverlap equal to 0.3
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Fig. 6 Mean precision and
recall over all datasets in
function of PV .thrOverlap
and PM .thrStats equal to 0.9

thus, the method has to derive as many as possible matchings at the expense of
precision—the non coreferent matchings are eliminated by the horizontal matcher.
Thus, PM .thrOvelap equal to 0.3 is selected for the further evaluations, because the
smaller percentage of domain terms that overlap is easier to satisfy.

The combination of the matchings which are established by statistical and lexical
matchers gives an average precision equal to 0.58 and recall equal to 0.79 over all
datasets for PM .thrStats equal to 0.9 and PM .thrOvelap equal to 0.3.

7.4 Experiment: Configuration of Parameters
of the Horizontal Matcher

Goal. The goal of this experiment is to show the impact of the number PH .n of
coreferent tuple pairs, which is the basis to establish the schema matching, and
the parameter PH .thrMajority of our horizontal matching algorithm in Sect. 6 on
the precision and recall of the established schema matching. PH .thrMajority is a
threshold which specifies that a matching is considered as a correct matching by the
horizontal matcher.

Procedure. For the parameter PH .n, a range from 1 to 10 is considered. For the para-
meter PH .thrMajority, values 0.25, 0.5, 0.75 and 1 are considered. PH .thrMajority
equal to 0.25 (0.5, 0.75 or 1) means that if any vertical matching m ∈ MV between
the particular attributes is repeated by a quarter (two quarters, three quarters or all,
respectively) of detected coreferent tuple pairs then m is added to the set M of hor-
izontal matchings. The mean precision and recall for each value of PH .thrMajority
and PH .n over all datasets are calculated.

Result. Figure7 shows the mean precision and recall over all datasets for different
values of the parameters PH .thrMajority and PH .n.
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Fig. 7 Mean precision and recall over all datasets for different PH .thrMajority in function of PH .n

Setting PM .thrMajority to 0.5 or 0.75, and PH .n to 5 or 6 is sufficient to establish
the schemamatchingwith highprecision and recall.More coreferent tuple pairs (PH .n
greater than 6) do not increase the precision significantly or can even decrease the
recall for a large value of PH .thrMajority, because PH .thrMajority equal to 1 forces
that a particularmatchinghas to be confirmedbyall the selected coreferent tuple pairs.
However, this may be unrealistic and difficult to satisfy. Besides that, our horizontal
matcher is based on the n most coreferent tuples pairs so using many coreferent tuple
pairs may result in coreferent tuples pairs having assigned low certainty (because
the values of some attributes may not be coreferent). Thus, it is recommended to use
only a few coreferent tuple pairs but then those that are assigned the highest certainty
and PM .thrMajority between 0.5 and 0.75.

7.5 Benefits of Using Content Data

Content data-based schema matching approaches are able to establish semantical
matchings of corresponding schema elements in those situations where the schema
information-only-basedmethods can be ineffective. For example, a schemamatching
method which is based only on element names is not able to create a matching if the
names of coreferent attributes are synonyms. This means that content data add addi-
tional information about the particular attribute which can be used to better infer the
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semantics of the attribute and, as a consequence, create a matching between coref-
erent attributes. Moreover, attribute names may even mislead the schema matching
methods which are only based on schema information. Content data are a power-
ful and valuable source of information which can be used to considerably improve
schema matching. In contrast, approaches which are based on schema information
only can establish matchings of attributes which are not coreferent based on the
content data, e.g., “id” attributes.

8 Conclusion

In this paper, a content data based schema matching algorithm has been proposed
as a way to construct proper matching between corresponding schema elements of
heterogeneous datasets. The algorithm is especially useful in cases where finding the
correspondences between the schema elements based on schema information only
is difficult or impossible. Our novel technique employs possibilistic truth values,
to express certainty of matchings, similarities etc., and fuzzy integers, to express
cardinalities of sets of true propositions based on the certainty of their truth expressed
usingPTVs.This allowsus to explicitly copewith the (un)certainty of semantical one-
to-one and one-to-many schema matchings which are set up by our novel techniques
in an automated fashion. As a consequence, solutions to the attribute granularity
problem and the data coverage problem are proposed. The behaviour of the novel
schema matching algorithm has been evaluated on several real life datasets, thus
providing us with a valuable insight into the influence of the different parameters.
Moreover, it has been shown what are the advantages of the proposed approach
compared with a schema matching approach based on schema information only.
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Prior-Art Relevance Ranking Based
on the Examiner’s Query Log Content

Jakub Wajda and Wlodek Zadrozny

Abstract This work belongs to the domain of technical information retrieval (IR)
and, more specifically, patent retrieval. We show that the recorded history of patent
examiner’s search queries can be used to create a more effective method of finding
prior art patents than search methods based on titles and claims. We verify the per-
formance of the proposed method experimentally. Our experiments show that we can
almost double the recall measure, compared to classical techniques based on titles
and claims. The other contribution of our work is the creation of a database of over
half a million patent examiners queries (recorded search activity over the patents
prosecution process). The paper also discusses the limitations of the current work
and the ongoing research to further improve the proposed approach.

Keywords Patent search · Prior-art search · Query log analysis

1 Introduction

Prior-art patent search, also called patentability search, aims to determine whether
or not an invention described in a patent application is novel and, thus, if the patent
in question should be granted. Hence, the goal is to identify and collect the most
relevant resources helping to assess the novelty. These resources comprise related
patents as well as all general information on the related topics, and are jointly named
as the prior-art, with respect to a given patent application.

The prior-art is predominantly the textual information and thus the techniques
of the information retrieval (IR) find here a natural application. They are used to
help examiners, persons responsible for evaluating a submitted grant, to decide if
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its novelty is clear enough to justify granting the patent. A patent application has
usually a strictly defined structure and is composed of several parts. Among them,
most often the title of the patent and the claims part (defining the precise scope of the
protection which is being sought by the patent applicant) are used to form queries
aimed at retrieving the prior art.

In this paperwe propose a techniquewhichmay support an examiner in the process
of collecting the prior-art. Namely, an examiner is usually executing a number of
queries in search for relevant documents. We assume that these queries are recorded
and available in the form of a query log. Then, we show that the recorded history of
patent examiners’ search queries can be used to create a more effective method of
finding prior art patents than search methods based on titles and claims. In particular,
it provides for a more effective ranking of the retrieved documents.

We verify the performance of compared methods using a collection of patents in a
number of computational experiments. In comparison with selected other techniques
[32], the results of our experiments show that we can approximately double the recall
measure using a smaller amount of input data.

The other contribution of our work is the creation of a database of over half
a million patent examiners queries (sessions histories of the patents prosecution
process). We are planning to make it available to other researchers.

While this paper verifies that the historic data about examiner’s queries are very
useful in the considered context, we do not address the issue of how to automatically
create such queries for a new patent application. This is the practical limitation of
the current work, and we are planning to address it in the ongoing research using
machine learning paradigm.

1.1 Some Characteristic Features of Prior-Art Examiner’s
Search Activity

Patentability search is an essential task for the patent examiners and also one of the
most challenging problems of IR. The main features of the prior-art search may be
described as follows.

The patent search process always starts with a document describing the invention
being the essence of the patent to be examined. Patent search professionals are
experts in creating complex querieswith numerous keywords (terms) combined using
advanced operators. Usually, they reformulate the queries multiple times until they
obtain satisfactory results. Surveys of patent examiners behavior [4, 14] show that
in a patent application validity checking task, an examiner on average spends about
12h to become acquainted with about 100 relevant documents retrieved using about
15 different queries. Formulating a single query takes about 5min-more or less as
much time as it takes to judge a single document.
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Most of the surveyed examiners agree that query features like: Translation, Expan-
sion, Wildcard, Truncation as well as Distance, Field, and Boolean operators are
important to formulate effective queries.

1.2 Boolean Character of Patent Searches

The most popular IR model among patent searchers is the Boolean one. A log of
Boolean queries provides also a kind of a self-documented insight into the patent
application processing.

According to [28], operators AND and OR occur in, respectively, 48–57% and
22–30% queries. In query logs we have analyzed, all Boolean operators appear
explicitly in 55.85% of queries. Proximity operators can be regarded as a more
restrictive version of the AND operator, with special conditions which are described
in Table1. Operators of this type occur in 36.2% of queries. In total, 71.54% of
queries contain one of these operators explicitly after expansion of references to
other queries.

1.3 Improving Patent Queries

Despite the importance of Boolean queries in professional search, there has not been
much research on helping information professionals formulate those queries. On the
other hand, past few years have seen an explosive growth in scientific and regulatory
documents related to the patent system.

In this paper, we propose a method to a prior-art relevance ranking based on the
analysis of query logs.

Table 1 Boolean and Proximity operators after the expanding of references where Proximity oper-
ators are: ADJn Terms should be within n words of each other and in the order specified

AND ORa NOT XOR

43.6% 21.7% 36.2% 0.0018%

ADJnb NEARnb WITH SAME

13% 5.2% 15% 16%
aUsed explicitly, by default represented as space character
bn is an optional natural number
NEARn Terms should be within n words of each other and in any order. SAME Terms must be in
the same paragraph, in any order. WITH behaves identically to SAME which is recommended and
supported for use in Thomson Innovation
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2 Related Work

Information retrieval has been intensively researched to bridge the gap between users
queries, or information needs, and relevant documents. In particular, there have been
many diverse studies on information retrieval and query processing in general web
search [13], including studies on query expansion [9] or query intent detection [12,
23]. However, although patent related information retrieval also touches all aspects
of IR research [17], relatively little work has been done concerning patent retrieval,
as well as, in fact, other domain-specific search environments such as, e.g., legal
search or medical information search.

Although many successful general query expansion techniques have been pro-
posed [9, 11, 18, 28], most of them are not easily applicable to our tasks because
they are not able to deal with Boolean queries required for professional search envi-
ronments. Due to the diverse objectives, the proposedmethods differ, and so attempts
to apply general query log analysis techniques in the context of patent IR usually
refers to the automatic query generated from a piece of text using traditional TF-
IDF based term weighting methods [6, 16, 32, 33]. The huge disadvantage of this
solution is that this kind of input data “may contain many ambiguous and vague
terms. It is particularly difficult to formulate a successful query because patent writ-
ers tend not to use standard terms to make them look novel” [20]. This difficulty with
choosing proper keywords is ameliorated due to the fact that some keywords come
from pattern-based semantic tagging [20], automatic patent annotation [1], subtopic
extraction [26], automatic refinement of queries [19] or reduction [11].

Another improvement of text-based methods are citation-based methods [10, 21,
29–31] or non-patent references [8]. Their disadvantage is that, firstly, new articles
often refer to classics in their field of study and secondly, there aremost often different
motivations and actors in the citing process in two consecutive publications [10].

In [27, 28] authors operate on small number (less than 500) of real United States
Patent and Trademark Office (USPTO) query logs, where they group them by the
class and the objective is to collect keywords statistics.

Of interest for our purposesmay be also some studies of similarity of graph queries
with edit distance constraints [34] which find application in different areas such as
bioinformatics, chemistry, social networks, pattern recognition, etc.

3 Methods and Experiments

This section describes three methods. The first two are based on the analysis of logs
of examiners’ queries. They attempt to extract information from query logs and use it
to retrieve and rank relevant documents. The second method is an enhanced version
of the first one. Thus, wewill focus in our description on the secondmethod, showing
at the same time how it extends the first one. The third method has been proposed in
[33]. It consists in building queries for prior-art search based on particular sections
of patent application.
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3.1 Basic Keywords Extraction Based Method
and Its TF-IDF Boosting Enhancement

The input is a query log, such as shown in Fig. 1, which contains a history of queries
executed by examiners while searching prior-art of several patents, and the identifier
of a patent in question, Pat I D. We process the query log, meant as a collection
of queries Q, analyzing in a loop all queries related to patent PatID (Algorithm 1,
line 2). Each related query is parsed and keywords occurring therein are extracted
(line 3). In case of the simple keyword extraction based method (referred to earlier as
the first method) that is all: the set of thus extracted keywords forms a query which
is executed using a selected search engine.

Fig. 1 An example of a part of a query log. Queries are built of keywords (terms) connected using:
standard Boolean operators (“and” and “or”), some proximity operators (discussed in Table1), as
well as references to other queries (cf., e.g., query l13 which is a conjunction of queries l11 and l12)
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The basic approach sketched above suffers from a generic weakness of the stan-
dardBooleanmodel, namely the importance of all extracted keywords in the resulting
query is the same. On the other hand, it may be argued that, e.g., more frequent terms
should be more emphasized in the resulting query. Thus, in the second method we
addwhat we call the TF-IDF boosting, following the terminology used in the Apache
Lucene query language [2]. It boils down to applying a popular vector space model
term weighting technique of TF-IDF [25]. In the vector space model the TF-IDF
weight of a keyword in a document is proportional to the number of its occurrences
in the document (term frequency, TF) and inversely proportional to the number of
documents in the whole indexed collection in which given keyword occurs at least
once (inverse document frequency, IDF). In our case, a subset of queries related to
a given patent i , denoted as Pi ⊆ Q, corresponds to a document. The set of all Pi ’s,
for all patents for which queries are present in the whole query log Q, corresponds
to the collection of documents. Thus, the term frequency (TF) of a keyword with
respect to a patent Pat I D is computed as the number of its occurrences in all queries
belonging to PPat I D , normalized by the total number of occurrences of all keywords
in PPat I D . On the other hand, the inverse document frequency (IDF) of a keyword k j

with respect to a patent Pat I D is computed as log N
n j
, where N is the total number

of patents represented in the query log Q and n j is the number of patents for which
the keyword k j occurs in at least one query related to this patent. Finally, the TF-IDF
weight (boost) is computed as the multiplication of the TF and IDF components
(line 4).

Thus, resulting query, denoted queryOut , is composed of the keywords associ-
ated with their TF-IDF weights computed as discussed above (line 5). We assume
that such a query is admitted by the search engine employed, as it is the case of the
Apache Lucene used in our experiments (cf. Sect. 4).

Algorithm 1 TF-IDF boosting process
1: function KeyWords(Pat I d, Q)
2: while quer y ← getNext(Pat I d, Q) do
3: while term ← tokenize(quer y) do
4: boost ← TF- IDF(term, PPat I D, Q)

5: quer yOut ← pair(term, boost)
6: end while
7: end while
8: return queryOut
9: end function

3.2 Patent Field as Prior-Art Queries

According to the study [33] we transform claims and titles of patents into queries.
We focus on the claim part of the patent because using it gave good results in terms of
the recall in the experiments reported in [33]; in this study the background summary
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of a patent was giving the best results but it is not indexed in our system). Another
motivation for choosing the claims part is an assumption that examiner’s mostly
considered this field to determine whether or not invention is novel and to identify
the relevant resources. In our study we used Okapi BM25 [22] ranking function
which gave in our experiments better results than and TF or TF-IDF in terms of the
recall.

4 Computational Experiments

4.1 Data Set

The USPTO publishes the examiner’s search history (strategy) and results for each
patent application. The data is collected since 2003 and is publicly available. How-
ever, there is no mechanism available for downloading it on a large scale.

The data is available in the form of a PDF image, and requires OCR and other
types of processing before it can be used, or imported into a database. This means
substantial preparation effort is required and this technical issue seems to be the main
barrier in the widespread use of these data in patent IR [15, 27].

Thus the data consists of scanned copies of documents of varying quality. They
are diverse: within a single document one can find handwritten notes, screen-shoots,
and other material related to a patent application. The OCR software is not always
able to cope with this diversity of form and quality. Thus the validation and selec-
tion of textual data is an essential element of preprocessing. The data used in our
experiments was limited to class 455—Telecommunications, subclasses 403–466
Radiotelephone system extended with some randomly selected non-design patents.
After preprocessing and refinement we gathered 5,49,705 unique search queries,
relating to the set of 19,360 patents in Telecommunications class.

4.2 The Settings

The general scheme for our experiments is the following. We select a patent, PatID,
and construct a query according to the three methods described in Sect. 3. Then, we
execute the query against a collection of the remaining patents using the Apache
Lucene search engine [3]. This way we obtain a ranked list of patents deemed rele-
vant for the patent PatID by the search engine based on the constructed query. We
evaluate each method of query constructing computing various measures of retrieval
effectiveness, notably the Recall@100 [5]. We assume that for a given patent PatID
actually relevant are those retrieved patents which are cited by patent PatID. Thus,
we have to further limit the data set of patents used as only a fraction of them contain
citations of other patents. In total, we use 357 patents which contain at least one
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citation. Overall number of citations in this set amounts to 1064, i.e., there are on
average 2.98 citations per patent. Thus, in our experiments we construct 357 queries
and report the results of the retrieval averaged over all executed queries.

4.3 The Results

We have compared the three methods, first analyzing the Recall@N measures
obtained for each method. The results are illustrated in Fig. 2. In this figure “N”
is denoted as “Rank size”. The values shown are averaged over all executed queries
constructed for particular patents. Our method with boosting gives clearly the best
results. It is worth noticing that this method produces much shorter query than the
second best which is basically using all keywords present in the titles and claims
parts of the patent description. Thanks to that, the execution time of the queries is
shorter.

In Table2 we show the values of three effectiveness measures computed for top
100 patents returned by each query, again averaged over all queries executed. Here,
again, the method 2 is the best.

Figure3 shows comparison of only two best methods in the form of classical
Precision-Recall curve. Again, the superiority of our method is clearly visible.

Fig. 2 Comparison of Recall@N for three methods; “N” is denoted as the “Rank size”; the results
are averaged over all 357 queries
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Table 2 Comparison of three methods in terms of the recall, precision and F-measure computed
taking into account the first 100 patents returned by particular queries

Method Recall (%) Precision (%) F-measure (%)

Queries keywords (no
boosting)

3.868 0.134 0.259

Queries keywords
(TFIDF boosting)

12.406 0.430 0.831

Queries based on
document (title and
claim)

6.955 0.039 0.482

Fig. 3 The difference between compared algorithms (ranking size 1–1000)

5 Conclusions

We have proposed a method to retrieve relevant patent which may support a patent
examiner. It constructs a query based on the query log of the examiner boosting
extracted keywords using the TF-IDF keywords weightingmethod. It has been tested
on a set of real patents. There are many aspects of the proposed method which can
be improved. Also its thorough testing calls for a more sophisticated settings. This
is left as the subject of further research.
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What NEKST?—Semantic Search Engine
for Polish Internet

Dariusz Czerski, Krzysztof Ciesielski, Michał Dramiński, Mieczysław
Kłopotek, Paweł Łoziński and Sławomir Wierzchoń

Abstract We introduce a new semantic search engine, developed at our institute.
Its unique feature is the automatic construction of semantic resources, like discovery
of millions of facts, IS-A relations and automated generation of sentimental analysis
dictionaries. We developed a new method of document categorization. The engine
can be queried in natural language and possesses interfaces to be used not only by
humans but also by machines.

Keywords Search engine technology · Semantic transformations · Knowledge
graph

1 Introduction

For decades, informatics managed to ignore the meaning of information it was
claiming it was processing. So did e.g. data base management systems that left
the interpretation of data to the database user, or data mining (DM) that insisted that
the researcher has to interpret the outcome of DM algorithms. Hence for decades
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variants of entropy proved to be quite sufficient measures of information content.
The advent of World Wide Web has caused, however, that such a vision of infor-
mation in computer science ceased to be sufficient. WWW broke several previously
existing canons of information theory. E.g. for a long time it was believed that the
entropy is the upper limit of the file compression. HTML document format proved
this wrong by shifting the “ornamentation” issues to the browser. Similarly sound
stream compression by MIDI files is impressive. Last not least visually lossless
image compression beat Shannon’s entropy limits by an order of magnitude. And
the emerging concept of surplus entropy proves also Shannon wrong, pointing at the
same time to the importance of syntactic, semantic, pragmatic and apobetic analysis
of text.

Especially this last result, beside various practical considerations, underlines that
there is no escape from semantic information analysis on the Internet. The WWW
is particularly challenging in this context because we do not have any (topical or
vocabulary) close world assumptions.

Our research aiming at construction of a semantic search engine was an attempt
to face this challenge. We followed and developed the path of so-called semantic
transformations in order to enable semantically enriched search. We restricted our-
selves to the domain of Polish Internet (we automatically recognize the language of
the document), but the task is still challenging as we know Polish WWW comprises
over a billion Web pages (we actually collected nearly 500 millions of them). While
doing so, we aimed at adaptation of state of the art search engine methodologies to
the Polish language document collections. While some were straight forward, some
other proved to be a challenge, like e.g. Hearst rules for automated taxonomy extrac-
tion. They work well for English, while it has a rigid grammatical structure, while
Polish sentences are more flexible, and as shown below, more advanced parsing was
necessary.

In this paper we will outline the architecture and capabilities of the system and
explain rationale behind them.

2 Semantic Analysis for Search Engines

Within the NEKST project we approach the semantics of information in operational
manner. We exploit the fact that both the sender and the receiver of information is
a human being and therefore it is man and not the search engine that must really
understand the text. It is really sufficient when search engine supports the man. This
support is done by applying the so-called, semantic transformation.

Semantic Search Transformation is such a transformation of the content of the
document and/or the content of the query, which allows the use of classical search
engines in such a way that the response is semantically related to the original query
and/or is exhibiting additional information about the document (e.g. abstract) even
if (and especially if) this response cannot be derived from the literal content of the
document/query itself. So in fact this means that we use some additional resources
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to respond to the query. These additional resources are called semantic resources,
though they do not need to exhibit features of “semantic web resources”.

In the framework of NEKST we implemented the following types of semantic
transformations [8]: (1) prompts for the user, (2) substituting synonyms/hypernyms/
hyponyms and other related concepts/words, (3) disambiguation of terms (the
so-called identification of Synsets), (4) assigning the document to (one or more)
categories of the taxonomy/ontology (a tree or an acyclic directed graph), (5) per-
sonalized PageRank computation [9], (6) and cluster analysis to assign keywords
to focus the document (7) extraction of objects and relations between them in the
form of a knowledge graph and search in the graph, (8) automatic construction
of the graph concepts, (9) sentiment analysis, (10) the diversification of response,
(11) the identification and classification of harmful content (12) dynamic summariz-
ing.

These transformations rearrange the online resources and enable their more user-
friendly sharing. We allocate automatically Internet resources into thematic groups,
highlighting thematic channels on websites, and assign labels and categories to doc-
uments and their groups. From the point of view of the user, this translates into not
only a more precise identification of documents of interest to the user, but also gives
him the opportunity to search the context of both the individual documents and their
groups, such as channels or services. It also provides the opportunity to diversify
answers search engine.

Diversification [12] represents the diversity of responses in such a way that you
saw not only the best papers, but also a variety of thematic or ambiguity, such as in
a classical question about apples (fruits? computers?).

The need for taking into account semantic aspects forWeb search becomes appar-
ent when the document sought is understandable only in the context of other doc-
uments of a thematic channel. For example, asking a search query about battery
capacity of mobile phones a user would expect in response links to specific pages
with telephones even if these websites do not mention that they are about telephones.
That is the information that something is a phone name should be extracted from
some other documents.

While the above-mentioned semantic transformations (1)–(12) are nowadays
well-known and appreciated, bringing them together andmaking them interactwithin
a single system creates in our opinion a new quality. For example automated tax-
onomy construction and fact extraction is subject of intense research for years. But
search engines like Google use rather a manually constructed knowledge graph. The
NEKST search engine (http://neks.pl) applies the automatically extracted knowledge
graph directly to finding documents, to presenting facts, to constructing a dynamic
summary as well as in answering natural language queries and clustering of doc-
uments, last not least in response diversification. Clustering drives novel methods
of personalized PageRank computation and generally ranking the responses. Term
disambiguation serves both diversification and document categorization. And so on.

http://neks.pl
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3 Selected Examples of Semantic Transformations

3.1 Assigning Categories to Documents

The NEKST categorization module assigns categories to Web documents exploiting
a modified version of Polish Wikipedia graph [2]. We chose Wikipedia as a source
of categories for open domain documents because of its richness in the sense of the
number of terms and phrases that are assigned categories. We can assign therefore
one or more categories to a vast majority of words occurring in typical Web docu-
ment. The idea of document categorization algorithm is based on finding common
categories among those assigned to the words. Weighting, disambiguation and other
processes are necessary because of conflicts that usually occur. The advantage over
other approaches to categorization is the locality—one can process one document at
a time so massive parallelization is possible.

We developed also methods for supervised classification for limited sets of cate-
gories (e.g. geographical ones), based on the labeling using heterogeneous classifiers
committees over baseline methods of categorization.

So when issuing a query “rowery górskie” (in Polish: “mountain bikes”), we
get e.g. a page http://rowery.synergia-serwis.pl/, which will be assigned categories
“rowery”, “wypożyczalnie_rowerów” (“bicycles”, “rent-a-bicycle-service”). Nei-
ther Google nor Yahoo search engines label the individual web pages. They associate
the query, instead, with the general query terms like “tanie górskie rowery” (“cheap
mountain bikes”), “rowery szosowe” (“street bikes”).

A query “zamki śląskie” (“Silesian castles”) provideswith a page http://zamki.res.
pl/ that is labelled with categories “fortyfikacje”, “zamki”, “dwory” (“fortifications”,
“castles”, “manors”). Google associates with this query terms like “castle in Książ”,
“Silesian manors”, but never “fortifications”. Yahoo has no clue.

3.2 Diverse Methods of Searching for Documents

NEKST offers classic search method for documents in the form of a string of words,
phrases (included in quotation marks), the words combined with the operators AND,
OR, with the ability to build complex parenthesized expressions. The returned doc-
uments are stamped with a dynamic summary and labels in the form of associated
categories of documents (Sect. 3.1). Ranking of documents is based on PageRank
[16] at the level of services, boosted by the lexical word forms, presence of key-words
of the document and the document cluster etc. Dynamic summary is built based on
the weighing of sentences of the document, the weighting is based in turn on count
of the words with the harmonized frequencies, the intensity of occurrence of words
in the query, and the length of sentences and the position of sentences in the text.
Words semantically related to the query terms (synonyms, hypernyms, hyponyms)
are taken into account.

http://rowery.synergia-serwis.pl/
http://zamki.res.pl/
http://zamki.res.pl/
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Alternatively, instead of the documents, the user can ask about the facts: e.g.Which
poet was born in Krzemieniec? What is the capacity to cell phone batteries? What
musician was awarded by the Queen? Answers to such questions are not documents,
but specific sentences of the documents describing the facts sought. The engine “will
know” that people like Mickiewicz and Słowacki are poets, Lennon is a musician,
andNokia is the name of a phone, without the category terms (poet, musician, phone)
occurring in the actual text document, fromwhich the piece of knowledge is extracted.
The queries can be formulated in a simple abstract grammar or in natural language
(Polish of course).

So we may ask in the natural language: “Deuter jest izotopem którego pier-
wiastka?” (“What chemical element is deuteron isotope of?”)

And get the reply e.g.: “Chlorek deuteru to nieorganiczny związek chemiczny,
połączenie chloru z izotopem wodoru—deuterem” (“Deuteron chloride is an inor-
ganic compound consisting of chlorine with hydrogen isotope called deuteron”)
which is not quite exactly what was asked for but it contains the response.

Another way of formulating queries is to use an abstract syntax of the form:
subject-predicate-object or in our case N1-V-N2, for example: N1<Adam
Mickiewicz> V<urodził> N2<CLASS{miasto}>. Here “Adam Mickiewicz” is
the name of a renown Polish poet (the subject of the query), “urodził się” means
“was born” and is the predicate. The construct CLASS{miasto} (CLASS{city}) is
an abstraction telling that we seek an object from the class of cities.

And we get the response: “Adam Mickiewicz urodził się 24 Grudnia 1798 roku
wZaosiu nieopodalNowogródka.” (“AdamMickiewiczwas born on 24thDecember
1798 in Zaosie near Nowogródek).

The query N1<CLASS{poeta}> V<urodził> N2<Krzemieniec> (“poet born
in Krzemieniec”) yields the response [Juliusz Słowacki] [urodził się] [4 września
1809 roku w Krzemieńcu] (“Juliusz Słowacki was born on September 4th, 1809
in Krzemieniec”). Google’s first response is the Kamieniec entry of Wikipedia and
no reference to Słowacki in the summary. Yahoo returns a Krzemeniec youtube
address, without any reference to Słowacki in the summary, though both Wikipedia
and Youtube articles speak about this famous poet.

The query N1<CLASS{papież}>V<beatyfikował> (“Pope beatified”) gives
responses [Klemens ix 8marca 1669] [beatyfikował] [Mikołaja z Flue] (“Clement IX
beatified Nicolas of Flue on March 8th, 1669”), [W roku 1741 Benedykt xiv] [beat-
yfikuje] [Aleksandra Sauli] (“In 1741 Benedict XIV beatifies Alexander Sauli”) in
spite of the fact that none of the referred pages contains the word “Pope”. Neither
Google nor Yahoo return among the first 20 responses pages containing the name of
the Pope but not the word “Pope”.

Query V<odznaczył>N2<CLASS{ksiądz}> (“priest was awarded”) returns
answers like [Prezydent Bronisław Komorowski] [odznaczył] [Krzyżem Wielkim
Orderu Odrodzenia Polski biskupa Tadeusza Pieronka] (text containing “bishop”
and not “priest”), [Krzyżem Oficerskim Orderu Zasługi RP] [odznaczył] [prezydent
BronisławKomorowskiKardynała Timothy’ egoDolana] (text containingword “car-
dinal”, but not “priest”). No such abstraction capabilities can be seen in Google nor
in Yahoo.
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Query N1<CLASS{telefon}>V<ma>N2<baterię CLASS{liczba}> (“phone
has battery number> can be used to extract information numerically describing
phone batteries. A response of the system NEKST includes: [w810i] [ma] [baterię
trzymającą 2 - 3 dni] (“w810i has a battery holding 2–3 days”). Such a query is
next to impossible to formulate in Google or Yahoo. These systems hardly associate
w810i with a query concerning the term phone. Here the automated extraction of
taxonomies is of particular importance. The growth of the market offers is so vast
that manual maintenance of a taxonomy encompassing all products from all industry
branches is difficult to imagine with a moderately sized staff of a search engine.

3.3 Extraction of Objects and Relationships Between Them
in the Form of a Knowledge Graph

The fact search functionality may have been based e.g. onWikipedia. But it turns out
that the knowledge contained there is quite limited in scope compared to the common
knowledge of humanity. There is neither time nor processing capabilities to keep the
knowledge graph up-to-date in an open-domain search engine. Therefore in NEKST
the semantic resources for fact base querying are built automatically directly from the
document collection.We identify the IS-A hierarchy exploiting specific grammatical
constructs obtained from shallow parsers. E.g. phrase “president Nixon” provides us
with relation “Nixon” IS-A “president”. We created a module responsible for the
detection of entities appearing on websites, based on the SEAL algorithm [11] and
implemented a module for the identification of proper names in the text, based on
the tool NERF.

Approaches to IS-Aextraction described in literature rely on evidence frompattern
extraction and statistical information (cf. [4, 18]). Pattern-basedmethods rely heavily
on so called Hearst patterns, first described in [5]. These are ways of expressing
instance enumerations of a class in natural language. Typical forms are “c such as
i1, i2 or i3” or “c, for example i1, i2 or i3”. Terms extracted with such patterns
may serve as input for elaborate taxonomy and ontology construction methods as
e.g. [10]. While lexico-syntactic patterns proposed by Hearst prove quite useful for
rigid order languages like English, they are unable to cover many useful patterns
occurring in languages with inflection like Polish. Therefore in the NEKST system
we introduce a novel method of IS-A relation extraction from patterns, which uses
morpho-syntactical annotations along with grammatical case of noun phrases that
constitute entities participating in IS-A relation. It is known that languages that
have inflection and free word order are much harder for automatic analysis than e.g.
English. We argue that inflection in language isn’t only a drawback but can also be
a great advantage if only the problems of morpho-syntactic tagging and dependency
parsing can be solved with reasonable precision. Typical constructs that express
explicitly the hypernymy relation in Polish language are:
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NPNom1 to NPNom2

NPNom1 jest NPNom2

Both of them are a way of saying NP1 is NP2 and in both cases noun phrase NP1
is expressed in nominative. They differ in grammatical case of NP2, where in the
first construct we have nominative and in the second: ablative. The second pattern
has its equivalent for past tense (NP1 was NP2):

NPNom1 był/była/było NPAbl2

Conducted experiments have shown, that combination of word and grammatical
case pattern allows for relation extraction with quite high precision.

Additionally we also developed a method for increasing the number of extracted
relations that we call pseudo-subclass boosting which has potential application in
any pattern-based relation extraction method.

Our knowledgegraph consists of facts of the formof triplets<nounphrase><verb
phrase><noun phrase>, obtained by exploiting several methods and sources:

1. Shallow parsing of the text extracted from web documents with additional check-
ing against existing of connections between noun and verb phrases based on result
obtained from dependency parsing.

2. Rule based parsing method based on dependency parsing result designated to
processing Wikipedia short definitions (in most cases starting at the beginning of
every document).

3. Rule based parsing method based on dependency parsing result designated to
processing simple sentences of certain form (contains predicate, subject andobject
element).

Facts supported by a sufficient number of occurrences are kept only. Queries may
be formulated by presenting text fragments that should occur at one, two or three
of these positions. Instead of text one can use an abstraction (the parent in the IS-A
hierarchy) of the searched term.

3.4 Cluster Analysis and Keyword Assignment
to the Documents

An important element of the semantic analysis of documents is detection of groups
of similar documents. Clustering in NEKST system is done using algorithms like k-
means and fuzzy c-means that operate in a distributed computingmodel, guaranteeing
scalability of the solution [3, 15].

Grouped documents are then subject to assigning to the list of the most common
and also the characteristic keywords (tfidf measure for groups). When the user issues
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a query, the documents belonging to the groups characterized by query terms are
more likely to be found. This follows the intuition that a document from a topical
group is more worthy than one that contains the query terms by chance. In practice
clustering information is used as an additional feature in the feature vector used by
the learning-to-rank algorithm. Among the almost 100 features this is the one of
the most important. It gives an ability to model higher levels of topical abstraction
of documents. Finally relevant documents can be found even though they don’t
contain query terms or queried words are not emphasized adequately. Throughout
experiments we have found, that state of the art LambdaMart [17] learning-to-rank
method achieves best results.

Moreover, to assist in the correct grouping and eliminating unjustified overem-
phasis, a duplicate detection and domains mirror discovery module has been imple-
mented, based on hashing [13] (due to the vast resources to search, the method must
be fast). It uses the so-called locality sensitive hashing, parameterized by probability
of similarity between documents. Documents related above a certain threshold are
pulled together. Hash function is the basis for assigning documents to the so-called
buckets, which allow for next to linear identification of duplicates. Only documents
belonging to the same bucket require pair-wise comparisons of text. In addition to
grouping the documents are subject to cluster analysis of domains. Domains are
treated as documents which are built tfidf vectors of words, which are the mean val-
ues of all documents’ tfidf in a domain. Grouping and labeling is done with the same
methods as for individual documents.

Several other methods of semantic clustering of documents were implemented.

4 Architecture and Functionality of the NEKST
Search Engine

NEKSThas a general outline of a classical search engine. There is a battery of parallel
spiders, a distributed indexing system and also a distributed front-line for responding
to queries, capable of handling of several hundreds of millions of documents. But
it differs in many details. Each of the subsystems consists of a lot of modules,
which in collaboration or separately are able to provide utility functions useful for
various applications. The idea of these modules is built around mechanisms for
semantic indexing of large collections of electronic resources, visual, semantic access
to content in mass collections of documents of inter-and intra-network sites and
massive parallelism of information processing.

Compared with the leading products, this search engine introduces a number of
innovations.With the tools of semantic content analysis, search is made in an innova-
tive way. Special indexing methods were designed to allow for search for documents
not only lexically but also semantically similar to the query. In particular using
abstract concepts of object classes. Through hierarchical clustering systematization
of documents is introduced. Not only whole documents but also facts from these
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documents are subject of indexing and hence querying. In this way the functionality
of fact search is introducedwhere a fact query is responded by both the document and
the concrete document fragment where it can be found. Internal mechanisms exploit
sentimental analysis, clustering, personalized PageRank, categorization, dynamic
summarization to provide a new feeling in the response to queries.

The newly developed, advanced search system is ideal for the creation of special-
ized search engines for various purposes, e.g. (by adding the appropriate semantic
resources) specialization for economical documents, legal documents etc.

Currently, internal testing of the system are performed using the 500 millions of
documents collected so far.

The system operates as a stand-alone tool with a user interface for constantly
updated database of documents covering the Polish Internet. It may be coupled to
other systems which can query it automatically. NEKST provides not only the stan-
dard search service but also specialized ones like detection of copies of the documents
or their parts, detection of mirror domains, document summarization etc. Also indi-
vidualmodules of the search engine, powered by the resources created by theNEKST
mechanisms, may find application completely independent of their use in a search
engine, such as modules dynamically generating summaries, constructing ontologies
from the texts belonging to the field of ontology, geographical and general labeling
(categorization), analysis of the emotional overtones of text documents relating to
the organization or business, etc.

The system was designed as a parallel one from the offset because of the size of
Polish internet and its dynamics. The basis of the parallelization of the processes at
NEKST is a public system of Hadoop (Apache project). Most of the search engine
algorithms have been designed in our system in accordance with the MapReduce
paradigm. We use also other publicly available software components like ones origi-
nating from nutch, lucene projects, lematizers for Polish, German and English and a
number of other tools for the analysis of the Polish language, including ones devel-
oped by the Institute of Computer Science of Polish Academy of Sciences and the
Technical University of Wroclaw, which we adapt to the architecture of Hadoop.

From the hardware point of view, NEKST uses linked servers in a logical cluster
where two sub-clusters are distinguished. The first one is intended for processing
off- line data, preparing documents for search. The second sub-cluster is intended
to be distributed to respond to requests, interacting with human and machine users,
retrieving documents.

The off-line part is populated with spider and indexing modules. The data from
the Internet is fed by a team of spiders, which harvest documents by crawling through
links, acquire documents from special sources, including for example, RSS feeds,
and finally keep them up-to-date. Spiders save documents in our own proprietary
Hadoop-based distributed database, adapted for efficient storage and dispersion of
documents.

Indexer module converts documents to the vector space representation and
enriches the information about the document (e.g. language, domain, server, IP)
and the words (tfidf statistics, parts of speech/grammatical basic forms, phrases,
etc.). It also extracts the links, identifies stopwords, builds a dictionary of terms and
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sets a unique hash value for the terms and documents. Analyzer module, being an
extension to the basic indexer, performs clustering of documents, creating new
documents (like pseudo-documents representing a domain, a server or a group of
documents) and attaches additional attributes to the primary and the derived docu-
ments, like groupmembership, keywords and categories, creates a frame for dynamic
summarization, labels with family filter information (content harmful/harmless) and
checks for spam. For each outgoing link its topicality is measured etc. IS-A hierarchy
extraction and fact extraction are also parts of this off-line analysis. Various brands
of PageRanks are computed [14], including personalized PageRank, TrustRank,
DomainRank etc. Finally a distributed inverted index is constructed, based on the
original method proposed by the doctoral dissertation of Dr. Czerski of the IPI PAN,
defended in January 2010. The index covers both documents and facts.

Off-line processing is also applied to information obtained from users (query logs)
and from other resources, like dictionaries, encyclopedias etc. The outcome of the
analysis are feeds to services proposing the user query expansion or serving query
responses. engaged in developing a basis for expansion of queries.

Due to the dimensionality of the problem, all modules have the ability to operate
in incremental mode.

The online part works on products of the offline part of the system. As already
mentioned it offers an interface to interact with users as well as services designed
for interaction with other systems. The user interface is created as a combination
of separate Web services that feed various parts of user interface. While interacting
with the user the system tries to capture his intensions.When it recognizes a question
in natural language, the related fact is returned. In case user’s intension is finding
a definition, it looks up encyclopedia first. If the intention is to find a translation,
dictionaries are searched. The system tries also to guess if some words constitute
a phrase (even if not enclosed into quotation marks). It tries also to expand known
abbreviations. The ranking mechanism of responses tries to diversify the replies and
to promote documents representative of a particular thematic group. The emphasis
is on effective search pages semantically similar and presentation of search results
discounted copies of documents and pages.

5 Conclusions and outlook

The NEKST system proposes a new vision of a Web search engine: a vision of a
system trying to act as a partner in the search process who tries to understand both
the content of the document and the user query. With this vision, the portfolio of
potential applications of a search engine is broadened considerably.

The basic attribute of the search engine is the coverage of major portion of Polish
Internet. So first of all it may provide citizens with any Poland related information
they need.

With the anticipated broad usage new opportunities occur. Search engines can
be used for continuous monitoring, e.g. health of the population. A sudden wave of
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requests for flu drugs can serve as an indicator of potentially impending flu epidemic.
This of course will work if the system can understand that Gripex and other drugs
are applied against flu. This means semantic information processing is needed here.

Any other kinds of authorities may benefit. For example, the Ministry of Finance
can checkwhether all tax officesmade available relevant form for taxingor distributed
important announcements. Sentimental Analysis Module can be used to assess the
mood of commentators on blogs relating to the organization of sporting events,
administrative decisions, etc. The analysis of the profile and the number of social
organizations (associations, societies, fraternities, clubs associations, etc.) can be
useful for understanding of the needs of the population and the creation of a suitable
policy.

Also the industry may benefit from semantically underpinned analysis of popu-
lation searches. Just mention tourism or transportation benefiting to holiday related
queries.

Both for the business of the company and the supervisory review of the adminis-
trative bodies there is a need to keep records on functioning enterprises, their offers
and business profile. This information is simple to collect from the internet, but with
big human effort. In contrast, search modules, supported by adequate resources,
semantic (called ontologies, patterns and appropriate software, supporting semantic
structure automatically recognition compounds) can maintain respective directories
of firms. Similarly, it is possible to create and maintain resources on educational or
medical services etc.

Do not forget the importance of search engines for Polish Science. Firstly one
should mention its importance for all kinds of linguistic research, linguistic analysis
of current social linguistic processes, frequency analysis, and the like. In particular,
automatically detected triplets (<noun><verb><noun> phrases) or relationships
of the type IS-A can become the basis for the verification of hypotheses, expand-
ing/narrowing published dictionaries, etc. In addition, the magnitude of the collected
resources will be of great importance for the development of tools and algorithms for
language analysis and graph analysis of hypertext documents [7]. Therewill opportu-
nities for research on the propagation of information on the Internet, its reproduction,
etc.

The vastmajority of potential applications listed above does not belong to the stan-
dard functionality of search engines. What is needed is access to both the resources
and the individual modules functioning search engine. Therefore, the optimal solu-
tion is to develop and maintain open for research and business search engine with a
rich set of semantic tools. Without extensively developed semantic tools would be
impossible to achieve this functionality, delineated in this article.

NEKST search engine in this context is an important milestone on the one hand,
on the other hand only a starting point that can and should begin the march towards
creating an interesting, important and useful application based on already developed
core search engine.

Modules constituting the search engine can find the application completely inde-
pendent of their use in a search engine, such as modules dynamically generating
summaries, constructing ontologies (i.e., a set of concepts from the field, along with
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description of the relationships between these concepts) from the texts belonging to
the area of interest, geographic and thematic labeling or emotional overtones analysis
of text documents relating to the organization or business.
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